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ABSTRACT
This dissertation proposes new optimization algorithms targeting protein-protein
docking which is an important class of problems in computational structural biology.
The ultimate goal of docking methods is to predict the 3-dimensional structure of
a stable protein-protein complex. We study two specific problems encountered in
predictive docking of proteins. The first problem is Side-Chain Positioning (SCP), a
central component of homology modeling and computational protein docking meth-
ods. We formulate SCP as a Maximum Weighted Independent Set (MWIS) problem
on an appropriately constructed graph. Our formulation also considers the significant
special structure of proteins that SCP exhibits for docking. We develop an approxi-
mate algorithm that solves a relaxation of MWIS and employ randomized estimation
heuristics to obtain high-quality feasible solutions to the problem. The algorithm is
fully distributed and can be implemented on multi-processor architectures. Our com-
putational results on a benchmark set of protein complexes show that the accuracy of
our approximate MWIS-based algorithm predictions is comparable with the results
achieved by a state-of-the-art method that finds an exact solution to SCP.
viii
The second problem we target in this work is protein docking refinement. We
propose two different methods to solve the refinement problem. The first approach
is based on a Monte Carlo-Minimization (MCM) search to optimize rigid-body and
side-chain conformations for binding. In particular, we study the impact of opti-
mally positioning the side-chains in the interface region between two proteins in the
process of binding. We report computational results showing that incorporating side-
chain flexibility in docking provides substantial improvement in the quality of docked
predictions compared to the rigid-body approaches. Further, we demonstrate that
the inclusion of unbound side-chain conformers in the side-chain search introduces
significant improvement in the performance of the docking refinement protocols. In
the second approach, we propose a novel stochastic optimization algorithm based on
Subspace Semi-Definite programming-based Underestimation (SSDU), which aims
to solve protein docking and protein structure prediction. SSDU is based on un-
derestimating the binding energy function in a permissive subspace of the space of
rigid-body motions. We apply Principal Component Analysis (PCA) to determine
the permissive subspace and reduce the dimensionality of the conformational search
space. We consider the general class of convex polynomial underestimators, and
formulate the problem of finding such underestimators as a Semi-Definite Program-
ming (SDP) problem. Using these underestimators, we perform a biased sampling in
the vicinity of the conformational regions where the energy function is at its global
minimum. Moreover, we develop an exploration procedure based on density-based
clustering to detect the near-native regions even when there are many local minima
residing far from each other. We also incorporate a Model Selection procedure into
SSDU to pick a predictive conformation. Testing our algorithm over a benchmark of
protein complexes indicates that SSDU substantially improves the quality of docking
refinement compared with existing methods.
ix
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1Chapter 1
Introduction
1.1 Protein structure
Proteins are one of the key elements of the cell. Proteins are very large biological
molecules, or macromolecules, which interact with each other or with other chemical
entities to perform a particular cellular function. These interactions form a stable
protein complex and play a central role in a number of cellular functions such as
cell signaling, metabolic control and gene regulation. At each protein interaction, at
least two chemical compounds are involved: a receptor which is the larger protein
molecule to which other molecules can bind, and a ligand that is a relatively smaller
molecule binding to the receptor. In Figure 1·1, a 3-dimensional (3-D) representation
of an actual protein-protein interaction is shown, in which the ligand is binding to
the receptor.
Each protein molecule consists of one or more compounds called peptides. Peptides
are a sequence of unbranched chains of recurring elements called amino acid residues.
The number of residues linked in a peptide can be as few as two, or perhaps as
many as hundreds. Each residue is a small molecule composed of two groups of
atoms, backbone and side-chain. The structure of the backbone part is the same for
all residues composed of amine (−NH2) and carboxylic acid (−COOH) functional
groups. However, the side-chain structure may differ from one residue to another.
Natural amino acids are usually classified by the molecular structure of their side-
chain into 21 different types. The side-chain of each residue has one end attached to
2Figure 1·1: 3-D representation of an actual protein-protein interaction. The peptide
in red is the receptor, and the one in blue is the ligand protein.
the backbone and another unattached end which can freely move in space. Residues
of the same chain are linked together via their backbone groups, and the sequence
of all backbone groups in a chain is called the backbone. Figure 1·2 shows a simple
peptide including 4 residues separated by dashed lines.
Figure 1·2: A peptide composed of 4 residues separated by dashed lines. Each residue
is composed of two elements: the side-chain of each residue i is specified by Ri, and the
other atoms form the backbone part of the residue. N terminus and C terminus are the
start and the end of the peptide chain. (Source: http://www.molecularstation.com)
In general, most of the protein peptides have so many chained residues. Figure
1·3 shows the backbone of such a peptide which is composed of tens of residues.
3Figure 1·3: Schematic of a peptide backbone composed of tens of residues (Source:
http://quantum-mind.co.uk/).
1.2 Protein docking problem
Protein docking is the problem of predicting the tertiary structure of a stable receptor-
ligand complex (Halperin et al., 2002), (Smith and Sternberg, 2002). Based on the
principles of thermodynamics, when a number of chemical compounds, including
proteins, bind to each other, the most stable state of the system (the native structure)
occurs when the Gibbs free energy of the complex attains its minimum value. To get
to this native state of the bound complex, the backbones and the side-chains of the
unbound state of these macromolecular entities move to take a new conformation
which has the lowest energy.
In this light, the protein docking problem is an optimization problem in which the
variables are the atomic coordinate of the proteins and the objective is to minimize the
energy of the complex that is a function of all those variables. However, solving such
a problem with so many variables would be computationally infeasible, and some
simplification is needed. Figure 1·4 depicts the process of docking for a receptor-
ligand complex. There are three options shown in this figure as the possible docked
conformations, but docking picks the one with the lowest interaction energy value.
4Figure 1·4: Protein docking aims to find the native conformations of protein-
protein interactions by minimizing the free energy of the complex. (Source:
http://www.lpds.sztaki.hu/)
The protein docking problem has attracted significant attention during the last
few decades and many computational approaches have attempted to solve it. In spite
of this, docking is still regarded as a very challenging problem in structural biology
due to the complexity of the energy landscape of protein-protein interactions.
This complexity comes from the fact that the energy function is composed of mul-
tiple force-field energy terms (such as Lennard-Jones potential, solvation, knowledge-
based hydrogen bonding, coulomb potential, statistical energy, etc.) with different
space scales resulting in a multi-frequency behavior of the high-frequency terms.
Therefore, the energy function in hand has multiple deep funnels and extremely many
local minima over its multidimensional domain (Moghadasi et al., 2015b). Figure 1·5
illustrates the simplified schematics of the binding energy function with a 2-D confor-
5mational space (for rigid-body docking the conformational space has 6 dimensions).
Figure 1·5: Protein docking attempts to find the global minimum of the binding
energy function in order to determine the structure of a complex in atomic detail.
1.3 Side-chain positioning problem
Side-chain positioning (SCP) is one of the key components of protein docking meth-
ods, and is extremely important in the context of protein-protein association. As the
two partner proteins approach each other, side-chains in the interface region between
the proteins tend to re-orient so as to avoid steric clashes and facilitate the process of
binding. Capturing this effect algorithmically has the potential to enhance docking
protocols (Moghadasi et al., 2015a).
SCP enables the rigid-body docking algorithms to take advantage of the flexibility
of the protein side-chains in order to predict the lowest energy conformation. In
general, side-chains are more flexible than the backbone, and positioning them is a
critical component of protein structure prediction (Lee and Subbiah, 1991), (Summers
and Karplus, 1989), (Holm and Sander, 1991). When a ligand binds to a receptor,
considerable plasticity and conformational changes of the backbone and the side-
6chains are often observed at the interfacial residues. These changes are of the form of
slight displacements of the atoms at the interfacial regions of the receptor and ligand
that overally decrease the energy of the complex. Ideally, one would like to predict
the lowest energy conformation of the receptor and ligand backbones and side-chains.
However, due to the high complexity of modeling the backbone movement and its
typically rigid structure, most of the classical models keep the backbone fixed, while
allowing the side-chains to freely move in space (Chazelle et al., 2004), (Kingsford
et al., 2005). Thus, SCP can be defined as a problem which takes fixed receptor and
ligand backbones and predicts the side-chain conformations that minimize the overall
energy of the complex.
In Figure 1·6, an instance of SCP problem and its solution are shown. In this
figure, the interface side-chains of the protein 1DFJ is depicted. The interface side-
chains of the receptor and the ligand are respectively colored with red and green.
The non-interface side-chains of the receptor and ligand are shown in gray and cyan
respectively. The left plot shows that several steric clashes are observed in the inter-
face which means the interaction energy of the complex is very high. If we solve SCP
over this problem, the solution would be the interface shown on the right, meaning
that the steric clashes are resolved and the energy of the complex is decreased.
1.4 MWIS algorithm for side-chain positioning
1.4.1 Maximum weighted independent set problem; edge-constrained
Maximum Weighted Independent Set (MWIS) is a well-studied Non-deterministic
Polynomial-time hard (NP-hard) combinatorial optimization problem. The goal of
the problem is to find the heaviest independent set of nodes in a given undirected
graph G = (V , E) with non-negative weights on the nodes. A set is called indepen-
dent if no two nodes in it are adjacent. We can formulate MWIS as the following
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Figure 1·6: SCP resolves the steric clashes in the interface of protein 1DFJ.
Integer Programming (IP) problem:
max
∑N
i=1wixi
s.t. xi + xj ≤ 1, ∀(i, j) ∈ E ,
xi ∈ {0, 1}, i = 1, . . . , N,
(1.1)
where N = |V|, wi ≥ 0 is the weight of node i, and xi is the indicator variable of
selecting node i. The cost function of (1.1) is the total weight of the selected nodes,
and the inequality constraint ensures the independence of the selected set of nodes.
1.4.2 Maximum weighted independent set problem; clique-constrained
Our algorithm is an approximate approach based on solving the Linear Programming-
relaxation (LP-relaxation) of the MWIS problem. Solving a tighter relaxation of
MWIS allows us to approach more closely to the optimal MWIS solution. In this
regards, in addition to the basic formulation of MWIS (1.1), we also consider an
alternative formulation for the MWIS problem which involves more inequality con-
straints enforced on the cliques of MWIS graph G. Given a graph G = (V , E), a clique
8is a subset of nodes such that every two of them are adjacent. The maximum size
of a clique in G is called the clique number of G. A maximal clique C is a clique of
G which cannot be extended by adding one more node. Let S = {C1, C2, . . . } denote
the set of all maximal cliques of G. MWIS can be formulated as the Integer Linear
Programming (ILP) problem:
max
∑N
i=1wixi
s.t.
∑
i∈Cj xi ≤ 1, ∀j : Cj ∈ S,
xi ∈ {0, 1}, i = 1, . . . , N.
(1.2)
1.4.3 SCP as an MWIS problem
We formulate SCP as a MWIS problem and devise distributed algorithms (Moghadasi
et al., 2012), (Moghadasi et al., 2013) to solve it. We have developed two MWIS for-
mulations to solve SCP problem which have slightly different set of constraints. The
first formulation considers the edge-constrained MWIS (1.1), and the other one for-
mulates SCP as a clique-constrained MWIS (1.2). The clique-constrained formulation
of MWIS is an extension of the edge-constrained. In Section 4.5, we compare these
algorithms and explain why the clique-constrained one is generally a more practical
algorithm. Although the ILPs (1.1) and (1.2) describe the same feasible set, the LP-
relaxation of (1.2) is tighter than that of (1.1). We will call the LP-relaxation of (1.2)
the clique relaxation of the MWIS. We will see how we can use a tighter relaxation
to approach more closely an optimal MWIS solution.
Compared to alternative algorithms, the main advantage of our approach is that
it uses distributed computations when solving the optimization problem, hence the
algorithms can be efficiently implemented in a network of processors and involve only
local communications between neighboring processors.
Our approach solves SCP approximately, obtaining feasible solutions for general
9problem instances. Computational results on a protein docking benchmark set suggest
that these solutions lead to high-accuracy side-chain predictions. The distributed
nature of the algorithm can lead to fast solutions for large interfaces. In the context
of SCP application, the parallel approach is very helpful due to the large problem
instances one has to tackle.
Our SCP algorithm can be applied in two important contexts. First, we can use
SCP as a general side-chain prediction method with applications in various areas of
structural biology (see Chapter 4). Second, we incorporate SCP as a key element
of protein docking procedure. We demonstrate that adding SCP to protein docking
protocols significantly improves the docking performance (see Chapter 6).
1.5 PIPER: sampling docked receptor-ligand conformations
Our protein docking algorithm consists of multiple stages beginning with sampling an
enormous number of docked receptor-ligand conformations with a rigid-body global
search that uses the Fast Fourier Transform (FFT) correlation approach. To conduct
this initial sampling, we use ClusPro 2.0 that is based on a docking program called
PIPER (Kozakov et al., 2006). These conformations are then sorted by their free
energy values, and the top several thousands ones with lowest energy values are
retained for further processing. We cluster this set of low-energy conformations using
the pairwise Root Mean Squared Deviation (RMSD) criterion which can be regarded
as a distance measure (Kozakov et al., 2005). For each cluster, we find the cluster
center as the conformation with the largest number of neighbors (two conformations
are neighbors if their pair-wise RMSD is within a certain threshold). As a side
story, the radius of the PIPER clusters can be used to improve the discrimination
of near-native complex structures (Kozakov et al., 2005). In this work, however, our
focus is mostly on protein docking refinement stage, and for this purpose, we only
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consider the near-native clusters, i.e., the clusters whose cluster center is within an
RMSD threshold to the native structure. For each near-native cluster, we sort all
the cluster conformations by the RMSD value to the cluster center and pick the top
conformations using an RMSD threshold of 12 A˚.
The goal of protein docking refinement is to locate the global energy minimum
within the regions of the conformational space. Following the procedure discussed
above, the input to our refinement stage is an ensemble of the receptor-ligand con-
formations sampled from certain PIPER clusters. The refinement protocol takes an
initial set of sampled conformations as the input and aims to improve the quality of
the set. One way to evaluate the performance of a refinement algorithm is to count
the number of near-native output conformations it predicts compared to the initial
input structures. The other criterion is based on the RMSD to native of the single
selected model algorithm predicts, which is usually the cluster center of the confor-
mation set. The ultimate goal is to increase the number of near-native predictions
and to decrease the RMSD to native of the selected model.
We have developed two protein docking refinement algorithms which aim to refine
the top conformations retained from the aforementioned sampling procedure. The
first approach is based on Monte Carlo Minimization (MCM) (Moghadasi et al.,
2015a), (Mamonov et al., 2015), and the second one is the Subsapce Semi-Definite
programming based Underestimation (SSDU) (Moghadasi et al., 2015b), (Nan et al.,
2014). In the sequel, we briefly introduce these methods.
1.6 Monte Carlo-minimization approach for docking
We propose a refinement algorithm based on an MCM approach which takes the
ensemble of filtered conformations from the samples generated by PIPER. For each
conformation, our algorithm works by iteratively proposing a sequence of rotational
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and translational motions of the ligand while fixing the receptor, and either accepting
or rejecting each move by the Metropolis criterion with the cost function defined as
the total energy of the receptor-ligand complex. After a number of Monte Carlo
steps, the final position of each conformation is our prediction corresponding to that
specific initial conformation. MCM acts an an effective local minimization method,
and can improve the number of near-native predictions of the PIPER conformations
(Mamonov et al., 2015).
At each MCM iteration, the following rigid-body motions are applied to the ligand:
first, the ligand position and orientation with respect to the receptor are randomly
perturbed, and then, a rigid-body minimization algorithm (Mirzaei et al., 2012) lo-
cally minimizes the energy of the complex over ligand positions. Then, based on the
change of the energy value of the conformational states, we decide either to accept or
reject this local minimization using Metropolis criterion. In case of acceptance, the
obtained conformation will be used as an input to the next MCM iteration.
In addition to running the random perturbation and rigid-body minimization steps
that exert rigid-body motions to the ligand, we can also use SCP as another important
step of MCM iterations to position the side-chains of the interfacial residues of both
receptor and ligand in order to reduce the total energy of the complex. In our proce-
dure, we run the SCP algorithm (Moghadasi et al., 2013) right after the completion
of the random perturbation and before running the rigid-body minimization.
We found that the incorporation of SCP in each iteration of protein docking refine-
ment protocols, facilitates the docking process and leads to improved performance.
We also established that the inclusion of the unbound conformer as an option in the
side-chain optimization improves SCP accuracy and docking performance (Moghadasi
et al., 2015a).
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1.7 SSDU: a global optimization algorithm for docking
MCM refines the PIPER samples by locally optimizing each sample point separately.
Even though MCM has been shown to be an effective refinement algorithm, we seek
to find a better refinement method which can capture the global behavior of the bind-
ing energy function. In this light, we propose a novel stochastic global optimization
method (Moghadasi et al., 2015b), (Nan et al., 2014) called SSDU to tackle the pro-
tein docking refinement problem. Our method is based on solving a Semi-Definite
Programming (SDP) problem to find general convex underestimators that are used
as an approximation of the envelope spanned by the local minima of the funnel-like
binding energy function. In the setting of the problem we described above, we use the
input conformations which are sampled from the favorable PIPER clusters to find the
local minima of these energy function funnels. These underestimators can be used to
bias sampling in the search regions of the conformational space in order to locate the
conformation whose energy is globally minimum.
Further, using a density-based clustering method, we establish an exploration pro-
cedure to detect the near-native conformational regions even in the case of having
multiple local minima residing far from each other (Moghadasi et al., 2015b). We
also incorporate a simple model selection procedure into our algorithm to select one
single predictive conformation. We report computational results, on a benchmark of
protein complexes, establishing that our proposed method significantly improves the
quality of docking refinement when compared with existing methods.
1.8 Thesis contribution
1.8.1 MWIS-based algorithms for SCP problem
We have proposed a distributed/parallelizable algorithm to solve the SCP problem,
which is a key step of protein docking methods. We model SCP as a combinatorial
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optimization problem and formulate it as an ILP problem called MWIS. We have
considered two different formulations of MWIS problem that we call edge-constrained
and clique-constrained MWIS. The edge-constrained MWIS is based on the baseline
formulation of MWIS which enforces constraints on the edges of the problem graph.
The clique-constrained MWIS, however, considers a different formulation of MWIS
by introducing constraints on the cliques of the graph. We have also considered a
few extra biophysical constraints to the optimization problem, which can be driven
from the structure of the proteins and the way a certain set of residues interact with
each other. We have developed an approximate algorithm which solves a relaxation
of the MWIS and then rounds the solution to obtain a high-quality feasible solution
to the problem. The algorithm is fully distributed and can be executed on a large
network of processing nodes requiring only local information and message-passing
between neighboring nodes. Motivated by the special structure in docking, we have
established optimality guarantees for a certain class of graphs.
1.8.2 MCM algorithm for protein docking
We have developed a novel refinement protocol based on a MCM algorithm for protein-
protein structure prediction. This protocol further improves the prediction quality
of our FFT-based PIPER simulations (Kozakov et al., 2006) by employing a local
minimization algorithm (Mirzaei et al., 2012) and MWIS-based SCP algorithm along
with a random perturbation scheme in an iterative search. To further improve the
efficiency of our refinement protocol we added an enrichment step using our FFT
algorithm PIPER that we have called focused PIPER.
1.8.3 Studying the impact of SCP in docking methods
To further assess the effectiveness of our SCP algorithm, we have used it as part of our
protein docking refinement procedure. SCP can become a component of energy eval-
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uation in refinement techniques. We have studied the impact of optimizing side-chain
positions in the interface region between two proteins during the process of protein-
protein binding. Mathematically, the problem is similar to side-chain prediction, ex-
tensively explored in the process of protein structure prediction. The protein docking
application, however, has a number of characteristics that necessitate different algo-
rithmic and implementation choices. We implemented the distributed approximate
algorithm MWIS that enables trading off accuracy with running speed. We report
computational results on two well-known benchmarks of protein complexes, estab-
lishing that the side-chain flexibility our algorithm introduces substantially improves
the performance of docking protocols. We have also tested the impact of including
the unbound conformations of side-chains in the set of possible conformers. Our ob-
servations establish that the inclusion of unbound side-chain conformers in the SCP
algorithm is critical in these performance improvements.
1.8.4 SSDU algorithm for protein docking
We have proposed a new global optimization method to refine the protein docking
procedures which we termed as SSDU. The algorithm solves a SDP problem to find
a convex underestimator of the funnel-shape binding energy function and uses this
underestimator to bias sampling in the search region in order to locate the global en-
ergy minimum and find the near-native conformations. In SSDU, we have applied the
PCA technique to decompose the 5-D space of the energy landscape into the principal
components. Based on our numerical tests, the number of principal components we
need to keep in order to locate the global energy minimum is 3, so we can use PCA to
reduce the dimensionality of the search space form 5-D to 3-D that results in better
refinement results in a more efficient manner. Next, we solve the SDP problem to find
the optimal underestimator to the binding energy function. In this stage, we have
generalized the existing underestimators into the general class of convex polynomial
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functions which are better candidates of the optimal SSDU underestimators. Fur-
ther, using a density-based clustering method called DBSCAN, we have established
an exploration procedure to find the near-native conformational regions even in the
case of having multiple local minima which are not necessarily residing in the same
region of the space. We have also incorporated a simple model selection procedure
into our algorithm to select a predictive conformation.
1.9 Thesis outline
The rest of the thesis is organized as follows. In Chapter 2 we introduce our edge-
constrained MWIS algorithm targeting the problem of positioning the interface side-
chains of a receptor-ligand interaction. Chapter 3 extends this formulation into the
clique-constrained MWIS that uses a tighter relaxation to approach more closely
an optimal MWIS solution. In Chapter 4 we show how the methodology presented
in Chapters 2 and 3 can be applied in a practical side-chain prediction problem,
and we highlight some of the key algorithmic and implementation choices of our
approach which is very useful for docking applications. Chapter 5 provides the general
framework of our MCM-based multi-stage refinement protocol for protein docking.
Chapter 6 studies the impact of applying our MIWS-based SCP algorithm in the
protein docking refinement methods. In Chapter 7 we present our SSDU algorithm
that is a stochastic global optimization method for protein docking. We end with
some concluding remarks and future research directions in Section 8. We provide the
proofs of the theorems and lemmas in Appendix A.
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Chapter 2
Edge-constrained MWIS algorithm for
side-chain positioning
2.1 Side-chain positioning problem
In Section 1.3, we described SCP problem as follows: given the unbound structure
of the receptor-ligand complex with fixed receptor and ligand backbones, SCP is to
predict the side-chain conformations that minimize the overall energy of the complex.
SCP is a key component of the protein prediction procedures (Lee and Subbiah, 1991),
(Summers and Karplus, 1989), (Holm and Sander, 1991). SCP is NP-hard (Pierce
and Winfree, 2002) and inapproximable (Chazelle et al., 2004). We view the problem
as a combinatorial optimization problem as in the most of the successful side-chain
prediction methods for homology modeling (Petrey et al., 2003), (Xiang and Honig,
2001), (Jones and Kleywegt, 1999), (Bower et al., 1997) and protein design (Dahiyat
and Mayo, 1997), (Malakauskas and Mayo, 1998), (Looger et al., 2003).
In this research and most related works (Chazelle et al., 2004), (Ponder and
Richards, 1987), (Dunbrack and Karplus, 1993), (Kingsford et al., 2005), the back-
bone is assumed to be fixed, and the goal is to predict the final conformational struc-
ture of the side-chains of the receptor and the ligand. This assumption is legitimate
due to the high complexity of modeling the backbone movement and its typically
rigid structure.
To model the flexibility of the side-chains upon binding, let us first introduce the
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concept of rotamers. Although the side-chains may be able to move freely in space,
they tend to occupy only a finite number of more probable conformations in actual
protein structures called rotamers. Figure 2·1 shows the set of rotamers of the residue
tyrosine, which is one of the 21 types of natural amino acid residues. These rotamers
are identified by finding the frequently occurring side-chain conformations in the large
databases of protein structures provided by experimental techniques. Different types
of residues have different number of rotamers, and the detailed information of all
the rotamers of all different types of residues is collected into massive datasets called
rotamer libraries. For this study, we used the “2010 Smooth Backbone-Dependent
Rotamer Library” (Shapovalov and Dunbrack, 2011).
Figure 2·1: The set of rotamers of the residue type tyrosine. (source: H. Venselaar,
CMBI)
It follows that SCP can now be rewritten as the following combinatorial opti-
mization problem: given a receptor-ligand complex with fixed backbones and flexible
side-chains, the goal is to choose one rotamer for each side-chain such that the overall
energy of the complex is minimized.
2.2 Related work
In general, side-chains are more flexible than the backbone, and positioning them is
a critical component of protein structure prediction (Lee and Subbiah, 1991), (Sum-
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mers and Karplus, 1989), (Holm and Sander, 1991). It is therefore not surprising that
side-chain prediction has received significant attention during the last few decades.
Most of the existing literature views the problem as an optimization/search problem
over possible side-chain conformations. Several works first attempt to reduce the
search space by applying the idea of Dead-End Elimination (DEE), which eliminates
all side-chain conformations that cannot possibly be in the optimal solution (Desmet
et al., 1992), (Goldstein, 1994). Lee et al. proposed an approach (Lee and Subbiah,
1991) based on a simulated annealing search. Lee et al. also suggested a similar
approach (Lee, 1994) using a mean-field optimization search. Roitberg and Elber
proposed a method that combined the latter two approaches (Roitberg and Elber,
1991). Bower et al. introduced heuristics to search over the space of specific energy
functions implemented in the SCWRL package (Bower et al., 1997). The latest version
of the package, SCWRL4.0 (Krivov et al., 2009), implemented a tree decomposition
algorithm (Xu, 2005) which is an exact method using dynamic programming. Side-
chain prediction has also been formulated as a mathematical programming problem.
Specifically, it has been formulated as an Integer Linear Programming (ILP) prob-
lem (Eriksson et al., 2001), (Kingsford et al., 2005) and several strategies have been
proposed to solve it. (Althaus et al., 2000), (Eriksson et al., 2001) A semi-definite pro-
gramming relaxation of the ILP problem was developed by Chazelle et al. (Chazelle
et al., 2004) and a second-order cone programming relaxation was proposed by Kings-
ford et al. (Kingsford et al., 2005). The primary application of the work we surveyed
above is in side-chain prediction in the context of protein folding. In fact, some works
(Loose et al., 2004) consider the joint folding and side-chain prediction problem. Side-
chain prediction algorithms attempt to resolve the uncertainty of the positions of side
chains (especially the ones on the protein surface) that computational or experimental
determination of the tertiary structure of proteins leave unresolved.
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Side-chain prediction is, however, extremely important in the context of protein-
protein association. As the two partner proteins approach each other, side-chains
in the interface region between the proteins tend to re-orient so as to avoid steric
clashes and facilitate the process of binding. Capturing this effect algorithmically has
the potential to enhance docking protocols and it is the main motivation behind this
work.
The problem of side-chain prediction in the course of protein docking has a num-
ber of characteristics –distinct from its application to folding– that enable the de-
velopment of specialized and more efficient algorithms. First, side-chains need to be
repacked many times in the process of iterative docking algorithms, and hence speed
is a primary consideration. Second, accuracy does not have to be extremely high. In
fact, it was shown that docking results can be substantially improved even by a very
approximate adjustment of side-chains that removes steric clashes (Mashiach et al.,
2008). Third, the unbound protein structure provides a good approximation for the
bound conformation of many side-chains; it has been shown that over 60% of sur-
face side-chains retain the unbound conformation upon association with the partner
protein (Beglov et al., 2012). Thus, as will be discussed, considering the unbound
conformer as one of the potential states substantially improves the results. Fourth,
prediction is performed in the presence of a second protein that, in many cases, sig-
nificantly reduces the potential joint conformations. In this light, the approach we
have developed can be seen as accounting for these special conditions.
Some forms of SCP have already been incorporated in docking procedures (Gray
et al., 2003). In our docking protocol, first a large set of unbound receptor-ligand
conformations are sampled using a rigid-docking technique called PIPER (Kozakov
et al., 2006), then the low energy conformations are retained for further refinement.
Refinement techniques (Gray et al., 2003), (Shen et al., 2008) iteratively move the
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ligand while keeping the receptor fixed in order to minimize an approximate energy
function (Mirzaei et al., 2012). This iterative search aims to find the rotation and
orientation of the ligand at a local minimum of the ligand-receptor interaction energy
function. SCP then becomes a component of energy evaluation for each ligand move.
2.3 Quadratic integer programming formulation
In this section, we present our SCP model and formulation (Moghadasi et al., 2012).
We adapt a framework similar to (Chazelle et al., 2004) derived for protein folding
applications.
Geometrically, the space of rigid-body motions in 3-D space is described in terms of
the members of the Special Euclidean group SE(3) expressing rigid-body orientation
and position. An element of SE(3) is of the form ξ = (ρ,R) where ρ ∈ R3 describes
the coordinates of the origin of a body with respect to an inertial frame reference
and R is a 3× 3 real matrix denoting the orientation of the body with respect to the
inertial frame reference.
Let us denote by ξ ∈ SE(3) the position and orientation of the ligand with
respect to the receptor. Our SCP algorithm will select rotamers for all residues in the
interface between the receptor and the ligand. To focus on a single receptor-ligand
conformation we fix ξ, and for ease of notation we will suppress the dependence on
ξ of the various quantities we define in the sequel. Define I as the set of all receptor
and ligand residues in the interface. The interface of a receptor-ligand complex is the
set of all residues in each molecule of the complex whose Cα atom is within a small
distance (10 A˚ in our work) from a Cα atom located on the partner molecule. Let
Ui denote the set of rotamers for each residue i ∈ I and denote by |I| the cardinality
of I.
Consider a feasible solution to the SCP problem, which is a set of rotamers that
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includes exactly one rotamer ir from each interface residue i ∈ I. The overall energy
E associated with this set of rotamers can be decomposed as follows:
E = E0 +
∑
i∈I
E(ir) +
∑
i,j∈I:i<j
E(ir, js), (2.1)
where E0 is self-energy of the two backbones, E(ir) is the energy of the interaction
between rotamer ir from residue i and the two backbones including the self-energy of
the rotamer ir, and E(ir, js) is the pairwise interaction energy between the selected
rotamers ir and js, which respectively correspond to the two different residues i and
j.
Let us construct an undirected |I|-partite graph G˜ = (V˜ , E˜) with node set V˜ =
V˜1 ∪ · · · ∪ V˜|I|, in which each V˜i, i = 1, . . . , |I|, corresponds to the residue i ∈ I,
and includes a node u for each rotamer ir ∈ Ui with a weight equal to Euu = E(ir).
For every pair of nodes u ∈ V˜i and v ∈ V˜j, i, j = 1, . . . , |I|, we draw an edge with a
weight equal to Euv = E(ir, js), where ir and js are the rotamers corresponding to u
and v, respectively. The SCP problem is equivalent to selecting one node per V˜i in
order to minimize the total weight of the resulting subgraph and can be formulated
as the following Quadratic Integer Programming (QIP) problem:
min
∑
u,v∈V˜ Euvyuyv
s.t.
∑
u∈V˜i yu = 1, i = 1, . . . , |I|,
yu ∈ {0, 1}, u ∈ V˜ ,
(2.2)
where the decision variables yu are the indicator variables selecting the rotamer cor-
responding to node u. Figure 2·2 shows the |I|-partite graph used to derive the QIP
formulation.
QIP problems are NP-hard. In the sequel, we present an MWIS-relaxation of
(2.2) which is also NP-hard. Then, we propose a distributed algorithm to solve the
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Figure 2·2: The |I|-partite graph used to derive the QIP formulation (2.2). The red
nodes and edge indicate that rotamer ir from residue i and rotamer js from residue j
were selected. The weight of each edge of the graph represents the interaction energy
between the associated rotamer pair.
MWIS problem. We show that our algorithm converges pseudo-polynomially to an
approximate optimal solution of the MWIS problem.
2.4 The MWIS formulation; edge-constrained
In this section, we formulate SCP as an MWIS problem. This formulation is based on
our earlier work (Moghadasi et al., 2012) with applications in protein docking and also
in (Paschalidis et al., 2010) which was developed for wireless networks applications.
MWIS is an NP-hard combinatorial optimization problem, whose goal is to find the
heaviest independent set of nodes in an undirected graph G = (V , E) with nonnegative
weights on the nodes. An independent set is defined as a set of nodes with no adjacent
pair of nodes. MWIS can be basically formulated as an ILP problem by considering
the edge constraints as follows:
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max
∑N
i=1wixi
s.t. xi + xj ≤ 1, ∀(i, j) ∈ E ,
xi ∈ {0, 1}, i = 1, . . . , N,
(2.3)
where N = |V|, wi ≥ 0 is the weight of node i, and xi is the indicator variable of
selecting node i.
To reformulate QIP-based SCP as an MWIS problem, we construct a new graph
G = (V , E) from G˜ = (V˜ , E˜) shown in Figure 2·2.
The node set of the graph, V , consists of two types of nodes: single-rotamer nodes
and pair-rotamer nodes. To each rotamer ir of each interface residue i we assign a
single-rotamer node and to each pair of rotamers (ir, js) from two different residues
i and j we assign a pair-rotamer node. We associate an energy value with each
node: E(ir) with single-rotamer nodes and E(ir, js) with pair-rotamer nodes. We
also assign to each node a nonnegative weight such that higher weights correspond
to nodes with lower energies; this can be done by reversing the sign of the energy
values and shifting them equally to become nonnegative. Turning to the edge-set of
G, each edge represents a “conflict” between a set of rotamers. The term conflict
means that the nodes incident to the edge correspond to two different rotamers of the
same residue, e.g., nodes (ir, js), and (ir′ , js). Since in SCP we need to select exactly
one rotamer per residue, both nodes connected by an edge cannot be selected. From
the construction, it follows that SCP is equivalent to the MWIS problem for graph
G. A graphical representation of such modeling is shown in Figure 2·3 for a system
of two residues i and j which have 3 and 2 rotamers respectively.
From the way graph G is constructed, the following theorem is obtained:
Theorem 2.1 Consider an MWIS of the graph G with total weight W , and let n =
(|I| + |I|(|I| − 1)/2) denote the number of nodes of the MWIS. Then the rotamers
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associated with the nodes in the MWIS form an optimal solution to the problem with
associated minimal energy equal to nM −W .
In (Moghadasi et al., 2012), an algorithm is introduced to solve (2.3) for the SCP
application. In this algorithm, we consider the LP-relaxation of (2.3), which is formed
by relaxing the integer constraints xi ∈ {0, 1} as 0 ≤ xi ≤ 1. We will call this LP the
edge relaxation of the MWIS. In a distributed fashion, the edge relaxation is solved,
and using some randomized estimation heuristics, the relaxed solutions are rounded
to obtain the MWIS feasible solution.
Figure 2·3: Construction of the graphical model of a system with 2 residues i and
j with sets of rotamers: Ui = {ir1 , ir2 , ir3} and Uj = {js1 , js2}. The optimal set of
rotamers of the residues i and j can be obtained by finding the MWIS of this weighted
graph. Let the triple {ir1ir1 , ir1js2 , js2js2} be the MWIS, then the solution to the SCP
problem will be rotamers ir1 and js2 for residues i and j, respectively.
2.5 Our distributed algorithm for edge-constrained MWIS
Following (Paschalidis et al., 2010) we will first solve the LP relaxation of (2.3) and
then use the optimal solution of the relaxation to estimate feasible ILP solutions.
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The LP relaxation of MWIS is derived from (2.3) by replacing the last (integrality)
constraint with 0 ≤ xi ≤ 1 for all i = 1, . . . , N .
max
∑N
i=1wixi
s.t. xi + xj ≤ 1, ∀(i, j) ∈ E ,
xi ∈ [0, 1], i = 1, . . . , N,
(2.4)
Such a problem can be solved efficiently by LP solvers, but in a centralized fashion.
Here however, we employ a fully distributed approach from (Paschalidis et al., 2010)
that uses only local information at the graph nodes. The first phase consists of a
coloring and of a Gradient Projection (GP) procedure, which can be performed in
parallel. The second phase, called estimation, takes the outputs of the first phase as
its input, and estimates a feasible solution to the MWIS problem.
2.5.1 Phase 1a: coloring
The objective of the coloring procedure is to color all nodes of G using the minimum
possible number of colors such that no two adjacent nodes share the same color. In
this work, we use the self-stabilizing algorithm proposed in (Kosowski and Kuszner,
2006) which can be implemented in a distributed fashion. This algorithm needs to
take one node as the special node, i.e., the root, and to inform each node whether
it is the root or not. The root is the first node that the algorithm colors. Graph G
can be colored with at most 2D colors (Kosowski and Kuszner, 2006), where D is the
degree of G. This procedure can be done in a number of steps which is polynomial in
size of G (Kosowski and Kuszner, 2006). The color assigned to node i is represented
by an integer ci ∈ {1, . . . , 2D}. Thus, the output of the coloring procedure is of the
form of a vector c = {c1, . . . , cn}.
If node i is colored before node j, then ci ≤ cj and the priority of node i is more
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than node j. These relational priorities are consequential in the estimation phase,
and a good choice of a coloring policy can improve the overall performance of the
protocol. In this work we select the node with the highest weight as the root. Let r
be such a node. Figure 2·4 describes an iterative competition algorithm to find the
root in a distributed fashion, where at each iteration n and for each node i ∈ V , r(n)i
is the root node to the best of the knowledge of node i up to iteration n. We use Ni
to denote all nodes incident to i and N+i = Ni ∪ {i}.
1.Initialization: set r
(0)
i := i, s
(0)
i := wi, ∀i ∈ V , and n := 1.
2.At iteration n for all i ∈ V ,
(a)node i sends a message to all its neighbors Ni, with the message being
(r
(n−1)
i , s
(n−1)
i );
(b)node i updates r
(n)
i and s
(n)
i as r
(n)
i := r
(n−1)
j∗ and s
(n)
i := s
(n−1)
j∗ , where
j∗ = arg maxj∈N+i s
(n−1)
j .
3.If n = N − 1, stop and output (r(n)1 , . . . , r(n)N ); else set n := n+ 1 and go to step
2(a).
Figure 2·4: Competition algorithm to find the root.
(Paschalidis et al., 2010) establishes the correctness of such an algorithm and
shows that it outputs the node with the highest weight in N −1 steps as follows. The
proof is provided in Section A.3.
Once we have the root, we seek to color the rest of the graph. The algorithm in
(Kosowski and Kuszner, 2006) is designed for a general unweighted graph and does
not use the weights of the nodes in G. We modify this algorithm with the following
randomized heuristic in order to improve the quality of the MWIS feasible solution
our two-phase algorithm obtains. Let U be the set of uncolored nodes of G. Select
the nodes in U which account for the top 50% of the overall weight of U and form set
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Uˆ ⊂ U . For each node i ∈ Uˆ , compute Si = wi −
∑
j∈Ni wj. Shift Si’s and normalize
them by S˜i = [Si −minj∈Uˆ Sj]/C, where C is a normalizing constant. Now, instead
of the general approach applied in (Kosowski and Kuszner, 2006) to choose the next
node to color, we select one of the nodes of Uˆ with probability pi = S˜i. This heuristic
essentially filters out the low weight nodes at each run and increases the priority of
heavier nodes by coloring them earlier.
2.5.2 Phase 1b: gradient projection
The GP procedure solves the LP relaxation of (2.3) and its dual concurrently. The
algorithm starts by adding a logarithmic barrier function to the objective:
max
∑N
i=1wixi + 
∑N
i=1 log xi
s.t. xi + xj ≤ 1, ∀(i, j) ∈ E ,
0 ≤ xi ≤ 1, i = 1, ..., N,
(2.5)
where  is a positive constant. Viewing (2.5) as the primal problem, each primal
variable is associated with a node in V . Let θ = {θij; (i, j) ∈ E} denote the dual
variables of the first set of constraints in (2.5). Note that θij and θji are identical due
to the undirected structure of G. Therefore, we can rewrite θ = {θij; (i, j) ∈ E , i < j}
so that each edge of G is associated with one and only one dual variable.
The dual function of (2.5) is calculated as follows:
q(θ) = max
x∈[0,1]N
{∑i∈V wixi + ∑i∈V log xi +∑(i,j)∈E θij(1− xi − xj)}
= max
x∈[0,1]N
{∑i∈V wixi + ∑i∈V log xi −∑i∈V∑j∈Ni θijxi}+∑(i,j)∈E θij
= max
x∈[0,1]N
{∑i∈V [(wi −∑j∈Ni θij)xi +  log xi]}+∑(i,j)∈E θij
=
∑
i∈V max0≤x≤1 gi(x) +
∑
(i,j)∈E θij,
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where gi(x) , (wi−
∑
j∈Ni θij)x+ log x. The following lemma establishes some useful
properties of the solution xi(θ) that maximizes gi(x), ∀i ∈ V . The proof is described
in Section A.3.
Lemma 2.1 For all i ∈ V, the unique maximizer xi(θ) ∈ [0, 1] of gi(x) is given by
xi(θ) =

∑
j∈Ni θij − wi
, if
∑
j∈Ni θij ≥ wi + ,
1, otherwise.
(2.6)
It can be seen that the dual of problem (2.5) is given by
min q(θ)
s.t. θij ≥ 0, ∀(i, j) ∈ E ,
(2.7)
where, after some algebra we obtain
q(θ) =
∑
i∈V gi(xi(θ)) +
∑
(i,j)∈E θij,
gi(xi(θ)) =

−+  log −  log(∑j∈Ni θij − wi), if ∑j∈Ni θij ≥ wi + ,
wi −
∑
j∈Ni θij, otherwise,
for all i ∈ V . Furthermore, gi(xi(θ)) is continuously differentiable with respect to θ
for all i ∈ V , and the first order derivative is given by
∂gi(xi(θ))
∂θ`k
=

− ∑
j∈Ni θij−wi
, if− ∑j∈Ni θij ≥ wi + ,
−1, otherwise,
(2.8)
if i = ` and k ∈ Ni, or i = k and ` ∈ Ni, and 0 otherwise. Since the right hand side of
equation (2.8) is exactly the negative of that of equation (2.6), we can conveniently
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write
∂gi(xi(θ))
∂θ`k
=

−xi(θ), if i = ` and k ∈ Ni, or i = k and ` ∈ Ni,
0, otherwise.
Consequently, we can see that for any (i, j) ∈ E ,
∂q(θ)
∂θij
=
∂(
∑
k∈V gk(xk(θ)))
∂θij
+ 1
=
∂gi(xi(θ))
∂θij
+
∂gj(xj(θ))
∂θij
+ 1
= 1− xi(θ)− xj(θ).
and q(θ) is continuously differentiable. Employing a gradient projection method to
solve the dual we obtain the algorithm shown in Figure 2·5, where [·]+ = max{·, 0}.
At each iteration n of this algorithm, x(n) and θ(n) denote the values of the vectors x
and θ, and γ is a pre-specified step-size.
1.Initialization: set θ
(0)
ij := max{wi, wj} for all (i, j) ∈ E , calculate x(0)i according
to equation (2.6) for all i ∈ V , and set n := 1.
2.At iteration n for all i ∈ V ,
(a)node i sends a message to all its neighbors Ni, with the message being
x
(n−1)
i ;
(b)node i calculates θ
(n)
ij = [θ
(n−1)
ij − γ(1− x(n−1)i − x(n−1)j )]+, ∀j ∈ Ni;
(c)node i calculates x
(n)
i according to equation (2.6) using θij, ∀j ∈ Ni.
3.Set n := n+ 1 and go to step 2).
Figure 2·5: Gradient projection algorithm for solving (3.4).
Theorem 2.5.1 guarantees the convergence of the GP algorithm.
Theorem 2.5.1 For any γ such that 0 < γ < 
D
√
|E| , GP algorithm converges to the
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optimal primal-dual pair (x∗,θ∗) that solves problems (2.5) and (3.4).
The following proof of is based on Paschalidis et al. (Paschalidis et al., 2010).
The proof is provided in Section A.3.
The algorithm in Figure 2·5 requires a stopping criterion; one possibility is to
stop whenever |θ(n)ij − θ(n−1)ij | ≤ δ for all (i, j) ∈ E , which can be verified also in a
distributed fashion using an algorithm similar to the one in Figure 2·4. Choosing an
appropriate  is another practical issue. In general, it is not easy to guess a good
particular  before running the algorithm. Instead, we start with some  to run the
algorithm until its convergence, and then reduce  and repeat the process until two
consecutive runs yield θ’s that are close enough.
2.5.3 Phase 2: estimation
This phase constructs a feasible solution to (2.3). By solving (2.5) using the GP
procedure with the diminishing  policy, we obtain an optimal solution x∗i ∈ [0, 1] for
all nodes i = 1, . . . , N which can be fractional. Yet, all integer x∗i obtained are in fact
“correct” as the following Lemma from (Paschalidis et al., 2010) establishes. Then,
it suffices to “round” just the fractional x∗i . We provide the proof of Lemma 2.2 in
Section A.3.
Lemma 2.2 For any i ∈ V where x∗i ∈ {0, 1}, there is always an optimal solution x˜
to problem (2.3) such that x˜i = x
∗
i .
This can be done with the algorithm shown in Figure 2·6, where x˜ represents the
vector of estimated MWIS decision variables, and χ stands for the “undetermined”
state of a decision variable xˆi.
This algorithm first assigns x˜i = x
∗
i for any node i whose x
∗
i is 0 or 1. Then, for
any remaining node i, it iterates the following procedure: it first checks the neighbors
of node i, if there exist a node j ∈ Ni whose assigned value xˆj is equal to 1, the
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1.Initialization: for each node i ∈ V , set xˆ(0)i := 1 if x∗i = 1 and set xˆ(0)i := 0 if
x∗i = 0 or wi = 0; otherwise set xˆ
(0)
i := χ. Set n := 1.
2.At iteration n for all i ∈ V ,
(a)node i sends a message (xˆ
(n−1)
i , ci) to all nodes in Ni;
(b)for any node i ∈ V such that xˆ(n−1)i = χ: if ∃j ∈ Ni such that xˆ(n−1)j = 1,
set xˆ
(n)
i := 0; else if ci < cj or xˆ
(n−1)
j = 0 for all j ∈ Ni, set xˆ(n)i := 1.
3.If n = 2D, stop and output xˆ := (xˆ
(n)
1 , . . . , xˆ
(n)
N ); else set n := n + 1 and go to
step 2.
Figure 2·6: Rounding x∗ to obtain a feasible solution for (2.3).
algorithm assigns xˆi = 0 in favor of feasibility of the solution. If there is no such
node j, the algorithm compares ci, the color of node i, with all its neighbors. If node
i has the highest priority compared to its neighbors, it sets xˆi = 1; otherwise it does
nothing and continues to the next iteration.
At each iteration of the algorithm depicted in Figure 2·6 at least one new node is
colored. Thus, the algorithm takes at most 2D iterations, since the most number of
colors needed to color a graph is 2D according to the coloring method we used. We
summarize this discussion in the following theorem. The proof is provided in Section
A.3.
Theorem 2.5.2 The estimation algorithm in Figure 2·6 outputs a feasible solution
for problem (2.3).
The two-phase algorithm we presented has an interesting optimality property
shown in (Paschalidis et al., 2010). It turns out that it produces an optimal solution
to (2.3) when G is a bipartite graph.
So far, we formulated the SCP problem (2.2) as a MWIS problem (2.3) and em-
ployed a variant of the distributed algorithm proposed in (Paschalidis et al., 2010) to
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solve it. In particular, we introduced some randomized coloring heuristics that are
beneficial in our side-chain positioning application.
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Chapter 3
Clique-constrained MWIS algorithm for
side-chain positioning
3.1 The MWIS formulation: clique-constrained
In this section, we consider an alternative formulation for the MWIS problem which
involves more inequality constraints. We then present a message-passing algorithm to
solve its LP-relaxation which has a tighter feasible set compared to the LP-relaxation
of (2.3).
This formulation is based on our earlier work (Moghadasi et al., 2013), (Moghadasi
et al., 2015a) with applications in protein docking and also in (Paschalidis et al., 2014)
which is developed for wireless networks applications.
Solving a tighter relaxation allows us to approach more closely an optimal MWIS
solution. We show that, in most problem instances which arise in SCP applications,
the LP-relaxation is tight and our algorithm finds the optimal solution, hence the in-
tegrality gap is zero. However, for few cases which we cannot guarantee the integrality
of the solution, we propose an estimation phase to output an effective feasible solution.
In Section 4.5, we will give a thorough comparison between our edge-constrained and
clique-constrained MWIS algorithms, and the motivation behind extending MWIS in
order to solve a tighter relaxation.
In Section 1.4, we introduced clique-constrained MWIS, and provided some graph-
theoretic terminology related to the cliques in a graph. Let S = {C1, C2, . . . } denote
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the set of all maximal cliques of G. For any graph G = (V , E) with non-negative
weights wi assigned to nodes i ∈ V , clique-constrained MWIS can be formulated as
the ILP:
max
∑N
i=1wixi
s.t.
∑
i∈Cj xi ≤ 1, ∀j : Cj ∈ S,
xi ∈ {0, 1}, i = 1, . . . , N.
(3.1)
3.2 Our distributed algorithm for clique-constrained MWIS
We develop a two-phase algorithm: the first phase solves the clique relaxation and the
second phase leverages the relaxed solution to construct an effective MWIS feasible
solution. Consider the clique relaxation:
max
∑N
i=1wixi
s.t.
∑
i∈Cj xi ≤ 1, ∀j : Cj ∈ S,
xi ∈ [0, 1], i = 1, . . . , N.
(3.2)
Even though we define S as the set of all maximal cliques, the algorithm is also appli-
cable to the generalized case when S contains any set of cliques in G. In particular,
in case we restrict S to contain only the 2-cliques of G (i.e., S would be the edge set
of G), the edge relaxation becomes a special case of (3.2) and the same algorithm can
be applied.
3.2.1 Phase 1: gradient projection
The first phase of our algorithm employs the GP method to solve the dual of (3.2).
Let us first add a logarithmic barrier to the objective function:
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max
∑N
i=1wixi + 
∑N
i=1(log xi + log (1− xi))
s.t.
∑
i∈Cj xi ≤ 1, ∀j : Cj ∈ S,
xi ∈ [0, 1], i = 1, . . . , N,
(3.3)
where  is a positive constant, and as  → 0, the objective function values of (3.2)
and (3.3) become identical. Considering (3.3) as the primal problem, each primal
variable is associated with a node in V . Let θ = (θj; j : Cj ∈ S) be the dual variables
corresponding to the clique constraints in (3.3).
The dual problem of (3.3) takes the form:
min q(θ)
s.t. θj ≥ 0, ∀j : Cj ∈ S.
(3.4)
After some algebra we have:
q(θ) =
∑N
i=1 max0<x<1 gi(x) +
∑
j:Cj∈S θj,
(3.5)
where gi(x) , (wi−
∑
j:Cj∈S,i∈Cj θj)x+ (log x+ log(1−x)), and its unique maximizer
xi(θ) is given by the following lemma. The proof is provided in Section A.2.
Lemma 3.1 For all i ∈ V, the unique maximizer xi(θ) ∈ (0, 1) of gi(x) is given by:
xi(θ) =

1− 2
ai(θ)
+
√
42
(ai(θ))2
+1
2
, if ai(θ) > 0,
1− 2
ai(θ)
−
√
42
(ai(θ))2
+1
2
, if ai(θ) < 0,
1/2, if ai(θ) = 0,
(3.6)
where ai(θ) = wi −
∑
j:Cj∈S,i∈Cj θj.
We can rewrite the dual function as q(θ) =
∑N
i=1 gi(xi(θ)) +
∑
j:Cj∈S θj. Since
gi(xi(θ)) is continuously differentiable with respect to θ, q(θ) is also continuously
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differentiable. We can verify that for any j : Cj ∈ S
∂q(θ)
∂θj
= 1−∑i:Cj∈S,i∈Cj xi(θ). (3.7)
We can now employ the GP method for solving the dual problem (3.4); see Figure
3·1. The algorithm only involves message-passing among adjacent nodes and uses
local information. At each iteration n of the algorithm, x(n) and θ(n) denote the
values of the vectors x and θ, and γ is a pre-specified step-size. We also use Ni to
denote the set of all nodes adjacent to node i.
1.Initialization: set θ
(0)
j := maxi:i∈Cj{wi} for all j : Cj ∈ S. Calculate x(0)i accord-
ing to Eq. (3.6) for all i ∈ V , and set n := 1.
2.At iteration n for all i ∈ V ,
(a)node i sends a message to all its neighbors Ni, with the message being
x
(n−1)
i ;
(b)node i calculates θ
(n)
j = [θ
(n−1)
j − γ(1 −
∑
k:Cj∈S,k∈Cj x
(n−1)
k )]+, ∀j : Cj ∈
S, i ∈ Cj;
(c)node i calculates x
(n)
i according to Eq. (3.6) using θ
(n)
j , ∀j : Cj ∈ S, i ∈ Cj.
3.Set n := n+ 1 and go to Step 2.
Figure 3·1: Gradient projection algorithm for solving (3.4).
For sufficiently small step-size γ, Theorem 3.2.1 establishes the convergence of
the algorithm. D, in the statement of the theorem, denotes the degree of graph G.
The proof of 3.2.1 is provided in Section A.2.
Theorem 3.2.1 For any γ such that 0 < γ < 
2
3D+5
2 (D+1)
3
2
, the GP algorithm in
Figure 3·1 converges to the optimal primal-dual pair (x∗,θ∗) that solves problems (3.3)
and (3.4). Moreover, and to reach a dual solution θ(n) satisfying |q(θ(n))−q(θ∗)| ≤ σ,
the algorithm requires O(1/σ) iterations.
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The algorithm in Figure 3·1 is an infinite loop, and requires a stopping criterion.
One option is to stop whenever |θ(n)j − θ(n−1)j | ≤ δ for all j : Cj ∈ S, i ∈ Cj. We note
that this can be done in a distributed manner using an algorithm that computes a
maximum over a graph. Another practical issue is to devise a procedure to select
an effective . We use a systematic method called the barrier method (Bertsekas,
1999), to ensure that the output x∗ of GP converges to the optimal solution of (3.2):
we start with an initial value 0 and run the algorithm until its convergence, and
then reduce  and repeat the process until two consecutive runs yield θ’s that are
close enough. This can also be done in a distributed manner by pre-storing a fixed
decreasing sequence of the ’s at the nodes.
In this method,  → 0 geometrically, and for any given accuracy d, we need a
polynomial number of iterations in log(1/d) to converge to an approximate optimal
solution of (3.3). Thus, at each iteration of the barrier method, a pseudo-polynomial
number of iterations is needed to achieve a desired accuracy δ. This implies that the
gradient projection approach shown in Figure 3·1 converges pseudo-polynomially to
an approximate optimal solution of the clique relaxation (3.2).
3.2.2 Phase 2: estimation
The GP algorithm of Figure 3·1, yields an optimal solution x∗ = (x∗1, . . . , x∗N) to the
clique relaxation (3.2). If the solution consists of all integer values, then it is clearly
an optimal solution to MWIS. However, in a general graph, x∗ will not necessarily
be integer. Phase II is designed to leverage x∗ and obtain a feasible MWIS solution.
First we state a key property from (Schrijver, 2003). The proof of the following lemma
is similar to the proof of Lemma 3.2 described in Section 2.5.
Lemma 3.2 For any i ∈ V where x∗i ∈ {0, 1}, there is always an optimal solution
x˜ to the MWIS problem (3.1) such that x˜i = x
∗
i .
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Next, we introduce a greedy estimation algorithm to construct a feasible solution
to the MWIS using x∗. This algorithm is shown in Figure 3·2, where x˜ represents the
vector of estimated MWIS decision variables, and χ stands for the “undetermined”
state of a decision variable xˆi. The algorithm first assigns x˜i = x
∗
i for any node i whose
x∗i is 0 or 1. Then, any remaining node i is set to 0 or 1 in a way that maintains the
feasibility of the solution only after all nodes in the immediate neighborhood Ni with
weight greater than wi are processed.
1.Initialization: for each node i ∈ V , set xˆ(0)i := 1 if x∗i = 1 and set xˆ(0)i := 0 if
x∗i = 0 or wi = 0; otherwise set xˆ
(0)
i := χ. Set n := 1.
2.At iteration n for all i ∈ V ,
(a)node i sends a message (xˆ
(n−1)
i , wi) to all nodes in Ni;
(b)for any node i ∈ V such that xˆ(n−1)i = χ: if ∃j ∈ Ni such that xˆ(n−1)j = 1,
set xˆ
(n)
i := 0; else if wi > wj or xˆ
(n−1)
j = 0 for all j ∈ Ni, set xˆ(n)i := 1.
3.If n = N , stop and output xˆ := (xˆ
(n)
1 , . . . , xˆ
(n)
N ); else set n := n + 1 and go to
step 2.
Figure 3·2: Greedy estimation algorithm to obtain a feasible solution to the MWIS
problem (3.1).
In case of a tie in step 2(b) of the algorithm, i.e., node i finds a tie for the largest
weight in its neighborhood, we can use a unique ID pre-assigned to each node to
break the tie. The correctness of the estimation algorithm in Figure 3·2 follows from
its construction and is stated in Theorem 3.2.2.
Theorem 3.2.2 The algorithm in Figure 3·2 outputs a feasible solution to the MWIS
problem (3.1).
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3.3 Optimality for perfect graphs
In this section we establish optimality properties of our algorithm for graphs with
special structure.
Before proceeding, we review some relevant background from graph theory. Parti-
tioning the node set V of a graph G into independent sets I1, . . . , Ik is called coloring.
These independent sets are known as the colors of the coloring. The minimum number
of colors needed in coloring a graph G is called the coloring (or chromatic) number of
G. A graph is called perfect if for all its induced subgraphs, the clique number equals
the chromatic number. An induced subgraph of G(V , E) is a subset of the node set V
together with any edges from E whose endpoints are both in this subset. An induced
cycle of odd length of at least 5 is called an odd hole, and an induced subgraph that
is the complement of an odd hole is called an odd antihole. A graph G is perfect if
and only if G contains no odd hole and no odd antihole (Chudnovsky et al., 2006).
Perfect graphs include many types of graphs such as bipartite graphs, line graphs of
bipartite graphs, interval graphs, chordal graphs, distance-hereditary graphs, permu-
tation graphs, trapezoid graphs, split graphs, and others. Checking whether a graph
is perfect can be done in polynomial time (Chudnovsky et al., 2005).
Thmeorem 3.3.1 establishes the optimality of our algorithm for perfect graphs,
and the proof is described in Section A.2.
Theorem 3.3.1 The optimal solution x∗ of (3.2) obtained by the GP algorithm is
optimal for the MWIS problem (3.1) when G is perfect and the optimal solution of
problem (3.2) is unique.
We note that the uniqueness assumption in Theorem 3.3.1 is not very restrictive.
In particular, one can randomly perturb the node weights of the graph G such that
only one of the (potentially multiple) optimal solutions remains optimal.
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3.4 Solving SCP as a clique-constrained MWIS
It is evident from the construction of graph G in Section 2.4 that the number of nodes
in G increases quadratically with the number of interface residues |I|. Furthermore,
the number of rotamers for each residue is on the order of tens. This can lead to a
very large MWIS instance, which obviously affects computationally tractability and
the quality of the solution we can obtain.
To resolve this issue, we partition I into non-overlapping non-empty clusters as
follows. First, we compute the interaction energy values between each pair of residues
in I. If the interaction energy value between two residues is greater than a small
enough value c, then we say that the two residues interact with each other. We call
a subset of Ik ⊆ I a cluster if: (i) |Ik| > 1, (ii) for each residue r ∈ Ik there exists at
least one residue s ∈ Ik that interacts with r, and (iii) there is no residue in I \ Ik
that interacts with any of the residues in Ik. In this study we set c = 5 kcal/mol,
which is still small enough for clustering purposes. Essentially, we ignore the very
weak interactions between the residues. Note that single residues that do not end up
in a cluster do not interact with any other residue and it suffices to assign to them
the rotamer with the lowest self energy.
Clustering residues as described above leads to partitioning I as I = I1∪· · ·∪IM ,
where M is the number of clusters and singletons identified. Each such subset Ii,
i = 1, . . . ,M , can be “packed” independently (and in parallel) of the others using our
MWIS formulation and algorithm.
Based on our statistical analysis on a benchmark set of protein complexes, we
conclude that a significant number of clusters contain only 2 residues. Most of the
remaining clusters consist of a small number of residues which suggests that side chain
positioning in the context of protein docking exhibits very local interactions and calls
for algorithms that exploit this very special structure.
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In this light, we first prove that for 2-residue clusters our GP algorithm finds
an optimal solution to the MWIS problem (3.1). Then, we relax most of the clique
constraints from (3.1) and keep few “critical” constraints. This makes the problem
much smaller, hence cheaper to solve. Our numerical results show that for 2-residue
clusters, the optimality is still valid in the relaxed formulation. Lastly, we generalize
the approximate algorithm for clusters with more than 2 residues.
3.4.1 An exact algorithm for 2-residue clusters
Our key result, proved in the Appendix, establishes the perfectness of G(V , E) for
2-residue clusters.
Theorem 3.4.1 Let G(V , E) be the graphical representation of a 2-residue cluster
for the MWIS problem (3.1). G(V , E) is perfect.
Proof :
Let G(V , E) be the graphical representation of the MWIS problem for a 2-residue
cluster {i, j}. As we have seen in Section 3.4.2, V can be partitioned into 3 subsets,
each of which forms a clique, i.e., V = Vi∪Vj ∪Vi,j. Note that no two of these subsets
share any node and subsets Vi and Vj do not share any edge. A graph G is perfect
if and only if G contains no odd hole and no odd antihole (Chudnovsky et al., 2006).
Hence, it suffices to show that G has no odd hole or odd antihole.
(i) There is no odd hole in G: We claim that there exists no induced cycle with an
odd size greater than 3 in G. We prove our claim by contradiction as follows. Suppose
there exists an induced cycle of size 5 in G. Let T5 = {t1, . . . , t5} be such a cycle.
(Note that the labels of the nodes do not necessarily represent their sequential order
in the cycle, and are only used for ease of notation). If at least 3 nodes of this cycle
belong to the same subset of nodes (whether Vi, Vj or Vi,j), then these 3 nodes form
a cycle, hence T5 cannot be an induced cycle, and it is not possible to have 3 or more
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nodes in T5 from the same subset. This leaves the following three possible scenarios:
(1) {t1, t2} ∈ Vi, {t3, t4} ∈ Vi,j and {t5} ∈ Vj, or (2) {t1, t2} ∈ Vi, {t3} ∈ Vi,j and
{t4, t5} ∈ Vj, or (3) {t1} ∈ Vi, {t2, t3} ∈ Vi,j and {t4, t5} ∈ Vj. The scenarios (1)
and (3) cannot happen because in case (1) the triple {t3, t4, t5} and in case (3) the
triple {t1, t2, t3} form a cycle, and thus T5 would not be an induced cycle anymore
(note that Vi and Vj have no edge in common). For the same reason, scenario (2)
is impossible since nodes {t1, t2, t3} and also {t3, t4, t5} form two different cycles of
size 3, and this implies that T5 cannot be induced. This contradicts our assumption
about T5, and there is no induced cycle of size 5 in G. With a similar argument, it
is not hard to show that graph G also lacks any induced cycle of an odd size greater
than 5. This proves that there is no odd hole in G.
(ii) There is no odd antihole in G: As defined in Section 3.3, an odd antihole of
G is the complement of an odd hole of G. Therefore, having no odd antihole in G is
equivalent to having no odd hole in its complement graph G¯(V¯ , E¯). To that end, note
that V¯ = V , and again we can decompose V¯ into three subsets: V¯ = V¯i ∪ V¯j ∪ V¯i,j. In
contrast with subsets of V , each subset of V¯ is an independent set, and each node of
V¯i is adjacent to all nodes of V¯j and vice versa. Hence, the set of nodes {V¯i∪V¯j} with
their associated edges from E¯ form a complete bipartite graph which can be called
G¯BP . Also note that each node of V¯i,j has degree 2 and has one edge to a node of
V¯i and another edge to a node of V¯j (to the single rotamer nodes that correspond to
the rotamers represented in the node of V¯i,j we are considering). We want to show
that there is no induced cycle with an odd size greater than 3 in G¯. Suppose such
a cycle, say of length 5, exists in G¯, and let us denote it by T¯5 = {t¯1, . . . , t¯5}. We
distinguish two scenarios: (1) there exists at least one node in T¯5 which belongs to
V¯i,j or (2) there exists no node from V¯i,j in T¯5. Scenario (1) cannot occur because if,
say, t¯1 ∈ V¯i,j, then there exist exactly two nodes, say t¯2 ∈ V¯i and t¯3 ∈ V¯j, which are
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adjacent to t¯1. Note that t¯2 and t¯3 are also adjacent. Therefore, the triple {t¯1, t¯2, t¯3}
forms a cycle of size 3, and this contradicts our assumption that T¯5 is an induced
cycle of length 5. In scenario (2), since there is no node from V¯i,j in T¯5, all nodes of T¯5
belong to the complete bipartite graph G¯BP . Bipartite graphs, however, are perfect
and do not contain any odd length cycle of size greater than 3, which contradicts our
assumption. With a similar approach, it is not hard to show that graph G¯ has no
induced odd-size cycle of size greater than 5.
Combining (i) and (ii), it follows that G is perfect. 
Provided that G(V , E) is perfect, to satisfy the optimality conditions established
in Theorem 3.3.1, we need to make sure that the optimal solution of problem (3.3)
is unique. To guarantee this uniqueness, as discussed earlier, it suffices to randomly
perturb the weights of nodes of G(V , E). This leads to the following theorem.
Theorem 3.4.2 The optimal solution x∗ of (3.2) obtained by the GP algorithm
shown in Figure 3·1 is optimal for the MWIS problem (3.1) of a 2-residue cluster
with perturbed node weights.
3.4.2 An approximate algorithm for 2-residue clusters
Theorem 3.4.2 requires that the full MWIS (3.1) formulation is solved and this in-
cludes all maximal cliques of G which can be many. Next we consider a relaxation.
Consider the basic formulation of MWIS provided in (2.3), which is a special
case of (3.1) including only 2-clique constraints. Select a few additional cliques
as follows. Fix a 2-residue cluster It composed of two residues {i, j}. Suppose
residue i (resp., j) has n (resp., m) rotamers i1, . . . , in (resp., j1, . . . , jm). The graph
we constructed in Section 2.4 has single rotamer nodes Vi = {vi1,i1 , . . . , vin,in} and
Vj = {vj1,j1 , . . . , vjm,jm}, as well as pair-rotamer nodes Vi,j = {vir,js ; r = 1, . . . , n, s =
1, . . . ,m}. From the construction of G it follows that each of these three sets of nodes
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is a clique of G. Set Srelaxed = {Vi,Vj,Vi,j, E} and consider the following formulation:
max
∑N
i=1wixi
s.t.
∑
i∈Cj xi ≤ 1, ∀j : Cj ∈ Srelaxed,
xi ∈ {0, 1}, i = 1, . . . , N.
(3.8)
We can then apply the algorithm of Section 3.2 to the LP relaxation of (3.8). Although
we can not guarantee an optimal solution since not all cliques of G are included in
the formulation, our numerical results show that in all problem instances resulting in
2-residue clusters we obtain an optimal MWIS solution.
3.4.3 An approximate algorithm for larger clusters
Consider a K-residue cluster It ⊆ I including residues {i(1), . . . , i(K)}. For each
pair of residues (i(k), i(l)), we consider the cliques Vi(k) and Vi(l) containing all single-
rotamer nodes of G corresponding to i(k) and i(l), respectively, and the clique Vi(k),i(l)
containing all pair-rotamers nodes from i(k) and i(l). With K residues, the total
number of such cliques is D = K + K(K − 1)/2. We set Srelaxed = {E ,Vi(k) ; k =
1, . . . , K,Vi(k),i(l) ; k, l = 1, . . . , K, k 6= l} and solve the relaxed problem of (3.8) with
this particular Srelaxed. Now, of course, G is not necessarily perfect and our GP algo-
rithm can yield fractional solutions; hence, the use of the greedy estimation algorithm
is needed to obtain a feasible MWIS solution.
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Chapter 4
MWIS application in side-chain prediction
In Chapters 2 and 3, we provide the theoretical details of our distributed algorithms
to solve the MWIS formulation of the SCP problem. In this chapter, we focus on
the application of MWIS algorithm in side-chain prediction and discuss the practical
knowledge-based heuristics that can enhance the accuracy of the algorithm. We will
also report computational results on a protein benchmark showing that the MWIS
predictions are close to the native structure and are comparable to the ones obtained
by a state-of-the-art method.
4.1 Implementation choices of MWIS
4.1.1 Accuracy vs. runtime trade-off
We have established that our algorithm obtains an optimal solution to SCP for a
special class of problem instances motivated by the structure of SCP arising in dock-
ing (Moghadasi et al., 2013). In contrast to the aforementioned related work in
the context of folding, our method is based on an approximate algorithm and for-
goes optimality since state-of-the-art interaction energy models are also approximate.
However, our method is fully distributed and requires only message-passing between
neighboring nodes of the graphical model of the SCP problem which illustrated in
Figure 2·3.
Distributed algorithms are algorithms designed to run over multiple processors,
with no tight centralized control. This is appealing in our docking framework since,
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as mentioned earlier, one has to solve many instances of SCP in the course of docking
two proteins. In some large instances of SCP involving numerous residues in a protein
complex, the distributed implementation of our algorithm allows us to position the
side-chains with near-optimal accuracy, yet, with an average running time significantly
smaller than the state-of-the-art centralized algorithms.
The approach we have developed further enables the user to parametrize the
method so as to trade-off the quality of the solution against the running time. In the
docking application, and especially in the early stages of docking, we are not looking
for the most near-native set of rotamers necessarily, but for a good feasible solution
which resolves the steric clashes between the receptor and the ligand. In such cases,
the accuracy of the algorithm can be set such that desirable timing constraints are
met.
4.1.2 Inclusion of unbound conformers
Following an earlier observation (Beglov et al., 2012), (Kirys et al., 2012), we test the
impact of including the unbound conformations of side-chains in the set of possible
conformers. Our study of large benchmarks of Enzyme-Inhibitor (EI) and Others
(OT) types of complexes (as defined in (Chen et al., 2003b)) establishes that this
inclusion substantially improves side-chain prediction accuracy and the effectiveness
of docking protocols. Essentially, we find that the unbound protein structure contains
substantial information about the side-chains of the bound state.
4.1.3 Comparing MWIS with SCWRL4
Our discussion thus far suggests that SCP in the process of docking exhibits significant
special structure which provides us with a number of algorithmic and implementation
choices (e.g., exact vs. approximate, distributed vs. centralized, inclusion of unbound
conformers, etc.). In this light, our approach is not directly comparable to existing
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and well-established side-chain prediction methods we surveyed. Still, we do report
results comparing the side-chain prediction accuracy of our approach and that of
SCWRL4, (Krivov et al., 2009) which is considered the state-of-the-art. Several
considerations need to be taken into account when interpreting such results. First,
SCWRL4 is available in binary form and does not include the unbound rotamers.
Moreover, it is an exact and centralized algorithm, designed with folding applications
in mind, and it does not benefit from a multi-processor environment. Our findings can
potentially guide the development of alternative approaches for docking applications,
including the adaptation of tools like SCWRL4. (Krivov et al., 2009)
4.2 Rotamer Selection
We use the backbone-dependent rotamer library (Shapovalov and Dunbrack, 2011)
to derive the initial set of rotamers. In addition to the rotamers listed in the rotamer
library, we generate more rotamers by considering the standard deviation value σ1
(also available in the rotamer library) of the dihedral angle χ1 for each rotamer.
Specifically, we split each rotamer of the library into 3 rotamers with the following
first dihedral angles: χ1 − σ1, χ1, and χ1 + σ1. We keep the rest of dihedral angles
(χ2, χ3 and χ4), if any, as they are, and assign to each new rotamer a probability
equal to 1/3 of the original rotamer probability. As discussed in the Introduction, we
also add one more conformer from the unbound structure of the protein to the set of
rotamers. The set of rotamers gained from the expansion of the original library spans
the conformational space of the side-chains better, and gives the algorithm a broader
search space to seek the optimal side-chain configuration. Figure 4·1 shows how we
can generate more rotameric states by changing the first dihedral angle χ1.
Before solving the MWIS formulation, we run a pre-processing subroutine called
rotamer refinement which refines the set of rotamers for each residue and excludes
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Figure 4·1: Generating rotamers by changing χ1 angle.
any infeasible rotamers from the set. This subroutine consists of two phases. (i)
First, we find the atomic coordinates of each rotamer and define its distance to the
backbone as the nearest distance between its heavy atoms and the backbone heavy
atoms. We remove from consideration rotamers whose distance to the backbone
is smaller than a predefined threshold. These rotamers form steric clashes with the
backbone and cannot belong to the optimal solution. (ii) Next, we implement another
pre-processing step to reduce the number of the rotamers for each interface residue.
We use a DEE algorithm (Goldstein, 1994), which is based on a refinement of the
elimination criterion known as the Goldstein criterion. The idea is as follows: a
rotamer ir from residue i can be eliminated from the set if there exists some other
rotamer is from the same residue such that
E(ir)− E(is) +
∑
j 6=i
min
t∈Uj
{E(ir, jt)− E(is, jt)} > 0, (4.1)
for some other residue j with a Uj set of rotamers. This indicates a situation in which
the “best” conformation that includes ir ∈ Ui has larger total energy value compared
to the “worst” conformation that includes is ∈ Ui. In other words, for any feasible
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solution of SCP that includes rotamer ir ∈ Ui, replacing ir by is gives us a new feasible
solution with lower total energy. In this case, we can eliminate ir from Ui. DEE stops
when it finds no more rotamers to remove. These pre-processing phases can reduce
the size of G drastically, thereby speeding up the process of finding an MWIS without
sacrificing optimality.
4.3 Partitioning the interface residues
In the context of our docking application, we are only interested in positioning the
side-chains located in the interface between the receptor and the ligand. Side-chains
buried within the proteins are typically well-packed and non-interface surface side-
chains have no significant effect on docking. In Figure 4·2, the interface of a receptor-
ligand interaction is colored with yellow.
Figure 4·2: The interface region of a receptor-ligand interaction. The
interface residues are colored with yellow, and the rest of receptor and
ligand resides are colored with blue and green respectively. (Source:
http://www.stats.ox.ac.uk/ hamer/research.html)
The number of nodes in the graph G (see Section 2.4 and Figure 2·3) increases
quadratically with the number of interface residues. This can lead to a very large
G which is computationally expensive to handle. To reduce the size of the graphs
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we have to process, we partition the set of interface residues into non-overlapping
clusters based on their interaction energy values. We first compute the interaction
energy between each pair of residues in the set. If the interaction energy between
a pair of residues is greater than a small threshold , we say those two residues are
interacting. If, however, two residues are too far away, there would be no interaction
energy between them. We consider a subset of the residues as a cluster if interactions
involving these residues are exclusively confined within the cluster. In this sense, the
clusters are non-overlapping and the union of clusters forms the whole interface set.
After partitioning the interface set into several clusters, we solve the SCP problem
using the MWIS formulation on each cluster separately and in parallel. Note that
since the clusters do not energetically interact, breaking the main SCP problems into
smaller subproblems does not change the overall solution, yet speeds up the procedure
notably.
Based on our statistical analysis over a docking benchmark set composed of tens of
receptor-ligand complexes with thousands of conformations each, we conclude that a
significant portion of the clusters contain only 2 residues. Even though our algorithm
is an approximate method in general, due to the special structure of the MWIS
graph it does find the exact solution for clusters of size two (Moghadasi et al., 2013).
For larger clusters, it can find an effective feasible solution which is near-optimal
(Moghadasi et al., 2013).
Our results show clustering is pretty helpful in partitioning large interface sets
into smaller subsets. In Table 4.1 we provide statistics on the number of clusters for
different sizes of the interface.
In this table, the protein complexes with interface size greater than 20 are consid-
ered as large (L). The ones with interface size in the range of 11 to 20 are considered
as medium-sized (M), and the rest of the benchmark whose interface size is in the
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Size of Interface Average # Residues Average # Clusters
L 25.0 9.6
M 15.0 7.1
S 7.7 4.4
All 15.5 7.0
Table 4.1: Analysis on the number of clusters of the interface residue set.
range of 1 to 10 belong to the category of small (S) systems. We also report the full
benchmark which is labeled as All. The second column shows the average number of
interface residues over the ensemble of the proteins which belong to each category,
and the third column denotes the average number of clusters for each category. As
shown, we can partition the interface into 7 clusters on average. In particular, the
number of clusters goes up to 9.6 per protein on average for large systems.
4.4 Energy Function
For the energy function terms referenced thus far, we have used a state-of-the-art
high-accuracy docking energy potential, which combines force-field and knowledge-
based energy terms (Gray et al., 2003), (Andrusier et al., 2007), (Pierce and Weng,
2007). In particular, interaction energies are computed as a weighted sum (w’s are
the corresponding weights):
E = wV DWEV DW +wSOLESOL+wDARSEDARS+wCOULECOUL+wHBEHB+wRPERP ,
where EV DW is the Lennard-Jones potential, ESOL is an implicit solvation term
(Schaefer and Karplus, 1996), ECOUL is the Coulomb potential, EHB is a knowledge-
based hydrogen bonding term (Kortemme et al., 2003), and ERP is a statistical energy
term associated with a specific selection of rotamers from the backbone-dependent
rotamer library (Shapovalov and Dunbrack, 2011). EDARS is a structure-based in-
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termolecular potential derived from the non-redundant database of native protein-
protein complexes using a novel DARS (Decoys as Reference State) (Chuang et al.,
2008) reference set. The DARS reference set is formed by generating a large decoy
set of docked conformations based only on a shape-complementarity scoring function;
we compute the potential by observing the frequency of interactions in these decoys.
In order to calculate ERP , we need to know the probability piu of each rotamer
iu, which can be approximated by the fraction of time that amino acid residue i is
found in rotamer u in a large dataset. These probabilities are given in the rotamer
library. The statistical energy value of such a rotamer is given by − log(piu)/pi0 , thus,
the more frequent a rotamer, the lower the energy assigned to it. The weights in the
energy function are chosen according to the selections in (Gray et al., 2003). Even
though most of the energy terms we use are the same as in (Gray et al., 2003), we
consider several energy terms which are not listed there. The details of our choice
of energy terms and their corresponding weights are reported in Table 4.2. Note
that there are two sets of weights in Figure 4.2, the ones in the second column are
the weights used for the side-chain packing step, and the ones in the third column
represent the weights used for the rigid-body minimization and other steps of the
refinement procedure.
4.5 Edge-constrained vs. Clique-constrained MWIS
The method described in this paper follows our most recent proposed method in
(Moghadasi et al., 2013), (Moghadasi et al., 2015a) and improves upon our earlier
work (Moghadasi et al., 2012). Both methods formulate SCP as MWIS problem which
is an ILP optimization problem, and propose an approximation algorithm to solve the
problem and find the optimal solution. The mathematical modeling of the problem
and our approach are fully described in Chapters 2 and 3. In the sequel, we first
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Table 4.2: The weights of each term of the scoring function used at different steps of
the optimization procedure. The column labeled packing shows the weights for the
side-chain packing step, and the column labeled minimization lists the weights for
the rigid-body minimization step.
highlight the main novelties of our new method (Moghadasi et al., 2013) compared
to our previous one, (Moghadasi et al., 2012) and then compare their accuracy and
runtime.
The edge-constrained MWIS enforces constraints on the edges of the problem
graph and formulates the SCP problem as in display (2.3). The clique-constrained
MWIS, however, considers a different formulation of MWIS that is described in display
(3.1). This formulation, in addition to edge constraints, also introduces constraints
on the cliques of the graph. The cliques included in the set of constraints in clique-
based MWIS are carefully chosen based on the biophysical interpretation of them.
There are two types of cliques we consider: (i) the cliques which represent all nodes
of the graph corresponding to each residue, and (ii) the cliques which represent all
the interaction nodes between each pair of residues.
Our approach in both methods is to solve the LP-relaxation of these ILPs first,
and then estimate a high-quality feasible solution to the ILP problem from these LP
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solutions. Note that the ILPs of edge-based and clique-based MWIS describe the
same feasible set and have an identical optimal solution. However, this is not the
case for their LP-relaxation problems, and the LP-relaxation in clique-based MWIS
is tighter than that of edge-based MWIS. Solving a tighter relaxation allows us to
approach more closely an optimal ILP solution and to provide a better approximation
for the MWIS.
Therefore, the new formulation of MWIS gives us a better approximation of the
ILP representation of the SCP problem, and leads to a more accurate rotamer set. We
have compared both methods in terms of the quality of the LP-relaxation solutions,
and almost in all problem instances, clique-based MWIS outperforms edge-based
MWIS in producing an effective approximation of the ILP optimal values.
Regarding the runtime, both algorithms solve the optimization problem iteratively
to find an effective LP-relaxation solution. The detailed description of these iterative
algorithms is presented in our previous work (Moghadasi et al., 2012), (Moghadasi
et al., 2013). Each iteration of these two algorithm has similar complexity. However,
our observations show that the extra clique constraints of clique-based MWIS help the
algorithm converge faster (on average) to the LP optimal solution. However, there is
no theoretical guarantee for this, and all we can say is that both approaches converge
pseudo-polynomially to an approximate optimal solution of the corresponding LP-
relaxation problem.
4.6 Effect of Parallelization on Running Time
To validate the effect of parallelization on improving the running time of our SCP
algorithm, we study how the average running time over the benchmark set of 48 EI
and 67 OT unbound proteins (listed in the table of Table 4.4) changes as we increase
the number of processors. To get a better sense of the improvement, we categorize
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the benchmark set based on the size of the interface into two subsets labeled as Large
and Small. The size of the interface refers to the number of interface residues of
each protein complex, and is reported in the third column of the table in Table 4.4.
The size of the MWIS optimization problem, associated with our SCP algorithm,
increases quadratically with the size of the interface. Therefore, the parallel approach
is of great importance when it comes to large problem instances. In our setting, the
protein complexes with interface size greater then 20 are considered in the “Large”
category, and the ones whose interface size is on the range of 20 or less are considered
in the “Small” category. We also evaluate the running time over the entire benchmark
(labeled as All in Figure 4·3).
Our results were obtained on a desktop workstation with Intel® CoreTM i7-950
Processor (8M Cache, 3.06 GHz, 4.80 GT/s Intel® QPI) and 4 GB of RAM. We
report the speedup values in Figure 4·3 for the cases of 2-, 4-, 6- and 8-processor runs
of the algorithm with respect to the single-processor running time. The speedup value
of the n-processor setting is computed by dividing the average running time of the
algorithm when using n processors by the average running time of the single-processor
run. Figure 4·3 shows that using the multi-processor architecture is generally benefi-
cial in speeding up the packing process, especially for large systems.
In Table 4.3, the average running time of the SCP algorithm over each category
is reported as a function of the number of processors which have been used. As
mentioned before, our approach enables the user to trade-off the quality of the solution
against the running time. Note that the running time values reported in Table 4.3
are obtained under the high-accuracy setting of the algorithm which outputs high-
quality side-chain predictions. For docking applications, however, we only need a good
approximation of the solution and such a high accuracy is not required, therefore, the
average running time of the algorithm would be considerably less than what we report
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Figure 4·3: The speedup wrt the single-processor run for 2-, 4-, 6- and 8-processor
settings. The vertical axis shows the speedup value, and the horizontal axis depicts
the number of processors. Different categories of protein ensembles (Large, Small and
All) are plotted.
in Table 4.3.
4.7 Results and Discussion
We use SCP in predicting the bound-state side-chain conformations of an unbound
receptor-ligand complex. To assess the accuracy of our algorithm, we test it against
a benchmark set consisting of 48 unbound EI and 67 OT types of protein complexes,
and compare our predictions to the native-state conformers which are observed using
experimental techniques. We also compare the accuracy of our algorithm with that of
the SCWRL4.0 package, (Shapovalov and Dunbrack, 2011) which, as we commented
earlier, is the state-of-the-art side-chain prediction tool. We refer the reader to our
earlier discussion on the differences between SCWRL4.0 and our approach and on
how the results should be interpreted.
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1 2 4 6 8
Large 13.96 8.19 7.02 6.66 5.33
Small 6.60 5.07 4.80 4.26 3.65
All 8.18 5.74 5.27 4.77 4.01
Number of Processors
Interface Size
Table 4.3: The actual running time of the SCP algorithm for different number of
processors. The first column refers to the category of the proteins based on the size
of their interface set. For each category, the average running time values over the
ensemble of proteins which belong to that category are reported in columns 2-6. The
numbers in the second row indicate the number of processors that has been used for
different settings.
We use standard criteria to evaluate our side-chain prediction approach. (Krivov
et al., 2009), (Beglov et al., 2012) The first criterion called χ1 is based on the difference
between the first dihedral angle (χ1) of the set of residues in the predicted structure
and the native structure. The second criterion called χ1+2 is based on the differences
between the first two dihedral angles (χ1 and χ2) of the residues in the predicted
structure and the corresponding dihedral angles in the native structure. For the χ1
criterion, an accurate prediction of a residue occurs when the χ1 angle of a predicted
residue is within 40 degrees of its native-state value. For the χ1+2 criterion, the
prediction of a residue is considered accurate when both the χ1 and the χ2 angles of
the predicted structure are within 40 degrees of their native-state values. Although
the 40 degrees deviation may appear to be large, it is the size of the error considered in
standard criteria used for evaluating side-chain prediction algorithms. In addition, as
already mentioned, side-chain prediction generally requires relatively limited accuracy
in applications to docking.
To show the effect of including the unbound conformer of the side-chains in side-
chain prediction, we consider two different cases: (i) solving the SCP problem without
including the unbound conformers (-UB), and (ii) solving the SCP problem with
unbound conformers (UB). We compare the overall packing results in the absence and
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in the presence of the side-chains’ unbound conformations to show how the inclusion
of the unbound conformers in the rotamer-set can affect the side-chain prediction
results. We also provide the SCWRL4.0 predictions to determine the accuracy of our
algorithm in comparison with that method. As mentioned in the Introduction, in
SCWRL4.0 the unbound side-chains are not considered as possible rotameric states
of the residues.
For each complex, we run each algorithm over exactly the same interface set of
residues obtained from the unbound structure of the complex. We report the number
of the interface residues whose predicted conformation is considered accurate based
on the χ1 and χ1+2 criteria.
Detailed results are in Table 4.4. We provide the side-chain prediction accuracy
of the aforementioned methods for the two different types of protein structures (EI
and OT) separately. In the last row of the table, we compare the performance of
these methods over the full benchmark by calculating the percentage of all interface
residues which are predicted within the accuracy range. A couple of observations
are in order. First our method produces slightly less accurate results compared to
SCWRL4.0 when the unbound side-chain conformations are not included in the ro-
tamer set. This is, essentially, the small price to pay for an approximate algorithm
(vs. the exact approach of SCWRL4.0) which, however, has a number of character-
istics that are useful in docking applications (distributed, scalable, tunable speed-
accuracy trade-off). The second, and important, observation is that the inclusion
of the unbound rotamers improves the accuracy of the predictions. This shows that
the unbound structure of proteins carries substantial information about their native
docked structure, hence, considering them in the side-chain prediction methods is of
great importance in docking applications.
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Table 4.4: Comparing SCWRL4.0 and MWIS to native. We compare the performance
of SCP of 3 modes: scwrl shows the prediction accuracy of SCWRL4.0, MWIS −UB
and MWIS +UB denote the performance of our MWIS algorithm without and with
considering the unbound conformers respectively. Moreover, we report the number of
the interface residues whose predicted conformation is considered accurate based on
the χ1 and χ1+2 criteria.
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Chapter 5
Monte Carlo-minimization approach for
protein docking
In this chapter, we present our recent work on fast Fourier transform (FFT)-based
docking method which consists of a global grid sampling followed by our MCM-based
off-grid refinement algorithm (Mamonov et al., 2015).
5.1 FFT-based docking
As discussed in Section 1.2, the goal of protein docking is to determine the structure of
a complex in atomic detail, starting from the coordinates of the unbound component
molecules. Protein docking requires exhaustive sampling of the energy landscape
over the conformational space of a receptor-ligand complex (Vajda and Kozakov,
2009), (Brenke et al., 2009). Assuming the validity of rigid-body approximation,
the FFT correlation algorithm provides a computationally very efficient approach to
performing these calculations. Indeed, due to the pairwise character of interactions
in most molecular mechanics force fields, the energy of the complex at the fixed
position of the receptor and at a given rotation of the ligand can be calculated as
the convolution integral of two functions, one defined on the receptor and the other
on the ligand (Katchalski-Katzir et al., 1992), (Ritchie and Kemp, 2000), (Sternberg
et al., 2000). Considering the functions on grids, the integral is converted into a
sum, which can be calculated as a product of the discrete Fourier transforms of the
two functions, resulting in the so-called FFT correlation method. Due to its extreme
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computational efficiency, this approach can systematically evaluate billions of docked
conformations within a few hours on a single processor, and the algorithm is easily
parallelizable. FFT has been first used for protein docking with a scoring function
representing only shape complementarity (Katchalski-Katzir et al., 1992), (Vakser,
1996b), (Vakser, 1996a), but later it has been expanded to include electrostatic and
solvation terms (Gabb et al., 1997), (Chen et al., 2003a), (Comeau et al., 2004),
and more recently structure-based pairwise interaction potentials (Kozakov et al.,
2006), (Mintseris et al., 2007), substantially improving the accuracy of the method.
The power of using FFT is well demonstrated by the fact that a large number of
best performing methods in Critical Assessment of PRotein Interactions (CAPRI)
experiments (Janin et al., 2003) are based on this approach (Mendez et al., 2003),
(Mendez et al., 2005), (Lensink and Wodak, 2010), (Lensink et al., 2007), (Lensink
and Wodak, 2013).
In FFT-based docking methods, the global grid sampling is usually followed by
some type of off-grid refinement, which can be simple energy minimization, Monte
Carlo search, or Monte Carlo-minimization (Vajda and Kozakov, 2009). Since the
refinement is computationally much less efficient than the grid-based sampling by
FFT, it is necessarily restricted to certain regions of the conformational space, selected
on the basis of the outcome of global search and frequently some a priori information.
In view of the extreme efficiency of the grid sampling, the question we consider here is
the potential utility of performing the refinement also by FFT, restricting the search
to the region of interest but using enhanced sampling, either by employing a finer
grid or by retaining more sample points in the region. Although such refinement
still assumes rigid-body association, it is important to note that FFT-based docking
uses “smooth” scoring functions that do not penalize some degree of steric overlaps,
and hence neglecting some level of conformational change does not necessarily make
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the approach inferior to a refinement method that allows for some flexibility, but
can perform only more limited sampling. In addition, the structures generated by
rigid-body resampling can be used as starting points for methods that account for
flexibility. Accordingly, to demonstrate the relationship between focused resampling
and Monte Carlo-based refinement, we also study here the impact of short MCM runs.
To make the analysis of focused sampling meaningful, we focus on correct regions
of interest as usual at the refinement stage (Vajda and Kozakov, 2009), and hence
we assume that such region can be selected based on the results of initial docking,
or additional information is available to assist the selection. The information needed
for such decisions may be very limited. Global protein docking usually yields a few
large clusters of low energy docked structures, and the knowledge of a single residue
located in the interface, determined by site directed mutagenesis or crosslinking, is
frequently enough to choose the right one among such clusters (Vajda and Kozakov,
2009). Moreover, in many cases one cluster is much larger than the others, facilitating
finding the likely near-native cluster without additional data. It is also possible that
structures in several clusters should be refined before the final decision can be made.
In this work, we restrict consideration to the resampling of the most near-native large
cluster.
In order to determine whether the refinement is effective, we need test problems
and baselines for comparison. In protein docking, we will consider a subset of the
established docking benchmark set containing structures of protein pairs for which the
X-ray structures of the complex is also available (Hwang et al., 2010). For establishing
the baseline for docking success, we first perform global FFT-based docking using the
PIPER program (Kozakov et al., 2006), cluster the low energy structures as described
for the ClusPro server (Comeau et al., 2004), (Kozakov et al., 2013), select the cluster
closest to the native state, and determine the fraction of structures that are within
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5A˚ Interface Root Mean Square Deviation (IRMSD) from the native complex. The
IRMSD value is calculated for the backbone atoms of the ligand that are within 10A˚ of
any receptor atom after superimposing the receptors in the X-ray and docked complex
structures. The problem we consider here is determining whether this fraction can be
increased if the region defined by the cluster is resampled on a finer grid and using
the FFT algorithm that initially retains more low energy translation for each rotation
of the ligand.
5.2 Global docking using the clusPro server
The first step performed by the ClusPro server (Kozakov et al., 2013) is docking the
receptor and ligand proteins using the PIPER rigid-body docking program based on
the FFT correlation approach. As all FFT methods, PIPER systematically samples
the conformational space of protein complexes on grids (Kozakov et al., 2006). We
sample 70, 000 rotations of the ligand, which approximately corresponds to sampling
at every 5 degrees in the space of Euler angles. In the translational space 1.2 cell
size is used. Increasing the number of rotations and reducing cell size generally
improves the results, and hence the density of sampling was chosen as a compromise
between performance and computational efficiency. The unique feature of PIPER is
that it includes a pairwise interaction potential Epair as part of its scoring function
E = Eattr + w1Erep + w2Eelec + w3Epair, where Eattr and Erep denote the attractive
and repulsive contributions to the van der Waals interaction energy Evdw, Eelec is an
electrostatic energy term, and Epair represents the desolvation contributions (Chuang
et al., 2008). The coefficients w1, w2, and w3 specify the weights of the corresponding
terms, and are optimally selected for different types of docking problems (Kozakov
et al., 2013). As will be described, we test resampling for OT type of complexes
from the docking benchmark (Hwang et al., 2010). This category includes complexes
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with highly variable properties, which makes their docking more challenging than
docking inhibitors to enzymes that usually have a well formed active site (Vajda,
2005). Therefore we have developed the special OT Mode option in the ClusPro
server (Kozakov et al., 2013), which performs three separate docking runs with three
different sets of weights of the energy terms. In each run PIPER retains the best
translation for each of the 70,000 rotations of the ligand, thus resulting in 70,000
structures. From each of these three sets we select the 500 best scoring conformations,
creating a merged file of 1500 structures.
The second step of ClusPro is clustering the 1500 structures using pairwise IRMSD
as the distance measure (Kozakov et al., 2013), (Kozakov et al., 2005). The radius
used in clustering is defined as 10A˚ Cα IRMSD. Thus, for each docked conformation we
select the residues of the ligand that have any atom within 10A˚ of any receptor atom,
and calculate the Cα RMSD for these residues from the same residues in all other
1499 ligands. Clustering 1500 docked conformations involves computing a 1500×1500
matrix of pairwise Cα IRMSD values. Based on the number of structures that a ligand
has within a (default) cluster radius of 9A˚ IRMSD, we select the largest cluster and
rank its cluster center number 1. Then, the members of this cluster are removed
from the matrix, and we select the next largest cluster and rank its center number
2, and so on. After clustering with this hierarchical approach, the ranked complexes
are subjected to a straightforward (300 step and fixed backbone) van der Waals
minimization using the CHARMM potential to remove potential side chain clashes
(Brooks et al., 1983).
Unless requested otherwise by the user, ClusPro outputs the centers of the 10
largest clusters (Kozakov et al., 2013). As mentioned, in this work we explore refine-
ment, and hence restrict consideration to the most near-native cluster. The region
of interest, defined by this near-native cluster, is further restricted by removing the
65
structures that are more than 10A˚ IRMSD from the structure representing the cen-
ter of the cluster. For comparison to our previous docking results (Kozakov et al.,
2006), we reduce the number of starting conformations to 1000 by selecting the 333
lowest energy structures from each of the three sets obtained by the different weight-
ing coefficients, and add one more low energy structure. If any of the three sets has
fewer than 333 structures, additional structures are taken equally from the other two
sets. In spite of such additional conformations, for a number of complexes we were
unable to collect 1000 structures within the 10A˚ IRMSD neighborhood of the center
of the most near-native cluster, and started the refinement with fewer conformations.
However, this does not particularly matter since, as will be discussed, the retained
structures are used only for guiding the dense sampling of the region close to the low
energy conformations from the initial docking.
5.3 Focused resampling of the near-native region
A dense rotation set consisting of 250, 000 uniformly distributed rotations was pre-
pared. Rotations from this set were compared to the rotations of the 1000 structures
retained from the initial docking. For the criterion of similarity we chose a rotation
angle between two rotations, which can be calculated using the expression (Mirzaei
et al., 2012), (Kuffner, 2004)
θ = arccos (
trace(RToRd)− 1
2
)
where Ro and Rd are rotation matrices corresponding to the original and dense rota-
tions, respectively. From the dense rotation set we retained only the rotations that
were closer than the η cutoff value of 5 degrees to any rotation in the original set of
1000. This procedure typically results in a subset of 2000 to 5000 rotations for the
dense set within the region of interest. These rotations are then used for local resam-
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pling of the region by the PIPER program (Kozakov et al., 2006). Translations were
constrained to 10A˚ distance from the geometric center of the structure representing
the cluster center. An example of this dense translational and rotational sampling
around an initial structure from PIPER is shown in Figure 5·1. Similarly to the initial
docking, the local resampling was performed using three different sets of weights in
the scoring function, resulting in three sets of orientations. Structures further than
10A˚ IRMSD from the cluster center were removed. From each of the three sets we
selected the 333 lowest energy structures, and then added one more to have 1000
post-refinement conformations to compare to the 1000 pre-refinement conformations
selected from the original docking results as described.
5.4 MCM-based off-grid refinement
We have implemented an off-grid refinement based on a standard MCM protocol
(Moghadasi et al., 2013), (Moghadasi et al., 2015a). In each iteration of the method
we perform three main steps as follows: (1) the ligand translational and rotational
coordinates are slightly (randomly) perturbed while keeping the receptor fixed; (2)
we slide the proteins back into contact while repacking of interface side chains as
described previously (Moghadasi et al., 2012), (Moghadasi et al., 2013), (Moghadasi
et al., 2015a); and (3) refine the resulting complex using a manifold-based local mini-
mization algorithm (Mirzaei et al., 2012), allowing the side-chains to slightly move to
off-rotamer positions (Moghadasi et al., 2015a). In contrast to the rigid-body docking,
Steps 2 and 3 of MCM remove all steric clashes, and hence we can use a higher accu-
racy scoring function which combines force-field and knowledge-based energy terms.
In particular, interaction energies are computed as a weighted sum (w’s are the corre-
sponding weights): E = wvdwEvdw+wsolEsol+wpairEpair+welecEelec+whbEhb+wrpErp,
where Evdw is the Lennard-Jones potential, Esol is an implicit solvation term calcu-
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Figure 5·1: Representation of local translation and rotation grids employed by the
PIPER resampling. A) translation; B) rotation. The receptor molecule, shown in
red, is fixed. Ligand orientations correspond to different grid points and are shown
in different colors. Initial ligand orientation that defines the center of the cluster
was taken from global PIPER docking simulation. For clarity of the picture only 20
rotations out of 3200 are shown for this complex. Note that only relatively small
rotations are employed in our local resampling procedure.
lated by the analytical continuum electrostatic (ACE) model (Schaefer and Karplus,
1996) as implemented in Charmm (Brooks et al., 2009), Eelec is a Coulombic elec-
trostatics interaction energy, Ehb is a knowledge-based hydrogen bonding term (Ko-
rtemme et al., 2003), and Erp is a statistical energy term associated with a specific
selection of rotamers from the backbone-dependent rotamer library (Shapovalov and
Dunbrack, 2011). Epair is the same pairwise interatomic potential used in PIPER,
and primarily representing the non-polar component of the solvation energy (Chuang
et al., 2008). The weights in the energy function roughly agree with the weights used
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in RosettaDock (Gray et al., 2003). This MCM protocol will be used to further refine
the structures generated by the focused sampling. As will be discussed, short MCM
runs are sufficient to demonstrate the basic properties of the method, and hence we
perform only five MCM iterations from each starting structure.
MCM-based refinement is a multistage process composed of rigid-body minimiza-
tion and SCP. Figure 5·2 shown the key steps of each MCM iteration and how they
are related in the process.
Focused 
Resampling
PIPER
MCM
Off-grid 
Refinement Side-chain 
Positioning
Rigid-body 
Minimization
Metropolis 
Accept?
Random 
Perturbation
5x
NO
YES
For each input conformation
Figure 5·2: MCM-based off-grid refinement iteratively applies rigid-body minimiza-
tion and SCP to protein conformations.
5.5 Benchmark set of complexes for protein docking
The docking, resampling, and off-grid refinement algorithms were applied to 49 pro-
tein pairs selected from the OT type of complexes of version 4.0 of the docking
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benchmark set (Torchala et al., 2013). The OT subset was chosen because it includes
many complexes with limited shape complementarity and hence presents challenging
problems for the refinement. The pairs of unbound proteins from this subset were
docked using PIPER. Although benchmark 4.0 includes 99 OT type complexes, we
considered only the 49 targets listed in Table 5.1 for which at least one of the clusters
generated by ClusPro includes ten or more docked structures within 10A˚ IRMSD from
the corresponding bound structures. We note that the fraction of such structures,
obtained without any additional information on the bound complex, agrees well with
the about 50% overall success rates seen in the rounds of the CAPRI protein docking
experiment (Mendez et al., 2003), (Mendez et al., 2005), (Lensink and Wodak, 2010),
(Lensink et al., 2007), (Lensink and Wodak, 2013).
Figure 5·3: Fraction of docked structures with less than 5A˚ IRMSD among the struc-
tures generated by ClusPro (blue triangles) and by focused resampling of the near-
native cluster obtained by the global docking (red squares). Results are shown for
the 49 complexes listed in Table 5.1.
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5.6 Results and discussion
Results for the 49 complexes are shown in Table 5.1. First we show the global PIPER
results. These include the IRMSD of the structure at the center at the selected low
energy cluster from the native structure, the number of initial docked structures that
were used as the starting points for the resampling, and the number and fraction of
structures below 5A˚ IRMSD. As shown, in a few cases we have less than 1000 starting
structures that satisfy our selection condition of being within 10A˚ IRMSD from the
center of the near-native cluster. The next columns in Table 5.1 list the number
of structures selected after resampling, which is always 1000, and the number and
fraction of structures below 5A˚ IRMSD.
Figure 5·3 shows the fraction of structures below 5A˚ IRMSD among the confor-
mations generated by the global docking as provided by the ClusPro server, as well
as the fraction of such structures after the refinement by focused resampling. For 9
targets the selected low energy clusters do not include any structure with less than
5A˚ IRMSD. It is well known that docking methods may have difficulties for a number
of different reasons (Vajda, 2005). In particular, rigid-body methods such as PIPER
do not work well if the association is accompanied by substantial backbone conforma-
tional change, which is the case for targets 2I9B, 2NZ8, and 2OT3 (Torchala et al.,
2013), (Chen et al., 2003b), (Mintseris et al., 2005), (Hwang et al., 2008). In other
cases the interface is too small and results in weak interaction, the target is part of a
larger complex, or the complex is stabilized by strong electrostatic interactions that
heavily depend on the conformation of some charged side chains (Vajda, 2005). The
lack of low energy near-native structures implies that, according to the PIPER scor-
ing function, the lowest energy regions are not close to the native state. As expected,
resampling does not help in such cases, and no higher accuracy structures emerge
(Figure 5·3). However, resampling increases the fraction of structures with less than
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5A˚ IRMSD for the 30 complexes that already have such structures from the global
docking. The improvement is substantial for 19 complexes, where “substantial” is
defined as a change of at least 0.05 in the fraction of structures below 5A˚ IRMSD,
i.e., adding at least 50 higher accuracy structures. Using the same definition, the
resampling substantially decreases the fraction of near-native structures only for 3 of
the 49 complexes.
Figure 5·3 emphasizes the substantial variations in the impact of focused mapping
among the complexes. In fact, as already mentioned, focused mapping does not
improve the results for the 9 complexes for which the global PIPER search fails to
find any structure below 5A˚ IRMSD, whereas the improvements are substantial for
a number of other complexes. Further insight on the differences between complexes
can be obtained by examining how resampling affects the distributions of the docked
structure’s IRMSDs from the native bound structure. Results for four complexes are
shown in Figure 5·3.
Table 5.1 and Figure 5·4 also show the impact of the off-grid refinement by short
MCM simulations. The focused FFT resampling significantly increases the number
of near-native structures and shifts the distribution toward the native structure for
the complex between cytoplasmic domain of the type I TGF receptor and FKBP12,
PDB ID 1B6C (Figure 5·4A) and also for the complex between human PPARγ and
RXRα ligand binding domains, PDB ID 1K74 (Figure 5·4B). These are two complexes
with well-defined structures and relatively high affinity, and the scoring function used
in PIPER and based on molecular mechanics has its global minimum close to the
native structures. This is further emphasized by the result that the refinement using
MCM further increases the fraction of structures within 5A˚ IRMSD from the native
state (Figures 5·4A and 5·4B).
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Table 5.1: The number of docking decoys within the 5A˚ IRMSD neighborhood of
native complex at different stages of the refinement.
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Figure 5.1 cont’d – The number of docking decoys within the 5A˚ IRMSD neighbor-
hood of native complex at different stages of the refinement.
The third system, adenylyl cyclase with its stimulatory heterotrimeric G protein
alpha subunit, PDB ID 1AZS, forms a weaker complex as it is modulated by ATP
vs. ADP binding. Nevertheless, the focused resampling increases the number of
structures below 5A˚ IRMSD (Table 5.1) and shifts the distribution toward the na-
tive structure, substantially reducing the fraction of structures with IRMSD values
in excess of 6A˚ (Figure 5·4C). Interestingly, the subsequent MCM actually slightly
reduces the number of structures below 5A˚, and according to Figure 5·4C most low
energy structures are between 3.8A˚ and 6.3A˚ from the native, with a substantial frac-
tion exceeding the selected threshold of 5A˚ IRMSD. The fourth complex, formed by
the N-terminal domain of the electron transfer catalyst DsbD and the cytochrome
C biogenesis protein CcmG, is weak, and is stabilized by a disulfide bridge. Most
structures generated by the docking are between 8A˚ and 11A˚ IRMSD from the one in
the x-ray structure (Figure 5·4D). The resampling and particularly the Monte Carlo
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refinement shifts the distribution toward these large IRMSD values, indicating that
the energy function, not accounting for the impact of the disulfide link, has its lowest
minima far from the X-ray structure. Thus, depending whether or not the PIPER
scoring function yields low values near the native state, different complexes exhibit
very different distributions of IRMSD values. This statement generally also applies to
the outcome of the refinement by the MCM algorithm, in spite of the local refinement
that allows for the use of a more detailed energy function. We note that Table 5.1
and Figure 5·4 show the results of performing only 5 MCM steps from each of the
structures generated by the focused resampling, and further analysis of refinement by
MCM will be presented separately (Moghadasi et al., 2015a).
According to Figure 5·3, resampling increases the number of near-native struc-
tures for the majority of complexes, and the important question is how these results
can be used. As shown in Figures 5·4A-C, in such cases the IRMSD distribution
generally shifts toward the native state. Since the clustering method used in ClusPro
identifies clusters with the highest density of structures, we expected that using a
smaller clustering radius the cluster centers would be closer to the native structures
than the centers of the original near-native clusters identified by the global docking.
While this was true for a number of complexes, overall this strategy did not yield
significant improvement. In fact, as shown in Figure 5·4D, the cluster center may
shift farther from the native state. However, there are several applications where the
densely sampled energy landscape is useful. First, we have developed the medium-
range optimization method SDU that can use these data for the construction of an
initial underestimator function (Shen et al., 2008), (Nan et al., 2014). After finding
the minimum of the underestimator, the method iteratively expands the region of
interest toward lower energies by adding further sample points and updating the un-
derestimator (Shen et al., 2008). The second application is stability analysis, which
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is used if the most near-native cluster cannot be identified among the ones produced
by the docking. In this case focused sampling is applied to all potential clusters.
Figure 5·4: Distribution of IRMSD values from the native complex for the docked
structures of four different complexes. For each complex, IRMSD distributions are
shown for the results from the global docking using PIPER (black curve); after re-
sampling the most near-native cluster of PIPER generated structures (red curve);
and after off- grid refinement by five steps of the MCM algorithm over the structures
from the focused resampling (green curve). A) Complex of the cytoplasmic domain
of the type I TGF receptor and and FKBP12, PDB ID:1B6C; B) Human PPARγ
and RXRα ligand binding domains PDB ID: 1K74; C) Adenylyl cyclase in a complex
with its stimulatory heterotrimeric G protein alpha subunit, PDB ID: 1AZS; and
D) Disulfide-linked complex between the N- terminal domain of the electron transfer
catalyst DsbD and the cytochrome c biogenesis protein CcmG, PDB ID: 1Z5Y.
Stability analysis is based on the hypothesis that clusters of near-native structures
are located in broad energy funnels. In our current methodology this hypothesis is
tested by starting short MCM simulations from randomly selected structures of the
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cluster (Kozakov et al., 2008). However, if the clusters are finely sampled, the MCM
runs can be replaced by a more efficient approach based on stochastic roadmap sim-
ulations (SRSs) to determine the escape tendencies of the ligand from the low energy
regions (Apaydın et al., 2002). To perform SRS one needs first to build a network
called stochastic roadmap. Once the roadmap is constructed, simple calculations can
be used to determine escape times and thus the “stability” of each cluster. Although
the method is extremely elegant, it requires very dense sampling, and hence it has
rarely been used in applications. However, after resampling we will have all the en-
ergy values needed, and thus can set up and apply the method with little additional
effort. The Markov chain model description, recently used for cluster discrimination
in protein docking, provides a similar approach and also can take advantage of the
finely sampled energy landscape.
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Chapter 6
The impact of SCP on protein docking
refinement
In this chapter, we present our work on the impact of adding SCP element to the
MCM-based docking refinement algorithm (Moghadasi et al., 2015b), and we study
how crucial it is for refinement methods to take advantage of the side-chain flexibility
when searching for near-native docked conformation.
In Section 2.2, we provide a thorough literature review over the related work done
in the field of side-chain prediction. Furthermore, we discussed two different research
areas that use SCP as a key element for protein-protein association. Most of the work
on SCP has focused on the applications of side-chain prediction in protein folding.
There has been also some work that has incorporated SCP as an element of protein
docking methods. Our current work concentrates on the latter application, and shows
that including our MWIS-based SCP alorithm in the Monte Carlo-based refinement
can significantly improve the docking results compared to the baseline methods in
which proteins are assumed to be rigid-body entities, and the side-chain flexibility in
the proteins interface is usually ignored.
6.1 Off-grid minimization with an optional SCP step
To study the role of SCP in protein docking we have incorporated our side-chain
packing approach into off-grid refinement, where it is typically used.
As discussed in Section 5.4, we have implemented an MCM-based off-grid refine-
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ment protocol, which is used in many refinement approaches (Gray et al., 2003),
(Andrusier et al., 2007), (Kozakov et al., 2008). Off-grid refinement seeks the lowest
energy configuration in the vicinity of the initial conformation. The protocol we use
performs iterations each consisting of four main steps. (i) In Step 1, the ligand posi-
tion and orientation with respect to the receptor are slightly (randomly) perturbed.
(ii) In Step 2, we slide the proteins back into contact. (iii) The 3rd step is where SCP
is applied and this step is optional; to assess SCP’s role in refinement, we will show
results for runs without SCP that leave side-chains to their unbound positions, runs
with SCP where the whole interface is re-arranged using the algorithm we presented
and the standard rotamer library, and runs with SCP using the standard rotamer
library to which we add the unbound side-chain conformers. (iv) The final step in
each iteration of the refinement protocol locally minimizes the energy of the resulting
complex using a rigid-body minimization algorithm (Mirzaei et al., 2012) and allowing
the side-chains to slightly move to off-rotamer positions in order to alleviate potential
steric clashes. After these four steps are performed, we have a new candidate complex.
We decide either to accept or reject this candidate based on the Metropolis criterion,
namely, if the total energy of the candidate complex is lower than the energy of the
complex in the beginning of the iteration, we accept the candidate; otherwise, we
accept the candidate with a probability that is inversely exponentially proportional
to the energy difference. If the candidate is accepted, then it becomes the complex
used to initialize the next iteration; otherwise, we discard the candidate complex and
start the next iteration with exactly the same complex we had in the beginning of
the current iteration.
6.2 Inclusion of unbound conformers
In Section 4.1, we describe how inclusion of unbound structure in the side-chain
search can be beneficial for docking applications. Also in Figure 4.4, we present
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how inclusion of unbound conformers improve the prediction accuracy of MWIS al-
gorithm. Following an earlier observation (Beglov et al., 2012), (Kirys et al., 2012),
we incorporated the unbound structure as potential side-chain conformers besides the
rotamers obtained from the rotamer library. To study the impact of including the
unbound structure in the docking performance, we make the unbound inclusion as
another option for the MCM-based docking.
Using the two options we have introduced so far, we can run 3 modes of MCM re-
finement algorithm: (i) refinement without employing SCP algorithm, (ii) refinement
that uses SCP as an element, but SCP does not include the unbound conformers in
side-chain search, and (iii) refinement that uses SCP which includes unbound con-
formers. We compare the performance of these three modes of MCM to evaluate the
impact of each options.
6.3 Refinement set generation
To study the effect of off-grid minimization with SCP, we have generated sets of
near-native structures using a soft rigid-body approach (Kozakov et al., 2006). For
our study set, we have used EI and OT types of complexes from the protein docking
benchmark. (Chen et al., 2003b). Following the procedure described in Sections 5.1
and 5.2 to get 1000 input conformations, three steps were performed for each EI
complex: (i) We systematically sampled mutual receptor-ligand orientations using
an FFT-based approach PIPER (Kozakov et al., 2006) and obtained 70, 000 lowest
energy structures. (ii) The 1,000 lowest scoring structures were clustered (Kozakov
et al., 2005) using a greedy algorithm and the clusters were ranked based on their size
(a larger cluster corresponds to higher rank). (iii) The highest ranking cluster whose
center has a RMSD of all atom positions under 10 A˚ from the native was selected
for refinement. The top 1, 000 lowest energy structures out of the 70, 000 generated
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at Step 1, which are also within 12 A˚ RMSD from the selected cluster center, were
selected as the refinement set. A similar protocol was used for OT types of complexes,
with the exception that clusters were chosen from three FFT sampling runs, each with
different weights in the energy function. Details are described in Chapter 5. We have
used all complexes in the protein docking benchmark (Chen et al., 2003b) for which
PIPER (Kozakov et al., 2006) was able to produce at least 50 solutions within 5 A˚
RMSD to the native. Our study set consists of 35 cases of EI, and 34 cases of OT
protein complexes.
6.4 Results and discussion
As discussed earlier, our main motivation for this work is to apply SCP in protein-
docking refinement protocols. Next, we analyze the effectiveness of our SCP algorithm
when we use it as a component of our protein docking refinement procedure. We
report on the impact of SCP in the overall performance of the off-grid optimization
refinement procedure, and, more specifically, in increasing the number of near-native
predictions.
For this purpose, we refine the PIPER (Kozakov et al., 2006) outputs using
three different modes of the off-grid optimization refinement protocol outlined in Sec-
tion 6.2: (i) REF-SCP, when the conformations are refined without employing the
SCP algorithm, (ii) REF+SCP-UNB and (iii) REF+SCP+UNB, when the confor-
mations are refined by the off-grid optimization procedure which uses SCP as a com-
ponent of energy evaluation without and with, respectively, considering the unbound
side-chain conformers in SCP.
For each mode, we calculate the RMSD of each predicted conformation in the set
from the native structure. A prediction is considered “accurate” when this RMSD
is below 5 A˚ from the native. Table 6.1 as well as Figures 6·1 and 6·2 report the
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number of accurate predictions in the refinement set (see Section 6.1) for 35 EI and
34 OT complexes. The first column of Table 6.1 lists the PDB code of the complex.
The second column reports the number of accurate conformations (within 5 A˚ RMSD
from the native) out of the top 1, 000 PIPER outputs in the refinement set. These
conformations are the input to the refinement stage. The three following columns
specify the number of accurate refined conformations generated by the three different
modes of off-grid optimization described above – denoted as R-SP, R+SP-UB and
R+SP+UB, respectively. The last two rows of each EI and OT table report the total
number of accurate predictions over all complexes and the percentage improvement
over PIPER. The latter metric is computed by averaging over all complexes the per-
complex percentage improvement and it reflects a view of performance which is not
biased by the number of accurate complexes for each refinement set. The results show
that adding side-chain packing and including the unbound conformers can improve
the overall refinement performance by increasing the number of accurate predictions.
Next, we present two other figures for the EI and OT protein benchmarks. In
each figure, we plot three curves that indicate the increase/decrease in the number of
PIPER accurate conformations using the three settings of the refinement procedure
described above. The green, blue and red curves indicate the REF-SCP, REF+SCP-
UNB and REF+SCP+UNB mode, respectively. As an example, consider the protein
complex 1yvb which has 376 accurate conformations generated by PIPER as shown
in Table 6.1 and is the first protein shown in Figure 6·1. The green, blue and red
data points show the values of 117, 93 and 117 respectively, for 1yvb, reflecting the
respective gains of the three modes over the PIPER result. The same type of anal-
ysis is carried out for the OT benchmark as well, and the results are illustrated in
Figure 6·2.
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Input Input
Piper R-SP R+SP-UB R+SP+UB Piper R-SP R+SP-UB R+SP+UB
2b42 106 77 66 91 1ffw 52 54 59 49
1udi 163 195 196 197 2g77 75 72 90 91
1n8o 220 283 276 303 2ayo 566 559 519 531
1f34 104 124 138 140 1kxp 396 425 457 502
2abz 106 103 110 118 1wq1 94 82 91 68
1avx 225 239 270 256 1i2m 42 28 67 44
1cgi 129 118 127 132 2btf 267 194 232 220
1bvn 210 229 214 242 2hrk 154 230 281 265
1mah 271 273 289 298 1ml0 661 695 707 717
2j0t 44 61 66 66 1f51 87 106 102 107
2sic 338 364 355 384 1b6c 435 486 479 508
2sni 327 353 333 373 1a2k 299 137 137 162
1dfj 214 239 259 261 1grn 234 206 216 229
1ezu 119 203 220 221 1k74 478 497 515 497
1fle 128 94 65 95 1akj 183 183 183 189
1jtg 344 417 430 434 1buh 144 172 160 166
1oc0 39 23 29 33 1gla 108 114 87 109
1r0r 382 403 410 422 1gpw 491 515 535 544
1ay7 73 82 88 90 1syx 214 162 237 208
1oyv 228 310 295 319 1xqs 149 105 98 108
1gl1 169 188 178 205 2hle 102 141 162 144
1ijk 209 224 207 215 1ofu 573 601 635 617
2mta 231 204 196 198 2cfh 515 549 571 548
2uuy 197 251 198 232 1rlb 234 366 352 394
1eaw 222 241 244 249 3d5s 666 736 737 745
1tmq 347 390 391 393 1azs 718 704 644 688
7cei 241 314 315 340 1jk9 355 367 363 370
1e6e 160 184 189 190 1jwh 414 405 281 424
1acb 89 77 73 90 1e96 240 247 252 257
1ewy 62 57 57 57 1he1 285 235 259 247
1yvb 376 493 469 493 1xd3 334 318 300 323
2pcc 62 64 58 56 1z0k 80 87 92 91
2oul 333 395 403 410 1z5y 203 215 173 151
1ppe 518 522 487 558 1zhi 113 113 115 112
4cpa 333 343 308 346 Total 9961 10106 10188 10425
Total 7319 8137 8009 8507 2.39 4.65 5.54
9.90 8.43 15.25Improvement %
Improvement %
PDBPDB
Enzyme-Inhibitor Benchmark Others Benchmark
Refinement Output Refinement Output
Table 6.1: We compare three different refinement modes of a refinement algorithm to
demonstrate: (i) the effect of side-chain packing on docking refinement, and (ii) the
importance of including the unbound conformers. In each case, we report the number
of near-native structures (within 5 A˚ RMSD from the native) amongst the refinement
set of size 1, 000. In the table, R-SP stands for refinement without SCP, R+SP-
UB denotes refinement with SCP but without unbound conformers and R+SP+UB
denotes refinement with SCP and with unbound conformers).
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Figure 6·1: The effect of different modes of docking on increasing/decreasing the accu-
racy of PIPER outputs for the EI benchmark. The values on the vertical axis denote
the number of additional accurate conformations wrt PIPER that each refinement
mode predicts. The horizontal axis shows the PDB codes of each protein complex.
For each mode, these discrete data points are fit to a curve to illustrate the overall
performance of each case.
As shown in Figures 6·1 and 6·2, in most cases the red curve is superior to the
other two curves, indicating that the REF+SCP+UNB method works better than
the other two methods. It follows that the use of SCP including the unbound con-
formers increases the number of near-native predictions and improves the refinement
performance.
We tested this approach against benchmark sets of enzyme-inhibitor and other
types of complexes. We found that the incorporation of side-chain packing in each
iteration of protein docking refinement protocols, facilitates the docking process and
leads to improved performance. We also established that the inclusion of the unbound
conformer as an option in the side-chain packing optimization improves side-chain
positioning accuracy and docking performance. The latter, can potentially motivate
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the adaptation of alternative side-chain prediction approaches.
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Figure 6·2: The effect of different modes of docking on increasing/decreasing the accu-
racy of PIPER outputs for the OT benchmark. The plots have the same specifications
as captioned in Figure 6·1.
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Chapter 7
The SSDU algorithm for protein docking
refinement
7.1 SSDU overview
We discussed earlier that the goal of protein docking refinement is to locate the
global energy minimum within the regions of the conformational space. The input
to our refinement stage is an ensemble of the receptor-ligand conformations sampled
from certain PIPER clusters. The refinement protocol takes an initial set of sampled
conformations as the input and aims to improve the quality of the set. One way to
evaluate the performance of a refinement algorithm is to count the number of near-
native output conformations it predicts compared to the initial input structures. The
other criterion is based on the RMSD to native of the single selected model that
algorithm predicts, which is usually the cluster center of the conformation set. The
ultimate goal is to increase the number of near-native predictions and to decrease the
RMSD to native of the selected model.
In this section, we propose a new stochastic global optimization method which we
have called SSDU to tackle the protein docking refinement problem (Moghadasi et al.,
2015b). Our method is based on solving a SDP problem to find general convex un-
derestimators that are used as an approximation of the envelope spanned by the local
minima of the funnel-like binding energy function. In the setting of the problem we
described above, we use the input conformations which are sampled from the favor-
86
able PIPER clusters to find the local minima of these energy function funnels. These
underestimators can be used to bias sampling in the search regions of the conforma-
tional space in order to locate the conformation whose energy is globally minimum.
The novelty of our work is to address the importance of the conformational space
dimensionality reduction in docking search and the effectiveness of this reduction in
the optimization of the binding energy function. This approach is motivated by a
recent work that studies the behavior of different force-field energy terms on a variety
subspaces of the energy landscape (Kozakov et al., 2014).
Notation: Vectors will be denoted using lower case bold letters and matrices by
upper case bold letters. For economy of space we write v = (v1, . . . , vn) for v ∈ Rn.
Prime denotes transpose. For a matrix P, P  0 indicates positive semidefiniteness.
7.2 Related work
As discussed, predicting protein interactions is one of the most challenging problems
in structural biology due to the complexity of the energy landscape. The protein
docking problem has received wide attention and has been studied from different
perspectives since the rise of computational methods in the field. An alternative to
the two-stage approaches described earlier, is the Monte Carlo-based method in (Gray
et al., 2003). It also uses a rigid-body but Monte Carlo-based search followed by a
simulated annealing-based optimization of the backbone displacement and side-chain
conformations. Similar methods which consider the flexibility of protein interfaces
over an iterative Monte Carlo Minimization-based approach have been studied in our
earlier works (Moghadasi et al., 2012), (Moghadasi et al., 2013), (Moghadasi et al.,
2015a).
In a different class of approaches, there are some methods that use the funnel-like
shape of the energy function to conduct the global search in the vicinity of the funnel
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minimum. Some early work (Camacho and Vajda, 2001) considers the dominant driv-
ing force-fields of the protein binding process to find an efficient downhill path on the
evolving receptor-ligand energy landscape. Later a protein folding algorithm called
the Convex Global Underestimator (CGU) method (Phillips et al., 2001) introduced
the idea of using an approximation of the envelope spanned by the local minima of the
energy function in the form of convex canonical quadratic underestimators. A well-
fitted convex underestimator that captures the funnel-like shape of the energy function
may ease the process of finding the lowest free energy structure in the conformational
space. The Semi-Global Simplex (SGS) method (Dennis and Vajda, 2002) follows the
idea of using the funnel-like shape but instead of using the convex underestimators to
guide the global search, it performs an exhaustive multi-start Simplex search of the
protein surface. Even though CGU is generally slower than SGS, it works better on
simple problems with low complexity (Dennis and Vajda, 2002). CGU, however, uses
a restricted class of underestimators and is not able to effectively capture the shape
of energy funnels (Paschalidis et al., 2007). The Semi-Definite programming-based
Underestimation (SDU) method (Paschalidis et al., 2007), (Shen et al., 2008) uses
the same approach as CGU but it considers the class of “general” convex quadratic
functions to underestimate, in addition to introducing an exploration strategy biased
by the underestimator.
7.3 Contributions of SSDU
In this section, we present the key contributions of SSDU, and the novelty of our
algorithm compared with similar existing methods.
7.3.1 Dimensionality Reduction
In the early relevant refinement approaches, (Phillips et al., 2001), (Dennis and Vajda,
2002) the energy function is optimized over the 6-D space of rigid-body motion of the
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ligand with respect to the receptor. In SDU (Paschalidis et al., 2007), (Shen et al.,
2008) the center-to-center distance of receptor and ligand is removed from the 6-D
parameterization of the space because this dimension does not exhibit any significant
variation over the ensemble of input samples and can be optimized separately once
the remaining coordinates are determined. Recent work (Kozakov et al., 2014) shows
that applying PCA to the input samples can effectively reduce the search space to
3-D. It is shown that the region of the space in the neighborhood of the native state
invariably includes high energy barriers which prevent the ligand from moving into a
one- or two-dimensional restrictive subspace . Orthogonal to the restrictive subspace
is a permissive subspace where the energy function is relatively smoother with a broad
minimum near the native state (Kozakov et al., 2014). Since there is no significant
scope for refinement along the restrictive subspace, SSDU performs refinement in the
permissive subspace.
7.3.2 General Class of Convex Underestimators
In addition to the dimensionality reduction technique, we have also considered a more
general class of convex functions for underestimation. In all aforementioned methods
(Phillips et al., 2001), (Paschalidis et al., 2007), (Shen et al., 2008), convex quadratic
underestimators are used to approximate the envelope spanned by the local minima
of the energy function. Following our earlier preliminary work (Nan et al., 2014), we
consider the more general class of Sum-Of-Square (SOS)-convex polynomial functions
(Ahmadi and Parrilo, 2013) for underestimation.
7.3.3 Clustering and Model Selection
The original cluster presented to SSDU for refinement may contain multiple dense
“sub-clusters” of conformations roughly corresponding to distinct energy funnels. It
follows that by deriving a single underestimator (as in (Nan et al., 2014)), we will
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tend to “average” a complex energy landscape and produce a minimum of the un-
derestimator that may not correspond to a low-energy funnel basin. In this paper,
we resolve this issue by establishing an effective exploration procedure using density-
based clustering as follows. First, we run a density-based clustering algorithm on the
set of PIPER structures which are the inputs of SSDU. This phase eliminates outliers
and low-density regions of the conformational space, resulting in multiple sub-clusters
whose size is greater than a pre-specified threshold. Then, we construct one under-
estimator per sub-cluster and perform biased sampling around the minimum of each
underestimator separately. Finally, we combine all the sampled conformations of
all clusters, and pick the low-energy conformations as the output of the refinement
protocol. Furthermore, we incorporate a simple model selection procedure into our
refinement algorithm whose goal is to select a predictive conformation out of the
SSDU output conformations.
7.4 Dimensionality Reduction
A receptor-ligand conformation can be parameterized by a 6-D vector ψ = (ρ,W) ∈
SE(3), where ρ = (r, a, b) ∈ R3 represents the translation vector from ligand center
to receptor center and W = (w1, w2, w3) ∈ R3 specifies the rotation of the ligand
using the exponential map from R3 to the Special Orthogonal group SO(3) containing
all rotation matrices. Here, SE(3) denotes the Special Euclidean group, which is the
space of rigid-body motions and can be expressed as the semi-direct product of R3
(translations) and SO(3) (rotations). SE(3) is a nonlinear manifold, that is a curved
space, and not a Euclidean (flat) space. The exponential map is simply a projection
from a (flat) tangent space to the manifold itself, projecting straight lines on the
tangent space map onto geodesics of the manifold. We refer the reader to (Mirzaei
et al., 2012) for a more detailed discussion of these spaces and their exponential
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coordinates.
In the translation vector ρ, r is the length of the vector and a, b indicate the
exponential coordinates of the azimuth and zenith angles of ρ, where the azimuth
angle θ is the angle between the projection of ρ on the ρ1ρ2 plane and the ρ1 axis, and
the zenith angle φ is the one between ρ and the ρ3 axis. The associated exponential
coordinates are (a, b) = (−φ sin θ, φ cos θ).
Let us denote by f : R6 → R the energy function of a conformation parameterized
by ψ ∈ R6 as follows:
ψ = (r, a, b, w1, w2, w3). (7.1)
As we mentioned earlier, in low-energy clusters where conformations are well-packed,
there is no significant variation in the center-to-center distance r between a ligand
and the receptor and this variable can be easily optimized separately once all other
variables are determined. Thus, we remove r from ψ and minimize f with respect to
the remaining variables x ∈ R5 which are:
x = (a, b, w1, w2, w3) ∈ R5. (7.2)
We already discussed in the previous section that the region of the space in the
neighborhood of the native state is composed of high energy barriers that prevent the
ligand to move in one or two directions (Kozakov et al., 2014), giving rise to restrictive
subspace spanned by these directions. Orthogonal to the restrictive subspace we have
a permissive subspace where the energy is much smoother.
To identify the restrictive and permissive subspaces, we apply PCA and con-
vert the 5-D parameterization of the conformational space (which we denoted by x)
into linearly uncorrelated variables called principal components using an orthogonal
transformation. This transformation seeks to find a set of principal components with
the following property: the first principal component accounts for the largest possi-
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ble variability in the data, and each succeeding component has the highest variance
amongst all possible components which are orthogonal to the preceding components.
We will consider the subspace formed by the directions of the high-variance principal
components as permissive, and its complementary subspace will be called restrictive.
To describe the PCA procedure, assume we have obtained a sample of K local
minima of f in the x-space together with the their corresponding energy values:
(x(i), f (i) = f(x(i))), i = 1, . . . , K. (7.3)
We define X ∈ R5×K as a matrix whose columns are of the form x(i)− x¯, i = 1, . . . , K,
where x¯ is the mean of the K local minima, i.e., x¯ = (1/K)
∑K
i=1 x
(i). Then, we
perform the eigen decomposition of XX′
XX′ = WΣW′, (7.4)
where W is a 5×5 square matrix whose ith column is the ith eigenvector of XX′ and
Σ is a diagonal matrix whose ith diagonal element is the ith corresponding eigenvalue.
Let z(i) = W′(x(i) − x¯) be the ith sample point transformed into the principal
coordinates. Our observations (Kozakov et al., 2014) show that in most protein-
protein complexes, the first 3 eigenvalues of XX′ are significantly larger than the
other 2 eigenvalues. Thus, we can take the first 3 principal components {z1, z2, z3}
to form the permissive subspace, while the remaining 2 components {z4, z5} form the
restrictive subspace we wish to eliminate. We denote the new coordinates of the ith
sample point in the 3-D permissive subspace by
φ(i) = (z
(i)
1 , z
(i)
2 , z
(i)
3 ) ∈ R3. (7.5)
Next, we aim at minimizing the energy function f by constructing a semidefinite
underestimator over the samples φ(i), i = 1, . . . , K, in the permissive landscape.
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7.5 Underestimation
As discussed in the previous section, our method is based on finding convex under-
estimators which can be regarded as an approximation of the envelope spanned by
the local minima of the binding energy function. In an effective underestimation,
the minimum of the convex underestimator will be an approximation of the global
minimum of the funnel-like binding energy function. Therefore, we can bias further
sampling towards the underestimator’s minimum. Figure 7·1 illustrates the impact
of underestimation on capturing the funnel-like binding function in order to locate
its global minimum. This figure is underestimating a 1-D function, yet in SSDU our
underestimation occurs in 3-D.
Figure 7·1: Underestimating the funnel-like binding energy function using a convex
polynomial. (Source: (Shen et al., 2008)).
Below, we first explain how the convex underestimator can be calculated, then, in
the next subsection, we focus on how to bias sampling towards to the underestimator’s
minimum point.
Following our earlier preliminary work (Nan et al., 2014), we consider the class
of general convex polynomial underestimators. Let U(φ) be a degree 2d polynomial
and φ ∈ Rn, where n = 3 in the case of seeking an underestimation in the 3-D
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permissive subspace. Let H = ∇2U(·) be the Hessian matrix of U(·). The convexity
of a continuous, twice differentiable function U(·) on a convex set is guaranteed if
and only if its Hessian matrix H(·) is positive semidefinite on the interior of the
convex set. However, for our application, since each entry of H is a polynomial
term, the positive semidefiniteness of H(·) is difficult to establish analytically (except
for the special case of quadratic underestimators where 2d = 2). It is shown that
even verifying the convexity of a degree-4 polynomial is strongly NP-hard (Ahmadi
et al., 2010). We therefore will use the notion of SOS-convexity as a computationally
tractable relaxation for convexity based on semidefinite programming (Ahmadi and
Parrilo, 2013).
Let ξ ∈ Rn be a vector of variables, and consider p(φ, ξ) = ξ′H(φ)ξ to be a scalar
polynomial of degree 2d with 2n variables (φ, ξ). Also, let the vector of all monomials
up to degree d of p(φ, ξ) be
v = (ξ1, . . . , ξn, ξ1φ1, . . . , ξnφ
(d−1)
n )], (7.6)
where the length v is
(
d−1+n
n
)× n.
The following theorem (Moghadasi et al., 2015a; Nan et al., 2014) uses sos-
convexity as a sufficient condition for problem of convexity of polynomials, and con-
verts it into finding a positive semidefinite matrix. Proof is provided in Section A.3.
Theorem 7.1 If there exists a matrix P  0 such that v′Pv = p(φ, ξ) = ξ′H(φ)ξ,
then the polynomial U(·) is convex.
The condition in Theorem 7.1 is equivalent to saying that ξ′H(φ)ξ is SOS (a sum
of squares) in (φ, ξ), which suffices to ensure the convexity of U(·).
Therefore, we can formulate the problem of finding a convex polynomial underes-
timator of the sample points (φ(i), i = 1, . . . , K) as the following problem:
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min
U(·)
∑K
i=1[f
(i) − U(φ(i))]
s.t. f (i) ≥ U(φ(i)), ∀i,
ξ′H(φ)ξ is SOS in (φ, ξ),
(7.7)
where the optimization is over the coefficients of the polynomial U(·). As written, it
is not obvious that this problem is tractable. It turns out it is. To avoid introducing
additional notation, we demonstrate the tractability of (7.7) through an example.
We next provide an example to show how we can formulate the optimization
problem (7.7) as a tractable semi-definite program. Consider the special case of a
degree-4 polynomial underestimator, i.e., 2d = 4, and set n = 3 since we seek to
underestimate in the 3-D permissive subspace. In this setting the underestimator has
the following form:
U(φ) = a1 + a2φ1 + a3φ
2
1 + a4φ
3
1 + a5φ
4
1 + a6φ2 + a7φ1φ2 + a8φ
2
1φ2 + a9φ
3
1φ2 + a10φ
2
2+
a11φ1φ
2
2 + a12φ
2
1φ
2
2 + a13φ
3
2 + a14φ1φ
3
2 + a15φ
4
2 + a16φ3 + a17φ1φ3 + a18φ
2
1φ3+
a19φ
3
1φ3 + a20φ2φ3 + a21φ1φ2φ3 + a22φ
2
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(7.8)
Based on Theorem 7.1, ξ′H(φ)ξ is SOS in (φ, ξ) is equivalent to P  0 where
v′Pv = ξ′H(φ)ξ. Therefore, by relating the elements of P with coefficients of U(φ),
we can reformulate (7.7) as the semi-definite problem (SDP) shown in (7.9).
To solve this SDP, we use the CSDP solver (Borchers, 1999). Solving (7.9) provides
us with the optimal coefficients (a∗1, . . . , a
∗
35) of the polynomial convex function U(φ)
that can be regarded as a tight underestimator of the K local minima (φ(i), i =
1, . . . , K).
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min
a1,...,a35,P
∑K
i=1 s
(i)
s.t. f (i) − (a1 + a2φ1 + · · ·+ a35φ43) = s(i), i = 1, . . . , K,
P1,1 = 12a5, P4,4 = 2a12, 2P1,4 = 6a9,
...
2P10,12 = 2a17, 2P11,12 = 2a20, P12,12 = 2a26,
P  0, s(i) ≥ 0, i = 1, . . . , K.
(7.9)
7.6 Sampling
Let φ∗ be the global minimum of the convex underestimator obtained from the solu-
tion of (7.7). In the next step, we aim to sample more conformations in the vicinity
of φ∗. If the underestimation step succeeds in capturing the shape of the free energy
function, then the sampling step will help us generate more conformations in the
vicinity of the global minimum of the energy function.
First, we generate K¯ random samples s(l) ∈ R5, l = 1, . . . , K¯, where each ran-
dom dimension s
(l)
i has a uniform distribution in the range of (−0.5βσi, 0.5βσi),
i = 1, . . . , 5, where β is a constant and σi is the ith diagonal element of Σ in (7.4),
hence, σ1 ≥ · · · ≥ σ5. Then, we construct the 5-D global minimum z∗ by appending
an approximation of z∗4 , z
∗
5 to φ
∗ as in (7.10). As discussed in Subsection 7.4, the
last two principal coordinates z4, z5 have small variation over the samples, therefore
we can consider their sample mean as a good approximation, i.e., z∗4 =
1
K
∑K
i=1 z
(i)
4 ,
z∗5 =
1
K
∑K
i=1 z
(i)
5 . Thus,
z∗ = (φ∗, z∗4 , z
∗
5). (7.10)
Now we generate the new sample points in the vicinity of the underestimator’s
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global minimum and transform them from the principal coordinates to the original
coordinates as follows:
x˜(l) = W(z∗ + s(l)) + x. (7.11)
The sampling range of random samples s(l) at each dimension i is proportional
to the variance σi to guarantee an effective coverage of the conformational space
which preserves the sample distribution. Furthermore, in order to construct the 6-D
conformational parameterization of these generated sample points, we need to append
the sample mean of the center-to-center distance r in (7.1), i.e., r¯ = 1
K
∑K
i=1 r
(i), which
results in the new sample conformation in R6:
ψ˜
(l)
= (r¯,x(l)). (7.12)
7.7 Clustering and Outlier Elimination
Up to this point, we discussed three key elements of our SSDU algorithmwhich are
(i) dimensionality reduction, (ii) underestimation and (iii) sampling. s mentioned,
the goal of finding the convex underestimator U(·) is to capture the general funnel
structure of f(·) in the vicinity of the native structure. However, locating the global
minimum of f(·) by sampling in the vicinity of the minimum point of U(·) is still
very difficult, since van der Waals interactions produce numerous local minima near
the native conformation. Therefore, if we consider a single underestimator for all
the input conformations, resampling in the vicinity of that underestimator’s global
minimum might lead us to a conformational region which resides far from the native
structure. In other words, by using a single underestimator, the algorithm may fail
to locate the near native conformational region in the case that the initial sample
conformations form multiple local minima which are far from each other.
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Figure 7·2: Illustration of how clustering resolves a difficult case with multiple local
minima residing far from each other. Using a single underestimator for this case, the
minimum of the underestimator may lie in a region far from the global minimum of
the binding energy function.
To address this issue, we introduce an additional element to our algorithm based
on clustering and outlier elimination. The idea is simply to cluster the input con-
formations with respect to a distance measure between the sample conformations.
We define the distance measure d(i, j) = ||φˆ(i) − φˆ(j)||, where φˆ(i) and φˆ(j) are the
normalized 3-D parameterizations of the conformations i and j obtained in (7.5).
We use a density-based clustering method called Density-Based Spatial Clustering
of Applications with Noise (DBSCAN) (Ester et al., 1996). Given a set of sample
points in the conformational space, DBSCAN groups the points which are closely
packed together in a dense region and eliminates the outlier points sitting in the low-
density regions. In this scheme, the dense regions are defined as the clusters, which
are separated by the low-density regions. DBSCAN requires two input parameters:
(i) , the distance threshold which is defined as the maximum distance of two sample
points to be considered as neighbors, i.e., point y is in the -neighborhood of point
x if d(x,y) ≤ , and (ii) Nmin, the minimum number of points required to form a
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cluster. The second parameter Nmin ensures that all clusters found by DBSCAN will
contain at least Nmin points, and the algorithm will automatically eliminate outlier
points which lie alone in low-density regions. The output of this step depends on the
choice of DBSCAN parameters  and Nmin, which should be tuned carefully in order
to capture the spatial similarity of protein conformations.
In case of having multiple local minima in the neighborhood of the native struc-
ture, the clustering phase will group the conformations of each local minima in a
separate cluster. In the sequel, we explain how to use these clusters to handle the
situations in which most of the underestimation-based refinement methods with sin-
gle underestimator (Paschalidis et al., 2007; Shen et al., 2008; Nan et al., 2014) may
fail to locate the global minimum of the energy function in the near-native region.
Figure 7·9 shows an example of the case of having multiple local minima residing
far from each other, and how we approach such cases using clustering and multiple
underestimator.
7.8 SSDU Algorithm
PIPER 
Conformations
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Dimensionality 
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Clustering and 
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Underestimation
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Figure 7·3: The flowchart of the SSDU procedure.
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We have now described all key steps of the SSDU algorithm. The entire algorithm
is outlined below in Algorithm 1. We note that the algorithm explores separately
the potential multiple sub-clusters discovered by DBSCAN. Using the predictive con-
formation of each such sub-cluster as a center, we sample K conformations in each
sub-cluster in the vicinity of the center. We then merge all these conformations and
pick the top conformations based on energy. We can iterate over the steps of SSDU
until meeting the stopping criteria. The retained conformations can be regarded as
the SSDU outputs. 7·3 shows a flowchart of the SSDU procedure demonstrating the
process of refining the initial PIPER sample conformations to produce the ensemble
of refined structures which can be used as input to the model selection phase we
describe next.
Algorithm 1 SSDU Algorithm
1: Initialization: Starting from K sample points in conformational space S, perform preprocessed
local minimization as described below to obtain K distinct local minima ψ(1), . . . ,ψ(K) of f(·)
2: Dimensionality Reduction: For each sample point i reduce ψ(i) ∈ R6 to x(i) ∈ R5 in (7.2),
then transform x(i) to φ(i) ∈ R3 in (7.5) using PCA.
3: Clustering and Outlier Elimination: Run DBSCAN algorithm over the input sample points
to split the dataset into several clusters. Let n be the number of clusters the algorithm finds
and {C1, . . . , Cn} be the corresponding clusters.
4: Exploration: For each cluster Ci, i = 1, . . . , n,
• Underestimation: Solve the SDP in (7.7) to obtain the convex polynomial underestima-
tor Ui(φ). Set the predictive point φ
∗
i to be the minimizer of Ui(φ). Transform φ
∗
i to z
∗
i
in the 5-D conformational space as in (7.10).
• Sampling: Transfer z∗i form the principal coordinates into the original coordinates and
generate random samples x˜
(l)
i , l = 1, . . . ,K as in (7.11) for each cluster Ci. Construct ψ˜
(l)
i
in the 6-D conformational space from x˜
(l)
i as in (7.12).
5: Sample Selection: Merge the output sampled conformations of all clusters and select K top
conformations with the lowest energy value. Let ψG be the conformation with minimum energy
value amongst the K retained conformations.
6: Termination: If ‖ψG −ψ∗‖ < η or if there is no progress in reducing f(ψ) in a few iterations
then stop; otherwise go to Step 2.
Figure 7·4 shows 3 iterations of SSDU over 1000 conformations of the protein
complex with PDB ID 1grn. In this figure, “iter 0” shows the PIPER structures
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which are SSDU’s input conformations, and “iter i” indicates the ith iterations of
SSDU. As shown, the number of near-native hits increases as SSDU iterates, such
that starting from 234 near-native hits in the PIPER conformations, SSDU outputs
746 near-native conformations and shifts the the distribution of the conformations
over the RMSD-axis towards the native structure drastically.
Figure 7·4: SSDU iterations over the protein complex 1grn. The x-axis shows the
RMSD-to-native of the conformations in A˚, and the y-axis shows the interaction
energy between the receptor and ligand. The number of hits written above the plots
indicates the number of near-native conformations for each iteration.
7.9 Post-Processing Model Selection
SSDU provides a powerful refinement procedure that, given an ensemble (cluster)
of sample points in the conformational space as the input, is able to increase the
number of near-native conformations by resampling in the vicinity of the low-energy
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regions. In Section 7.12, we report computational results on a given protein bench-
mark, establishing that SSDU can substantially improve the number of near-native
conformations. However, selecting a single near-native model amongst the SSDU out-
put conformations is still challenging. We have implemented a simple Model Selection
procedure that can be performed over the structures refined by the SSDU algorithm,
and outputs a single structure as the predicted model.
Our model selection algorithm uses the SSDU output sample points as its input.
As explained in Algorithm 1, the output of SSDU is a set of low-energy conformations
obtained from merging several dense regions of the conformational space, hence, all
these conformations may not necessarily fall in the near-native conformational regions.
However, our observations show that SSDU tends to generate a large fraction of
sample conformations in the vicinity of the native structure. In other words, the
majority of SSDU-generated samples tend to closely pack together in a dense region
in the neighborhood of the native conformation.
Motivated by this observation, our model selection procedure is:
1.Clustering: We run DBSCAN clustering over the ensemble of conformations,
similarly to Step 3 of SSDU, in order to partition the input conformations into
several dense clusters and eliminate the low-density regions. It is important
to note that tuning the parameters  and Nmin of DBSCAN during model se-
lection is slightly different from SSDU. Specifically, in SSDU we aim to find
the major local minima of the energy function that also have many neighbor
conformations, hence, we consider clusters whose size is large enough. To that
end, we tune Nmin such that each of the SSDU clusters includes at least 10% of
the SSDU input conformations, i.e., Nmin = 0.1K. Whereas in model selection,
we allow DBSCAN to consider smaller clusters compared to SSDU, hence, we
tune Nmin and  to smaller values. The reason is the following: we observed
102
that running few steps of SSDU would roughly expand clusters that lie far from
the native conformation, while this is not the case for near-native clusters. The
cause of this observation can be the repetitive random sampling followed by
the energy-based filtering which are performed respectively at Steps 4 and 5
of each SSDU iteration. Therefore, clustering with a smaller Nmin and also
a smaller  can effectively decompose the conformations that are remote from
the native structure into many small clusters, while enabling the near-native
conformations to pack together closely and form a single large cluster.
2.Choosing a Cluster: Given the clusters obtained from running DBSCAN with
carefully tuned parameters (as explained above), we select the cluster with the
largest size for further processing.
3.Choosing a Model: Amongst the conformations of the largest cluster, we
pick the one which has the most number of conformations in its -neighborhood
(see Subsection 7.7). In the case of multiple conformations whose number of
neighbors is on the same order of magnitude, we select the one with a lower
energy value.
7.10 Local Minimization
All the presented sampling approaches use a common local minimization subroutine,
which has nothing to do with our global search. Its main role is to account for
flexibility of side chains during the search. We have explored and optimized this
protocol in our previous work (Moghadasi et al., 2015a). It consists of the following
steps. We first run a rigid-body energy minimization algorithm (Mirzaei et al., 2012)
which locally minimizes the position and orientation of the ligand with respect to the
receptor. Then we run a side-chain positioning (SCP) algorithm (Moghadasi et al.,
2013), (Moghadasi et al., 2015a) that solves a combinatorial optimization problem
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in order to repack the amino acid residues at the interface of the receptor-ligand
complex. SCP models the flexibility of the protein structures upon binding.
7.11 Monte Carlo Minimization Protocol
To better study the role of sampling in refinement we have used an in-house MCM-
based off-grid refinement protocol, previously introduced in Chapter 5. The advan-
tage of using this implementation is that it shares the same local optimization and
energy function with SSDU and it becomes possible to make comparisons and draw
conclusions. Briefly, the protocol performs a local perturbation, followed by sliding
the proteins into contact, and locally optimizing the structure as described above.
The new conformation is accepted or rejected using the Metropolis criterion. 7·5 de-
picts a flowchart of the MCM-based refinement. MCM takes the input conformations
form a PIPER cluster, and produces an ensemble of predicted conformations as the
refinement output set.
7.11.1 Energy Function
In this work, our choice of energy function is a state-of-the-art high-accuracy docking
energy potential, that can be calculated as a weighted sum of a number of force-field
and knowledge-based energy terms (Gray et al., 2003), (Andrusier et al., 2007; Pierce
and Weng, 2007). We consider the following energy terms to find the interaction free
energy value:
E = wV DWEV DW +wSOLESOL+wCOULECOUL+wHBEHB+wDARSEDARS+wRPERP ,
where EV DW is the Lennard-Jones potential, ESOL is an implicit solvation term (Schae-
fer and Karplus, 1996), ECOUL is the Coulomb potential, EHB is a knowledge-
based hydrogen bonding term (Kortemme et al., 2003), and EDARS is a structure-
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Figure 7·5: The flowchart of the MCM-based off-grid refinement procedure.
based intermolecular potential that is derived from the non-redundant database of
native protein-protein complexes which uses a novel DARS (Decoys as Reference
State) (Chuang et al., 2008) reference set. A large decoy set of docked conformations
should be generated based on a shape-complementarity scoring function in order to
form the DARS reference set. The potential is then computed by observing the fre-
quency of interactions in these decoys. The last term, ERP , is a statistical energy
term associated with a set of rotamers selected from the backbone-dependent rotamer
library (Shapovalov and Dunbrack, 2011). The weight set of the energy function is
adopted according to the selections in Gray et al. (Gray et al., 2003).
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7.11.2 Refinement dataset
We validate our algorithm over 34 cases from a protein docking benchmark containing
Other Type (OT) of complexes; we have reported the same test set in our earlier
work (Moghadasi et al., 2015a). The reason for considering OT complexes is that
they exhibit multiple deep funnels in the vicinity of the native structure. This makes
them particular difficult cases for protein docking refinement. The choice of protein
complexes in this benchmark was based on the number of near-native conformations
that PIPER provides. Given 1000 input conformations from PIPER, we only consider
the complexes whose initial number of near-native conformations is greater than 30.
Since SSDU is based on sampling in the vicinity of the local minima of the sample
points, when there are not enough conformations in the vicinity of the near-native
structure, SSDU would pointlessly sample in a region remote form the native.
We start with a near-native cluster produced by global PIPER docking, i.e., a
cluster whose geometric center is within 10 A˚ from the native structure. Additionally,
we have a few structures in our dataset whose closest to native cluster in within 12
A˚ from the native. A dense rotation set consisting of 250, 000 uniformly distributed
rotations was prepared. Rotations from this set were compared to the rotations
of the 1000 structures retained during the initial PIPER docking. From the dense
rotation set we retained only the rotations that were within 5 degrees to any rotation
in the original set of 1000. This procedure typically results in a subset of 2000 to
5000 rotations within the region of interest. These rotations are then used for local
resampling of the region by the PIPER program. Translations were constrained to
a 10 A˚ distance from the geometric center of the structure representing the cluster
center. Similarly to the initial docking, the local resampling was performed using three
different sets of weights in the scoring function, resulting in three sets of orientations.
Structures further than 10 A˚ interface RMSD from the cluster center were removed.
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From each of the three sets we selected the 333 lowest energy structures, and then
added one more to yield 1000 conformations that form the initial PIPER cluster
presented to the refinement protocol.
7.12 Results and Discussions
One of the main motivations of this work is to develop an algorithm for general
protein docking refinement using an effective strategy to explore the protein energy
landscape in permissive subspace of the conformational space. In this section, we
first provide the results establishing SSDU as a powerful refinement method, which
significantly improves the docking results. Then, we show the results of our model
selection procedure indicating how effective SSDU is in providing a refined set of
conformations for model selection methods. Finally, we focus on the impact of the
key contributions of this work, i.e., dimensionality reduction and clustering, on the
overall performance of the SSDU algorithm.
We test our algorithm over protein benchmark of type Others (OT) that is intro-
duced in our earlier work (Moghadasi et al., 2015a). The choice of protein complexes
in this benchmark is based on the number of near-native conformations that PIPER
provides. Given 1000 input conformations from PIPER, we only consider the com-
plexes whose initial number of near-native conformations is greater than 30. Since
SSDU is based on sampling in the vicinity of the local minima of the sample points,
when there is not enough number of conformations in the vicinity of the near-native
structure, SSDU would pointlessly sample in a region remote form the native.
Note that the results of this section are based on the following parameter setting:
K = 1000 indicates the number of input conformations for Initialization of SSDU for
all protein complexes,  = 0.2 and Nmin = 100 is used to perform the Clustering and
Outlier Elimination in Step 3 of Algorithm 1 , η = 0.3 is used for the Termination
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condition of SSDU, and for the Post-Processing model selection, we have tuned  = 0.1
and Nmin = 50.
PDB PIPER MCM SSDU PDB PIPER MCM SSDU
1a2k 211 162 144 1ofu 224 617 959
1akj 165 189 24 1rlb 105 394 107
1azs 441 688 501 1syx 154 208 59
1b6c 230 508 501 1wq1 59 68 13
1buh 102 166 175 1xd3 296 323 614
1e96 118 257 302 1xqs 126 108 104
1f51 67 107 0 1z0k 92 91 0
1ffw 47 49 184 1z5y 143 151 0
1gla 144 109 51 1zhi 175 112 51
1gpw 272 544 999 2ayo 307 531 995
1grn 86 229 439 2btf 171 220 0
1he1 144 247 253 2cfh 205 548 701
1i2m 45 44 101 2g77 70 91 186
1jk9 216 370 827 2hle 47 144 555
1jwh 367 424 715 2hrk 122 265 519
1k74 244 497 931 3d5s 353 745 901
1kxp 170 502 996
1ml0 382 717 906 Average 179.41 306.62 406.26
Table 7.1: Comparing refinement results of MCM and SSDU methods over a bench-
mark of 34 OT protein complexes. PDB column lists the PDB codes of the proteins,
PIPER column reports the number of near-native hits in the initial conformation set
of each complex, and MCM and SSDU columns include the number of near-native
predicted conformations using these two different refinement methods.
7.12.1 Protein Docking Refinement
In order to show that our approach can significantly improve the prediction quality
of protein docking refinement, we evaluate SSDU on the test set of 34 OT protein
complexes described earlier. The complexes are listed in the columns labeled as PDB
in Table 7.1. To demonstrate the superior prediction accuracy of SSDU compared
to local optimization-based methods, we consider an iterative refinement protocol
(Moghadasi et al., 2015a) that uses the MCM approach we described under Methods.
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We run both algorithms on the same PIPER-generated initial cluster, and report
the number of near-native predictions produced by either method. In this work, we
consider a conformation to be near-native if its RMSD to the native structure is less
than or equal to 5 A˚.
0
200
400
600
800
1000
1200
1i
2m 1f
fw
2h
le
1w
q1
1f
51
2g
77
1g
rn
1z
0k
1b
uh 1r
lb
1e
.9
6
2h
rk
1x
qs
1z
5y
1g
la
1h
e1
1s
yx
1a
kj
1k
xp
2b
tf
1z
hi
2c
fh
1a
2k
1j
k9
1o
fu
1b
6c
1k
74
1g
pw
1x
d3
2a
yo
3d
5s
1j
w
h
1m
l0
1a
zs
nu
m
be
r o
f n
ea
r-
na
tiv
e 
hi
ts
protein benchmark
With PCA - With Clustering
Piper wPwCSSDU
SSDU Improving Piper Structures
Figure 7·6: The performance of SSDU in improving the PIPER conformations. The x-
axis includes 34 protein complexes of the benchmark sorted by the number of PIPER
near-native hits, and the y-axis shows the number of near-native conformations out
of an ensemble of 1000 conformations.
The refinement results for both methods are listed in Table 7.1. For each complex,
we have three sets of conformations: (i) PIPER: the input conformations, (ii) MCM:
the output conformations refined by the MCM method, and (iii) SSDU: the output
conformations refined by our SSDU algorithm. Each set consists of 1000 conforma-
tions. We calculate the RMSD to native of each conformation and count the overall
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number of near-native hits in each set. The numbers in Table 7.1 represent these
counts for each protein complex in each set.
Figure 7·7: Comparing the refinement performance of MCM and SSDU by partition-
ing the benchmark set into two groups of protein complexes based on the number
of near-native input conformations. The x-axis includes these two different ranges
of input protein systems, and the y-axis indicates the average number of near-native
predictions over each range.
The results in Table 7.1 show that, in general, SSDU substantially improves the
quality (i.e., the number of near-native hits) of the PIPER structures and outperforms
MCM. In particular, over the 34 protein complexes of the benchmark where the
average number of PIPER near-native hits is 179.41, MCM improves this number to
306.62 whereas SSDU outputs 406.26 near-native conformations on average, that is,
a factor of 2.26 and 1.32 improvement compared to PIPER and MCM, respectively.
As discussed earlier, the performance of the underestimation-based refinement
methods depends on the quality of its input structures. In particular, if the number
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of near-native input conformation is small, then, most likely, there would exist no
effective funnel in the vicinity of the native structure in order to bias the resampling
towards it. To address this dependency, in another analysis depicted in Figure 7·7,
we group the benchmark into two sets of protein complexes based on the number of
near-native conformations retained from the PIPER cluster. The first set is composed
of the complexes whose number of near-native PIPER conformations is in the range
of 0–250, and the second one includes the rest of the benchmark with more than
250 near-native PIPER conformations. As shown in the plot, in the first set, SSDU
produces 64 more near-native predictions on average than MCM, while in the second
set, SSDU outperforms MCM by an average improvement of 237 conformations per
protein complex.
In Figure 7·6, we provide another graphical representation of how effective SSDU
refinement is in improving the initial conformation set generated by PIPER. We
sort the protein complexes (listed in Table 7.1) by the number of near-native PIPER
conformations. In this figure, the x-axis shows the 34 protein complexes of our bench-
mark, and the y-axis depicts the number of near-native conformations. The gray curve
corresponds to the PIPER conformations, and the red one represents SSDU outputs
over the benchmark. This figure shows that when the number of near-natives in the
PIPER cluster is above 200, then SSDU is able to reliably refine and produce a refined
cluster with many near-native structures. If, however, the PIPER input to SSDU is
of low-quality (with less than 200 near-native structures), then SSDU performance
is less reliable, often times substantially increasing the number of near-natives, but
also, occasionally, slightly reducing them.
7.12.2 Model Selection
As discussed in Subsection 7.9, given the SSDU output conformations, the model
selection phase selects a single model as the prediction of the protocol. Our model
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Figure 7·8: Comparing the distribution of model RMSD-to-native of PIPER and
SSDU over the benchmark. The x-axis consists of 6 different ranges for RMSD values
with a bin size of 2A˚, and the y-axis indicates the population of each range.
selection algorithm has been designed as a complement of SSDU and is inspired by
the effects of SSDU iterations observed on the clusters of conformations.
Figure 7·8 shows how this algorithm improves the quality of PIPER structures
when it comes to reporting one model as the output of the protocol. For this purpose,
we find the RMSD to native of the cluster center of the initial PIPER structures,
and compare it to the RMSD to native of the predicted model. The plot shows
the distribution of proteins along the RMSD axis. The x-axis consists of 6 different
ranges for RMSD values, and the y-axis shows the population of each range out of the
benchmark of 34 protein structures. It is seen that SSDU can shift the distribution
of PIPER structures towards the low-RMSD regions, which means it can improve the
quality of PIPER structures by producing high quality predictions for a larger number
of proteins in a given benchmark. A more detailed system-by-system comparison of
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the RMSD values obtained from PIPER and SSDU is provided in Table 7.2.
PDB PIPER SSDU PDB PIPER SSDU
1azs 2.7 2.0 1he1 6.0 5.1
1b6c 2.9 3.7 1rlb 6.3 14.5
1xd3 3.1 5.6 2g77 6.7 5.0
1kxp 3.1 4.4 2hrk 6.9 4.1
1gpw 3.3 4.8 1xqs 7.2 5.6
1z5y 3.3 6.3 1zhi 7.5 10.9
1ofu 3.8 4.2 1wq1 7.8 15.9
3d5s 3.9 2.6 2btf 8.3 4.9
1a2k 4.0 10.2 2hle 8.5 5.4
1jwh 4.3 4.2 1gla 9.1 6.4
1e96 4.8 5.4 1buh 9.5 10.7
1ml0 4.9 4.4 1ffw 9.5 3.3
2cfh 5.1 5.2 1jk9 9.6 3.7
1grn 5.2 4.1 1z0k 9.9 9.7
2ayo 5.5 1.9 1f51 11.2 10.7
1syx 5.8 5.6 1i2m 11.4 7.0
1akj 5.9 9.6 1k74 11.5 3.8
Table 7.2: System-by-system comparison of the RMSD values obtained from the
PIPER cluster center and the SSDU selected model. The PDB column lists the PDB
codes of the proteins (the proteins are sorted by the RMSD value of the PIPER cluster
center). The PIPER column indicates the RMSD of the PIPER cluster center to the
native structure and the SSDU column reports the RMSD of the selected model by
SSDU to the native..
The detailed system-based comparison of the RMSD values obtained from PIPER
and SSDU is provided in Table 7.2.
7.12.3 The Impact of PCA and Clustering
As discussed in the Introduction, the purpose of the present study was to extend ear-
lier research on underestimation-based refinement methods (Paschalidis et al., 2007),
(Shen et al., 2008), (Nan et al., 2014). In this Subsection, we evaluate how the key
contributions of this work, namely PCA-based dimensionality reduction and cluster-
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ing and outlier elimination, improve the overall performance of these related docking
refinement approaches.
Figure 7·9: The effect of clustering and outlier elimination on the performance of
SSDU algorithm. Each column of plots shows the results for one protein complex.
Protein complexes with PDB ID’s 1buh, 1jk9 and 1ml0 are shown in columns 1 −
3 respectively. The rows 1 − 3 shows the ensemble of conformations of PIPER,
SSDU without clustering and SSDU with clustering respectively. The x-axis shows
the RMSD-to-native of the conformations in A˚, and the y-axis shows the interaction
energy between the receptor and ligand.
First, we focus on clustering and outlier elimination element. In Figure 7·9, there
are 9 Energy-RMSD plots shown in 3 columns. Each column (composed of 3 rows)
corresponds to one protein complex. Protein complexes with PDB ID’s 1buh, 1jk9
and 1ml0 are shown in columns 1 to 3 respectively. On the first row, the PIPER
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structures are shown for each protein complex. The second row indicates the SSDU
outputs without running the clustering and outlier elimination step. In this setting
of algorithm, SSDU considers a single underestimator for all the sample conforma-
tions. The third row shows the SSDU outputs including the clustering and outlier
elimination step. In this mode of SSDU, we consider one underestimator for each
cluster, as discussed. The results reported in Figure 7·9 establish that incorporating
the clustering step into the SSDU protocol can shift the distribution of SSDU output
conformations significantly to the left side of the RMSD axis, i.e., the native struc-
ture. Further, it is shown that clustering is a powerful tool to resolve the issue of
having multiple local minima residing far from each other over the landscape of the
sampled input conformations.
There are two main options in our program namely PCA and clustering, and we
consider four different modes of the algorithm by switching these options ON and
OFF. When we apply PCA in our algorithm, we reduce the dimensionality of the
conformational space to 3-D and perform SSDU in the permissive subspace, whereas
without PCA the algorithm runs in the original 5-D conformational space. On the
other hand, clustering allows us to contemplate multiple underestimators for different
regions of the conformational space, while without clustering the algorithm runs by
considering a single underestimator only. We refer to all possible modes as: (i) No
PCA - No Clustering, (ii) No PCA - With Clustering, (iii) With PCA - No Clustering,
and (iv) With PCA - With Clustering. The first mode, “No PCA - No Clustering”
is similar to SDU developed in Paschalidis et al. (Paschalidis et al., 2007) and Shen
et al. (Shen et al., 2008). The third mode, “With PCA - No Clustering” is similar
to our recent preliminary work (Nan et al., 2014), and the mode “With PCA - With
Clustering” is our full SSDU package as presented in the current study.
Figure 7·10 compares the performance of each SSDU mode in a system-level fash-
115
ion. In this figure, there are 4 plots each presenting one of the modes. The x-axis
shows the 34 protein complexes of our benchmark, and the y-axis indicates the num-
ber of near-native conformations for each complex. The blue curve corresponds to
PIPER structures which are the input to SSDU, and the red curve corresponds to
SSDU.
Figure 7·10: System-based Comparison of SSDU Modes.
We can observe that even though the first two modes (which do not apply the
PCA-based dimensionality reduction) can make a large number of good predictions,
they fail to guarantee a promising performance even when they are fed by a high-
quality PIPER ensemble, i.e., the number of initial near-native samples from PIPER
is large. In the third mode (With PCA - No Clus), we resolve the issue of the first two
modes and there are not many systems with zero near-native hits anymore, however,
this mode mostly fails in producing high-quality predictions and the number of near-
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native hits for most proteins is in an intermediate range. In the last mode (With PCA
- With Clus), SSDU produces high quality predictions for many protein systems
and does not have many outputs with nearly zero near-native hits. In particular,
this modes provides a more robust refinement method, and the performance of the
algorithm is less sensitive to the input structures.
In another analysis shown in Figure 7·11, given an ensemble of conformations of
size 1000, we group the input and output ensembles of SSDU into 10 different bins of
size 100. Ai is the ith PIPER bin, and Bj is the jth SSDU bin. Ai includes complexes
(out of 34) with a number of PIPER near-native hits in the range of [100(i−1), 100i],
i = 1, . . . , 10. Similarly Bj includes complexes with a number of SSDU near-native
hits is in the range of [100(j− 1), 100j]. The number shown in each bin indicates the
number of complexes included in the bin. The input bins are the same for all modes
since we feed each mode of SSDU with the same input proteins. Each arc (Ai,Bj)
shows the transition form an input bin into an output bin, and has a weight wij which
shows the number of protein systems whose initial number of hits is in the range of
Ai, and after applying SSDU, their output number of hits changes to a number in
the range of Bj. The arc weights greater than 1 are shown by a number near the
edge, and the arc weights equal to 1 are not shown. There are 2 types of arcs in these
graphs: red arcs (Ai,Bj) with i ≥ j which show the “unfavorable” transitions, and
blue arcs (Ai,Bj) with i < j which show “favorable” transitions. The best mode is
the one with the least number of red arcs, and the most number of blue arcs.
We can observe the benefits of PCA and Clustering in Figure 7·11. Without
using PCA, even though we have many blue arcs, the algorithm does not guarantee a
promising performance over proteins whose initial number of hits is large enough. In
particular, having red arcs from A3 or higher bins to B1 and B2 is not desirable. Mode
“With PCA - With Clustering” is the best option in this case, as it has fewer red arcs,
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mostly initiating from the low-quality bins, and it refines the rest of the benchmark
properly. Comparing the last two modes which include PCA, even though both modes
are successful in creating few unfavorable arcs, we observe that the mode “With PCA
- With Clustering” works better in producing effective long blue arcs pointing to
{B7, B8, B9, B10} bins, which shows there are many proteins whose refined ensembles
have more than 700 near-native hits out of 1000 conformations.
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Figure 7·11: Comparing 4 different modes of SSDU algorithm using a transitional
graph
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Chapter 8
Conclusions and future directions
In this concluding chapter, we first review the contributions of this dissertation to
three different topics, MWIS-based algorithm for side-chain positioning, Monte Carlo
minimization approach, and SSDU-based global optimization algorithm for protein
docking. Then, we identify a number of directions for further research.
In Chapter 2, we formulated SCP as an MWIS problem and devised a message-
passing algorithm to solve it. Compared to alternative algorithms, the main advantage
of our approach is that it uses message-passing to solve the optimization problem,
hence is fully distributed. In the context of SCP application, the parallel approach is
of great importance due to the large problem instances one has to tackle.
In Chapter 3, we extended our baseline MWIS formulation to a more general
formulation, that we call clique-constrained MWIS, by enforcing the constraints to
the cliques of the problem graph. We have also introduced a few extra biophysical
constraints to the optimization problem, which can be driven from the structure of
the proteins and the way a certain set of residues interact with each other.
In Chapter 4, we presented the technical details of applying the distributed al-
gorithm which solves the MWIS formulation into an actual side-chain prediction
problem. We also highlighted the the key algorithmic and implementation choices of
the algorithm specifically designed to the problem of positioning the interface side-
chains of a receptor-ligand complex during the docking process. We also provided
the computational results on a protein benchmark set suggest that these solutions
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lead to high-accuracy side-chain predictions and that the inclusion of the unbound
rotamers can lead to better predictions. An additional feature of our algorithm is its
flexibility in trading off accuracy against running time. Together with its distributed
nature, this can lead to fast solutions for large interfaces which can be useful in high-
throughput docking applications.
In Chapter 5, we introduced a protein docking refinement protocol based on a
multistage MCM approach in order to improve the prediction quality of the PIPER
sampled conformations. Each iteration of the MCM search is composed of the fol-
lowing key components: a local optimization approach called rigid-body minimiza-
tion, our MWIS-based side-chain optimization algorithm and a random perturbation
scheme. We added an enrichment step called focused PIPER to improve the efficiency
of our refinement protocol further.
In Chapter 6, we considered the SCP problem in the process of protein dock-
ing. Specifically, this is the problem of appropriately positioning side-chains in the
interface region between the two proteins. The problem exhibits significant special
structure that makes it notably different from the side-chain prediction problem ex-
tensively explored in the context of protein folding. These differences, motivated our
development of a new approximate but fully distributed approach. We tested this
approach against benchmark sets of EI and OT types of complexes. We found that
the incorporation of SCP in each iteration of protein docking refinement protocols, fa-
cilitates the docking process and leads to improved performance. We also established
that the inclusion of the unbound conformer as an option in the side-chain opti-
mization improves side-chain positioning accuracy and docking performance. Finally,
we also demonstrated that adding SCP to docking refinement protocols significantly
improves the docking results.
In Chapter 7, we proposed the SSDU algorithm, a new method for protein docking
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refinement with three main contributions compared to the similar approaches. The
first is dimensionality reduction; we have shown that better underestimators can be
constructed to capture the energy landscape in the permissive subspace computed
via PCA. The second contribution is to consider the more general class of Sum-Of-
Square (SOS)-convex polynomial functions for underestimation. We demonstrated
that higher degree convex polynomial is able to better capture more complex free en-
ergy like functions. The third contribution is clustering and outlier elimination which
allows us to consider multiple underestimators for different clusters of sample points in
the difficult cases where there are multiple local minima residing far from each other.
We also presented the computational results over the benchmark of OT protein com-
plexes establishing that our SSDU algorithm outperforms the existing methods and
is able to improve the quality of the initial PIPER structures significantly.
8.1 Future Research Directions
8.1.1 Improving the accuracy of MWIS algorithm
In Chapters 3 and 4, we presented the methodology to solve the clique-constrained
MWIS problem. Even though the current formulation is able to get the effective LP
solutions when solving the relaxation of MWIS, estimating the optimal ILP solution is
still challenging. The reason is that there are still a considerable number of decision
variables whose LP solution falls in the “undecided” range close to 0.5. Including
more clique constraints in the MWIS formulation would definitely lead the algorithm
to find a more effective LP solution that is easier to estimate. However, finding more
cliques in the graph is computationally costly. Also adding more constraints results
in a larger LP problem. One practical approach to address these issues is to find
and add a few number of special clique constraints driven from the limitations of the
protein structure and side-chain interactions to improve the accuracy of the MWIS
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algorithm. In Chapter 3, we introduced 2 types of these clique constraints which are
helpful in tightening the relaxation problem, yet there should be more constraints one
can consider.
One other approach to improve MWIS is to consider a multistage optimization
technique to solve the ILP problem. In the current algorithm, we solve the LP relax-
ation once and pass the LP solutions to the estimation phase. In a better approach,
one can solve successive instances of the LP relaxation while using the solutions of
each instance of LP to lead the next problem. In this light, we first run an standard
LP relaxation over the ensemble of interface residues in the first stage. In case of
getting any effective LP solution (close to 0 or 1) for a group of decision variables
which belong to the same residue, we can set the side-chain of that residue to the
found rotamer and exclude the residue from the next round of LP relaxation. After
few iterations, if we can not assign a rotamer to a residue using the LP solution, we
can run the estimation phase to recover the unassigned residues. Even though this
method will still provide an approximate solution to ILP, it might be more effective
in finding a near-optimal solution.
8.1.2 Monte Carlo minimization in permissive subspace
Motivated by the effectiveness of dimensionality reduction of the conformational space
in underestimation-based docking established in Chapter 7, one direction to poten-
tially improve the performance of MCM-based off-grid refinement is to limit the search
in the permissive subspace. The current version of MCM procedure is based on a
Monte Carlo search in 5-D conformational space. However, our observations show
that in most protein-protein complexes, the conformational space can be effectively
reduced to 3-D because the first three eigenvalues obtained by the PCA analysis (see
Section 7.4) is substantially larger than the other two. One can apply the same reduc-
tion scheme over the input samples of MCM protocol and transform the data points
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into the 3-D permissive subspace to conduct the search. Dimensionality reduction
could help the rigid-body local minimization to find a better local minimum when
optimizing the position and orientation of the ligand with respect to the receptor,
and may be also useful for the random perturbation phase in order to explore the
conformational space more effectively.
8.1.3 PIPER Cluster discrimination using SSDU
As discussed in Chapter 5, the global protein docking programs usually yield a few
large clusters of low energy docked conformation. In many cases, one cluster is much
more populated than the others and is more likely to be the near-native cluster.
However, there are a number of cases which several large clusters exist and identifying
the near-native cluster requires further refinement. Developing a protocol to find the
near-native cluster amongst a group of large clusters can be extremely beneficial in
improving the performance of existing protein docking methods. In this respect, one
potential future direction can be to apply the dynamics of SSDU algorithm in order
to discriminate the near-native clusters. Our preliminary results show that running
few iterations of the SSDU algorithm over a near-native cluster may lead to a dense
populated cluster staying in the vicinity of the native structure because most of the
resampled conformations have low energy values. However, for a cluster residing far
from the native structure, it is more likely that SSDU samples the conformations with
high energy values which would be filtered during the SSDU steps. One can extend
SSDU to be capable of discriminating the PIPER clusters by studying the trend of
SSDU outputs over a number of iterations as discussed.
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Appendix A
Proofs
A.1 Proofs of Chapter 2
The proofs provided in this chapter are adopted from (Paschalidis et al., 2010) which
formulates MWIS for wireless networks applications.
Proof of correctness of algorithm of Figure 2·4
Proof : Let S(n) ⊆ V be the set of all the nodes with the correct root information
at the beginning of iteration n, that is, S(n) = {i|r(n−1)i = r, s(n−1)i = wr,∀i ∈ V}.
Clearly, S(0) = {r}. At iteration n, if S(n) ⊂ V there exists at least one link (i, j) ∈ E
such that i ∈ S(n), j ∈ V\S(n). According to the algorithm in Figure 2·4, r(n)j =
r
(n−1)
i = r and s
(n)
j = s
(n−1)
i = wr, respectively, and thus we have {j} ∪ S(n) ⊆ S(n+1).
As a result, |S(n)| is strictly increasing in n. Since |S(0)| = 1 and the maximum
possible value of |S(n)| is N for any n, in at most N − 1 iterations r(n)i = r for any
i ∈ V . 
Proof of Lemma 2.1
Proof : We distinguish between two cases: (a)
∑
j∈Ni θij > wi, and (b)
∑
j∈Ni θij ≤
wi.
(a) Consider the following optimization problem
maxy≥0
{
(wi −
∑
j∈Ni θij)y +  log y
}
.
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with the optimal solution y∗ given by y∗ = ∑
j∈Ni θij − wi
. Clearly the opti-
mal solution xi(θ) is the projection of y
∗ on the interval [0, 1], namely, xi(θ) =
min
{
∑
j∈Ni θij−wi
, 1
}
, or xi(θ) =

∑
j∈Ni θij − wi
, if
∑
j∈Ni θij ≥ wi + ,
1, otherwise.
(b) Note that in this case gi(x) is a strictly increasing function of x on [0, 1], and
consequently x = 1 is the unique maximizer of gi(x).
Combining cases (a) and (b), and we obtain equation (2.6). The uniqueness
property of xi(θ) is evident from the proof. 
Proof of Theorem 2.5.1
To prove Theorem 2.5.1, we need the following lemma that characterizes the dual
function q(·).
Lemma A.1The dual function q(·) is lower bounded and ∇q(·) is Lipschitz continu-
ous, i.e.,
(1) q(θ) ≥
∑
i∈V wi
2
−N log 2, ∀θ ≥ 0.
(2) ||∇q(θ) − ∇q(ν)||2 ≤ 2D
√
|E|

||θ − ν||2, ∀θ,ν ≥ 0, where || · ||2 denotes the `2
norm.
Proof : (1) From the definition of g(θ), we have
q(θ) = max
x∈[0,1]N
{∑i∈V wixi + ∑i∈V log xi +∑(i,j)∈E θij(1− xi − xj)}
≥∑i∈V wi 12 + ∑i∈V log 12 +∑(i,j)∈E θij(1− 12 − 12)
=
∑
i∈V wi
2
−N log 2
where the first inequality is due to the fact that xi =
1
2
,∀i ∈ V is a feasible solution
in [0, 1]N .
126
(2) It can be seen that
||∇q(θ)−∇q(ν)||2 ≤ ||∇q(θ)−∇q(ν)||1
=
∑
(i,j)∈E |xi(θ) + xj(θ)− xi(ν)− xj(ν)|
≤∑(i,j)∈E(|xi(θ)− xi(ν)|+ |xj(θ)− xj(ν)|)
≤ D∑i∈V |xi(θ)− xi(ν)|,
where the last inequality is due to the fact that D = maxi∈V |Ni|.
To proceed with the analysis, we next examine functions xi(θ) for all i ∈ V defined
in equation (2.6). Let zi =
∑
j∈Ni θij, and we can see that xi(zi) is continuous and
bounded for all zi ≥ 0, ∀i ∈ V . Distinguish three cases:
(i)yi, zi ≥ wi + . Notice that for any ξ > wi + , |dxi(ξ)dξ | ≤ 1 . By the mean value
theorem we have |xi(yi)− xi(zi)| ≤ 1 |yi − zi|.
(ii)yi, zi ≤ wi + . Then |xi(yi)− xi(zi)| = 0 ≤ 1 |yi − zi|.
(iii)yi ≤ wi +  ≤ zi or zi ≤ wi +  ≤ yi. Without loss of generality assume the
former. Then, |xi(yi)−xi(zi)| = |xi(wi+ )−xi(zi)| ≤ 1 |wi+ −zi| ≤ 1 |yi−zi|,
where we again used the mean value theorem to obtain the first inequality.
Summarizing all three cases we have |xi(yi)− xi(zi)| ≤ 1 |yi − zi|, ∀yi, zi ≥ 0, ∀i ∈ V .
With this we can see that
||∇q(θ)−∇q(ν)||2 ≤ D
∑
i∈V |xi(θ)− xi(ν)|
≤ D∑i∈V 1 |∑j∈Ni(θij − νij)|
≤ D

∑
i∈V
∑
j∈Ni |θij − νij|
=
2D

||θ − ν||1 ≤ 2D
√|E|

||θ − ν||2,
where the last inequality follows from the fact that ||a||1 ≤
√
n||a||2, ∀a ∈ Rn. 
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we prove Theorem 2.5.1.
Proof : The convergence of the gradient projection algorithm in Figure 2·5, as well as
the dual optimality of the limit point θ∗, are a direct result of Lemma A.1 (i.e., q(·)
is lower bounded and has Lipschitz continuous derivative) (Bertsekas and Tsitsiklis,
1997, Page 214), given that the stepsize γ satisfies the condition 0 < γ < 2
2D
√
|E|/ =

D
√
|E| .
In the rest of the proof we show x∗ is the optimal solution to the primal problem
(2.5). First we note that x∗ is a feasible solution. To see this, note that 0 ≤ x∗i (θ∗) ≤ 1
for all i ∈ V due to equation (2.6). Furthermore, since the algorithm converges with
θ∗ ≥ 0 for some positive γ, i.e.,
θ∗ij = [θ
∗
ij − γ(1− x∗i − x∗j)]+, ∀(i, j) ∈ E , (A.1)
it must hold that x∗i + x
∗
j ≤ 1, ∀(i, j) ∈ E and thus x∗ is feasible for problem (2.5).
Next we proceed to prove the primal optimality of x∗. Let X , {x | x ∈
[0, 1]N , and xi + xj ≤ 1, ∀(i, j) ∈ E} and we have
∑
i∈V wix
∗
i + 
∑
i∈V log x
∗
i
= max
x∈[0,1]N
{∑i∈V wixi + ∑i∈V log xi +∑(i,j)∈E θ∗ij(1− xi − xj)}
≥ max
x∈X
{∑i∈V wixi + ∑i∈V log xi +∑(i,j)∈E θ∗ij(1− xi − xj)}
≥ max
x∈X
{∑i∈V wixi + ∑i∈V log xi},
where the first equality is due to strong duality. 
Proof of Lemma 2.2
Proof : First of all, we know the 1’s are correct, namely, there is always an optimal
solution x˜ to problem (2.3), such that for any x∗i = 1 we have x˜i = x
∗
i , for any i ∈ V
(Schrijver, 2003, Cor. 64.9a). Next we show it is also the case when x∗i = 0, ∀i ∈ V .
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Suppose we have some j ∈ V such that x∗j = 0. Given that wi ≥ 0 for all i ∈ V , we
distinguish between two cases:
(a) wj > 0. In this case there must exist some k ∈ Nj with x∗k = 1; otherwise we
can set x∗j to 1 and achieve a strictly higher objective value for problem (2.4) while
maintaining feasibility, which violates the fact that x∗ is optimal for problem (2.4).
As a result x˜j = 0 due to the feasibility constraint.
(b) wj = 0. In this case we can simply set x˜j = 0 without changing the objective
value and maintain feasibility. 
Proof of Theorem 2.5.2
Proof : At the end of each iteration n, all nodes with colors not greater than n are
set to either 0 or 1. Given that ci ∈ {1, . . . , 2D} for any i ∈ V , in at most 2D steps
all nodes in V are processed. By setting xˆ(n)i = 0 wherever there exists a node j ∈ Ni
such that xˆ
(n−1)
j = 1 and given that xˆ
(n)
i = xˆ
(n−1)
i if xˆ
(n−1)
i = 0 for any i ∈ V and n
according to the estimation algorithm in Figure 2·6, the feasibility of xˆ is clear by
construction. 
A.2 Proofs of Chapter 3
The proofs provided in this chapter are adopted from (Paschalidis et al., 2014) which
formulates MWIS with applications in wireless networks.
Proof of Lemma 3.1
Proof : The first order derivative of gi(x) is:
dgi(x)
dx
= ai(θ) + (
1
x
+
1
x− 1).
Solving
dgi(x)
dx
= 0 yields:
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xi(θ) =

1− 2
ai
±
√
42
a2i
+ 1
2
, if ai 6= 0,
1
2
, otherwise,
where we again suppress the dependence of ai(θ) on θ. It is not difficult to verify
that:
0 < x1 < 1, x2 < 0, if ai > 0,
x1 > 1, 0 < x2 < 1, if ai < 0.
Thus, we have
xi(θ) =

1− 2
ai
+
√
42
a2i
+ 1
2
, if ai > 0,
1− 2
ai
−
√
42
a2i
+ 1
2
, if ai < 0,
1
2
, if ai = 0.
By using L’Hospital’s rule, we can verify that xi(θ) is continuous at ai(θ) = 0, thus,
xi(θ) is a continuous function over (−∞,∞). The second order derivative of gi(x) is:
d2gi(x)
dx2
= −( 1
x2
+
1
(x− 1)2 ) < 0.
Thus, gi(x) is strictly concave over x ∈ (0, 1) which establishes that xi(θ) is the
unique maximizer. 
Proof of Theorem 3.2.1
To prove Theorem 3.2.1, we need the following lemma that characterizes the dual
function q(·). The proof of this lemma is provided in Section 2.5.
Lemma A.2The dual function q(·) is lower bounded and ∇q(·) is Lipschitz continu-
ous, i.e.,
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(1) q(θ) ≥
∑
i∈V wi
D + 1
+N log
D
(D + 1)2
, ∀θ ≥ 0.
(2) ||∇q(θ)−∇q(ν)||2 ≤ 2
3(D+1)
2 4(D+1)
3
2

||θ − ν||2 ∀θ,ν ≥ 0.
Now we proceed to prove Theorem 3.2.1.
Proof :
The convergence of the gradient projection algorithm in Figure 3·1, as well as the
dual optimality of the limit point θ∗, are a direct result of Lemma A.2 in (Bertsekas
and Tsitsiklis, 1997, Page 214), given that the stepsize γ satisfies the condition
0 < γ < 2
2
3(D+1)
2 4(D+1)
3
2

=

2
3D+5
2 (D + 1)
3
2
.
In the rest of the proof we show x∗ is the optimal solution to the primal problem
(3.3). First we note that x∗ is a feasible solution. To see this, note that 0 ≤ xi(θ∗) ≤ 1
for all i ∈ V due to Equation (2.6). Furthermore, since the algorithm converges with
θ∗ ≥ 0 for some positive γ, i.e.,
θ∗j = [θ
∗
j − γ(1−
∑
i:i∈Cj x
∗
i )]+, (A.2)
it must hold that
∑
i:i∈Cj x
∗
i ≤ 1, and thus x∗ is feasible for problem (3.3). Also,
the above equation indicates that complementary slackness holds, that is, θ∗j (1 −∑
i∈Cj x
∗
i ) = 0 for all j, Cj ∈ S.
Next we proceed to prove the primal optimality of x∗. Let X , {x | x ∈
[0, 1]N and
∑
i:i∈Cj ,Cj∈S x
∗
i ≤ 1} and we have
∑
i∈V wix
∗
i + 
∑
i∈V(log x
∗
i + log(1− x∗i ))
= max
x∈[0,1]N
{∑i∈V wixi∑i∈V(log xi + log(1− xi)) +∑j θ∗j:Cj∈S(1−∑i:i∈Cj x∗i )}
≥max
x∈X
{∑i∈V wixi + ∑i∈V(log xi + log(1− xi)) +∑j θ∗j:Cj∈S(1−∑i:i∈Cj x∗i )}
≥max
x∈X
{∑i∈V wixi + ∑i∈V(log xi + log(1− xi)},
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where the first equality is due to strong duality. 
Finally we establish the convergence rate. Since q(θ) is lower bounded and ∇q(·)
is Lipschitz continuous, a result from (Bertsekas and Tsitsiklis, 1997) guarantees that
|q(θ(n))−q(θ∗)| = O(1/n). Thus, to reach a dual solution satisfying |q(θ(n))−q(θ∗)| ≤
σ we need O(1/σ) iterations.
Proof of Theorem 3.3.1
Proof : If G is perfect, then the independent set polytope PI(G) is equal to the clique
polytope PC(G). Thus, every vertex of PC(G) is integral. Since problem (3.2) has a
unique optimal solution, that solution must be one of the integral vertices of PC(G).
Since the clique relaxation (3.2) is indeed a relaxation of MWIS, it follows that its
integral optimal solution is an optimal solution of MWIS. We have already established
that the gradient projection method can be used to converge to an optimal solution
of (3.2), hence, an optimal solution of MWIS. 
A.3 Proof of Chapter 7
Proof of Theorem 7.1
ProofLet P = V ΣV T be the spectral decomposition of P and w = Σ
1
2V Tv is a vector
of polynomials. Clearly p = wTw is now a polynomial in sum-of-square form. And
we have ∀φ, ϕ, ϕTH(φ)ϕ = p = wTw ≥ 0. This implies the Hessian matrix is always
positive semidefinite and therefore U(·) is convex. 
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