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1. INTRODUCTION AND SUMMARY 
In [3] W. S. Loud made a detailed study of the differential equation 
xv + g(x) = ef(t) = cf(t + w), (1) 
where g is continuously differentiable, f is continuous, and E denotes a 
small positive constant. Aside from providing a mathematical model for 
simple physical phenomena this differential equation is mathematically 
interesting because the usual perturbational method is not applicable to (1) 
when investigating the possible existence of an w-periodic solution of (1) 
near a nonconstant w-periodic of the unperturbed differential equation 
xv + g(x) = 0. (2) 
In fact if u(t) is a nonconstant w-periodic solution of (2) then the linear 
variational equation 
Y” + g’(4t))y = 0 
always has the nontrivial w-periodic solution u’(t) so the usual perturbation 
theorem (see for example [2], p. 348) cannot be used to infer the existence 
of an w-periodic solution of (1) close to u(t). In general there is no such 
solution of (1) but since u(t) generates a one parameter family of periodic 
solutions {u(t + s); 0 z$ s < 0~1 of (2) one may hope to find an w-periodic 
solution of (I) close to some suitable translate of u(t). 
One of Loud’s fundamental results in slightly less general form (cf. [3], 
Theorem 5, p. 13) may be paraphrased as follows: 
Let g(x) = h(x)x where h is continuously Qferentiable 
44 > 0, xi0 (3) 
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and either 
@(x)x > 0, X#O (4aY 
OY 
h’(x)x < 0, x+0 (413) 
always holds with the possible exception of isolated points. Let u(t) be a non- 
constant w-periodic solution of (2) and define 
F(s) = f* u’(t -j- s)f(t) dt. 
0 
The condition F(s,) = 0 also turns out to be necessary for the existence 
of such a solution which is why in general one cannot expect an w-periodic 
solution of (2) near u(t). 
In engineering terminology one expresses conditions (4a) and (4b) by 
saying that g(g) is of hardening characteristic and g(x) is of softming charac- 
teristic respectively, 
In the present work we give three theorems related to the above. The 
first, a direct extension, concerns weakly coupled systems of second order 
~~e~e~tial equations of the form 
4 + g&J = Efk(4 Xl ,*-*, x, Xl’,..., Xn’) k = I, ...I n, (5) 
where it is assumed that when E = 0 each of the uncoupled differential 
equations has an w-periodic solution. 
TXEOREM 1. For k = I,..., n let g&(x} = xh,(x) where hk is contimously 
differentiable, h,(x) > 0, x # 0 and either hr’(x)x > 0, x # 0 or h;(z)% < 0 
always holds with the possible exceptiota of isolated pokts. FOP each k = I,..., n 
let fk@, xl ,-., ~~35 ,..., ypEf be continues, ~-~~~di~ in t, am2 e~~i~~o~~~ 
di~~~t~ble in x, ,..,, x, , yl ,..., ylz . For k = 1, . . . . n close that the 
~~~e~~~al e2~u~~~ 
xa + g&) = 0 (61 
has a normnstant w-periodic solzstion u%(t). Define 
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for k = I,..., n, --CO < slC < co. If there are numbers s10 ,..., s,,, such that 
Fk(slll ,**-, &KJ = 0 k = l,..., n (8) 
and such that the functional determinant 
W’, ..., F,) 
qs, ..*, s,> (Slcl ,***, srm) 
is nonzero then for su@iently small E > 0 there exists an w-periodic solution 
vector (7+(t, E),..., v,(t, c)) of the system (5) such that v,(t, C) is continuous 
and vk(t, 0) = u,(t + slcO) k = l,..., n. The conditions (8) are also necessary 
for the existence of vl(t, E),..., vn(t, C) with these properties. 
Although both Loud’s theorem and Theorem 1 both follow from implicit 
function theoretic arguments Loud’s proof is based on a nonstandard 
implicit function theorem whereas our proof is based on the standard version. 
Thus our method of proof is somewhat dissimilar from Loud’s. 
Our second theorem shows that if the differential equations in (5) as 
well as the nonconstant w-periodic solutions of each of the differential 
equations (6) possess certain symmetries then for E > 0 sufficiently small 
the system (5) always has an w-periodic solution. 
THEOREM 2. Assume that for 1 \c k < n the functions g, and fk satisfy 
the same conditions as in Theorem 1 and that ulC is a nonconstant w-periodic 
solution of (6). If the conditions 
uk(t) = -uR(-t), h,(x) = hk(-x) 
f& Xl ,**-, x, 9 y1 ,.-*, m) = -fJi(-t, ---xl ,.a*, -%z 3 Yl > . . ..Y.> 
(94 
hold identically in t, x, ,..., x, , y1 ,..., yn for k = l,..., n then there exists 
q, > 0 and a solution vector (q(t, E),..., vn(t, E)), defined for 0 < E < E,, , of 
the system (5) such that vh(t, C) is continuous, v,(t + w, l ) = vk(t, E), vrc( - t, C) = 
-v,(t, E), and v,(t, 0) = u,(t) for k = l,..., n. If the conditions 
%W = %:(-t) 
f7c(t, Xl >**.> x, ,y1 ,***, yn) =fk(-t, Xl ,..., x, , -y1 ,a-., -yJ 
Pb) 
hold identically in t, xl ,..., x, , y1 ,..., yla for k = l,..., n then there exists eO > 0 
and a so&ion vector (vl(t, E),..., v,(t, E)), de$ned fop 0 < E < co, of (5) 
such that for k = l,..., n v,(t + CO, C) = v,(t, e), vUlc(-t, E) = vk(t, E), and 
vdt, 0) = &do 
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It is interesting to note that although either conditions (9a) or (9b) imply 
the relations (8) for sk,, = 0, R = l,..., n this theorem does not require the 
nonvanishing of the functional determinant. 
Our third theorem shows that under conditions (3) and either (4a) or 
(4b) alone there are w-periodic solutions of (2) near suitable translates of 
any nonconstant w-periodic solution of (2) for small E. More generally we 
have 
THEOREM 3. Let f (t, x) be continuous, o-periodic in t, and continuously 
difleerential in x. Let g(x) = h(x)x where h(x) satisJies (3) and either (4a) or 
(4b). Assume for E > 0 suficiently small the solution of 
2 + g(x) = cf (6 x) WV 
satisfying x(0) = a, x’(0) = b exists on [O, W] for all a and b. Let u(t) be a 
nonconstant w-periodic solution of (2). F or E > 0 su.ciently small there are 
at least two distinct w-periodic solutions of (10) which are both close to translates 
0!4t)- 
In [3] Loud uses a formula for the derivative of the period of a non- 
constant solution of (2) with respect to its amplitude (cf. [3], Theorem 1, 
p. 3). Our main tool in the proofs of Theorems 1 and 3 is a computational 
lemma given in the next section which concerns the derivative of the angular 
variable associated with a solution of (2) in its phase plane as a function 
of its initial radial variable. Our proof of Theorem 3 also ‘uses a very simple 
geometric argument which utilizes the fact that the period map of the phase 
plane of (10) is area preserving. The same type of argument has been 
previously applied by G. D. Birkhoff in his investigation of the existence 
of fixed points of iterates of analytic area-preserving mappings of the plane 
in arbitrarily small neighborhoods of elliptic fixed points (see for example 
[l], pp. 150-159 or [4], pp. 174-182). 
2. A PRELIMINARY LEMMA 
We consider the first order system 
x’ = y, Y’ = -44 (11) 
associated with (2). T o obtain useful information concerning this system 
it is convenient to use polar coordinates. If (x(t), y(t)) is a solution of the 
system (11) with a+(~) + y”(t) # 0 there exist continuously differentiable 
functions r(t) and B(t) such that 
x(t) = r(t) cos O(t), y(t) = r(t) sin B(t). 
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Assuming g(x) = h(x)x it follows from (11) and a simple calculation that 
e’(t) = -sin2 19(t) - cos2 e(t) 6@(t) cos f?(t)) (12) 
and 
We let 
r’(t) = r(t) cos d(t) sin 0(t)[l - Iz(r(t) cos 8(t))]. (13) 
(W 4, Ph r@, 43 PI) 
denote the solution of the system (12), (13) such that 
40, +, p) = 4, r(o74>f) =P 
when defined. 
(14) 
LEMMA 1. Let h be continuously d@erentiabZe and satisfy (3) and either 
(4a) or (4b). For p > 0 the functions 0(t, q5, p) and r(t, $, p) are defked for 
all 4 and all t. If (4a) holds then for all p,, , $0 , and t > 0 
while ;f (4b) holds then for all p,, , +,, , and t > 0 
Proof. To prove the first statement we note that x(t) = 0, y(t) s 0 is 
a solution of the autonomous system (11). Therefore if (x(t), y(t)) is a solution 
of (11) with 9(O) + ~~(0) + 0 then 2(t) + y”(t) # 0 for all t. To prove 
the second statement it is convenient to replace the radial variable r by 
a new variable E representing energy. Let 
W, Y> = y2/2 + big ds 
and consider the transformation 
(16) 
where 
(0, r) ---t (4 -WY r>>, (17) 
qe, r) = H(r cos 8, r sin e). 
Since g(x) = h(x)%, (3) implies 
(18) 
g (e, g = r sins 0 + (r cos2 0) h(r cos 0) > 0 
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for all fI and all r > 0 so (17) defines a l-l continuously differentiable 
transformation of the region --co<C?<co, r>O onto the region 
- 00 < 0 < co, E > 0. Since the functional determinant of this transforma- 
tion is aE/ar > 0 the transformation has a continuously differentiable 
inverse which must be of the form 
From the identity 
we see that 
(4 E) - (4 we, E)). 
y = fqe, qe, r) 
(20) 
(21) 
Z$ (4 -qe, ~1) =[g (e, (j-l > 0. (22) 
Since the function H(x, r) defined by (17) is constant along trajectories 
of (11) it follows from (14) that 
so by (21) 
Hence by (12) 
w, 54 P> = --sin2 e(t, #3 P) 
- ~0~2 e(4 54 P) ww, d, P), ~(6 d ~0s e(t, +, d). (23) 
By differentiating the above identity with respect to p then setting p = pO, 
c =$o 
d.0 = $ (t, h , poh @i = e(t, h , po), g = ~(4~ , d 
we find that 
where 
@G> = rw(&), 8) cos d(t)) - 1](2 cos e(t)) sin Q(<t) 
+ h’(R(B;(t), 8) cos e”(t)) cos2 e^(t)[.Z?(@(t), I?) sin B(t) 
- g (d(t), 8) cos 8(t)], 
(24) 
b(t) = -h’(R(e(t), 8) cos B(t)) g (6(t), 2?) g (#+I 2 PO) as3 40. 
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BY (3) and (23) we see that d(t) is steady decreasing. Consequently if (4a) 
holds ~(~(~(~), .Z?) cos d(t)) cosa P(f) > 0 except at isolated points, while if 
(4b) holds ~(~(~(~~, e) cos g(t)) cos3 &c) < 0 except at isolated points. 
Therefore (19) and (22) imply that b(t) < 0 almost everywhere if (4a) 
holds, and 6(t) > 0 1 a most everywhere if (4b) holds. Since (14) implies that 
40) = g (0,&l f PO) = 0 
we infer from (24) that if 
h(tf = 1” a(s) ds 
0 
then for t > 0 
By the previous remarks connecting (4a) and (4b) with the sign of 6(t) this 
proves the lemma. 
3. PROOF OF THEOREM 1 
We assume the conditions of Theorem 1. Let 1 < k < n. The orbit of 
the no~~nsta~t w-periodic solution (u&(t), ~~(~)) of (11) with g = g, 
coincides with the level curve H,(x, r) = C, = Hk(uk(0), u,‘(O)) where H, 
is defined by (16) for g = g, . By (18) and (19) this curve is starlike with 
respect to the origin so it admits a parameterization 
where yk is continuously di~erentiable, y,(O) = y,(25-), r:(O) = ~~‘(271.). 
We assume that ~~~(4) is defined for ---CO < 4 < CO by taking a 2r-periodic 
extension. If we let &(t, +, p) and rE(t, #, p) be defined by (12), (13) and 
(14) for k = h, then since the above curve is invariant with respect to the 
flow defined by (I 1) for ?z = h, 
Thus for some 4, E [0,27r] 
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Now for h = hl, the system (12), (13) d oes not depend on t. Consequently 
using (25) it follows for arbitrary t and s that 
eke + S, 9ko , ~~(4~~)) 
= e,(t, e,(s, (6ko , ~~kb~d)h ~k(ek(sf +kO , ~~(+~d)) 
= ek(6 ek(h 4ko , ~~(4~~)))~ Yk(ek(sy +ko y ~~kbd~. 
From (3) and (12) for h = h, we see that 8, is steadily decreasing and f&’ 
is bounded above by a negative constant. Therefore there exists a continuously 
differentiable real-valued function TTc defined on (-co, co) such that 
ekvkw, rbko , ~~(4~~)) = a (29) 
holds for arbitrary 01. To obtain an identity which is key in the proof of 
Theorem 1 we note that by taking s = T,(a) in (28) we have 
(30) 
From the assumption that u,(t) is w-periodic and (26) and (27) we infer 
the existence of an integer m, such that 
ekh4 #ko 9 Y~(~S~~)) = +ko - 2mkw. 
Now letting $ E [0, 27;] b e arbitrary and using (28) and (30) we have 
Examining the system (12), (13) for h = h, we observe that if e(t), r(t) is a 
solution then so is e(t) - 2mk”r, r(t) so by uniqueness 
MTk(41), $kll - 2 mkry rk(+kd = ek(Td+h +kO , Yk(+kO)) - 2mkT- 
Nence from (14), (30) and the above we arrive at the identity 
(31) 
for all + E [0,2~] which corresponds to the fact that any translate of a,(t) 
is w-periodic. 
We now consider the coupled system (5). If (x&t),..., xn(t)) is a particular 
solution vector of this system with s~k,(t)~ + ~,‘(t)~ + 0, K = l,..., n for f 
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in an interval I, and ~~(0) = pk cos#, , ~~‘(0) = pK sin+, then for t ~1 we 
may write 
+dt) = Q&, 6, P, 4 ~0s Q&, 6, P, 4 (32) 
~‘(4 = Qk(t, 6, P, 4 sin Qkk 6, P, 4, (33) 
where &$(O, 6, p, C) = &, Qk(O, 4, p, 6) = pk and for abbreviation we have 
set $ = (+1 ,..., (bn), p = (pi ,..., pm). The functions Q1 ,..., Qla , Gr ,..., $2, are 
continuous and continuously differentiable with respect to $r ,..., $J@ , pl ,..., pn 
wherever defined. For E = 0 the system (5) becomes uncoupled so for 
k = l,..., n 
Qa@, 6, P> 0) = r,@, 9k , Ed (34) 
Qk(4 4, p, 0) = Bk(6 $k , Pk), (35) 
where the functions yk and 0, are defined as above. In the space of the 
variables #r ,..., 4n , p1 ,..., pn consider the set 
k = l,..., n 
, 
where the functions yk are as before. The functions 
rk(t, +k > Yk(+k)>, ek(t> +k 7 Yk(+k)) 
are evidently defined for all t and all & so by (34), (35) and a standard 
theorem in differential equations there exists a neighborhood U of S and a 
number E’ > 0 such that for (6, p) in U, 0 < E < E’, -2~ < t < 2w the 
functions Gk(t, $, pi, E), Qk(t, $, p, C) are defined. For k = l,..., n let m, be 
as in (30) and for (4, p) in U and E in [0, E’] define functions 
Dk<& h d = Qk(w, 8, p, E) - ‘$k - 2mka- (36) 
Using (35) we see that 
Dk<$, p, 0) = ek(w> +k > Pk) - #k - zmkr 
and therefore 
(37) 
aD, - 
-+4*92*J3=0 k St-6 k = l,..., n (38) 
for all (& ,&J E U. M oreover by conditions (3), (4a), (4b) and Lemma 1 
for h = h, 
aDk - 
ap,(~*.~*,o)=~(o,~*,,P*,)io (39) 
for k = l,..., 1~. Consider a point (&r ,..., +*?a 7 Y1@*1b, rn@*nN E 8. BY 
(31) and (37) for K = l,..., n 
To fmd the value of the functional determinant of DI ,..., 0,. with respect 
to p1 >***, pa at this point we note from (38) and (39) that 
Thus by the implicit function theorem there exists a number 6 > 0 and 
functions 
J-+,(41 7**-7 $12 I 4 = rkc6 4 k = l,..., n 
defined for 0 < E < 6 and C$ in the region 
such that 
w: i$k-#*k/ (3, k = l,..., 22. 
Dk(4, ,*--, 4, 9 q$, 4..., ~&s, 4 4 
= .szk(W, $1 ,a*-3 $78 , w, 4,..-, l-x$, 44 - (bk - 2%V = 0, (41) 
and 
rk@*l >++-t d*7a 70) = Ykf$*kb (43 
Moreover I’, ,..., I’, are continuously differentiable and by the uniqueness part 
of the implicit function theorem we may assume that 6 > 0 is so small that 
there is a number a > 0 such that if 0 < E < 6,$ E W, ] ps - &&)l < a, 
and .Drc(& ,..., & , p1,..., pn , c) = 0, k = I,..,, n then 
pk = rk($l >*‘*) #, > <)I k = l,..., 8. 
By taking 8 > 0 smaller if necessary we may assume that 
I Yk(~k) - Yk(#~k)l -c 0) $5 = I,..., n 
if $I E W. Let 6 E W. From (31) and (37) 
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so we may conclude that 
r&4 ,**.9 A2 > 0) = Yk($k), k = I,..., n. (43) 
For each point 4% in the compact set (4 / 0 < & < 27r} there is a number 
6 > 0 such that for 0 < E < 6 and 4 in the region W defined in (40) there 
are functions r, ,..., r, such that (41) and (43) hold. The Heine-Bore1 
theorem implies there are a finite number of these regions which cover 
{$I 0 < & < 27~). Let these regions be denoted by IV, ,..., W, , let the 
corresponding positive numbers be 6, , j = I,..., r, and the corresponding 
n-tuple of functions defined for4 E Wj, 0 < E < Sj, be rf)($, e),..., rz)($, E), 
j = l,..., Y. If $ E Wi n Wj and 0 < E < min& , Sj) then by the above 
uniqueness discussion rf’($, l ) = rf’($, E), k = l,..., n. This means that 
for 0 < CJ$ < 2n, t = I,..., n and 0 < E < E,, = min(S, ,.,., 6,) we can 
define functions G,($, E), k = I,..., n by the rule: 
The functions Gr ,..., G, are continuously differentiable and by (32), (33), 
(41) and (43) we have for 1 < k < n 
Q&J, $, G,@, 4-v G,($, 4, 4 
= & + 2mlcr = Q,(O, 6, G@, +.., G& 4,~) + 2m,a. (44) 
G6 0) = ~dht)~ (45) 
For simplicity of exposition it is convenient to have Gr ,.. ., G, defined for 
-cc < $bk < 00, k = l)...) n. 
The uniqueness theorem for differential equations applied to the system 
of differential equations one obtains for Q1 ,..., Qn, &$ ,..., 0, by sub- 
stituting the expressions (32), (33) into (5) implies that for any integers qk , 
k = l,..., n 
forj = l,..., n. Therefore if we extend the domain of definition of Gr ,..., G, 
to 0 < E < E(j) -cc < q& < co by requiring that for 1 < k < n, 
Gk(& + 2qgr ,..., & + 2q,r, C) = Gk(& ,..., & , C) for arbitrary integers qlc 
then (44) continues to hold and (45) continues to hold by 2rr-periodicity 
of Yl ,..*, yn * From the uniqueness part of the implicit function theorem 
this does not contradict the previous definition of Gr ,..., G, and these 
functions are still differentiable wherever defined. 
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For 1 < k < n set 
T& 4,~) = Q& 6, G@, 1, ) - - E E cos ,n,(t, (b, G@, E), c) (46) 
- -- 
where C?((B, E) = (G,($, e) ,..., Gn($, E)). 
In what follows we use the notation 
LEMMA 2. For 1 < k < n let 
~‘(t, 6, 4fti (t, a(t, 6, 4, W> 4, 4) dt (48) 
for - 00 < C& < co, 0 < E < e0 . A necessary and su#icieient condition that 
for a given C$ and E # 0 that 
x(t + w, 6, 2) = qt, d;, 6) 
for all t is that B&(4, e) = 0 for k = l,..., IL 
Proof. Since the system is (5) is w-periodic in t and continuously 
differentiable in the space variables it follows from the standard uniqueness 
theorem of ordinary differential equations that %(t -!- w,$, E) = ji”(t, 4, CT) 
for all t if and only if for k = l,..., n 
From (44), (46) and (47) we see that this will be true if and only if 
Q&c*), d;, Q((6,4,4 = QdO, 4, &% 4 4 k = l,..., n. 
Using (4% (46), and (47), and (18) and (19) of the previous section this 
will be true if and only if for k = l,..., n 
where l&(0, Y) = H,(r cos 8,~ sin 6) and 
ff,&, Y) = Y2/2 + Jo@ g&> ds- (51) 
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The assertion of the lemma now follows from (5), (46), (47) and a simple 
calculation. If fact (50) holds if and only if 
0 = -%&%c(t, 6, c($, 44, Qa(t, 6, @$, 4 +:I; 
= jw +‘(t, 4, 4 [x;L(t, 4, E) + g&(t, $, 41 dt 
0 
w =C s xk’(t, 6, c)f(t, z(t, 6, E), x’(t, 8, 4 dt. 
0 
By previous remarks the lemma is proved. 
To prove Theorem 1 we put the expression for B,($, 0) into a form 
more amenable for computation than that given by (48). From (46), (34), 
(35), and (45) it follows that 
Therefore from (25) and (30) 
and so according to (26) 
Consequently by (48) and (7) we have for K = l,..., n 
&c(+, 1”‘> Aa 3 0) 
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From this we find that for arbitrary numbers aI,..., an 
Concerning this last expression we infer from (29), (6), and (12) for h = h, 
that 
T7cY~k) = l?kvkt~k)7 $kO 7 YkhJ)I-l -=c 0 (55) 
for 1 < k < n. 
Now suppose there are numbers sr,, ,..., s,s such that Fk’(s10 ,..., s,,s) = 0, 
k = l,..., n and 
Since for 1 < k < n, Tk is defined on (-03, co) and T,’ is bounded above 
by a negative number there exist numbers ar,..., alz such that 
Td4 = skO 9 l<k<c (56) 
Hence by (53)-(55) 
&&, ,**., %a, 0) = 0, k = l,..., n 
and 
Hence, by the implicit function theorem there is a number 6s > 0 and 
continuous functions #r ,..., & defined for 0 < E < es such that 
and 
Bk($b,,(E),***, &de), e> = 0, k = I,..., n (57) 
9k(O) = ak 7 k = l,..., n. (58) 
Thus if for 0 ,( E < q, we define ~(t, 6) = +(t, #r(~),..., Z,&(E), E), 1 < k < n 
where xk(t,$, e) is as in (46), it follows from Lemma (2) and (57) that 
(v&, +.., ~~(t, 6)) is a solution vector of the second order system (5) with 
V~(L + W, 6) = v,(t, E) for 1 < k < n. Moreover by (52), (56), and (58) 
f&, 0) = uk@ + TkbW)N = uk(t + Sk& l<k<nn. (59) 
This completes the proof of the first part of Theorem 1. To prove the final 
statement suppose conversely that (s(t, E),..., ~l,(t, e)) is an w-periodic 
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solution vector of the system (5) continuous in t and E for 0 < E < Em such 
that (59) holds. The same argument that was used in the proof of Lemma 2 
shows that for k = I,..., n 
s 
” wk’(t, c)f&, w,(t, e) ,..., w,(t, E), q’(t, c) ,..., w,‘(t, E)) dt = 0. 
0 
Setting E = 0 and using (59) we obtain the equations (8). Thus Theorem 1 
is completely proved. 
4. PROOF OF THEOREM 3: THE ROLE OF INVARIANT AREA 
We specialize the results of the previous section to the single differential 
equation (10). We assume the existence of a non-constant w-periodic solution 
u(t) of (1) and consider the first order system 
x’ = y, Y’ = --g(x) + cf(t, x) (60) 
equivalent to (10). Corresponding to (32) and (33) let Q(t, $, p, 6) and 
Q(t, 4, p, e) be the functions such that if (x(t), y(t)) is the solution of (60) 
with x(0) = p cos 4, y(0) = p sin 4 and x(t)2 + y(t)” # 0 on some interval 
containing 0 then 
x(t) = Q(t, 9, P, 4 ~0s W $3 P, 4, y(t) = Q(t, 4, P, 4 sin Qn(t, A P, l 1 
on this interval. By results of the previous section there exists a number 
e. > 0 and a continuous function G($, 6) defined for 0 < E < co and 
-03 < $ < co such that corresponding,to (44) and (45) we have 
WJ, 9, W, 4,4 = $+ 2m-r (61) 
G(h 0) = r(C), (62) 
where m is some fixed integer and $ --f (y(4) cos #, ~(4) sin 4) is a parame- 
terization of the simple closed curve t + (u(t), u’(t)). Corresponding to (46) 
and (47) we set 
46 6 4 = Q(t, 4, WA 44 ~0s W, 4, ‘364 4 (63) 
r(t, 4, 6) = Q(t, d, G($, 61, c) sin Q(t, ~5 G(4, ~1, ~1. (64) 
Let (x(t, a, b, E), y(t, a, b, E)) denote the solution of the system (60) such 
that x(0, a, b, c) = a, ~(0, a, 6, e) = b. By assumption for sufficiently E, 
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x(t, a, b, G) and y(t, a, b, E) are defined on [0, W] so we can define a mapping 
T, of the phase plane onto itself by setting 
Since f is w-periodic in t it follows from a standard uniqueness argument 
that Mt, a, b, 4, Y@, a, b, 4 is w-periodic if and only if TE(a, b) = (a, 6). 
Now TJa, b) is a continuously differentiable area preserving homeomorphism 
of the plane. In fact the Jacobian matrix of T, at a given point (a,, bO) is 
X(w) where X(t) is the solution of the matrix differential equation X’(t) = 
A(t) X(t) satisfying X(0) = 1, the identity, where 
A(t) = [o_gyx(t, a0 ) b, ) c) +f&(t, a, ) 6, ) E), t) 3. 
Since trace A(t) = 0 this shows that the functional determinant of T, at 
(as, 6,) is equal to one and this proves the assertion (see for example [2], 
p. 25). 
Now for 0 < E < l t, consider the simple closed curve 
From (61), (63), (64), and (65) it is obvious that points on C(E) are displaced 
only radially by the mapping T, . But T, is area-preserving so the image 
of C(E) under T, must have at least two points in common with C(E) since 
both curves encompass the origin. Clearly these two points are left fixed 
by T, . Consequently by our previous discussion if we denote these two 
points by (U,(E), &(E)), K = 1,2 and set 
(%(C 4, YR(4 4) = (G, G(E), u4, 4, Y(f, %(4, k&>, 4) 
then xr(t, E) and xs(t, c) are distinct w-periodic solutions of (10). Thus 
Theorem 3 is proved. 
5. PROOF OF THEOREM 2 
Although our proof of Theorem 2 ultimately depends on the implicit 
function theorem it does not depend on the machinery developed in the 
second and third sections. 
LEMMA 3. Assume that h satisjies (3) and either (4a) or (4b). For any 
real number a let x(t, a) denote the solution of the initial value problem 
X” + h(x)x = 0, x(0) = 0, d(O) = a. 
If a, # 0 and z(t*, aO) = 0 for some t* > 0 then az/aa(t*, a,) # 0. 
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Proof. For simplicity let us set for given a, # 0, z(t) = x(t, a,,) and 
w(t) = &/&r(t, n,). Since the differential equation (1) has the identically 
zero solution a standard application of the uniqueness theorem shows that 
the zeros of x(t) are isolated. Let tk , k = O,..., m, with 
O=t,< ... < t, = t” 
denote the zeros of z(t) on [0, t*]. Assume first that condition (4a) holds 
and that contrary to the assertion of the lemma w(t*) = 0. By differentiating 
the relations x”(t) a) + h(z(t, u)) x(t, a) = 0, x(0, a) = 0, ~‘(0, u) = a with 
respect to a and setting a = a,, we see that w(t) is a particular solution of 
the linear differential equation 
Yfl + ve@)) + ww 4OlY = 0 (66) 
and w(0) = 0, w’(0) = 1. Next we observe that x(t) is a particular solution 
of the linear differential equation 
Now since (4a) holds 
y” + h(x(t))y = 0. (67) 
except at isolated points and so by virtue of the Sturm comparison theorem 
G% P. 208) r@) must vanish on each of the open intervals (t,,t,), 
k = l,..., m, and since w(O) = eu(t*) = 0, w(t) has at least m + 2 distinct 
zeros on [0, t*]. It is evident that z!(t) is also a particular of (66) and 
x’(O) = a, # 0 = w(0) implies that z’(t) and m(t) are independent solutions 
of (66). Hence by the Sturm separation theorem z’(t) has at least m + 1 
distinct zeros on the open interval (0, t*) so by Rolle’s theorem x”(t) has 
at least m distinct zeros on (0, t*). But the relation X” + h(z)s = 0 and 
(3) imply that zeros of x”(t) and z(t) coincide so we have a contradiction 
to the assumption that z(t) has exactly m - 1 distinct zeros on the open 
interval (0, t*). This contradiction shows that (3) and (4a) imply r.u(t*) # 0. 
Next assume that (4b) holds and that contrary to the assertion of the 
lemma ti(t*) = 0. Since w(t) is a nontrivial solution of (66) its zeros are 
isolated. Let sj = 0 ,..., Y, with 
0 =so < ..* <s, = t” 
denote the zeros of w(t) on [0, t*]. Since (4b) holds 
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except at isolated values of t. Therefore since z(t) is a solution of (67) z(t) 
must vanish on each of the open intervals (sj-i , sj), j = l,..., Y and because 
x(O) = x(t*) = 0 it follows by Rolle’s theorem that x’(t) has at least Y + 1 
distinct zeros on the open interval (0, t*). But as noted above z’(t) and 
w(t) are two linearly independent solutions of (66) so by the Stnrm separation 
theorem w(t) has at least Y distinct zeros on (0, t*) which contradicts the 
fact that w(t) has exactly r - 1 zeros on (0, t*). This contradiction proves 
the lemma in case (3) and (4b) hold. 
The method of proof of the following result is the same as the method 
of proof of Lemma 3 and is therefore omitted. 
LEMMA 4. Assume that h s&s-es (3) and either (4a) or (4b). For any 
real number a let w(t, a) denote the solution of the initial value problem 
x” + h(x)x = 0, x(O) = a, x’(O) = 0. If a, i: 0 and w’(t*, a,) = 0 for 
some t* > 0 then aw’/aa(t*, a) # 0. 
We conclude the proof of Theorem 2. Suppose each of the differential 
equations (6) has a non-constant w-periodic solution uk(t), that (3) and 
either (4a) or (4b) hold for h = h, , and that conditions (9a) are satisfied. 
Conditions (9a) imply that ~~(0) = 0 and uk(--w/2) = -uk(w/2) for 
k=l ,. . ., n. But uk( ---w/2) = u,(w/2) by w-periodicity so we have u,(w/2) = 0, 
k = I,..., n. Consequently if for 1 < k < n, ~~‘(0) = aLD # 0 and x,(t, G) 
is defined as in Lemma 3 for h = hlc then 
%(43 = %(42, %,> = 0, l<k<n W-9 
so according to Lemma 3 
Now consider the coupled system (5). If a = (a, ,..., a,) let 
(Y&7 g> ~),...,Yn(4 a7 4) 
denote the solution vector of (5) such that 
Y?& a, 6) = 0, ylc’(O, CT, e) = at . (70) 
The domain of (yl(t, a, ~),...,y%(t, G, c)) is some open subset of (t, Z, .z) 
space and when E = 0 this vector is defined for all t and H since (5) is then 
uncoupled. In fact if x,(t, a) is defined as aboveyk(t, a, )..., a, , 0) ;= x,(t, a& 
k = l,..., n. Hence by (68) and (69) we see that 
Yk(4, %I >**-> a,, 7 0) = 0, k = l,..., n 
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Applying the implicit function theorem we infer the existence of a number 
e. > 0 and continuous functions ai(~),..., U,(E) defined for 0 < E < co such 
that for k = l,..., n 
Y,(dL %(4,..., 444 = 0 (71) 
40) = %o * (72) 
If for k = l,..., n and 0 < E < e. we set 
%(4 6) = Y7c@, %(+., %(4, c) (73) 
then (vi(t, E),..., ~(t, c)) is a solution of the system (5) and by (69) and (70) 
a,(O, e) = w&0/2, e) = 0, k = l,..., n. (74) 
The second two conditions in (9a) imply that if (x1(t),..., x%(t)) is a solution 
of the system (5) then so is (-x1(-t),..., -x%(-t)). Thus since (74) implies 
that for k = l,..., n, the functions v,(t, G) and -w,(---t, C) and their first 
derivatives agree when t = 0 we see from the uniqueness theorem that 
%(C 4 = -%(--t, E), K = l,..., n. 
But this together with (74) shows that for K = l,..., z 
74-4, c> = 7442, E), Vk’(--W/2, E) = V,‘(W/2, c) 
and thus the w-periodicity of the system (5) implies that u,(t, E) is defined 
for 0 < E < co and --co < t < co with a,(t + w, C) = a,(t, E), k = l,..., n. 
Finally we note from (72) and (73) that v,(t, 0) = yk(t, ais ,..., a,, , 0) = 
.zk(t, a,,) = ak(t). Thus the first part of Theorem 2 is completely proved. 
The second part of Theorem 2 follows in a similar manner from Lemma 4 
and is therefore omitted. 
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