Abstract. Depth functions, as an emerging methodology in nonparametric multivariate inference, are reviewed in brief. The special relationships among depth, outlyingness, centered rank, and quantile functions are indicated.
Summary
In passing from univariate to multivariate statistical analysis, especially for the purpose of nonparametric approaches, various issues and special considerations come into play. We examine some of these in Section 2 and address the question Where do depth functions fit into nonparametric multivariate inference? Section 3 gives an overview of depth functions with emphasis on their connections with outlyingness functions. We consider depth functions defined not only on the observation space, with orientation to nonparametric multivariate description, but also as defined on the parameter space, for example on the multivariate space of "regression fits" in univariate multiple regression. Section 4 examines quantile and centered rank functions as entities closely related to each other and connects them with depth and outlyingness functions. Some brief historical notes are provided in Section 5 and a concluding remark in Section 6.
Nonparametric Multivariate Analysis
To capture the setting for considering depth functions, let us examine some key perspectives that are relevant to the choice of a procedure in nonparametric multivariate analysis.
Use of normal model versus nonparametric description. Parametric modeling of multivariate data enjoys few tractable models other than the normal, which thus occupies the central position along with comprehensive treatment and wide application. Therefore, among the alternatives to reliance on normal models, the semiparametric and nonparametric approaches are even more significant in the multivariate case than in the univariate case. For the multivariate case, however, such methods are far from fully developed. No single definitive nonparametric methodology has emerged.
Coordinatewise versus geometric methods. The classical approach to nonparametric inference for data in R d utilizes d-vectors of univariate statistics. Examples include vectors of means, or of medians, or of sign statistics. This indeed yields worthwhile procedures but fails to take into account the geometric features often inherent in an important way in multivariate data. For example, the vector of coordinatewise medians fails to properly represent the "center" of a point cloud in R d and even can be located outside the convex hull of the data. In recent years, therefore, multidimensional notions of standard univariate concepts have been increasingly pursued. For the mean, this is immediate and unequivocal. For notions of symmetry, median, sign, rank, and quantile, however, in each case there are competing versions that differ critically in both appeal and characteristics.
Center-outward ordering versus linear ordering. The linear order on R induces ordering and ranking for observations X i and quantiles for corresponding cdf's F . Generalization to R d for d ≥ 2 is thwarted, however, by the absence of such an order in this case. As a compensation, however, it is convenient and natural to orient to a "center", which can be defined in a variety of ways. This leads naturally to the use of center-outward orderings of points and description in terms of nested contours.
Density contours versus outlyingness contours. Contours in R d are equivalence classes of points x sharing equal values of some function g(x). For g(·) a probability density function, the contours have interpretability merely in a local sense, that is, they characterize the amount of probability mass in a neighborhood of a point. Points in this type of equivalence class need not, however, be equivalent in outlyingness. To characterize the outlyingness of points, and to organize points into contours of equal outlyingness, we need g(·) to be an outlyingness function in some sense. Contours in multivariate analysis are thus used for two distinctly different purposes: probability density description and outlier identification. The type of contour to be used depends on which of these is the relevant purpose.
Curse(s) of dimensionality. Dimensionality affects the handling of data in several ways, unfortunately all adverse.
Distribution of probability and sample. The fraction of unit d-cube in the unit sphere diminishes from 1 for d = 1 to 0.0001 for d = 10. Over half the probability mass of a 10-variate normal distribution is in the low density tail region. Thus in high dimension a sample falls mostly in the tails, leaving empty most "local" neighborhoods.
Dimensionality. Typically, data in R d has structure of lesser dimension than the nominal d.
Computional complexity. The feasibility of computation is a function of the size n and and dimension d of the data, with practical limitations arising in the case of higher d. All of these have multivariate extensions. For each of the latter four, indicated by * , the extensions typically are ad hoc, are various, and involve sophisticated formulations derived from quite different conceptual orientations. Thus, in the multivariate case, nonparametric inference entails selection of an approach from an array of possibilities much more diverse and complex than in the univariate case.
Visualization. Vizualization of data in
The role of depth functions. It turns out that the four methodological choices indicated by * above may coherently be brought together and interpreted as a single nonparametric methodology, via depth functions. These extend to the multivariate setting in a unified way the univariate methods of signs and ranks, order statistics, quantiles, and outlyingness measures. In particular, they provide a basis for generating outlyingness contours, for taking into account the geometry of the data, and for defining a "center" and a corresponding center-outward ordering of points. Depth-based nonparametric measures of location, dispersion, skewness, and kurtosis in the multivariate setting can be formulated. Indeed, Liu, Parelius and Singh (1999) stress the importance of visualizing particular features of higher dimensional distributions via one-dimensional curves. For these and other purposes, depth functions offer very effective ways to extract relevant information from data. Definition and purpose. Associated with a given distribution P on R d , a depth function is designed to provide a P -based center-outward ordering (and thus a ranking) of points x in R d . High depth corresponds to "centrality", low depth to "outlyingness". The "center" consists of the point(s) that globally maximize depth. Multimodality features of P are ignored.
Depth and Outlyingness Functions
Examples. The seminal example of depth function is the halfspace depth (Tukey, 1975) 
the minimal probability attached to any closed halfspace with x on the boundary.
Competing depth functions began with the simplicial depth (Liu, 1988) :
where X 1 , . . . , X d+1 represent independent observations from P and 
Other depth functions of particular interest include the majority depth (Singh, 1991; Liu and Singh, 1993) , the projection depth (Liu, 1992; Zuo, 2003) , the Mahalanobis depth (Liu and Singh, 1993) , the spatial depth (Chaudhuri, 1996) , the zonoid depth (Koshevoy and Mosler, 1997) the L p depth (see [62] ), and the simplicial volume depth (based on Oja, 1983 ; see [62] ). For illustration, several views of the halfspace and spatial depth functions are provided in Figure 1 .
But the likelihood is not a depth. It does not in general measure centrality or outlyingness. Its interpretation has no global perspective. It is sensitive to multimodality. The point of maximality is not interpretable as a "center".
Desirable properties of depth functions.
Effective use of depth functions calls upon a variety of properties. Without details, we list those which are especially desirable and useful. Most of them are satisfied by the leading depth functions (see [29] , [62] , [37] ).
• Affine invariance. D(x, P ) is independent of the coordinate system.
• Maximality at center. If P is symmetric about θ in some sense, then D(x, P ) is maximal at this point.
• Symmetry. If P is symmetric about θ in some sense, then so is D(x, P ).
• Decreasing along rays. The depth D(x, P ) decreases along each ray from the deepest point.
• Continuity of D(x, P ) as a function of x. Or merely upper semicontinuity.
• Continuity as of D(x, P ) a functional of P .
• Quasi-concavity as a function of x. The set {x: D(x, P ) ≥ c} is convex for each real c.
Central regions and volume functional.
With the α depth inner region given by {x : D(x, P ) ≥ α}, the pth central region C P (p) is that inner region which has probability weight p. A corresponding volume functional is defined by
Central regions and the volume functional are instrumental in making application of depth functions. Ideally, and typically, depth-based central regions {C P (p)} are affine equivariant, nested, connected, and compact.
What we compute from a depth function. Briefly, we suggest how depth functions become used by listing the typical quantities computed from them. • Contours. Boundaries of pth central regions for various choices of p.
• Depth-based order statistics. Ordering of data by depth value, centeroutward: X [1] , · · · , X [n] .
• Depth-weighted location functionals.
.
• Depth-weighted scatter matrix functionals. (Analogously defined.)
• Volume functional, v P (·).
• Scale curves. Plot of v P (p) as a function of p.
• Skewness functionals. Scaled difference of two location functionals.
• Kurtosis functionals. Via transformation of scale curve.
Desirable theoretical results for sample versions. Supporting theory for application of depth functions includes results such as almost sure uniform consistency, i.e., [33] ), convergence of sample central regions (e.g., [42] ), and convergence of related functionals.
Depth functions via outlyingness functions. As noted earlier, "depth" is equivalent to "outlyingness" in an inverse sense. Each of these has its own appeal and role, just as cdf's and quantile functions are equivalent but have differing roles. Given an outlyingness function O(x, P ) with range [0, ∞), an associated depth function is defined by
The study of outlyingness has a long tradition. Let us now examine how depth functions, including some familiar cases, may be introduced from the conceptual standpoint of outlyingness.
Formulation of outlyingness functions for location.
Outlyingness of a point x relative to a data set X = (X 1 , . . . , X n ) in R d can be defined in various ways. Below we sketch three approaches toward construction of such functions and for several examples indicate associated familiar depth functions.
Projection pursuit approach. Given any univariate outlyingness function
i.e., the maximum outlyingness of x within any one-dimensional projection of the data points. As a general class of examples, for given univariate location and scale statistics µ(X) and σ(X), respectively, defined on X, and given "score" function ψ that measures (signed) deviation from 0 in R, a corresponding univariate outlyingness function is defined by
In particular, with µ(·) the mean and ψ(·) the sign function, we have, independently of the choice of σ(·),
which generates via (3.4) the halfspace depth. Or, with µ(·) the median, i.e.,
and ψ(·) the identity function, we have the classical univariate location outlyingness measure of Mosteller and Tukey (1977) ,
which generates via (3.4) the projection depth.
Distance approach. Let h(x; x 1 , . . . , x k ) be a nonnegative function which measures in some sense the distance of x from the set of points x 1 , . . . , x k in R d , and define
i.e., the average distance of x from point subsets of size k drawn from the data set. This leads to depth functions using (3.2) for unbounded h and (3.3) for h in [0, 1]. For example, with h(x;
i.e., the average L p distance of x from points in the data set, yielding via (3.2) the L p depth. Or, with h given by (3.1), we obtain via (3.3) a variant of the simplicial depth. Other depths obtained in similar fashion are the simplicial volume, majority, and Mahalanobis depths. See [62] for discussion.
Quantile function approach. Let QP n (·) be a sample multivariate quantile function defined over u in the d-dimensional unit ball, and define
i.e., the magnitude of the centered rank of x in the data set (we elaborate on quantile and centered rank functions later). Using the spatial quantile function [9] , we obtain the spatial depth [57] , [48] .
Parameter estimation via outlyingness: location. We mention two ways to use outlyingness functions for location parameter estimation.
Minimize outlyingness, or maximize depth. For location estimation, the parameter space and the data space coincide. Thus a depth or outlyingness function on the data space may very naturally be viewed as defined on the parameter space. In this case, a natural location estimator is given by choosing the parameter value with minimal outlyingness (or maximal depth). That is, minimize
which we may regard as a minimax approach. The projection pursuit examples discussed above yield, respectively, the halfspace median and the projection median as location estimators. Modifications of these estimators designed to attain higher efficiency relative to the mean in the normal model and at the same time to attain the optimal breakdown point 1/2 have been developed by Zhang (2002) and Zuo (2003) , respectively. In the univariate case, with for example the outlyingness function
this approach reduces to classical M-estimation:θ is the solution of
Outlyingness-downweighted means. A natural modification of the usual sample mean estimator of location, designed to achieve greater robustness, is to downweight the more outlying observations. Thus, for a real weight function w(·), define
and takeθ
This approach has been developed by Mosteller and Tukey (1977) in the univariate case and extended to the multivariate case by Stahel (1981) and Donoho (1982) .
Parameter estimation via outlyingness: dispersion. We consider analogues of the location case.
Minimize outlyingness, or maximize depth. Again use the projection pursuit approach via
where C is a covariance matrix, with either
and µ(·) and m(·) univariate location statistics, or
the latter eliminating the need for m(·). In any case, minimize outlyingness to obtain a maximum dispersion depth estimator. See [60] for relevant development.
Outlyingness-downweighted means. Usê
with w i 's andθ(X) exactly as above for location estimation.
Extended notions of depth function. Above we have seen outlyingness (and implicitly depth) functions defined on parameter spaces instead of data spaces. Here we take a quick look at the various extended notions of depth function that have appeared.
Data depth on circles and spheres (Liu and Singh, 1992).
Regression depth (Rousseeuw and Hubert, 1999; Bern and Eppstein, 2002). Extends notions of halfspace ("location") depth and simplicial depth to define depth notions for fitted regression lines and corresponding notions of "deepest regression line". For both univariate and multivariate cases of response variable.
Tangent depth (Mizera, 2002) . Encompasses notions of halfspace depth ("location depth") and "regression depth" within a general framework: "tangent depth" defined with respect to "gradient probability fields" and equipped with a differential calculus.
Generalized forms of Tukey depth (Zhang, J., 2002). Defines a class of outlyingness functions that generalize the one associated with halfspace depth, and selects favorable members.
Location-scale depth (Mizera and Müller, 2004) . Applies the "tangent depth" to the classical univariate location-scale problem through a "location-scale depth" defined on a relevant bivariate parameter space (on the Klein disk).
Depth-based statistical procedures in action. Depth-based methods are providing strong and in some cases especially natural or advantageous, competitors to standard approaches for exploratory data analysis, multi-sample inference, regression, classification, clustering, discrimination, directional analysis, and multivariate density estimation, for example. Contexts include monitoring of aviation safety data, industrial quality control, measurement of economic disparity and concentration, social choice and voting, and game-theoretic analysis of competition. A variety of depth-based nonparametric multivariate statistical methods have been developed. The range, flexibility, and potential of the depth function approach can be indicated by a few examples.
Bagplots, sunburst plots. These extend univariate boxplots to dimensions 2 and 3, using contours along with rays to outlying points. They answer questions like: where is the "middle half" of the data? (See [29] , [46] .) Computational burden. Depth-functions and depth-based procedures are presenting challenging new problems in computational geometry. Many results on complexity have been established, more are in progress. In the bivariate case, for example, all halfspace contours, the halfspace depthh bagplot, and all halfspace data depths can be computed in O(n 2 ) time (see [35] ), and the deepest regression line in O(n log 2 n) time (see [56] ). For some further references, see [53] .
Quantile and Centered Rank Functions
The term "quantile" in the multivariate case has become used rather too loosely. Thus we ask:
How to formulate multivariate quantile functions? What properties are desirable? What are the interrelations among multivariate notions of order statistic, rank, depth, outlyingness, and quantile?
Let us try to gain perspective on these questions.
Some basic ideas.
In the univariate case, quantiles represent boundary points that demark specified lower and upper fractions of the population. Each point x ∈ R has a quantile interpretation: it may be written as F −1 (p) for some p ∈ (0, 1). For extension to R d , d > 1, it is convenient and natural to orient to center, as something of a compensation for lack of an order. For quantile-based inference in R d , for "center" one should adopt some notion of multidimensional median M . The center M then serves as the starting point for developing a median-oriented formulation of multivariate quantiles.
Formulation for the univariate case. The median M is given by F −1 (1/2). The "pth central region" may be defined by the closed interval
which has probability weight p. (This particular choice equalizes tail probabilities.) For p = 1/2, this gives an "interquartile region" whose width is the usual IQR. As p → 0, this reduces to the median M . Each x ∈ R has a quantile interpretation: a boundary point of some pth central region. In this sense, the associated p indicates the "outlyingness" of x. The pth central regions are nested intervals ordered by probability weight, 0 ≤ p < 1, or, from another point of view, ordered and indexed by an outlyingness parameter.
Equivalent univariate formulation.
A "median-oriented quantile function" Q F (u), with u = 2p − 1 and median M = Q F (0), is defined by
with sign of u corresponding to direction from M . The quantile function Q F (·) has inverse Q −1 F (x)), we may think of the quantiles Q F (u) as indexed by a directional outlyingness parameter u whose magnitude |u| measures outlyingness numerically, with "central" and "extreme" quantiles Q F (u) corresponding to |u| close to 0 and 1, respectively. Also (in the univariate case), |u| gives the probability weight of the central region bounded by Q F (±u).
Multivariate formulation.
A "median-oriented quantile function" Q F (u) is defined, for u in the unit ball
F (x)). We may interpret this inverse as a centered rank function in
F (x) in [0, 1) measures the outlyingness of x relative to F . Thus, again, u measures outlyingness of Q F (u), with "central" and "extreme" corresponding to u close to 0 and 1, respectively. But, in the multivariate case, u need not be the direction of Q F (u) from M F , nor need u be the probability weight of the central region bounded by Q F (u) for fixed u . We also associate with Q Special case: the spatial quantile function. The spatial quantile function (Chaudhuri, 1996) may be represented as the solution x = Q F (u) of the equation
F (x) = −E{(X − x)/ X − x }, has been treated by Möttönen and Oja (1995) as the "spatial centered rank function". Here r = u represents the outlyingness of Q F (u) but not the probability weight of the central region {Q F (t) : t ≤ r} demarked by {Q F (u), u} = r}. Here u is not the direction from Q F (u) to M F , but rather the expected direction from Q F (u) to a random X. The equivariance (4.1) holds only for A proportional to an orthogonal matrix. This quantile function has attractive robustness and computational properties, however, and serves as a basis for useful nonparametric multivariate descriptive measures [49] . The corresponding depth function,
was first formulated (in a different way) by Vardi and Zhang (2000) and is also discussed in [48] .
Some brief history on depth and related notions
Here we very briefly discuss a few significant milestones in the development of the notion of depth function and related concepts as tools in nonparametric multivariate analysis.
Depth. The idea of using a depth function to generate contours in higher dimensional space as analogues of rank and order statistics in univariate inference was introduced by Tukey (1975) , formulating the halfspace depth on the data space. The properties and performance of this depth function have been much studied [13] , [12] , [42] , [34] , [59] , [44] , [33] , and it remains a leading version with interesting variants also under study [60] .
The introduction by Liu (1988 Liu ( , 1992 ) of a strong competitor, the simplicial depth, opened up the potential of "depth functions" as a new methodology both powerful and broad in nonparametric multivariate inference. Besides extensive study of the simplicial depth, this spawned the formulation of other novel depth functions. Among these, the spatial depth of Vardi and Zhang (2000) importantly links with the classical spatial median (see, e.g., [52] ), the spatial quantile function of Chaudhuri (1966) and the spatial centered rank function of Oja and Möttönen (1995) .
An innovative reformulation of depth for the setting of the univariate multiple regression model was developed by Rousseeuw and Hubert (1999) , who introduced regression depth defined on the parameter space of regression fits. Mizera (2002) characterized and generalized this approach so as to encompass a very broad range of parametric fitting problems treated via depth functions on parameter space. See Mizera and Müller (2004) for application to the classical univariate locationscale problem through a "location-scale depth" defined on the relevant bivariate parameter space.
Liu, Parelius, and Singh (1999) give a broad overview of depth functions along with a variety of depth-based methodological tools. A review of depth functions from a conceptual standpoint, emphasizing structure and properties, is given by Zuo and Serfling (2000) . The first monograph on depth functions, Mosler (2002) , emphasizes a particular depth, the zonoid depth, but through a treatment having broader appeal. The recent DIMACS workshop (2003) reported in this volume brought researchers together to discuss computational geometry problems arising in connection with depth functions.
The notion of depth has interesting antecedents. In fact, the halfspace depth is a special case of the "index functions" (Small, 1987) used in economic game theory by Hotelling (1929) and Chamberlin (1937) . Also, the bivariate halfspace depth of a point is equivalent to the "sign test statistic" of Hodges (1955) for the null hypothesis specifying that point as "center" (see also Hill, 1960) . Gnanadesikan and Kettenring (1972) develop robust covariance estimates employing a trimmed average of squared Euclidean distance over observations in a central region based on a Euclidean distance center-outward ordering with a robust location estimate as center (see also Gnanadesikan, 1997) . We also note that the Mahalanobis depth (see, e.g., [29] , [62] ) has long been in use in various statistical procedures due to its intuitive appeal and mathematical tractability (despite the restriction to elliptical contours that it imposes).
Outlyingness, ranks, and quantiles. The interconnections among depth, outlyingness, ranks, and quantiles in multivariate inference have been noted earlier.
Of course, outlyingness has a long history, even in the multivariate case (see, e.g., Barnett and Lewis, 1994) . Connections with depth notions are especially prominent in Donoho and Gasko (1992) and Zhang (2002) . Multivariate ranks have been developed as a completely different line of investigation (e.g., [4] , [5] , [6] , [17] , [18] , [19] , [39] , [40] , [41] ). Likewise, notions of multivariate quantile function have been pursued quite separately (e.g., [2] , [9] , [24] , [3] , [7] ; see [47] for a brief review).
Concluding Remark
Multivariate depth, outlyingness, centered rank, and quantile functions are closely interrelated and essentially equivalent. Specifically, quantile and centered rank functions may be formlulated as mutually inverse, and the magnitude of a centered rank function defines an outlyingness function having an associated depth functions as inverse and whose contours define a quantile function. These four entities differ, of course, in type of appeal and domain of application. Key questions are:
• Are these entities computable?
• Can we interest the computational geometers?
• Can we assess the behavior of sample versions?
• Can we conceptualize important extensions?
• Can we apply the depth approach effectively?
With respect to these questions, much has been done with much more to do.
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