Abstract. We propose a novel method to measure the astigmatism of laser diodes that is based solely on power measurements and does not require the use of any imaging system. Experimental realization of this method resulted in a sensitive measuring technique. Using it, a linear dependence of astigmatism change on drive current is demonstrated for commercial index-guided laser structures. The proposed method is believed to be highly adaptable to any experimental environment. Its advantages over currently employed methods are discussed.
Introduction
The inherent astigmatism of edge-emitting laser diodes ͑LDs͒ is one of their drawbacks that affect LD applications in optical measurements, alignment, optical data storage, etc. Laser diode astigmatism is mainly due to the different confinement of the optical field in different directions. If index guiding of the optical field were predominant both normal to the active layer of a LD ͑in the yz plane͒ and in its plane ͑the xz plane͒-see Fig. 1͑a͒ -then a ͑lowest-spatial-order͒ mode emitted by the LD would have its apparent waists ͑parallel and perpendicular to the junction͒ at the LD facet. In the x direction, however, the field confinement is often weaker, leading to the substantial astigmatism in the output. Namely, to an external observer the beam waists appear to be virtual sources and displaced some distances behind the LD facet ͓Fig. 1͑b͔͒. The separation between the positions of these virtual waists, z a , is traditionally considered to be a measure of LD astigmatism. If a lens system were used to image the LD output, the images of two virtual waists would lie in different planes. This is relevant when the LD output must be transformed with an imaging system for coupling into another structure ͑e.g., a waveguide or fiber͒. In the applications that require high beam quality, index-guided LD structures are of interest ͑typical active-layer cross section Ϸ0.1 by 1 to 3 m͒, since they are primarily designed to support a single transverse mode. Although the measure of astigmatism in such lasers is often specified to be z a Ͻ10 m, it still may cause problems in high-resolution applications ͑such as optical data storage͒.
The accurate measurement of LD astigmatism is often prompted by the need to select a laser source for a given application, or to select an astigmatism-correcting system. In this paper, in Sec. 2, we give a basic overview of oftenused methods of measuring LD astigmatism. Then follows the brief introduction of a newly proposed simple and sensitive method that is based on the concept of a beam line ͑Sec. 3͒. A discussion of an experimental approach and results is presented in Secs. 4 and 5, followed by a summary.
Beam Width and Common Methods of Measuring Astigmatism
Most of the techniques of measuring LD beam parameters are based on treating the beam as having a quasi-Gaussian intensity distribution. In many cases the only numbers sought are the ones characterizing the effective beam dimensions. Then a beam width is used, which is measured at a given level in both transverse directions. This width W l is defined as the width between points in the scan where the transmitted intensity passing the clipping plane changes from a lower level lP 0 to an upper level (1Ϫl) P 0 , where P 0 is the total power in the beam 1 ͑see Fig. 2͒ . Levels in the range 10% to 90% are often used. The beam width can be calculated from two-or one-dimensional measurements.
A two-dimensional data set is acquired by any array method ͑scanning a pinhole over the measurement plane or using a two-dimensional array of CCD photodetectors͒. Since the data are formed by discrete samples of irradiance, the spacing between the CCD elements must be small compared to the beam size to provide sufficient sampling. Typical CCD-camera pixel sizes ͑Ϸ10 m͒ limit, therefore, the beam sizes that can be practically measured. In addition to that, care must be taken in interpreting the results of the measurements and setting the error margins, since pixels are often not square, nor do they have the same spacing in the vertical and horizontal directions. If an auxiliary lens is used to produce a magnified image of the beam on the detector plane, additional aberrations are often introduced that affect the measurement. 2 Simpler and more widely used techniques are slit-scan methods, which derive one-dimensional information from the laser beam. Here, a slit is scanned transversely across the beam in the x direction ͓see Fig. 3͑a͔͒ , while the transmitted energy versus the scan position is collected by a large-area photodetector. The slit integrates the irradiance in the y direction, and thus the collected data represent the projection of the true beam profile on the y axis. Clearly, the slit width limits the resolution of the measurement. On the other hand, when the slit becomes too narrow the signal-to-noise ratio worsens. A modification of this method is a knife-edge scan ͓see Fig. 3͑b͔͒ . In this case the first derivative of the detected intensity versus the scan position indicates the beam intensity profile ͑in the x direction͒, which is integrated over the y direction. Since more light is available, a knife-edge scan is equivalent to an infinitely narrow slit scan with improved signal-to-noise ratio.
Two methods of measuring LD astigmatism have been described in the literature: a moving-diode method 3 and a moving-profiler method. 4 Both methods require imaging of a LD beam onto a CCD camera or a beam profiler via a lens system.
In the moving-diode method, while keeping an imaging system ͑a lens plus a camera͒ fixed, two positions of a LD source along the beam axis are found 3 that correspond to the imaging of the LD beam waists onto the camera. The distance between those positions is defined as the LD astigmatism. This method is considered to be valid when the distance between the LD and the focusing lens is much larger than the lens focal length. 5 That condition, however, results in aperture diffraction effects, which significantly distort the intensity pattern of the imaged beam in both the Fresnel and Fraunhofer regions. As a result, the accuracy of the measurement is drastically reduced. Indeed, let us assume the LD-to-imaging-lens distance to be only twice the lens's focal length (zϷ2 f ), as used in the analysis in Ref. 5 . It is easy to show that a typical aspheric lens ͑designed for collimating LD beams͒ with numerical aperture NA Ϸ0.5 will truncate about 60% of the LD output power. To get down to Ϸ1% diffraction ripple effects from such a sharp-edged circular lens one has to adopt the criterion D Ϸ4.6, where D is the diameter of the lens and is the beam spot size at the lens at (1/e)-field radius ͑then Ͻ1% of the beam power is truncated by the lens͒. 6 This immediately limits NA to usable values that by far exceed 0.5 ͑for zϷ2 f ͒. Therefore, typical aspheric collimating lenses are not really suitable for the measurement of LD astigmatism.
The moving-profiler method is in general similar to the moving-diode method, although it requires a two-lens system. During the measurement it is the moving camera ͑or beam profiler͒ that defines the positions of the image planes for the LD-beam waists. 
LD Beam
In our analysis of the LD beam we assume a ͑generally elliptical͒ Gaussian field distribution ⌿ LD , separable in two dimensions, that carries unit power. Such a field can be expressed as
Here x,y are the beam spot radii ͑in a given far-field plane z along the beam propagation direction͒ at the intensity level lϭ1/e 2 , which are connected to the beam waist radii ͑minimal waists͒ 0,(x,y) via
Another expression for the LD field sometimes used is
In the latter expression the beam spot radii x,y correspond to the intensity level lϭ1/e and represent the standard deviations for the laser-beam field profiles in the corresponding transverse directions. The conversion between beam spot radii i and i , iϭx or y, is i ϭ& i . ͑4͒
Rotationally Symmetric Gaussian Beam
Next we consider, for simplicity, a rotationally symmetric Gaussian beam ͑ x ϭ y ϭ, x ϭ y ϭ͒; see Fig. 4͑a͒ . According to the beam properties, the beam radii j are distance-dependent, j ϭ j (z). Observing the projection of a envelope of the Gaussian beam down its optical ͑z͒ axis on an arbitrarily chosen projection plane that is normal to the z axis, we define the beam line as a line that is formed by the locus of the beam radii vectors' tips, j , and that is normal to an arbitrarily positioned vector of a beam waist radius, 0 ; see Fig. 4͑b͒ . It is easy to show that the area of the triangle OWP,⌬ OWP , formed in the projection plane by ͑i͒ the beam waist vector 0 , ͑ii͒ an arbitrary beam spot radius vector ϭ(z) in the z plane, and ͑iii͒ the beam-line region a ͑subtended by vectors 0 and ͒-see Fig. 5͑a͒ -is related to the propagation distance z as
where kϭ2/ is a free-space propagation constant. It follows from this property of the beam line that the distance along the optical axis, ␦zϭz 2 Ϫz 1 , between the two planes, 
Experimental Setup and Measurements
A computerized experimental setup is shown in Fig. 6 . A LD source to be characterized is temperature-and currentstabilized. A thin microscope slide S carries a set of vertical and horizontal slit openings with discrete widths W S that are predetermined by a lithographically defined chromium mask. Part of the slide is not coated and is used for reference calibration. Slide S is situated by a micropositioner Initially slide S is positioned in the far field at an arbitrary fixed distance z 1 from a LD normal to its beam, and power readings are taken with PD 1 and PD 2 when the beam output P 2 traverses the uncoated portion of the slide with transmission T. That defines the relative values of the total power readings P 1 and P 3 ϭ P 2 T.
Further positioning of the slide in the same fixed plane in carried out in a fashion that provides sequential passing of a LD-beam output P 2 through vertical ͑or horizontal͒ slits W S . The measurement principle can be understood from the following example: Collecting the power P S X passing through a vertical ͑parallel to the y axis͒ slit of width W S , centered on the beam axis, which is calibrated with respect to a chosen beam spot radius, we obtain
Here, P norm x is a normalized collected power that is dependent on a beam spotsize in the x direction. ͑An analogous expression is obtained for a horizontal slit by changing subscripts and superscripts from x to y.͒ When the above ratio, P norm x , equals 0.5205 ͑or 0.6827͒, the width of the calibrated slit directly reads the value of ͑or ͒.
Generally, when the beam is passing through the arbitrary slit W S,i , the photodiode PD 2 collects the power P 3,i ϭ P 2,i T erf( 1 2 (W S,i /)). The normalized collected power is P norm,i ϭ P 3,i / P 2,i T according to Eq. ͑7b͒. For feedback normalization, however, it is necessary to furthermore complement the readings of PD 2 with those of PD 1 , namely P 1,i . Indeed, in the simplest form, the output powers through the rear and the front facets of the LD are linearly related via a coefficient that is a function of the feedback provided by the external reflecting surface ͓see Eq. ͑5͒ in Ref. 7͔: P 2 ϰ P 1 . In the case of a change of feedback strength ͑due to, for instance, a micromisplacement of the slide during the change between slits W i and W iϩ1 ͒, LD outputs may unpredictably change to P 1,iϩ1 Ј P 1,i and P 2,iϩ1 Ј P 2,i . Then, correspondingly, the reading of PD 2 will be changed from the expected P 3,iϩ1 to P 3,iϩ1 Ј ϭ P 2,iϩ1 Ј T erf( 1 2 (W S,iϩ1 /)). The proper normalization of the collected power in such a case is obtained by
At least two sets of data for P norm , one with a vertical slit and another with a horizontal slit, need to be collected in two far-field planes z 1 and z 2 . These planes are to be separated by a known distance ␦z 21 ϭz 2 Ϫz 1 . An error-function fit is obtained for the data points, after which the required calculations are carried out using Eqs. ͑2͒ and ͑4͒ to ͑6͒ to obtain the astigmatism figure z a .
Results and Discussion
In our experiments we used two types of temperature-and current-stabilized LDs. The Sharp LT-series LD nominally operates at a wavelength Ϸ780 nm and output power P 2 Ϸ20 mW, and has threshold current I thr Ϸ45 mA, while the SDL5400 LD is characterized by Ϸ850 nm, P 2 Ϸ50 mW, and I thr Ϸ25 mA. Both sources typically radiate in the single lowest transverse mode. Figure 7 shows the normalized power P norm collected in a typical scan of the Sharp LD beam for both vertical and horizontal orientations of the slits. Data readings were taken in three far-field planes that were separated by ␦z 21 ϭ50 m and ␦z 32 ϭ100 m. The error-function fit is presented as well. Typical errors for this nonlinear least-squares fit did not exceed 2 Ϸ1ϫ10 Ϫ6 , which confirms the stability, precision, and high sensitivity of the chosen experimental method.
Collecting these data at different output power levels allowed us to profile the change in the astigmatism of LDs versus the driving current I. These profiles are presented in 9 which demonstrated a linear reduction of index, expected from theory. The energy gap of the active-layer material also undergoes a similar linear change with the increase in temperature of the active layer that follows the driving current ramp-up. 10 As a result, the modal confinement of the active layer structure loosens up with increasing drive current, an effect that manifests itself in a measurement as a decrease of the output beam angle divergence. That, in turn, can be viewed as an apparent shift in the position of the beam waist inside the LD structure, i.e., a change in its astigmatism. As follows from Fig.  8 , the dynamic range of the astigmatism change versus current varies by about a factor of two between the considered index-guided laser sources: ͉dz a /d(I/I thr )͉Ϸ8.75 and 18.75 m.
It is interesting to note that the sensitivity of an experimental determination of a beam spot radius ϭ or , which is based on the measurement of P norm , depends on the choice of versus . Indeed, Fig. 9 demonstrates the dependence of P norm on the normalized slit width W S /, according to Eq. ͑7͒. As follows from the inset, the ratio
exceeds unity for all values of W S /р1. Since it is W S / ϭ1 that is of experimental interest ͑see Sec. 4͒, the measurement of is preferred, being less sensitive to the errors in the slit calibration. The proposed beam-line technique of determining the astigmatism of a LD is based solely on measuring the scaled power output of the LD, and not on measuring the beam-width figures using a beam profiler and/or an optical system. Besides its high sensitivity, as proven by our experiments, it has several other obvious advantages over currently employed methods:
1. Being independent of the use of any refractive optical system, it lacks all the aberrations associated with imaging. 2. The fact that beam truncation is provided by a stationary slit results in an additional benefit in experiment design over typical rotational-drum-slit beam scanners in that this method does not have any problem with drum sag. To realize this, one must be cognizant of the fact that drum sag ͑the separation between the slit plane and detector plane in a beam scanner͒ results in beam-diameter measurement at the slit plane and not the detector plane. 3. A feedback-reference power reading through the rear facet of a LD assures the high sensitivity and stability of this technique. 4. Finally, this technique that is based on the Gaussianbeam-profile assumption ͑as well as all the other Sidorin and Shack: Measurement of laser diode astigmatism . . . methods͒, does not measure the beam-width parameter. Thus it is free of all the convolution errors due to finite slit width.
Conclusions
We have introduced an experimentally simple and novel technique of determining the astigmatism of semiconductor lasers, which does not require the use of any optical system. Its workability and high sensitivity were demonstrated as applied to commercially available index-guided laser diodes. The dependence of the change in laser diode astigmatism on LD drive current was measured and found to be linear for two brands of laser sources. The clarity of the chosen approach assures its advantage over methods used so far, such as the rotating-drum slit-scanner, the movingdiode method, and the moving-profiler method. Among those advantages are independence of imaging-system aberrations, freedom from convolution errors, stability, and high sensitivity. The inherent simplicity of this method makes it highly adaptable to virtually any experimental environment.
