Abstract In this paper a novel reversible method for fast and safe image transfer is proposed. The method combines compression, data hiding and partial encryption of images in a single processing step. The proposed approach can embed data into the image according to the message size and partially encrypt the image and the message without changing the original image content. Moreover, during the same process the image is lossless compressed. Nevertheless, the compression rate depends on the upper bound of message size to embed in the image. The main idea is to decompose the original image into two sub-images and to apply various processes to each sub-image in order to gain space and increase the amount of embedded data. The two sub-images are then scrambled and partially encrypted. The most significant characteristic of the proposed method is the utilization of a single procedure to simultaneously perform the compression, the reversible data hiding and the partial encryption rather than using three separate procedures. Our approach reduces then the computational effort and the required computation time. This method is specially suited for medical images where one can associate the patient diagnostic to the concerned medical image for safe transfer purpose.
Introduction
A fast and safe transfer of data should combine compression and protection. The image protection problem can be solved by data hiding or encryption or both. In this paper we present a novel reversible method combining compression, data hiding and partial encryption of images in a single processing step.
The protection of binary information became mandatory in many fields such as medical, commercial and military. Basically, there are two levels of security: the full encryption which ensures the total data obscurity and the partial encryption which assumes a lower level security. The first type can be employed in the military and in the commercial domain, while the second one can be applied in the medical and educational fields, and for database searches. Several encryption procedures have been developed for image encryption [4, 10, 14, 17] .
Data hiding has drawn extensive interests from the research community, but most of current data hiding techniques belong to lossy data hiding methods [5] . That means that after a lossy process, the data is different and for some applications, e.g. law enforcement and medicine, maintaining the fidelity of the original data is critical. The reversible data hiding is an approach that fully recovers the original image. Many reversible data embedding techniques have been developed [7, 9] , but few ensure the reduction in the file size [6] . Recent work proposed a reversible data hiding algorithm which can embed more data than many of the existing reversible data hiding algorithms [13] . Moreover, none of them can perform simultaneously reversible data hiding, partial encryption and lossless compression. In this work we present a new reversible technique for fast and safe image transfer. Indeed, the fact to have a single procedure to simultaneously perform the compression, the reversible data hiding and the partial encryption rather than using three separate procedures, reduces the computational effort and the required computation time. This method is then suitable for real time applications and applicable for various processing device capabilities such as, for example, wireless devices.
This paper is organized as follows. Section 2 elaborates the method and its steps: decomposition, lossless compression, reversible data hiding and partial encryption as well as the decoding procedure. We present the results and analyses of the robustness in Sect. 3 . We applied our method to more than 100 various images. Section 4 concludes the paper.
The proposed method
The main idea of the proposed method is to decompose the gray level original image into two sub-images, called SemiPixel Images [SPI(1-4) and SPI(5-8)], and to process each of them in order to get a protected image that carries hidden information. For each block of the SPI(5-8) we apply the compression and acquire space for data hiding. The proposed algorithm for compression generates gaps that are used to hide data. Sequentially, bits of the message are embedded in the blocks which are then scrambled with SPI(1-4) block and partially encrypted using a secret key. The processed final image is then ready to be transmitted. The steps of the method are illustrated in the diagram from Fig. 1 .
Before elaborating on the details of the method in the following sections, it is worthwhile to note some considerations. The compression applied to SPI(5-8) is based on the work of Maniccam and Bourbakis [11] . In their article, they decompose the image in eight binary images. They show that the highest compression factor is accomplished in the four binary images corresponding to the most significant bits. The SPI(5-8) is thus more adapted for compression.
The most significant characteristic of the proposed method is the utilization of a single procedure to simultaneously perform the compression, the reversible data hiding and the partial encryption rather than using three separate procedures such as: LE4RLE [6] for data hiding, lossless JPEG2000 [2] for compression, and AES [3] for encryption. Our approach will substantially reduce the computational requirements because only binary and Boolean operators 1 are utilized. Thus, the method can be employed in low power systems such as in wireless devices.
Section 2 is organized as follows. Section 2.1 presents the original image decomposition. Section 2.2 details the lossless compression method. The reversible data hiding method is presented in Sect. 2.3 and the partial encryption procedure is detailed in Sect. 2.4. Section 2.5 presents statistic analysis of the security. Finally, the image decoding is presented in Sect. 2.6.
Decomposition
The first step is the decomposition of original image into two Semi-Pixel Images (SPI). This decomposition is very simple and fast because it is done by carrying out the leftshift and right-shift bit operations on the original 8 bit pixels. Thus, each pixel of the original image is divided into two semi-pixels of four bits each. The four most significant bits (5-8th) constitute the SPI (5) (6) (7) (8) , and the four least significant bits (1-4th) make up the SPI (1) (2) (3) (4) . Figure 2 shows an example of image decomposition. Figure 2a illustrates an original radiographic image which is a two-dimensional representation of the thorax. One can notice in Fig. 2c , showing SPI(5-8), a large number of homogeneous areas. This property is favorable for achieving a good compression rate. We can also notice that Without this decomposition, the lossless compression, presented in the next section, cannot be efficient because of the heterogeneity of the images. We have chosen a static decomposition in order to reduce computation time and the coding cost. This static decomposition splits the image into two SPI of the same size because experimentally the most significant heterogeneity is in the four least significant bits making up the SPI(1-4).
Lossless compression

Run length encoding for data hiding
In order to obtain space for data hiding without increasing the image size, it is necessary to compress the image. Thus, SPI(5-8) is compressed using a variation of the Run Length Encoding (RLE) algorithm [8] . RLE is a lossless compression that assigns short codes to long runs of identical symbols. RLE algorithm has been successfully used for images that contain homogeneous areas. RLE algorithm replaces a sequence of identical pixels by a block B. This block B is constituted by (f,q,C), where f is a flag to identify the block, q is the quantity of repeated elements in the sequence and C is the pixel color.
In this work, we propose a variation of the RLE algorithm: the RLE for Data Hiding (RLE4DH) which always reserves space for data hiding. In RLE4DH, the block B is constituted by (f,Q,C), where Q(H,L) is function of the available space for data hiding H and the longest sequence length L.
In the RLE4DH we propose to build two types of blocks B: the blocks B 8 with 8 bits and the blocks B 16 with 16 bits. For these two types of blocks, the numbers of bits used for the flag f (1 bit) and for the pixel color C (4 bits) are static. However, the numbers of bits used for H and L are variable and they depend on each other: the larger the H, the smaller the L, as illustrated in Figs. 3 and 4 . The lengths of H and L also depend on the block type (B 8 or B 16 ) and on the image content: the larger the homogeneous areas, the longer the L. The number of bits used for data hiding H 8 and H 16 are given by the following equations:
Þe if 8\L 16 512:
Figure 3 exhibits the tabular and graphical representation of the B 8 blocks, where H 8 is the number of bits used for data hiding, L 8 is the number of bits necessary to represent the maximal length of the longest sequence (MLLS) and Q can be used for either H 8 or L 8 . We remark that the B 8 block has at most one bit for data hiding. Figure 4 shows the disposition of the B 16 blocks, where H 16 is the number of bits used for data hiding, L 16 is the number of bits necessary to represent the MLLS and Q can 
SPI(5-8) scanning
In the compression procedure, we scan SPI(5-8) in three distinct paths as illustrated in Fig. 5 , looking for sequences of identical pixel colors. The selected path to scan the SPI(5-8) will determine the quantity of blocks B 8 and B 16 . Those paths will influence the magnitude and the number of homogeneous regions. There are many scan paths and Maniccam and Bourbakis [12] present an approach for compressing using various scan paths. In their work, the image is divided in square blocks of 4 · 4, 8 · 8 or 16 · 16 pixels for example, and then each block is scanned by 32 different scan patterns. The Maniccam and Bourbakis compression method is efficient for compressing purpose but it requires a long processing time because of the 32 scans and various block sizes.
The main goal of our work is to decrease the computation time. We propose then to find a good compromise between the compression rate and the computation time by using only the three basic scan paths exhibited in Fig. 5 . Indeed, the three selected paths are among the more standard to scan pixels in images. To decrease the computation time, for each path, we chose to start with the first pixel of the first row.
Maximal length of the longest sequence (MLLS)
After scanning the image and finding the values of L 8 and L 16 for each path, we need to compute the MLLS for B 8 and B 16 . The two values of the MLLS specify the quantity of bits, H 8 and H 16 , that will be employed for data hiding as described by Eq. (1). The MLLS is dynamically determined for the two kinds of blocks. It is a function of both the image size and the space W allocated for data hiding. W is the required space, measured in bits, to embed the data in the image and is determined by:
where n i is the number of blocks of type B i and D is the number of pixels necessary to pad the last row of the final image. Indeed, since we have chosen to preserve the original image width, the end of the last row of the final compressed image can be used in order to increase the space W allocated for data hiding. The algorithm works as follows. It scans the image considering that the longest sequence length L 8 for the block B 8 can be 4 or 8. It is worthwhile to explain that we use 4 because it is the longest sequence length (1-4) that can be stored in two bits. Consequently, the value 8 is the longest sequence length that can be saved in three bits (1) (2) (3) (4) (5) (6) (7) (8) . The same process is employed for B 16 using the set of values {16, 32, 64, 128, 256, 512}. The reasoning used for the B 8 blocks can also be applied for the B 16 . The maximum value is 512, because it is the largest value that can be represented by nine bits (1-512). After this computation, the algorithm defines the MLLS for embedding the message according to the size of W and to the maximum achievable image compression rate.
Reversible data hiding
During the compression procedure we can, at the same time, embed the message. Indeed for each block B i , we know the space magnitude H i (space used for data hiding) we can use.
The embedding process is done bit by bit. The message is embedded in the bits H 8 of B 8 and H 16 of B 16 in the SPI(5-8). Figure 6 shows an example of the embedding process. In this case, for the data hiding purpose H 8 = 1 and H 16 = 5. One can notice that the message is spread over SPI (5) (6) (7) (8) . It will depend on the disposition of the blocks B 8 and B 16 and these blocks depend on the image content (homogeneous/heterogeneous zones).
The message that is embedded in SPI(5-8) can be any binary data like image, text or sound. After the data hiding process, let SPI(5-8) becomes SPI 0 (5-8). SPI 0 (5-8) is sliced into groups of four bits, as illustrated in Fig. 6 , which are used in the partial encryption procedure.
Partial encryption
The proposed process is based on three concomitant steps which are the scrambling, the concatenation and the partial encryption. The aim of the scrambling and concatenation steps is to group the semi-pixel images SPI(1-4) and SPI 0 (5-8), while that of the partial encryption is to ensure the secrecy.
Despite the data hiding procedure of spreading the message over the SPI 0 (5-8), ensuring the secrecy, it cannot be considered as an encryption method. An encryption method which depends only on the secrecy of the encryption process is not truly an encryption method [15] . Our proposed partial ciphering method uses a key with standard length of 128 bits which is suitable for a large spectrum of privacy tasks. But, a key length of at least 80 bits is required for the protection against the brute force attacks in a symmetric encryption. In reality, in our method, the size of the key can be decided by the level of the required confidentiality. Even if we know that our applications do not require a full encryption process, in order to increase the security of our proposed system we use some of the advanced encryption standard (AES [1] ) operations such as Shift-Rows() and MixColumns().
The key has an important role in our partial encryption procedure. It is divided in sub-keys of eight bits each. Then, these sub-keys are XOR-ed with the pixels obtained from the concatenation of SPI 0 (5-8) and SPI(1-4). The key is further used as a seed of a pseudorandom number generator (PRNG). This PRNG produces numbers that will be employed in three points of the process:
• to locate the critical data in the final image for the purpose of extraction, • to determine the semi-pixel in SPI(1-4), • to decide the inversion type such as:
• Odd: SPI(5-8)SPI(1-4).
• Even: SPI(1-4)SPI (5) (6) (7) (8) , where is the concatenation operator.
The first random number generated by the PRNG is used to embed the critical data which is inserted in nine extra bytes (72 bits) and is made up of:
• 1 bit to specify the H 8 size.
• 3 bits to specify the H 16 size.
• 2 bits for scan mode (row, column, spiral).
• 16 bits for the number of columns of the original image.
• 16 bits for the number of rows of the original image.
• 16-bits for the size of embedded information.
• 18 bits for the SPI 0 (5-8) size. The partial ciphering process works as follows. It generates random numbers that are used to get semi-pixels in SPI(1-4). Then, if the random number is odd, the concatenation is made in the order SPI(5-8) SPI (1-4) , else the order is SPI(1-4) SPI(5-8), whereis the concatenation operator. Even if the security level of the proposed method is lower than the AES security level, we precise that the algorithm AES also scrambles data [ShiftRows(), Mix-Columns()] to hinder unauthorized extraction [1] . Then, the proposed partial encryption algorithm uses a part of the key to make an XOR operation with the pixel previously generated by the concatenation. The proposed partial encryption process is presented in Fig. 7 . Since the size of SPI 0 (5-8) is smaller than the size of SPI(1-4), this process is performed until the end of SPI 0 (5-8). The remaining semi-pixels of the SPI(1-4) will be concatenated with others randomly chosen among those remaining SPI(1-4) semi-pixels.
Security level analysis
In this section we present how to get a certain security level by measuring the variations in the protected images. We can first measure the image information content with the entropy H(S). If an image has N gray levels a i , with 0 £ i \ N, and the probability of gray level a i is P(a i ), the entropy H(S), without considering the correlation of gray levels, is defined as:
Information redundancy r is defined as:
where b is the smallest number of bits with which the image quantization levels can be represented. In theory, the robustness against statistical attacks is maximal when the probability of each gray level is Pða i Þ ¼ 1 N : In this case H(S) = log 2 (N) bits/pixel. The security level is acceptable when r^0. However, an image is a two-dimensional information and the pixels p(j) are correlated among themselves. Theoretically, an image is an order-M Markov source, with M the image size. In order to reduce the complexity, the image is cut in small block of size n and considered as an order-n Markov source. The alphabet of the order-n Markov source, called S 0 , is b i with 0 £ i \ N n and the order-n entropy H(S 0 ) is defined as:
Pðb i Þ log 2 ðPðb i ÞÞ: ð5Þ
For our experiments we used N = 256 gray levels and blocks of n = 2 or 3 pixels corresponding to a pixel and its preceding neighbors. Consequently, to get information redundancy r^0, Eq. (4), we should have b = 8 bits/pixel for Eq. (3) and b = 16 or 24 bits/block for Eq. (5). We also analyzed the variation of the local standard deviation r for each pixel p(j) taking account of its neighbors to calculate the local mean pðjÞ :
with m the size of the pixel block to calculate the local mean and standard deviation, and 0 £ j \ M, if M is the image size.
The decoding process
The decoding of the proposed method works as follows. It uses the secret-key as the seed for the PRNG. The first generated number indicates the localization of the critical data necessary for the decoding. The decoding process is then composed of the decryption, the extraction of the data and the reconstruction of the original image without any loss.
Experimental results
We applied our proposed method to more than 100 various images. In this section, we explain the results obtained for two of these images: a radiographic image showing an osteoarthritis of the hip, Fig. 8a , and the image of Lena, Fig. 10a . They were ciphered with a 128-bit key and fully filled with binary messages. The entire space reserved for data hiding was filled by the binary message. Figure 8b shows the result of our method applied to the medical image with a maximal space (W) for embedding purpose. A message of 9,544 bytes was embedded in the image. This message size is enough to embed the complete medical history of the patient. Although we have inserted a large quantity of information, we have accomplished a compression rate of s = 1.26. Figure 8c presents the result of our method applied to the medical image with a maximal compression. We have embedded a binary message of 890 bytes which corresponds to a medical condition summary of the patient. The size of the final image is 84,012 bytes. We have then accomplished a compression rate of s = 1.40. Table 1 presents the results for the two images from Figs. 8a and 10a. For the image shown in Fig. 8b (6) we also analyzed the variation of the local standard deviation r for each pixel while taking its neighbors into account. The mean local standard deviation is equal to 69.27 gray levels for the final image illustrated Fig. 8b , and to 68.94 gray levels for the final image illustrated Fig. 8c . The mean local standard deviation is equal to 3.79 gray levels for the original medical image Fig. 8a . Figure 9a and b illustrates the local standard deviation of the original medical image and of the final image of Fig. 8b . These analyzes show that the two final images, Fig. 8b and c, are protected against statistical attacks. The information redundancy is very small and thus statistical attacks would be difficult [16] .
The same analyzes have been made on the Lena image presented in Fig. 10a . The maximal embedding space for the image from Fig. 10b , is 22,690 bytes. It corresponds to 8.66% of the original image size. Fig. 10c carries a message of 3,245 bytes and its compression rate is 1.25. From Table 1 , we can notice that the embedding capacity of the proposed method depends strongly on the chosen path and the characteristics of the original image. The values of W give upper bounds of message sizes that can be embedded. Comparison results between other reversible methods and our proposed method on Lena image are presented in Table 2 . Maniccam and Bourbakis method [11] encrypts and compress during the same process, the compression is very good but the computation time is very long and this method does not embed hidden data in the final image. Ni et al. [13] method does not compress the image and the final image is not encrypted with a very good PSNR (48.2 dB) before the reversible extraction of the data. From these comparisons, it is observed that our proposed technique has achieved a good compromise between compression rate, the payload, the partial encryption and the computation time. Table 3 presents the average value results for 100 various images. We achieve to hide in the image a maximum of information corresponding to 8.22% of the original image size. Despite this embedding capacity our method yields a compression rate of 1.30. While maximizing the compression, we have got an average compression rate of 1.51 and a data hiding capacity of 1.21% of the original image size. For these two cases the entropy is similar, about 7.99 bits/pixel and 15.5 bits/block for the order-2 entropy. We can remark, with the standard deviations from Table 3 , that the variations are very small.
The use of three separate algorithms (lossless data hiding, lossless compression and encryption) is not suitable for several reasons. For example, we propose to compare the proposed method with the use of lossless JPEG2000 as standard image compressor, RL4RLE [6] as lossless data hiding method and AES as standard cipher. Application of the RL4RLE for data hiding and JPEG2000 in the lossless mode is not a good proposition. Indeed, the RL4RLE compresses and embeds information, but the gain in the compression rate is not justifiable given the high JPEG2000 processing time. In addition, if the JPEG2000 compressor is applied first, the RL4RLE will change the JPEG2000 image format. Furthermore, the application of three separate procedures increases the computation time which is not suitable for real time applications. We present in Fig. 11 the comparison of the computation time as a function of the image size (MB) between the use of three separate algorithms and our proposed method. 2 Because of the SPI(5-8) scanning, we concede that our method is slower as compared to a single standard processing such as JPEG2000. But it must be noted that, to hide data, compress and partially encrypt the image, our method is faster Fig. 8b 2 We have used a 1.5 GHz Intel Pentium PC. 
Conclusion
In this paper, a fast reversible method for protecting an image transmission was presented. This approach is founded on image decomposition, RLE based-content compression, data hiding and partial encryption. The compression rate versus space for data hiding is dynamic and according to the message size to embed. Based on the average values for 100 studied various images, we can conclude that the proposed method is able to hide as much information as around 8% of the original image size. In this case, it can reach a compression rate of about 1.3. For these 100 studied various images, for maximal compression rate, it accomplishes an embedding capacity of the order of 1.2% of the original image size and an average compression rate of 1.5. We have achieved a maximal entropy of near 8 bits/pixel and a order-2 entropy of near 15.5 bits/block. This approach offers a very efficient partial ciphering algorithm and the complete recovery of the original image.
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