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Evaluation of Flexible Regression for
Non-unimodal Hazard Functions
Marco Fornili, Patrizia Boracchi, Federico Ambrogi, and Elia Biganzoli
Abstract
Longer follow-up for various kinds of cancer, particularly breast cancer, has made
it possible the observation of complex forms of the hazard function of occur-
rence of metastasis and death. In several studies a bimodal hazard function was
obtained, with a possible interpretation in the context of tumor dormancy. The
shape of the hazard function is usually estimated by spline regression functions.
In the case of breast cancer, no general agreement is obtained on the presence of a
complex behavior. This may depend on the properties of the smoothing function
adopted. We evaluate through simulations of a bimodal hazard function the ef-
fectiveness of the piecewise exponential model in the correct identification of the
shape, using different types of regression models: the cubic splines with and with-
out constraints of linearity in the tails and the P-splines of degree 0 and second
order penalty.
1 Introduction
Several analyses of survival data are focused on prognostic factors independently of the
shape of the baseline hazard function, which is commonly left undefined (Cox model
[Kalbfleisch and Prentice, 2002]). When the aim is to explore the time course of the
disease to support or generate biological hypotheses, the estimation of the shape of
the hazard function is of importance. For example, in breast cancer, the study of the
hazard function supports the tumor dormancy hypothesis [Demicheli, 2001]. In this
case the observation of multiple peaks in the hazard function may be explained by
periods of quiescence alternating with periods of growth of the metastasis in various
stages [Demicheli, 2007].
The complexity of the shape of the hazard function rises the problem of the choice
of sufficiently flexible estimators. In fact, adopting too rigid parametric models may
prevent a good approximation of complex behaviors of the hazard function related to
the complexity of the involved phenomenon. The estimation of a multi-peaks hazard
function is a difficult task which was originally performed, in a pure exploratory per-
spective, by kernel-like smoothing [Demicheli et al., 1996] . A parametric approach
based on the full likelihood for right censored survival data and using regression cubic
splines with or without constraints of linearity on both tails, was adopted by other au-
thors [Herndon and Harrell, 1990; Rosenberg, 1995] that considered the estimation of
not only monotonic but also unimodal and bathtub hazard functions. Further possibil-
ities are the piecewise exponential model and the grouped times model [Aitkin et al.,
2009], which were implemented with various kinds of splines [Boracchi et al., 2003]
and flexible non-linear regression techniques, such as neural networks [Biganzoli et al.,
2002].
The purpose of this work is to evaluate, by means of simulation techniques, the abil-
ity of flexible regression based on spline functions to correctly detect and approximate
a bimodal hazard shape.
In Section 2 the simulation methods are presented: in Subsection 2.1 a mixture
whose hazard function mimics the one hypothesized by the tumor dormancy theory
is obtained; in Subsection 2.2 the generation of censored data from this mixture is
illustrated; in Subsection 2.3 data analysis techniques are tackled, in particular the
piecewise exponential model and the four types of regression approaches we use in
connection with it; Subsection 2.4 tackles model selection and assessment; Subsection
2.5 presents the outcomes of the data analysis. Finally in Section 3 we discuss the
results.
For all the computational procedures R language [R Development Core Team, 2010]
was used.
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2 Simulation Study
In survival analysis [Kalbfleisch and Prentice, 2002], in addition to the cumulative dis-
tribution function F(t) = P(T ≤ t), and the density function f (t) = F ′(t), the survival
function, S(t) = P(T > t), and the hazard function, h(t) = lim
4t→0+
P(t≤T<t+4t |T≥t)
4t , are
considered. In particular the hazard function is the one commonly used to describe
disease dynamics.
The following relations hold:
h(t) =
f (t)
S(t)
=−(lnS)′(t)
S(t) = exp(−
ˆ t
0
h(u)du).
A survival time is said to be right-censored if it represents not the actual time of the
event of interest but the last time the event is known to have not yet occurred.
2.1 Choice of the hazard function parametric shape
As the hazard function shape we chose that of the conditional probability of first-time
appearance of local recurrence or distant (but not contralateral) metastases reported in
[Demicheli, 2001]. It shows at least two peaks, one about 18-24 months and the other
about 5-6 years, with a long tail extending up to 15 years. The paper refers to data on
1173 patients at the National Cancer Institute in Milan who underwent a mastectomy
without any adjuvant therapy.
Avoiding the use of original data, we reconstructed Figure 2(a) in that paper and
extracted the values λi at 100 times ti equally spaced between 0 and 14 (range in which
is the typical bimodal shape).
According to the rationale of the work, a two-peaks hazard function is not obtain-
able even with the most flexible parametric families usually used in survival analysis
(e.g. the generalized gamma [Cox et al., 2007] and the generalized F [Cox, 2008; Mar-
shall and Olkin, 2009] families). Therefore, a sensible choice for the fitting hazard
function seemed that of a mixture of distributions. However, it is worthwhile stressing
that a mixture modeling approach is not our aim since we prefer to adopt a more general
and less restrictive statistical approach from the viewpoint of the underlying biological
interpretation.
Density, survival and hazard functions of the mixture are linked to the individual
components by
f =∑
j
w j f j,
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S=∑
j
w jS j
h=
f
S
=
∑
j
w j f j
∑
k
wkSk
=∑
j
w jS j
∑
k
wkSk
h j
where w j, the weights, satisfy w j ≥ 0, ∑w j = 1.
Note that the hazard function of a mixture is not simply a linear combination of the
hazard functions of the components.
As the components of the mixture we chose the log-logistic distribution, whose
density and hazard functions, expressible in closed form as
f (t|a,b) = b
a
(
t
a
)b−1[1+(
t
a
)b]−2
h(t|a,b) = b
a
(
t
a
)b−1[1+(
t
a
)b]−1,
are both bimodal for b > 1. In particular the hazard function attains its maximum,
hmax = 1a(b−1)1−
1
b , at tmax = a(b−1) 1b . The variance of the log-logistic distribution is
finite only for b> 2.
A first attempt was made with a degenerate mixture with a single component, min-
imizing the sum of squares
100
∑
i=1
[λi−h(ti|a,b)]2
with respect to a and b, constrained to be respectively positive and greater than 1. As
initial values for the parameters we used the Cartesian product of
{1,4,6,10,12,14,20,100,1000} for a and {2,5,10} for b. The parameters vector
with minimum value of the residual sum of squares, (17.7,1.04), corresponds to a very
bad fit of the points (Figure 1).
An attempt followed with a mixture of two log-logistic distributions, by minimizing
the sum of squares
100
∑
i=1
[
λi− w f (ti|a1,b1)+(1−w) f (ti|a2,b2)wS(ti|a1,b1)+(1−w)S(ti|a2,b2)
]2
with respect to the parameters subject to the constraints a j > 0, b j > 1 for j = 1, 2 and
0 < w< 1.
As the initial parameters values we chose the elements of the Cartesian product of
the values {1,4,6} for a1, {2,5,10} for b1, {10,12,14} for a2, {2.2,5.5,11} for b2 and
{0.1,0.5,0.9} for w, for a total of 243 vectors.
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The fit with minimum sum of squared residuals, corresponding to the parameters
values a1 = 4.03, b1 = 2.07, a2 = 48.2, b2 = 1.13, w = .31, did not show the bimodal
pattern.
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Figure 1: 100 points extracted from Demicheli (2001) along with the hazard functions from
one log-logistic distribution and the mixture of two and three log-logistic distributions having
minimum residual sum of squares
We therefore tried with a mixture of three log-logistic distributions,
100
∑
i=1
λi−
3
∑
j=1
u j
u1+u2+u3
f (ti|a j,b j)
3
∑
j=1
u j
u1+u2+u3
S(ti|a j,b j)

2
,
the constraints on the parameters being a j > 0, b j > 1, u j > 0 for j = 1, 2, 3. The ini-
tial parameters vector (a1, b1, a2, b2, a3, b3, u1, u2, u3) varied in the Cartesian product
{1,4,6}×{2,5,10}×{10,12,14}×{2.2,5.5,11}×{20,100,1000}×{2.4,6,12}
×{.1, .5, .9}×{.1, .5, .9}×{.1, .5, .9}. In this case we got a bimodal hazard function
for the values with minimum residual sum of squares, i.e. a1 = 4.63, b1 = 1.87, a2 =
11.0, b2 = 13.6, a3 = 24.1, b3 = 7.75, w1 = u1u1+u2+u3 = 0.44, w2 =
u2
u1+u2+u3
= 0.02.
The optimization was performed by means of the L-BFGS-B method [Byrd et al.,
1995], a modification of the quasi-Newton BFGS method that allows for upper and
lower bounds for each variable. This method is implemented in the R function optim. In
all runs, use of the analytical expression for the gradient or its numerical approximation
showed no appreciable differences on the final values of the parameters.
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2.2 Data generation
To generate times distributed according to the selected mixture one first has to choose
the component: once generated a number zi from the uniform distribution on the in-
terval [0,1], we chose the first, second or third component depending on whether
0≤ zi < w1, w1 ≤ zi < w1+w2 or neither, respectively. To generate a time ti from the
selected component mi we evaluated the inverse of the cumulative distribution function
at the value vi sampled from a uniform distribution on [0,1]:
ti = ami(
vi
1− vi )
1
bmi .
An administrative censoring was applied at time t = 14, obtaining the pairs:
yi = ti and δi = 1, if ti ≤ 14
yi = 14 and δi = 0, if ti > 14,
where δi is the censoring index.
In this way we generated 1000 samples of N pairs (yi, δi) each, where N assumed
the values 200, 2000 and 5000, so as to study the performance of each model with
increasing sample dimension.
2.3 Implementation of the model
In the general likelihood function L for the right-censored data, the contributions of a
non-censored time or a right-censored time y are given by f (y) and S(y) respectively,
so that L can be written in terms of the hazard function as [Kalbfleisch and Prentice,
2002]
L=
N
∏
i=1
f (yi)δiS(yi)1−δi =
N
∏
i=1
h(yi)δiS(yi) =
N
∏
i=1
h(yi)δi
e
´ yi
0 h(u)du
.
The piecewise exponential model [Aitkin et al., 2009] assumes that the hazard func-
tion is constant within each of a number of small intervals covering the range of interest.
The likelihood function so becomes [Laird and Olivier, 1981]
L=
N
∏
i=1
λ δini
e
ni
∑
j=1
λ jyi j
=
N
∏
i=1
ni
∏
j=1
λ δi jj
ni
∏
j=1
eλ jyi j
=
N
∏
i=1
ni
∏
j=1
λ δi jj
eλ jyi j
=
=
1
N
∏
i=1
ni
∏
j=1
yδi ji j
N
∏
i=1
ni
∏
j=1
(λ jyi j)δi j
δi j!eλ jyi j
, (1)
where:
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λ j is the constant value of the hazard function within the j-th interval, ]s j−1,s j],
ni is the index of the interval comprising yi,
δi j =
{
1 i f j = ni and δi = 1
0 otherwise
,
yi j =

0 i f yi ≤ s j−1
yi− s j−1 i f s j−1 < yi ≤ s j
s j− s j−1 i f s j < yi
,
i.e. yi j is the follow-up time of the i-th individual within the j-th interval. The yi js
and δi js can be obtained (data augmentation) from the original data by the function
splitLexis in the R library Epi. In our application we divided the range, [0,14] in 6-
months units, into 28 intervals of equal length.
Up to a multiplicative term not dependent on the parameters, this likelihood coin-
cides with the one relative to
N
∑
i=1
ni observations δi j with Poisson distribution having
mean µi j = λ jyi j.
This allows us to estimate the hazard function by the Generalized Linear Models
[Nelder and Wedderburn, 1972; McCullogh and Nelder, 1989].
Taking the assumption literally, we could have to estimate a great number of pa-
rameters: in fact they are as many as the intervals.
An alternative is hazard smoothing, i.e. considering the constant value λ j in each
interval to be the value assumed at the midpoint τ j of that interval by a smooth function
h(t|β ) = exp(B(t)Tβ ), where B(t) is the basis vector of a suitable function space and
β is the parameter vector; once estimated the parameters, the values λˆ j = h(τ j|βˆ ) are
regarded as constant on the intervals, recovering the original assumption.
The model then is:
∆i j ∼ Pois(µi j)
lnµi j = ln(λ jyi j) = B(τ j)Tβ + lnyi j
where ∆i j is the random variable of which δi j is an observation and Pois(µ) represents
a Poisson distribution with mean µ; lnyi j is treated as an offset.
Given our lack of knowledge of the phenomenon, a possible choice for the function
space in which to model lnh(t) is the one composed of polynomials up to a certain
degree g. Polynomials, however, have a global nature, while local flexibility is gained
by using splines [de Boor, 2001]. Given a sequence of points ξ1 < .. . < ξK called
knots, a spline s of degree at most g is a function that is a polynomial of degree at
most g within each of the K+ 1 intervals determined by the ξi; moreover s must be
continuous along with its first g−1 derivatives at each ξi. Among the most frequently
used bases are the truncated powers and the B-splines ones, the latter numerically more
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stable than the former. However for our data use of the two kinds of bases always gave
the same results.
Splines of degree higher than 3 are seldom chosen, given the great flexibility that
already have the cubic splines. We used cubic splines with or without restrictions, i.e.
linear constraints on the tails: in particular we considered restrictions on both sides
and on the right-hand side alone (see Appendix A), the abundance of data on the left-
hand side making unnecessary the use of splines restricted only on the left-hand side.
It remained then to choose the number and the position of the knots: the number was
varied so as to obtain a number of basis functions between 4 and 14, while the knots
were placed in equidistant quantiles [Rosenberg, 1995] of uncensored times. For a basis
dimension of 4 we reduce to cubic polynomials, which can be considered a degenerate
case of cubic splines with no knots.
In addition to unpenalized regression splines, use was made of P-splines [Eilers
and Marx, 1996]. Compared to the previous case, a functional is minimized that sums
a penalty term to the log-likelihood of the piecewise exponential model, Eq. 1, with
B-splines of degree g:
−2lnL(β )+α
n
∑
j=m+1
(∆mβ j)2
where α > 0, n is the number of B-spline basis functions and
∆β j = β j−β j−1
∆2β j = ∆∆β j = β j−2β j−1+β j−2
and so on by recursion. The α parameter adjusts the relative weights of the two terms.
For m= 2 the finite-difference penalty of P-splines is closely related to the penalty,
ˆ
(B
′′
(t)Tβ )2dt,
which was originally considered for smoothing splines [de Boor, 2001; Champion et
al., 2000] and that equals the integral of a squared approximation of the curvature of
the linear predictor.
Unlike regression splines, for P-splines the number of knots is fixed; it is chosen
so as to have a sufficiently high number of B-splines. Knots are equally spaced on the
range. We used P-splines with second order penalty and degree 0 [Eilers and Marx,
2010], with one basis function per interval.
The Generalized Linear Models are implemented in the R function glm. For the
cubic B-splines we used the R function bs, for the restricted on both sides cubic splines
the ns function, while for the restricted on the right cubic splines we made a simple
modification of ns (see Appendix B). For the P-splines, we used the MGCV library.
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2.4 Model evaluation and selection
2.4.1 Evaluation of the goodness of the model
Given the true hazard function, to evaluate the goodness of the estimator hˆ(t) of the
hazard function at a certain time t, we used the mean square error:
E[(hˆ(t)−h(t))2]
which can be decomposed into two parts [Geman et al., 1992]:
E[(hˆ(t)−h(t))2] = E[(hˆ(t)−E(hˆ(t)))2]+ [E(hˆ(t))−h(t)]2
where the first term is the variance of the estimator and the second one its squared bias.
More complex models tend to have smaller bias at the cost of a higher variance.
The goal then is to find a compromise between the two, a model sufficiently flexible to
fit the signal but not the noise, minimizing the sum of two terms, i.e. the mean square
error.
The flexibility of the model, in the case of the unpenalized regression splines, de-
pends on the number of basis functions used.
In the other case that we examined, i.e. that of P-splines, the number of basis
functions is set at the start to a generally high value, while the role of adjusting the
complexity, determining what weight should have the penalty term in minimizing the
objective function, is assigned to the penalty parameter α .
We used MSE with its decomposition for the evaluation of the goodness of the
models considered.
2.4.2 Model selection
For each sample and each class of regressors we chose the model minimizing the
Akaike Information Criterion [Hastie and Tibshirani, 1990; Wood, 2006]:
AIC =−2lnL(βˆ )+2ed f .
edf is the number of the equivalent degrees of freedom:
ed f = tr(X(XTWX+αDTmDm)
−1XTW )
where X is the design matrix, W is a diagonal matrix whose non-null elements are the
estimated means,Wii = µˆi, and Dm is the matrix relative to a penalty difference of order
m [Eilers and Marx, 1996]; in the case of unpenalized regression splines α = 0 and
ed f = p, the number of degrees of freedom, i.e. the identifiable parameters.
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2.5 Simulations
To compare the performances of the four classes of models, namely cubic splines, re-
stricted on the right cubic splines, restricted cubic splines and P-splines, a simulation
of 1000 samples was used. The expected values were estimated by sample means:
Ê[hˆ(t)] =
1000
∑
j=1
hˆ j(t)
1000
̂bias2(hˆ(t)) = [Ê[hˆ(t)]−h(t)]2
̂var(hˆ(t)) =
1000
∑
j=1
[hˆ j(t)− Ê[hˆ(t)]]2
1000
̂MSE(hˆ(t)) =
1000
∑
j=1
[hˆ j(t)−h(t)]2
1000
.
Table 1 shows the sample relative frequencies with which, within each class of
regressors, the degrees of freedom or the effective degrees of freedom are selected by
AIC. For cubic splines, restricted on the right cubic splines and restricted cubic splines,
the degrees of freedom, i.e. the number of basis functions, are reported, while for the
P-splines the effective degrees of freedom rounded to the nearest integer are shown.
The performance of the estimators obtained by AIC-selection for each of the four
classes of models is illustrated by the point estimates of squared bias and variance in
the top panels of Figures 2-4. In the bottom panels the true hazard function is compared
with the estimated expected values in the points τ j, Ê[hˆ(τ j)].
Averaging over the 28 points, we get the values < b̂ias2 >, < v̂ar > and < M̂SE >
(Figure 5): the first two values are also reported as lines in Figures 2-4. For all sample
sizes, P-splines have minimum < M̂SE >. Nevertheless the model having least bias is
cubic splines.
It may be interesting to compare the performances of the model obtained by AIC-
selecting sample by sample the basis dimension and those of the models with fixed
number of basis functions (in Figure 6 the case with N = 2000 and cubic splines is
shown). The < M̂SE > of the AIC-selected model is not less than every model with
fixed basis dimension; this may be not surprising considering the skewness of the dis-
tribution of the averaged squared deviations, of which< M̂SE > is the mean and not the
median. In the bottom panel of Figure 6 the trend of < AIC > and its two components
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df or edf <3.5 4 5 6 7 8 9 10 11 12 13 14 >14.5
N=200, cs 347 339 95 85 45 23 19 14 13 9 11
N=200, rrcs 652 136 55 47 23 25 21 14 7 10 10
N=200, rcs 547 179 82 57 44 31 14 15 13 5 13
N=200, ps 154 176 243 130 69 63 38 23 25 17 13 13 36
N=2000, cs 0 314 157 257 100 53 30 27 21 25 16
N=2000, rrcs 382 184 89 95 53 69 47 34 27 11 9
N=2000, rcs 23 157 103 208 124 141 91 6 39 21 33
N=2000, ps 0 0 0 6 98 183 189 153 115 70 55 34 97
N=5000, cs 0 59 121 392 143 57 48 52 51 49 28
N=5000, rrcs 105 163 73 95 93 145 137 90 53 25 21
N=5000, rcs 0 13 23 127 119 210 171 124 86 64 63
N=5000, ps 0 0 0 0 0 5 37 105 147 178 149 132 247
Table 1: Sample frequencies of model selected by AIC. For different kinds of splines with
different basis the frequencies of selection are reported. cs: cubic splines, rrcs: restricted on
the right cubic splines, rcs: restricted cubic splines, ps: P-splines. Concerning cs, rrcs and rcs,
the degrees of freedom (df) are shown while for the ps the effective degrees of freedom (edf)
rounded to the nearest integer are reported.
versus basis dimension parallels the one of < M̂SE > and its respective components in
the upper panel.
For each sample and each class of models peaks are detected as the local maxima
of the set of the estimated hazards at the times τ j. The sample frequency of the number
of peaks is shown in Table 2.
Increasing the sample size the proportion of samples with two peaks increases.
However, even for a sample dimension of 5000, for all four smoothing techniques the
proportion of samples with simpler or more complex pattern is not negligible.
Concerning the samples where the estimated hazard function is bimodal, within
each class of regressors, the frequency of the samples where the two peaks are well
separated increases with increasing sample size (Figures 7-9). Moreover the distribu-
tions of the positions of the two peaks tend to be well separated with increasing sample
size.
The mere presence of exactly two peaks, wherever located, is nonetheless an insuf-
ficient requirement to consider the model effectively retrieving the real pattern. From a
clinical viewpoint, what is important is the identification of the presence of one distinct
peak about 3 years and the presence of a complex pattern after about years. So we
counted for each model class and sample dimension the number of samples satisfying
http://biostats.bepress.com/cobra/art78
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Figure 2: Top: Estimated point variance and squared bias for the four models for sample
size N = 200. Average estimated variance (solid line) and squared bias (dashed line) are also
shown. Bottom: True hazard function and estimated expected hazard values. cs: cubic splines,
rrcs: restricted on the right cubic splines, rcs: restricted cubic splines, ps: P-splines.
the following requirements: the absence of local maxima in the regions [0,1.5] and
[4,9], and the presence of at least one peak in both intervals [1.5,4] and [9,14]. The
resulting frequencies can be seen in Table 3, while the detailed analysis of the peaks is
reported in Appendix B. Even under this criterion P-splines show the best performance.
3 Discussion
For diseases with long follow-up available, the display of multiple peaks of the hazard
function may be of great clinical interest. The observation of such patterns is made
possible by the application of given techniques of smoothing, so it is important evaluate
how these techniques are able to highlight the peaks as a function of sample size and
data structure. It is also essential to distinguish whether in fact the peaks are part of
the phenomenon or are idiosyncratic characteristics of the sample and hence due to a
process oversmoothing.
A large part of the simulations proposed in applied survival analysis to evaluate the
performance of modeling techniques is aimed to the exploration of prognostic factors,
few attention being posed on the shape of the hazard function. Even when the hazard
function is of interest, the simulations are essentially based on monotonic patterns, so
that they provide no information about the performance of the models on more complex
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Figure 3: Top: Estimated point variance and squared bias for the four models for sample
size N = 2000. Average estimated variance (solid line) and squared bias (dashed line) are also
shown. Bottom: True hazard function and estimated expected hazard values. cs: cubic splines,
rrcs: restricted on the right cubic splines, rcs: restricted cubic splines, ps: P-splines.
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Figure 4: Top: Estimated point variance and squared bias for the four models for sample
size N = 5000. Average estimated variance (solid line) and squared bias (dashed line) are also
shown. Bottom: True hazard function and estimated expected hazard values. cs: cubic splines,
rrcs: restricted on the right cubic splines, rcs: restricted cubic splines, ps: P-splines.
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Figure 5: Average estimated MSE, variance and squared bias for the four classes of models.
cs: cubic splines, rrcs: restricted on the right cubic splines, rcs: restricted cubic splines, ps:
P-splines. For each class the leftmost values refer to N = 200, the mid ones to N = 2000 and
the rightmost ones to N = 5000.
Samples dimension Class of splines 0 1 2 3 4 >4
200 cs 4 576 241 123 33 23
200 rrcs 1 751 125 62 36 25
200 rcs 1 625 209 99 40 26
200 ps 71 434 258 112 49 76
2000 cs 0 529 289 128 52 2
2000 rrcs 0 679 127 127 60 7
2000 rcs 0 322 228 252 147 51
2000 ps 0 189 442 184 96 91
5000 cs 0 512 304 134 49 1
5000 rrcs 0 512 261 161 63 3
5000 rcs 0 162 307 338 151 42
5000 ps 0 77 443 274 133 73
Table 2: Sample frequencies of the number of peaks. cs: cubic splines, rrcs: restricted on the
right cubic splines, rcs: restricted cubic splines, ps: P-splines.
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Figure 6: Top: Average estimated MSE, bias^2 and variance for cubic splines, N = 2000, vs.
basis functions number, are compared with the respective values of the AIC-selected model
(red). For the latter, the boxplot of the distribution of average squared error is also reported.
Bottom: Average AIC, 2p (shifted for convenience) and average −2lnL(βˆ ) vs. basis functions
number.
shapes.
In this report we propose a procedure to study the pattern of multimodal hazard
functions, consisting in the following steps:
to choose a shape for the hazard function compatible with the phenomenon under
investigation and its underlying clinical-biological theory, if present;
to identify some points on the hazard curve representative of the pattern and to use
least squares to fit a suitable mixture of parametric distributions to them;
to generate from the obtained mixture samples of various size introducing censor-
ing;
to analyze data by the piecewise exponential model, using different smoothers;
to evaluate the performance of the smoothers with respect to the bias, the variance,
the mean square error and the capability of finding the correct number and position of
the peaks.
The application of these techniques to the present case led to the observation of the
following facts:
• among the four classes of regressors examined, for all sample size, P-splines
presented the minimum < M̂SE > and the highest sample frequency of bimodal
hazard function;
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Figure 7: Top: Relative frequency distributions of the position of the two peaks for samples
showing bimodal hazard functions with cubic splines, for N = 200. For reference scaled true
hazard function is superimposed. Bottom: Relative frequency distributions of the distance be-
tween the two peaks. cs: cubic splines, rrcs: restricted on the right cubic splines, rcs: restricted
cubic splines, ps: P-splines.
Samples dimension Class of splines Bimodal samples
200 cs 156
200 rrcs 9
200 rcs 48
200 ps 191
2000 cs 230
2000 rrcs 46
2000 rcs 138
2000 ps 476
5000 cs 310
5000 rrcs 262
5000 rcs 315
5000 ps 566
Table 3: Number of bimodal samples, i.e. samples showing no local maxima in the intervals
[0,1.5] and [4,9], and at least one local maximum in both intervals [1.5,4] and [9,14]. cs: cubic
splines, rrcs: restricted on the right cubic splines, rcs: restricted cubic splines, ps: P-splines.
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Figure 8: Top: Relative frequency distributions of the position of the two peaks for samples
showing bimodal hazard functions with cubic splines, for N = 2000. For reference scaled true
hazard function is superimposed. Bottom: Relative frequency distributions of the distance be-
tween the two peaks. cs: cubic splines, rrcs: restricted on the right cubic splines, rcs: restricted
cubic splines, ps: P-splines.
• cubic splines showed least bias, but as variance contribution was at least about
one order of magnitude greater than squared bias, this had little effect on the total
< M̂SE >;
• even P-splines with as great as N = 5000 sample size for a relevant proportion
of the samples did not find the bimodal pattern of the hazard function. Based
then on the results of a single sample, it is more likely that we conclude on the
existence of less or more than two peaks.
The techniques considered in this report belong to linear models and are certainly less
advanced than the nonlinear models such as artificial neural networks [Biganzoli et
al., 2002]. The simulation results do not show optimal performance of the techniques
considered and is appropriate to assess improvements.
The study presented in this report is only an initial exploration to propose a simu-
lation technique and subsequent performance validation; various extensions are then in
order:
• the assessment of peaks varying by number/position;
• the inclusion of covariates to evaluate their impact on the hazard function;
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Figure 9: Top: Relative frequency distributions of the position of the two peaks for samples
showing bimodal hazard functions with cubic splines, for N = 5000. For reference scaled true
hazard function is superimposed. Bottom: Relative frequency distributions of the distance be-
tween the two peaks. cs: cubic splines, rrcs: restricted on the right cubic splines, rcs: restricted
cubic splines, ps: P-splines.
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Figure 10: The true hazard function with the two intervals [1.5,4] and [9,14] in which we
search for the presence of local maxima of the estimated hazard functions. Positions of the two
maxima are also highlighted (dashed lines).
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• the use of different types of censoring;
• the evaluation of further smoothing functions;
• the utilization of other information criteria in model selection.
It remains also to assess in which situations a complex pattern would show where in-
stead the true hazard function is unimodal.
Appendix A
Two bases for the space of the cubic splines with knots ξ1 < .. . < ξK are the left-
truncated powers one:
1, t, t2, t3, (t−ξ1)3+, . . . , (t−ξK)3+, (2)
and the right-truncated powers one:
1, t, t2, t3, (ξ1− t)3+, . . . , (ξK− t)3+, (3)
where (x)+ = max(0, x) is the positive part of x.
Specifying an interval of interest [a,b] (due to the finite support of B-splines), where
a< ξ1 and ξK < b, one defines the points
r j =

a i f j = 1, . . . ,g+1
ξ j−g−1 i f j = g+2, . . . ,K+g+1
b i f j = K+g+2, . . . ,K+2g+2
and thus, by recursion, the functions
B0, j(t) =
{
1 i f r j ≤ t < r j+1
0 otherwise
for j = 1, . . . ,K+2g+1, and
Bi, j(t) =
t− r j
r j+i− r jBi−1, j(t)+
r j+i+1− t
r j+i+1− r j+1Bi−1, j+1(t)
for i= 1, . . . ,g and j = 1, . . . ,K+2g+1− i. Then the functions Bg,1, . . . ,Bg,K+g+1 are
a B-splines basis in the interval [a, b] for the space of splines of degree at most g with
knots ξ1 < .. . < ξK . In particular we considered the cases g = 3 (cubic splines) for
regression splines and g= 0 for P-splines.
We define the restricted on the right cubic splines as the cubic splines that are linear
beyond their rightmost knot. To obtain a basis for the space of such functions we can
start from a decomposition of a generic cubic spline into the left-truncated powers basis:
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s(t) = α0+α1t+α2t2+α3t3+
K
∑
j=1
β j(t−ξ j)3+. (4)
For t > ξK Eq. 4 is
s(t) = α0+α1t+α2t2+α3t3+
K
∑
j=1
β j(t−ξ j)3
=
(
α0−
K
∑
j=1
ξ 3j β j
)
+
(
α1+3
K
∑
j=1
ξ 2j β j
)
t+
(
α2−3
K
∑
j=1
ξ jβ j
)
t2+
(
α3+
K
∑
j=1
β j
)
t3,
so that linearity in the right tail is obtained by imposing:
α2 = 3
K
∑
j=1
ξ jβ j
α3 =−
K
∑
j=1
β j
Substituting into Eq. 4 and grouping all the terms multiplying a particular β j, we
see that a basis for the restricted on the right cubic splines with knots ξ1, . . . ,ξK is given
by:
1, t, 3ξ1t2− t3+(t−ξ1)3+, . . . , 3ξKt2− t3+(t−ξK)3+.
Alternatively, starting from the right-truncated powers decomposition
s(t) = α0+α1t+α2t2+α3t3+
K
∑
j=1
β j(ξ j− t)3+,
that beyond ξK equals
s(t) = α0+α1t+α2t2+α3t3,
and imposing the linearity in the right tail, i.e. α2 = α3 = 0, we obtain the basis
1, t, (ξ1− t)3+, . . . , (ξK− t)3+.
A different way to obtain a basis for the space of the restricted on the right cubic
splines with knots ξ1 < .. . < ξK is to start from the decomposition of a generic cubic
spline with knots ξ1, . . . ,ξK−1 into a B-splines basis within a range [a, ξK], with a< ξ1:
s(t) = B(t)Tβ (5)
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where B(t) and β are the vectors of the values of the B-splines functions in t and of the
coefficients respectively.
To let ξK become a knot we then must impose in ξK the continuity of the function s
and its first derivative (this is obtained simply by defining s(t) = s(ξK)+s′(ξK)(t−ξK)
for t > ξK) and of its second derivative. This last condition corresponds to impose
B′′(ξK)Tβ = 0, i.e. β must belong to the space, B′′(ξK)⊥, of the RK+3 vectors orthogo-
nal toB′′(ξK). If M is a (K+3)×(K+2)matrix whose columns are a basis ofB′′(ξK)⊥,
it is possible express the generic member β of B′′(ξK)⊥ as Mγ , where γ is a vector in
RK+2. Substituting in Eq. 5 we see that the functions
K+3
∑
j=1
m jiB j, i= 1, . . . ,K+2, where
mi j is the element of M in the i− th row and the j− th column , are the desired basis.
To obtain bases for the restricted cubic splines one proceeds analogously on both
sides.
In R, B-splines are implemented in the function bs of the splines library by D. M.
Bates and W. N. Venables. We obtained a basis for the restricted on the right cubic
splines from B-splines using as M the matrix formed with the last K+ 2 columns of
the Q matrix in a QR decomposition of B′′(ξK). This procedure is a straightforward
modification of the one implemented in the function ns of the library splines, which
forms a basis for the restricted cubic splines.
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Appendix B
The cross tables of the numbers of peaks for samples showing at least one peak in each
of the intervals [2,4] and [9,14] are shown in Table 4.
N = 200 N = 2000 N = 5000
cs
Left \ Right 1 2 3
1 147 0 0
2 9 0 0
3 0 0 0
Left \ Right 1 2 3
1 200 0 0
2 30 0 0
3 0 0 0
Left \ Right 1 2 3
1 250 0 0
2 60 0 0
3 0 0 0
rrcs
Left \ Right 1 2 3
1 7 0 0
2 2 0 0
3 0 0 0
Left \ Right 1 2 3
1 26 0 0
2 20 0 0
3 0 0 0
Left \ Right 1 2 3
1 193 0 0
2 69 0 0
3 0 0 0
rcs
Left \ Right 1 2 3
1 44 0 0
2 4 0 0
3 0 0 0
Left \ Right 1 2 3
1 49 0 0
2 89 0 0
3 0 0 0
Left \ Right 1 2 3
1 131 4 0
2 184 0 0
3 0 0 0
ps
Left \ Right 1 2 3
1 183 4 0
2 4 0 0
3 0 0 0
Left \ Right 1 2 3
1 407 23 1
2 38 5 0
3 1 1 0
Left \ Right 1 2 3
1 420 57 2
2 71 11 4
3 1 0 0
Table 4: Cross tables of the numbers of peaks of the estimating hazard function in the left
([2,4]) and the right ([9,14]) intervals (see Figure 10) around the two peaks of the true hazard
function. cs: cubic splines, rrcs: restricted on the right cubic splines, rcs: restricted cubic
splines, ps: P-splines.
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