This study proposes an orthogonal momentum-type particle swarm optimization (PSO) that finds good solutions to global optimization problems using a delta momentum rule to update the flying velocity of particles and incorporating a fractional factorial design (FFD) via several factorial experiments to determine the best position of particles. The novel combination of the momentum-type PSO and FFD is termed as the momentum-type PSO with FFD herein. The momentum-type PSO modifies the velocity-updating equation of the original Kennedy and Eberhart PSO, and the FFD incorporates classical orthogonal arrays into a velocity-updating equation for analyzing the best factor associated with cognitive learning and social learning terms. Twelve widely used large parameter optimization problems were used to evaluate the performance of the proposed PSO with the original PSO, momentum-type PSO, and original PSO with FFD. Experimental results reveal that the proposed momentum-type PSO with an FFD algorithm efficiently solves large parameter optimization problems.
INTRODUCTION
Many well-known representative evolutionary computation (EC) techniques, suchas genetic algorithms (GAs) [1] [2] [3] , genetic programming (GP) [4] , evolutionary programming (EP) [5, 6] , evolutionary strategies (ESs) [7, 8] , and particle swarm optimization (PSO) [9] , have emerged as efficient computational tools for solving global optimization problems, especially for large parameter optimization problems (LPOPs). These EC techniques are sufficiently robust when coping with discontinuous, vast multimodal problems or with noisy search spaces since they do not depend on derivatives of objective functions and constraints. Among these techniques, PSO is easily implemented and computationally inexpensive as it has low memory and CPU costs. The PSO methodology involves creation of a population of particles such that each particle is capable of adjusting its flying velocity, according to its flying experience and the best experience of the group. Therefore, each particle in the PSO can be regarded as a cooperating agent.
The original PSO algorithm, developed by Kennedy and Eberhart in 1995 [9] , was inspired by the swarm behaviors of flocks of birds and schools of fish. Thus, the PSO method is a swarm intelligence method [10] for solving global optimization problems, and it compares favorably to other evolutionary algorithms [11] . The original PSO is effective in determining optimal solutions in static environments, but performs poorly in locating a changing extremum. In addition, imposing a maximum value V max is necessary to limit the particle velocity. Shi and Eberhart introduced a parameter called inertia weight (w), which dampens particles' velocities over time, allowing a swarm to converge efficiently and with increased accuracy [12, 13] . Furthermore, Clerc proposed using a constriction factor (K), which improves the ability of PSO to constrain and control velocities [14] . Eberhart and Shi found that K, combined with constraints on the maximum allowable velocity vector (V max ), improved the PSO performance significantly [15] . Additionally, when utilizing PSO with a constriction factor setting, the X max for each dimension is the best approach. Constriction factor (K) implements velocity control for effectively erasing the tendency of some particles to spiral into ever-increasing velocity oscillations. Parsopoulos and Vrahatis presented an overview of recent approaches for solving global optimization problems using PSOs [16] .
This work presents a novel orthogonal momentum-type PSO algorithm for locating the best position for each particle efficiently. The momentum-type PSO, proposed in previous work [17] , has a delta momentum rule in the velocityupdating equation, and efficiently determines the physical motion of particles more reasonably than other PSO versions. The momentum-type PSO markedly outperformed the original PSO [9] and modified PSO [13] versions. Furthermore, this study incorporates the momentum-type PSO and well-known fractional factorial analysis, which utilize several factorial experiments, according to classical orthogonal tables, to identify intelligently the best combination of factors from two-level variables to enhance algorithmic search efficiency. The novel combination of the momentumtype PSO and fractional factorial design (FFD) is termed the momentum-type PSO with FFD herein. Ho et al. [18] and Lin [19] developed Taguchi orthogonal tables for their GA and PSO for constructing an orthogonal GA and orthogonal PSO. Their strategies markedly improved the search ability of their GA and PSO. In 1991, Bhote reported that classical fractional factorial analysis combined with evolutionary optimization is superior to the Taguchi method [20] . Consequently, this study proposes orthogonal PSO using the FFD, rather than Taguchi tables, for a velocity-updating equation of momentum-type PSO to analyze the best factor related to cognitive learning and social learning terms with the goal of enhancing algorithmic efficiency. This work also developed the original PSO with FFD, which combines the original Kennedy and Eberhart PSO and classical orthogonal arrays, to enhance the performance of the original PSO. Performance of the original PSO, momentum-type PSO, original PSO with FFD, and proposed momentum-type PSO with FFD were compared using 12 benchmark LPOPs.
METHODOLOGY OF THE PROPOSED PARTICLE SWARM OPTIMIZATION

Description of an objective function
The general form of an objective function with variable vector x is expressed as f ( x ). The variable x represents the solution vector with N variables, and is defined as the set {x i , i = 1, N}. In PSO computation, each particle is assigned a fitness value based on the calculation of objective function. Moreover, the fitness value of a particle determines the best position of each particle over time and determines which particle has the best global value in the current swarm.
Momentum-type particle swarm optimization
The original PSO developed by Kennedy and Eberhart [9] supposed that the ith particle flies over a hyperspace; its position and velocity are given by x i and v i , respectively. Initial particle position and velocity are chosen randomly. At time step k, the best position of the current and previous moves for the ith particle is denoted by pbest i ; the best particle with the best function value in the swarm is denoted by gbest. Consequently, the next flying velocity and position of particle i at time step k +1 is updated using the following heuristic equations:
where c 1 and c 2 are cognitive and social learning rates, respectively. These two parameters control the relative importance of memory (position) of a particle itself and the neighborhood memory, and are both set to 2.0 [9, 12, 21] for multiplying random values by a mean of 1, such that agents would "overfly" the target about half the time [9] . Random function rand() is uniformly distributed in the range [0,1]. As in (1), the two random values are generated independently, and the velocity vector of a particle is updated based on variations on its current position, its previous best position, and the previous best position of its neighbors. After particle velocity is updated using (1), its new position is updated by adding the velocity vector to the current position. Analyses of algorithmic stability and convergence of the PSO have been examined theoretically by Clerc and Kennedy [22] and by Trelea [23] who used dynamic system theory. The goal of the momentum-type PSO [17] , which includes a delta term for the velocity vector for detecting particle-velocity variation, is to express the physical motion of particles more accurately than current PSO algorithms do. According to [17] , the difference between a particle's current position x k i and pbest i (as shown in (1)) represents the first external effect on the particle and causes it to move, and the difference between a particle's current position x k i and gbest, which represents the second external effect on a particle. The two effects propelling particle i to move can be expressed in delta position forms as follows:
where p = c 1 × rand() and q = c 2 × rand(). Combining the two terms and using the velocity v 
Since v k i is particle-composed velocity, velocity v 
the momentum-type form for velocity updating with parameter β can be written as
where β is a positive number (0 ≤ β < 1) termed the momentum constant, which controls velocity vector rate of change.
The momentum constant has characteristics that are reminiscent of the stabilizing effect in backpropagation neural networks [24] and accelerating convergence in numerical algorithms [25] . Similarly, position x k+1 i of particle i at time step k + 1 can be written as the current position x k i plus a delta form of the position (Δ x k i ):
Parameter α is another momentum constant for adjusting the rate of change of particle position. Consequently, (5) and (6) correspond to each other, and both are consistent with the physical behavior for variations in velocity and position of particle motion. Hence, (5) and (6) can be combined to form a matrix of the generalized delta rule:
where
Equation (7) allows each particle the ability of dynamic selfadaptation in the search space over time, that is, the ith particle can memorize the previous velocity variation state and automatically adjust the next velocity value during movement. The delta momentum term in the PSO algorithm stabilizes searching, and an appropriate value for β = 0.1 improves convergence and the optimal solution [17] . Parameter α was set to 1 such that variable v could be interpreted as true velocity, that is, the change between two successive particle positions [23] . Thus (7) satisfies the zero-velocity variation (Δ v i = 0) and zero velocity ( v i = 0) conditions for the particle considered.
Proposed momentum-type PSO with fractional factorial design
This study integrates FFD into the momentum-type PSO to determine the combination of factors associated with cognitive learning and social learning terms. This study defined the two states of orthogonal momentum-type PSO as follows:
where X + i and X − i indicate two possible new positions related to cognitive learning and social learning for particle i. Thus, updating rules for velocity and position using the proposed momentum-type PSO with FFD can be expressed as
The expression ( X
represents the implementation of OR operator via fractional factorial analysis using variables X + i and X − i . Therefore, the new flying position of particle i is determined by (11) , namely, the best position of particle i on the next time k + 1 can be obtained using FFD.
Fractional factorial design (FFD)
To solve the operator ( X (10) and (11), the FFD used in this work is based on classical full factorial analysis with two-level, multivariable orthogonal tables [20] . Applying the fractional factorial analysis to the operator ( X + i OR X − i ) yields an arrangement of two-level factors that corresponds to the two possible states of the design variables. In the classical factorial experiments, the two levels of a design variable are labeled by "−" and "+". Hence, X − i and X + i represent the two levels of the design variable X i in this work. Table 1 lists the level distribution of seven factors with the same number of levels "−" and "+" at each column to retain the balance of a statistically designed experiment. The detailed steps of the numerical procedure for the fractional factorial analysis are as follows.
(1) First, if N factors (termed by design variables in the PSO) each has two levels, build a table of m rows and m − 1 columns. The value m is defined by the integer 2 [log 2 (N+1)] . For example, if seven factors (N = 7) are associated with vector X, then eight experiments (m = 8) are conducted for factorial analysis. As shown in Table 1 , the levels "−" and "+" in columns A, B, and C are assigned to each cell position according to the classical full factorial principle [20] . In columns AB, AC, BC, and ABC, each level in the cells is determined from the inner products of columns A and B, columns A and C, columns B and C, and columns A, B, and C.
(2) The first experiment has a factor set to
}, obtained by combining the factors A to ABC with the assigned levels. In the following, its objective function, f 1 , is computed, and put it into the first position of column "Output". Repeat the computations for the remaining seven experiments with function values f 2 , f 3 , . . . , and f 8 ; then, the eight experiments for seven factors are finished.
(3) In column A, multiply the function values f 1 , f 2 , . . . , and f 8 by the corresponding algebraic value −1 for level "−," and 1 for level "+," as listed in Table 1 . The effect of factor A on the level is determined by adding the eight products together. The mathematical form for each factor i is
Here, U i, j equals −1 when the cell level is at level "−," and equals 1 when it is at level "+". The summation C 1 is placed in the first position in the row "Contribution" which is associated with factor A. Repeat the multiplication and summation operations for the remaining six values, C 2 , C 3 , . . . , and C 7 , and put them in corresponding positions in the row "Contribution"; the effects of factors B, C,. . ., and ABC on the levels are thus obtained.
(4) Check the signs of the seven values C 1 , C 2 , . . . , and C 7 listed in the row "Contribution"; if the sign of C i is negative, then place the symbol "−" in the row "Selected level" (Table 1 ). Otherwise, select symbol "+". The dominant levels of the seven factors are thus determined.
(5) The best combination of X * i for the seven factors is determined from the factors with selected levels, presented in the row "Best factor" (Table 1) , and the best value of the function is obtained by calculating the objective function f ( X * ). The choice principle for each best factor X * i is expressed as follows:
Thus the new position x k+1 i of the particle i at time step k + 1 shown in (11) can be set equal to X * i .
RESULTS AND DISCUSSION
Effect of number of particles
This work applied FFD to several factorial experiments to determine the best position of particles. When the dimension of design variables is high, that is, a large parameter optimization problem, FFD usually required numerous function evaluations for factorial analysis. Therefore, few particles for the proposed PSO with FFD should reduce CPU cost if the good performance of searching of the PSO can be retained. To determine how many particles are appropriate when using the momentum-type PSO with FFD and original PSO with FFD algorithms, adequate size of N particle is investigated by conducting the following large parameter optimization problem with low and high dimensions:
This function is a multimodal problem and has an analytical optimum of 1.216N. In this computation, dimensions were set at 10 and 100, and the maximum numbers of function evaluation for the two cases were set at 10000 and 100000, respectively. Moreover, the number of particles was 5, 10, 15, 20, 25, and 30 to investigate the effects of different swarm sizes of particles to orthogonal PSOs. Figures  1(a) and 1(b) reveal that the proposed momentum-type PSO with the FFD algorithm and few particles achieved a favorable convergence rate and numerical accuracy; nevertheless, many particles resulted in poor convergence. Using the proposed momentum-type PSO with FFD and few particles for N = 10 and N = 100 cases rapidly converges to optimal values 12.1598 and 121.598, respectively. In this study, numerical performance using N particle = 5 is better than other cases using large number sizes of particles. Similar results shown in Figures 2(a) and 2(b) are observed when using the original PSO with the FFD technique. Accordingly, this work set N particle = 5 for the momentum-type PSO with FFD and the original PSO with FFD algorithms in the following computations.
Experiments for 12 large parameter optimization problems (LPOPs)
Twelve benchmark LPOPs presented in [18] are evaluated to further examine the performance of the proposed momentum-type PSO with FFD. This study sets N particle = 5 for the original PSO with FFD and the proposed momentum-type PSO with FFD, and N particle = 30 for the original PSO and momentum-type PSO. The number of dimensions for all benchmark LPOPs was set to 100, and the terminated number of function evaluations for the four PSO algorithms was set to 100000. Twenty independent runs were conducted for each problem. Algorithmic performance was assessed by the best solution, averaged best solution, mean absolute error (MAE, and standard deviation. The MAE was used as the measurement of error in this work with the following form:
J.-L. Liu and C.-C. Chang Table 2 lists the 12 objective functions with range constraints and their global optima [18] . Notably, the objectives of problems 1-3 are set to maximize the objective functions f 1-3, and other problems are set to minimize the objective functions f 4-12. The optima of the first three maximal functions f 1, f 2, and f 3 are 121.598, 200, and 185, respectively, and the minimal functions f 4-12 are all zero. Table 3 lists the computational results for the 12 functions at a dimension of N = 100 using the four PSOs. Computational results reveal that the evaluation results for maximal functions 
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CONCLUSION
This study examined the performance of the proposed momentum-type PSO with the FFD algorithm, which uses the delta momentum rule to update particle velocity and FFD to locate a particle's best location for handling LPOPs. Using the momentum-type PSO, each particle can adjust its velocity vector according to its previous velocity change rate. The new location of a particle is then determined by analyzing the best combination of cognitive and social learning terms via several factorial experiments based on the FFD. Moreover, this work modified the original PSO by incorporating with FFD, which also employs the classical orthogonal tables, and improved significantly the efficiency of the original Kennedy and Eberhart PSO. Through 12 benchmark function assessments, the proposed momentum-type PSO algorithm outperformed the original PSO, momentum-type PSO and original PSO with FFD in terms of solution accuracy, numerical error and standard deviation. This work also determined that algorithmic performance of the proposed PSO with FFD is superior to that without FFD. Numerical results show that the proposed momentum-type PSO with FFD algorithm is efficient and is a promising method for solving LPOPs.
