This paper investigates the Cucker-Smale flocking control problem of leader-follower multiagent systems in the presence of periodic intermittent communication, in which networked agents update the states by communicating with their neighbors during active periods and remain stable during dormancy periods. A distributed update algorithm that relies on the position error between agents is designed. Based on this algorithm, the problem of Cucker-Smale flocking with periodic intermittent communication is first transformed into a convergence problem of infinite products of nonnegative matrices. Then, this convergence problem is theoretically solved by using hybrid tools including nonnegative matrix analysis and graph theory. Finally, a sufficient condition, which relates to the weight function and the period length of intermittent communication is established. Moreover, numerical examples are presented to demonstrate the validity of the theoretical result. INDEX TERMS Flocking control, Cucker-Smale model, multiagent systems, intermittent communication.
I. INTRODUCTION
In recent decades, inspired by the collective behavior of many animals, cooperative control of multiagent systems has been widely studied in biology, physics, computer, control and other disciplines. Consensus is a hot issue in cooperative control of multiagent systems. Its purpose is to control a group of network agents with different states to achieve a common state value through information interactions among the agents. So far, a large number of literatures have focused on consensus (e.g., see [1] - [11] ). Flocking is another hot research topic of multiagent systems, which refers to selfpropelled particles, organizations and involuntary movements using only limited environmental information and simple state updating rules, such as bacterial flora in biological organisms, schooling of fishes, flying birds [12] , [13] . To date, flocking control of multiagent systems has attracted more and more attention from scientists in various fields due to extensive engineering applications, such as mobile robots [14] and UAV formation flying [15] . In flocking, The associate editor coordinating the review of this manuscript and approving it for publication was Ruilong Deng .
agents only use limited environmental information and simple rules to form orderly movements.
Inspired by a fact that in the flock of birds, the neighbors who are farther away are less influential than the neighbors who are closer. Cucker and Smale [16] proposed a Cucker-Smale model that more accurately reflects realistic multi-agent networks, in which the connectivity between agents changes with the difference between their states. After that, Cucker et al. extended the Cucker-Smale model to a flocking control model with the best speed direction priority agents [17] and a collision avoidance flocking control model [18] . Based on these fundamental work, the flocking behavior of Cucker-Smale model has been a hot research topic for nearly ten years. The initial configuration of a Cucker-Smale cluster model was studied in [19] , where the global existence of smooth solutions for cucker-smale model with singular communication rights was established. The reference [20] considered nonlinear velocity couplings in Cucker-Smale flocking model. A discrete-time model proposed in [21] considered a weakly singular weight. The Cucker-Smale flocking model was extended to the general digraphs in [22] . In addition, the effect of time delays on Cucker-Smale flocking behavior was considered in [23] .
It has to be mentioned that in the application of multiagent systems such as bird migration, mobile robot coordination, UAV formation flight, the role of a leader is very important to overcome the interference of environmental noise or improve work efficiency. This objective fact also leads researchers to conduct in-depth research and exploration on the flocking control of Cucker-Smale model with a dynamic leader. Shen [24] proposed a Cucker-Smale flocking control scheme under rooted leadership, where the direction and speed of movement of the entire network is determined by the leader. The Cucker-Smale flocking with fixed topology and switching topologies was studied in [25] . Dalmao et al. proposed a Cucker-Smale model under hierarchical leadership and random interactions in [26] . The reference [27] considered the influence of the potential leadership of free-will agents on the convergence of the system. The single-cluster (or global) flocking phenomenon of Cucker-Smale model with a leader was extended to a multi-cluster flocking phenomenon for the first time in [28] . Recently, Shi et al. examined the leader-follower flocking control of Cucker-Smale model with time-varying heterogeneous delays. It has been shown in the existing literature that flocking control can be achieved if for each follower, there is a directed path that begins with the leader and ends with the follower.
It is noteworthy that the above literature on Cucker-Smale flocking considered an ideal case where agents communicate with each other at all times. In practical applications, due to unreliable communication channels, physical equipment failure and other reasons, agents may only communicate with their neighbors at part time. At present, some related literatures [30] , [31] have considered Cucker-Smale flocking in an environment of random interaction, where each agent interacts randomly with any of its neighbors at every time. In some cases, due to limited perceptual capabilities, the agent can only intermittently obtain states measurements for its neighbors, (e.g., see [32] - [34] ). In order to cope with this actual situation, this paper proposes a new intermittent distributed protocol to guarantee the flocking. In the setting of periodic intermittent communication, the agents update their states by receiving information from the neighbors during active periods, while they does not communicate with its neighbors during dormancy periods without changing the states. In order to analyze the stability of the system, we first transform the original system into a compact error system by constructing the state error vectors of the followers and the leader. Then, an algebraic conditions for realizing flocking behavior is established by analyzing the error system based on nonnegative matrix and graph theory.
The structure of this paper is divided into five sections, including Introduction section. The rest of this paper is organized as follows. Section II first introduces some preliminary knowledge about matrix and graph needed in this paper, and then presents the problem statement. In Section IV, we analyze the leader-follower Cucker-Smale flocking behavior under intermittent Communications in detail. Section IV provides a simulation example to show the effectiveness of the proposed model. The paper is concluded in Section V.
II. PRELIMINARIES AND PROBLEM FORMULATION
A. NOTATIONS Throughout this paper, R and R n×m denote the set of real numbers and the set of n × m real matrices, respectively. The set of natural numbers is denoted by N. It is said that B ∈ R n×n is a nonnegative matrix, denoted by B ≥ 0, if all its elements are nonnegative real numbers.
is a block matrix that contains the first to fourth rows of matrix B and the third to fourth columns of matrix B. I n ∈ R n×n is a matrix with the diagonal elements being 1 and the non-diagonal elements being 0. Let 0 be compatible dimensions of zeros. In addition,
in which V and E are the node set and the edge set, respectively. An edge with initial node i and terminal node j is represented by (i, j).
represents the set consisting of node i's neighbors, and N num i denotes the number of elements of the set N i . Let A = [a ij ] denote the weighted adjacency matrix of digraph G, where a ij > 0 if (j, i) ∈ E, and otherwise, a ij = 0. A path with the initial node i 0 and the end node i r is described as i 0 → i 1 → · · · → i r , in which each node appears only once. The distance from node i to node j, represented by d i→j , is the number of edges of the shortest path along the initial node i and the ending node j.
C. PROBLEM DESCRIPTION
In a multiagent network with n + 1 agents, the leader is an agent who is not influenced by any other agents and the followers are agents that update states by using neighbor information. The leader is labelled by n + 1, and n followers are labelled by 1, . . . , n, respectively. Communication details among all agents are described through a directed graph G = (V, E), where V = {1, 2, . . . , n+1}. According to the division of the leader and followers, the adjacency matrix A of digraph G takes the following form
Consider the setting of discrete time with the time step h. The Cucker-Smale dynamic model is specified by 
and if k ∈ [sδ + θ, (s + 1)δ), then agent i does not update its velocity, that is,
where | · | denotes the Euclidean norm and f (·) is a weight function used to quantify the position difference between agents.
In this paper, we consider the following weight function
in which ϕ > 0. Obviously, we can observe that The function f (z) is positive and decreasing, i.e., 0 
where
III. SYSTEM STABILITY ANALYSIS
In this section, our aim is to analyze the stability of the Cucker-Smale model (1) by using the infinite product of nonnegative matrices in the context of periodic intermittent communication.
Because the weight of each edge in the communication network is related to the position difference between the two agents connected to the edge, the edge weights are timevarying. Let A(kh) = [a ij (kh)] be time-varying adjacency matrix of digraph G, where
Denote the error vectors by
Then the error system for model (1) takes the following form
where Apparently, the stability analysis of the original system (1) is equivalent to the convergence analysis of the error system (4), and further equivalent to the convergence of infinite matrices product lim k→∞ H(kh) · · · H(h)H(0). In order to analyze this convergence, we first give the following lemma to show the characteristics of matrix H(kh).
Lemma 1: For each k ∈ N, H(kh) is a nonnegative matrix with positive diagonal elements and n j=1 [H(kh)] ij < 1, i = 1, 2, . . . , n if the time step-size h satisfies
where β ≥ 1 is a constant and N num max = max{N num i | i = 1, . . . , n}.
Proof: Based on the setting of weight factors, it can be seen that 0 ≤ a ij (kh) ≤ f (0). Then the non-diagonal elements of the matrix H(kh) are nonnegative and satisfy
Furthermore, we can derive according to condition (7) that We divide all discrete time kh, k ∈ N into a series of continuous bounded intervals
The following task is to analyze the product of matrices H(kh) in each interval.
Lemma 2: Under condition (7), if for each follower, there exists a path starting at the leader and ending with that follower, then one has
. Proof: When condition (5) holds, it is known from
if [H(kh)] ij > 0. Without loss of generality, the directed path from the leader to each follower j r is denoted by
where j 1 , j 2 , . . . , j z ∈ {1, 2, . . . , n}.
We first consider the edge (n + 1, j 1 ) and the interval [sW , sW + δh). This interval can be divided into an active period [sW , sW + θ h) and a dormancy period [sW + θ h, sW + δh). At the time sW which belongs to the active period, agent j 1 can receive the information of the leader, then we have
In addition, we can also obtain that 
Combining (9) and (10), we can further deduce that
Since the agents do not accept neighbor information in the dormancy period, H(kh) = I n for any kh ∈ [sW + θ h, sW + δh). Therefore, one gets
Consider the edge (j 1 , j 2 ) and the interval [sW + δh, sW + 2δh). Since agent j 2 receives the information of agent j 1 at time sW + δh, then we have [H(sW + δh)] j 2 j 1 ≥ γ . This together with the fact
guarantees that
Combining (10) and (12), we can derive that
By using the same method to analyze the edges (j 2 , j 3 ), (j 3 , j 4 ), . . . , (j r−1 , j r ), we can finally get
Since r ≤ d M , where r is the length of the directed path d n+1→j r , we have
Because j r can be any element in the set {1, . . . , n}, the inequality in (8) holds. This completes the proof. Based on the conclusion of Lemma 2, we below give a sufficient condition for achieving Cucker-Smale flocking under periodic intermittent communication.
Theorem 1: Consider the Cucker-Smale model (1), in which the time step satisfies (7) . If for each follower, there exists a path starting at the leader and ending with that follower, then it is said that the flocking behavior can be achieved. In particular,
Proof: Let Q(sW ) = sW +W −1 t=sW H(t). By Lemma 2, we have Q(sW ) ∞ ≤ 1 − γ d M θ h < 1 under condition (7) . And then, we can get for error system (4) 
Furthermore, since
According to Definition 1, it can be seen that the flocking is realized. This completes the proof. 
Remark 1:
In some practical cases, due to limited perceptual capabilities, the agent can only intermittently obtain states measurements for its neighbors. The main contribution of this paper is to proposes a new intermittent distributed protocol to guarantee the flocking of Cucker-Smale model, and establish a sufficient algebraic condition depending on weight function, intermittent communication period and topological structure. Therefore, the theoretical result obtained in this paper is an important extension of Cucker-Smale flocking control research.
IV. NUMERICAL SIMULATION
Consider a team of agents, including a leader and 5 followers. The leader and the followers are labeled by l and f 1, f 2, f 3, f 4, f 5, respectively. The interaction network is shown in Figure 2 . In addition, we can also observe that d M = 2 and N num max = 2. Choose the weighting function as f (z) = (1 + z 2 ) −2 . Let β = 1, and then h = 1 3 which satisfies condition (7) . It is assumed that the active periods and dormancy periods of agents are [4sh, 4sh + 2) and [4sh + 2, 4(s + 1)h), where s ∈ N. Figure 3 and Figure 4 exhibit, respectively, position movements of the agents and position errors between the leader and the followers. Obviously, the errors between the follower's final positions and that of the leader are always in a bounded range. Figure 5 shows velocity trajectories, from which we can observe that the final velocities of all followers agrees with the that of the leader. This means that the Cucker-Smale flocking of leader-follower multiagent systems under periodic intermittent communication is realized.
V. CONCLUSION
The Cucker-Smale flocking control of leader-follower multiagent systems under periodic intermittent communication has been examined in this contribution. A distributed update algorithm that relies on the position errors between agents has been designed. Through model transformations, the stability analysis of Cucker-Smale model has been transformed into a products convergence problem of nonnegative matrices with all row sums being no more than 1. By analyzing the convergence of matrix products, a sufficient condition involving the period length of intermittent communication and the weight function has been established. Finally, a simulation example has been presented to illustrate the effectiveness of the theoretical result.
