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ABSTRACT In this paper, we discuss a time domain finite element method for the approximate solution of
Maxwell’s equations. A weak formulation is derived for the electric and magnetic fields with appropriate
initial and boundary conditions, and the problem is discretized both in space and time. In space, Nédeléc
curl-conforming and Raviart–Thomas div-conforming finite elements are used to discretize the electric and
magnetic fields, respectively. The backward Euler and symplectic schemes are applied to discretize the
problem in time. For this system, we prove an error estimate. In addition, computational experiments are
presented to validate the method, the electric and magnetic fields are visualized. The method also allows
treating complex geometries of various physical systems coupled to electromagnetic fields in 3D.
INDEX TERMS Backward Euler method, error estimates, Maxwell’s equations, time domain finite element
methods, simulation, symplectic method, visualization.
I. INTRODUCTION
The solution of Maxwell’s equations in the time domain
formulation is involved in many engineering and industrial
problems, e.g. RF, radar, mixed signal integrated circuits
(ICs), diffraction of electromagnetic waves, plasma physics,
acoustic or seismic wave propagation, radiation, scattering,
environmental and medical imaging, and microwave devices.
In the presence of complex media or geometries, finite ele-
ment methods in either continuous or discontinuous vari-
ants are the main numerical approaches. In the literature
an abundance of work about convergence analysis, semi-
discrete, fully-discrete error estimates, and numerical simula-
tions for the time dependent Maxwell’s equations exists. The
Galerkin time domain finite element methods (TDFEM) can
be grouped into two classes, one class of schemes directly
deals with the system of Maxwell’s equations, whereas the
other class solves the second order wave equations (classical
approach).
In the classical approach, second order wave equa-
tions or hyperbolic system are obtained either by eliminating
the electric or magnetic field from the system of Maxwell’s
equations. The resulting problems are called electric or
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magnetic field formulations, respectively. In the literature,
a lot of papers have been devoted to the solution of sec-
ond order wave equations [1]–[15]. In [1], Monk presented
semi-discrete error estimates in the energy and L2 norms
by employing Nédeléc curl-conforming elements for the
vector wave equations. The paper [2] presents TDFEM for
the second order vector wave equations and hyperbolic sys-
tems using node-based and edge-based elements. Various
numerical experiments were performed to investigate the
advantages or disadvantages of the mass lumping scheme.
Comparisons of various TDFEM and semi-discrete error
estimates are presented in [3] for the electric field hyper-
bolic equation in anisotropic and inhomogeneous media with
respect to test and trial spaces, explicit and implicit formu-
lations. Moreover, the convergence of a fully discrete finite
element scheme is analyzed for the second order electric
field equation (vector wave equation) in [4], and optimal
error estimates are obtained in the L2 norm. Furthermore,
the only simulations of the second order vector wave equa-
tion are described in [5], [12], [14], [15]. In the papers [4]
and [5], the vector wave equation is discretized by Nédeléc
curl-conforming finite elements in space, and second order
backward and central finite differences, respectively are used
to discretize in time. The scheme described by White and
Stowell [5] is second order accurate in space and time.
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Edge finite elements (for the magnetic vector potential) in
the time domain are presented in [12] to address the prob-
lem of inductive and capacitive effects. A TDFEM (curl-curl
electric field equation) forward solver transmitting loop is
presented in [13] to address for a complex shaped domain.
A local time stepping method (LTS) based on explicit Runge-
Kutta schemes having arbitrary accuracy in time for wave
propagation is demonstrated in [14].
The vector wave equation and magnetic vector potential
approaches allow to address the Maxwell’s equations in time
domain, an easy implementation for analysis, error estimation
and simulations. However, the simulation, analysis and error
estimation of the wave equation (electric field formulation
and magnetic field formulation) cause spurious and non-
physical solutions that are linearly raising corresponding to
time [6], [9].
In [16]–[32], a number of mixed time domain finite ele-
ment methods are explained to deal with the system of
Maxwell’s equations. An abundance of mixed time domain
finite element methods for the direct application toMaxwell’s
system is available, where the electric and magnetic fields
are discretized in space by discontinuous and Nédeéc curl-
conforming spaces, respectively, see e.g. [16], [20], [22],
[23], [29] and [31]. In the work [16], error estimates
are demonstrated for a semi-discrete problem, but com-
putational experiments and fully-discrete error estimates
are not provided. Both semi-discrete, and fully-discrete
(using a Crank-Nicolson discretization) point-wise super-
convergence results are obtained for Maxwell’s equations in
metamaterials for nonuniform cublic and rectangular edge
elements in [33]. Lee and Madsen [20] also demonstrated a
mixed time domain finite element simulation for Maxwell’s
equations and employed a explicit leapfrog time integration
scheme. A mixed semi-discrete and a fully-discrete error
analysis for Maxwell’s equations in double negative mate-
rial are given in [22], but computational experiments were
not performed. In [34], a variable time step method for
time domainMaxwell’s equations is presented. Fully discrete
error estimates and computational experiments forMaxwell’s
equations simultaneously for dispersive and Lorentz meta-
materials are presented in [23], [31]. There the temporal
discretization is done by means of first order backward finite
differences, and computational experiments are performed
for 2D situations. Error estimates are also presented in [27],
where the problem is discretized in space and time by means
of Nédeléc curl-conforming finite elements and backward
finite differences, respectively. The scheme is called decou-
pled or explicit magnetic field scheme and causes spurious
solutions. Furthermore, other semi-discrete theoretical and
numerical results for the time dependent Maxwell’s equation
in composite material are presented in [29], where the mate-
rial parameters ε, µ and σ are 3×3 positive definite matrices
depending on the spatial variables.
In [18], [21], [26], [32], [35], time domain finite ele-
ment methods for Maxwell’s equations are discussed using
curl-conforming and div-conforming elements for spatial
discretization. The L2 error is estimated for a semi-discrete
scheme in [26]. We proposed a splitting approach for the
Maxwell’s equation that splits the system of Maxwell’s equa-
tions into two uncoupled system, to deal with ε and µ as
matrix function of space (complex material) [36]. The split-
ting method allows to solve the uncoupled systems inde-
pendently, and is proved to be stable and convergent at the
semi-discrete level. The operator form of uncoupled systems
and semi-discrete error estimates are presented in [32], but
fully-discrete error estimation and computational experiment
are not given in [26], [32], [36]. In [18], semi-discrete and
fully-discrete error estimates are obtained from the operator
form of the system of Maxwell’s equations, and the time
discretizations by rational approximations of the exponential
function are investigated, but no computational experiments
were given. Moreover, the only simulations for the system of
Maxwell’s equations are given in [21], [35]
In the article [19], the Maxwell’s equations are discretized
in space by a node-based and edge-based finite element
method, and an efficient solver is described both for the
frequency and time domain formulations. The paper [24]
describes a general way to investigate the stability of temporal
discretization schemes such as backward difference, forward
difference and central difference methods in electromagnet-
ics. The stability is determined by analyzing the root locus
map of a characteristic equation and evaluating the spectral
radius of finite element systemmatrix. Stability properties are
given in [3] for simulations of transient electromagnetic phe-
nomena for the Maxwell’s equations. In the article [25], time
domain finite element methods based on Whitney elements
are proposed for solving transient response problems on tetra-
hedral meshes. One of the proposed schemes is uncondition-
ally stable, another scheme is explicit but does not require
matrix inversions. An explicit time domain finite element
algorithm is presented for the Maxwell’s equations in [30],
for complex media in [28] (only numerical result). An energy
conserving method for 3D Maxwell’s equations is obtained
in [37], based on an exponential operator splitting approach.
Many papers have been written about time domain discon-
tinuous Galerkin (TDDG) methods in computational electro-
magnetics [38]–[49]. Other time domain methods to solve
either the Maxwell’s equations or the vector wave equation
can be found in [50]–[62]. Several books for electromagnet-
ics [63]–[68] are available for analysis and simulation.
The TDFEM proposed in [18], [27], [32], [34], [36] also
cause spurious and non-physical solutions because these
methods do not figure out quantities from the system of
Maxwell’s equations directly. It is well known that H1 con-
forming finite elements for electromagnetics may result in
spurious and non-physical solutions. The degrees of free-
dom for Nédeléc curl-conforming and Raviart-Thomas div-
conforming finite elements are related to the edges and faces
of the meshes, respectively, and not to the mesh nodes. These
finite elements also avoid the appearance of non-physical,
spurious and divergent solutions [69], [70]. These are good
reasons to use Nédeléc curl-conforming and Raviart-Thomas
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div-conforming finite elements. To date most of contributions
have been based onNédeléc curl-conforming (edge elements)
for the time domain solution of Maxwell’s equation and a few
are using (Nédeléc and Raviart-Thomas) edge and face ele-
ments with spurious solutions. The technique of error estima-
tion and simulation we present is motivated by the last three
decades works. We demonstrate error estimates for fully dis-
cretized Maxwell’s equations based on a time domain finite
element approach, and simulations using various solvers and
visualizations of the computed electric and magnetic fields.
In our approach, we deal with the system of Maxwell’s
equations rather than the second order vector wave equation.
Additionally, the electric and magnetic fields figure out
directly both in the error estimates and numerical experi-
ments. For simplicity of presentation, the material parame-
ters ε and µ are considered as time independent, piecewise
constant scalar functions, but the results can be general-
ized to more complicated material parameters, e.g. positively
definite tensors. The electric and magnetic fields are dis-
cretized by Nédeléc curl-conforming and Raviart-Thomas
div-conforming finite elements in space, respectively. The
properties of these finite elements have been investigated in
many articles [71], [72] and [73]. In addition, the problem is
discretized in time by backward Euler and sympletic meth-
ods. The error analysis of the mixed finite element method
for the fully discrete problem is given in the case of only the
backward Euler method, and computational results are given
in both cases.
Our proposed schemes deal with the system of Maxwell’s
equations directly in 3D, which cause no spurious solution.
Fully-discrete error estimates and simulation results with
visualizations of the electromagnetic quantities are given.
Similar results for fully-discrete error estimation could be
obtained also for our previous results about the decou-
pled Maxwell’s equations [32], [36]. These are intermediate
results that provide a starting point for the development and
theoretical-numerical investigation of TDFEM for nonlinear
problems in optics and photonics. These include energy-
conserving methods in 3D.
To begin with the problem formulation, let  ⊂ R3 be a
simply connected domain with a smooth boundary 0 and unit
outward normal n. The symbolsE = E(x, t) andH = H(x, t)
denote the electric and magnetic field intensities respectively,
where the time variable t belongs to some finite interval
(0,T ), 0 < T < ∞. Given a current density function
J = J(x, t), specifying the applied current, Maxwell’s
equations state that
εEt −∇ ×H = J in × (0,T ), (1)
µHt +∇ × E = 0 in × (0,T ). (2)
The material parameters ε and µ do not depend on time
and are piecewise constant. In addition, there exist positive
constants εmin, εmax, µmin, µmax such that, for all x ∈ ,
0 < εmin ≤ ε(x) ≤ εmax <∞,
0 < µmin ≤ µ(x) ≤ µmax <∞.
A perfect conducting boundary condition on  is assumed,
that is,
n× E = 0 on 0 × (0,T ).
Finally, initial conditions have to be specified so that
E(x, 0) = E0(x) and H(x, 0) = H0(x) for all x ∈ , (3)
where E0 and H0 are given functions on 0, and H0 satisfies
∇ · (µH0) = 0 in , H0 · n = 0 on 0.
We assume that the solution (E,H) of the system (1) − (3)
exists and is unique, for details see [74]. The Maxwell’s
equations with piecewise constant coefficient have been
investigated in [16], [75].
The paper is structured as follows. The next section
gives an overview over the basic function spaces and nota-
tion. Section III describes the weak formulation and an
error estimate for the backward Euler semi-discrete method
(Rothe method). The spatial discretization is discussed in
Section IV. In Section V we describe and investigate the
full discretization. Finally Section VI presents a collection of
numerical examples.
II. SPACES AND NOTATION
For a real number p ≥ 1, the space Lp() consists of equiva-
lence classes of Lebesgue-measurable functions u : → R
such that ∫

|u|p dx <∞.
If u ∈ Lp(), we define its Lp()-norm as follows :
‖u‖Lp() =
{∫

|u(x)|p dx
}1/p
.
Furthermore, the space L∞() consists of the equiva-
lence classes of essentially bounded measurable functions
u : → R equipped with the norm
‖u‖L∞() = ess sup
x∈
|u(x)|.
The analogous spaces of vector fields u :  → R3 are
denoted by Lp() := [Lp()]3 .
In what follows we have to deal with weighted function
spaces. Given a weight ω :  → R, where the values of
ω are positive a.e. on , we define a weighted inner product
and a weighted norm by
(u, v)ω :=
∫

ω u · v dx and,
‖u‖ω := ‖u‖L2ω() :=
√
(u,u)ω,
and the space L2ω() consists of vector fields u :  → R3
with Lebesgue-measurable components and such that
‖u‖ω <∞.
In the case ω = 1, the subscript is omitted.
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As transient problems are addressed, we will work with
functions that depend on time and have values in certain
Banach spaces. If u = u(x, t) is a vector field of the space
variable x and the time variable t , it is suitable to separate
these variables in such a way that u(t) = u(·, t) is considered
as a function of t with values in a Banach space, say X , with
the norm ‖ · ‖X . That is, for any t ∈ (0,T ), the mapping x 7→
u(x, t) is interpreted as a parameter-dependent element u(t)
of X . In this sense we will writeE(t) = E(·, t),H(t) = H(·, t)
and so on.
The space Cm(0,T ,X ), m ∈ N ∪ {0}, consists of all
continuous functions u : (0,T ) → X that have continuous
derivatives up to order m on (0,T ). It is equipped with the
norm
m∑
j=0
sup
t∈(0,T )
‖u(j)(t)‖X .
For the sake of consistency in the notation we will write
C(0,T ,X ) := C0(0,T ,X ).
The space Lp(0,T ,X ) with 1 ≤ p < ∞ contains
(equivalent classes of) strongly measurable functions u :
(0,T )→ X such that∫ T
0
‖u(t)‖pX dt <∞
(for the definition of strongly measurable functions we refer
to [76]). The norm on Lp(0,T ,X ) is defined by
‖u‖Lp(0,T ,X ) :=
{∫ T
0
‖u(t)‖pX dt
}1/p
.
These spaces can be equipped with a weight, too. In particu-
lar, we will write
‖u‖L2(0,T ,L2ω()) :=
{∫ T
0
∫

|u(t)|2 ω dxdt
}1/2
.
Next we introduce the Sobolev spaces of functions with weak
spatial derivatives of maximal order r ∈ N in Lp(), where
α is a multi-index:
W r,p() := {u ∈ Lp() : ∂αu ∈ Lp() ∀ |α| ≤ r} .
For p ≥ 1, the norms and semi-norms are defined by
‖u‖pW r,p() :=
∑
|α|≤r
∫

‖∂αu‖p dx,
|u|pW r,p() :=
∑
|α|=r
∫

‖∂αu‖p dx.
The modifications for p = ∞ are obvious. If p = 2, we write
H r () := W r,2() and ‖ · ‖H r () := ‖ · ‖W r,2().
The space H10 () is defined as the closure of C
∞
0 () with
respect to the norm ‖·‖H1(), whereC∞0 () denotes the space
of all arbitrarily often differentiable functions with compact
support on. It is well known thatH10 () is a closed subspace
of H1() and consists of elements u such that u = 0 on 0
in the sense of traces [77]. As in the case of the Lp-spaces,
we shall writeWr,p() := [W r,p()]3 and so on.
Furthermore, we need the following Hilbert spaces that are
related to the (weak) rotation and divergence operators:
H(curl;) := {u ∈ L2() : ∇ × u ∈ L2()},
H0(curl;) := {u ∈ H(curl;) : u× n|0 = 0},
H(div;) := {u ∈ L2() : ∇ · u ∈ L2()},
H0(div;) := {u ∈ H(div;) : u · n|0 = 0}.
These Hilbert spaces are equipped with the norms (resp.
induced norms)
‖u‖H(curl;) :=
{‖u‖20 + ‖∇ × u‖20}1/2,
‖u‖H(div;) :=
{‖u‖20 + ‖∇ · u‖20}1/2.
We refer to [73], [75], [78] and [79] for details about these
spaces.
III. WEAK FORMULATION
Given J ∈ C(0,T ,L2
ε−1 ()), and the weak solution
(E,H) ∈ (C(0,T ,H0(curl;)) ∩ C1(0,T ,L2ε()))×(
C(0,T ,H(div;)) ∩ C1(0,T ,L2µ())
)
of the
system (1)–(2) satisfies
(εEt , 9)− (H,∇ ×9) = (J, 9) ∀9 ∈ H0(curl;),
(4)
(µHt ,8)+ (∇ × E,8) = 0 ∀8 ∈ H(div;), (5)
for t ∈ (0,T ) with the initial conditions (3).
Theorem 1: Let J ∈ C(0,T ,L2
ε−1 ()), and the solution
(E,H) ∈ (C(0,T ,H0(curl;)) ∩ C1(0,T ,L2ε()))×(
C(0,T ,H(div;))∩C1(0,T ,L2µ())
)
of the system (1)–(2)
satisfies
‖E‖ε+‖H‖µ≤
√
2
[
‖E0‖ε + ‖H0‖µ+‖J‖L1(0,T ,L2
ε−1 ()
)] .
Proof: Take test functions 9 := E and 8 := H
in (4)–(5) respectively, then
(εEt ,E)− (H,∇ × E) = (J,E), (6)
(µHt ,H)+ (∇ × E,H) = 0. (7)
Adding the equations (6)–(7), we have
(εEt ,E)+ (µHt ,H) = (J,E),
therefore
d
dt
[
‖E‖2ε + ‖H‖2µ
]
= 2(J,E) ≤ 2‖J‖ε−1‖E‖ε.
Integrating both sides from 0 to T , we obtain,
‖E‖2ε + ‖H‖2µ
≤ ‖E0‖2ε + ‖H0‖2µ + 2
∫ T
0
‖J‖ε−1‖E‖εds
≤ ‖E0‖2ε + ‖H0‖2µ + 2
∫ T
0
‖J‖ε−1
√
‖E‖2ε + ‖H‖2µds.
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Then it follows from the Gronwall–Ou-Iang’s inequality
(see, e.g., [80]) that√
‖E‖2ε + ‖H‖2µ ≤
√
‖E0‖2ε + ‖H0‖2µ +
∫ T
0
‖J‖ε−1ds.
Since√
‖E‖2ε + ‖H‖2µ ≤ ‖E‖ε + ‖H‖µ ≤
√
2
√
‖E‖2ε + ‖H‖2µ,
the statement follows. 
Let us now turn to time discretizations for the Maxwell
system (1)–(2). The time interval (0,T ) is divided intoN ∈ N
equally spaced subintervals by using nodal points
0 =: t0 < t1 < t2 < · · · < tN := T ,
with tn = n1t , 1t > 0, n = 0, 1, 2, . . . ,N .
Replacing the time derivatives in (4)–(5) at tn by the back-
ward finite difference quotient, that is
Et (tn) ≈ E(t
n)− E(tn−1)
1t
etc.,
and get a sequence of problems of the type(
ε
En − En−1
1t
, 9
)
− (Hn,∇ ×9) = (Jn, 9)
∀9 ∈ H0(curl;), (8)(
µ
Hn −Hn−1
1t
,8
)
+ (∇ × En,8) = 0
∀8 ∈ H(div;), (9)
where (En,Hn) ∈ H0(curl;) × H(div;) are to be
determined for n ∈ {1, . . . ,N } (as approximations to
(E(tn),H(tn))), (E0,H0) ∈ H0(curl;)×H(div;) are given
(as approximations to (E0,H0)), and Jn := J(tn) ∈ L2ε−1 ().
Theorem 2: For 0 < 1t < 1/2, there exists a constant
C > 0 independent of 1t (but dependent on T ) such that
‖EN‖2ε + ‖HN‖2µ ≤ C .
Proof: In (8)–(9), we choose the test functions 9 :=
21tEn and 8 := 21tHn. Then
2(ε(En−En−1),En)−21t(Hn,∇ × En)=21t(Jn,En),
(10)
2(µ(Hn−Hn−1),Hn)+21t(∇ × En,Hn)=0. (11)
Adding the equations (10) and (11), we get
2(ε(En−En−1),En)+2(µ(Hn−Hn−1),Hn)=21t(Jn,En).
The identity (1) from Lemma 1 implies that
‖En‖2ε + ‖En − En−1‖2ε − ‖En−1‖2ε + ‖Hn‖2µ
+‖Hn−Hn−1‖2µ − ‖Hn−1‖2µ=21t(Jn,En). (12)
The right-hand side is estimated similarly to the proof of the
inequality (2) from Lemma 1:
2(Jn,En) = 2(ε−1/2Jn, ε1/2En) ≤ ‖ε−1/2Jn‖2
+‖ε1/2En‖2 = ‖Jn‖2
ε−1+‖En‖2ε .
Using this estimate in (12), we obtain
‖En‖2ε − ‖En−1‖2ε + ‖Hn‖2µ − ‖Hn−1‖2µ
≤ 1t‖En‖2ε +1t‖Jn‖2ε−1 .
Summing up from n = 1 to N , we arrive at
‖EN‖2ε + ‖HN‖2µ
≤ 1t
N∑
n=1
‖En‖2ε +1t
N∑
n=1
‖Jn‖2
ε−1 + ‖E0‖2ε + ‖H0‖2µ
≤ 1t
N∑
n=0
‖En‖2ε +1t
N∑
n=0
‖Jn‖2
ε−1 + ‖E0‖2ε + ‖H0‖2µ.
Now we are ready to apply Gronwall’s inequality (Lemma 2)
with δ := 1t ≥ 0, g0 := ‖E0‖2ε + ‖H0‖2µ ≥ 0, an :=
‖En‖2ε + ‖Hn‖2µ ≥ 0, bn := 0, cn := ‖Jn‖2ε−1 ≥ 0, and
γn := 1 ≥ 0. Then the condition γnδ < 1 corresponds to
1t < 1 and the final estimate follows from the observation
that (n+ 1)1t ≤ T +1t ≤ T + 1/2:
‖EN‖2ε + ‖HN‖2µ
≤ (1t N∑
n=0
‖Jn‖2
ε−1 + ‖E0‖2ε + ‖H0‖2µ
)
× exp
(
1t
N∑
n=0
(1−1t)−1
)
≤
(
N∑
n=0
‖Jn‖2
ε−11t + ‖E0‖2ε + ‖H0‖2µ
)
exp (2T + 1) .
It remains to note that the term
N∑
n=0
‖Jn‖2
ε−11t is an approx-
imation to
∫ T
0
‖J(t)‖2
ε−1dt = ‖J‖2L2(0,T ,L2
ε−1 ())
and thus
bounded. 
Next we want to prove an estimate of the error in time. To
do so, we introduce the errors
ζ nc := E(tn)− En, ξnc := H(tn)−Hn. (13)
Theorem 3: If (E,H) ∈ (C(0,T ,H0(curl;)) ∩
C2(0,T ,L2ε())
)× (C(0,T ,H(div;))∩C2(0,T ,L2µ()))
and if the time step 1t is sufficiently small, then there exists
a constant C > 0 independent of 1t (but dependent on T )
such that
‖ζNc ‖2ε + ‖ξNc ‖2µ ≤ C
(
1t + ‖ζ 0c ‖ε + ‖ξ0c ‖µ
)
.
Proof: From Taylor’s formula with integral remainder
it follows that
E(t) = E(tn)+ Et (tn)(t − tn)+
∫ t
tn
(t − s)Ett (s)ds,
hence(
ε
E(tn)− E(tn−1)
1t
, 9
)
= (εEt (tn), 9)+ (εRnE, 9),
(14)
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where
RnE :=
1
1t
∫ tn
tn−1
(tn−1 − s)Ett (s)ds.
An analogous relation can be obtained with respect to H.
Making use of (4)–(5), we get(
ε
E(tn)− E(tn−1)
1t
, 9
)
− (H(tn),∇ ×9)
= (Jn + εRnE, 9) ∀9 ∈ H0(curl;), (15)(
µ
H(tn)−H(tn−1)
1t
,8
)
+ (∇ × E(tn),8)
= (µRnH,8) ∀8 ∈ H(div;). (16)
Now the equations (8)-(9) are subtracted from the
equations (15)-(16). Together with (13) the result is:(
ε
ζ nc − ζ n−1c
1t
, 9
)
− (ξnc ,∇ ×9) = (εRnE, 9) (17)(
µ
ξnc − ξn−1c
1t
,8
)
+ (∇ × ζ nc ,8) = (µRnH,8). (18)
Taking 9 := 21tζ nc and 8 := 21tξnc in equations (17) and
(18), by the same reasoning as in the proof of Theorem 2,
from this we obtain the estimate
‖ζ nc ‖2ε − ‖ζ n−1c ‖2ε + ‖ξnc ‖2µ − ‖ξn−1c ‖2µ
≤ 1t[‖ζ nc ‖2ε + ‖ξnc ‖2µ]+1t [‖RnE‖2ε + ‖RnH‖2µ] .
The summation leads to
‖ζNc ‖2ε + ‖ξNc ‖2µ
≤
[
1t
N∑
n=1
[‖ζ nc ‖2ε + ‖ξnc ‖2µ]
+1t
N∑
n=1
[
‖RnE‖2ε + ‖RnH‖2µ
]
+ ‖ζ 0c ‖2ε + ‖ξ0c ‖2µ
]
.
Next we apply Gronwall’s inequality (Lemma 2) with δ :=
1t ≥ 0, g0 := ‖ζ 0c ‖2ε + ‖ξ0c ‖2µ ≥ 0, an := ‖ζ nc ‖2ε + ‖ξnc ‖2µ ≥
0, bn := 0, cn := ‖RnE‖2ε + ‖RnH‖2µ ≥ 0 (n ≥ 1), c0 := 0,
and γn := 1 ≥ 0. Then the condition γnδ < 1 corresponds to
1t < 1 and we get
‖ζNc ‖2ε + ‖ξNc ‖2µ
≤
[(
1t
N∑
n=0
[
‖RnE‖2ε + ‖RnH‖2µ
]
+ ‖ζ 0c ‖2ε + ‖ξ0c ‖2µ
)
× exp (1t N∑
n=0
(1−1t)−1)]
≤
[( N∑
n=0
[
‖RnE‖2ε + ‖RnH‖2µ
]
1t + ‖ζ 0c ‖2ε + ‖ξ0c ‖2µ
)
× exp (2T + 1)
]
.
It remains to estimate the sum terms. Since
‖RnE‖2ε =
1
(1t)2
∥∥∥∥∥
∫ tn
tn−1
(tn−1 − s)Ett (s)ds.
∥∥∥∥∥
2
ε
≤ 1
(1t)2
∫ tn
tn−1
(s− tn−1)2ds
∫ tn
tn−1
‖Ett (s)‖2εds
= 1t
3
∫ tn
tn−1
‖Ett (s)‖2εds ,
it follows that
N∑
n=0
‖RnE‖2ε1t ≤
(1t)2
3
∫ T
0
‖Ett (s)‖2εds
= (1t)
2
3
‖Ett‖2L2(0,T ,L2ε ()).
In summary, we get
‖ζNc ‖2ε + ‖ξNc ‖2µ
≤ ( (1t)2
3
[‖Ett‖2L2(0,T ,L2ε ()) + ‖Htt‖2L2(0,T ,L2µ())]
+‖ζ 0c ‖2ε + ‖ξ0c ‖2µ
)
exp (2T + 1) .

IV. SPATIAL DISCRETIZATION
In this section we introduce families of finite dimensional
subspacesUh ⊂ H(curl;) andVh ⊂ H(div;) to discretize
the problem (8)–(9) in space.
Let Th be an arbitrary member of a family of triangula-
tions of consisting of geometric elements K . Each element
K ∈ Th is assumed to be an open tetrahedron if K has no
face or edge on 0. The elements that have an edge or face
on 0 are allowed to have one curved edge or one curved
face, respectively. These elements are called boundary ele-
ments [16]. If K is a boundary element we assign a standard
tetrahedron K˜ by connecting the four vertices ofK by straight
edges.
In addition, all triangulations should be compatible with
the discontinuities of the coefficients ε and µ, that is their
discontinuities lie on the boundaries of the elements of the
triangulations only. Moreover we assume that the family of
triangulations is quasi-uniform. That is, there exist constants
cF > 0, cF > 0 independent of K and Th such that
cFh ≤ hK ≤ cFρK ∀K ∈ Th ∀Th,
where ρK is the maximum diameter of the largest ball con-
tained in K or K˜ , hK is the diameter of K and h :=
maxK∈Th hK [78].
Now let h be the interior of the set⋃
K∈Th
K˜ .
LetPk be the space of scalar real-valued polynomials in three
variables of maximal degree k , and P˜k be the space of scalar
real-valued homogeneous polynomials of exact degree k .
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FIGURE 1. A tetrahedron K : t is an edge tangent vector, n is a face normal.
For any k ∈ N, we define the following subspaces of Pk :=
[Pk ]3 (for details see [65]), [71] or [72]:
Dk := Pk−1 ⊕ x P˜k−1,
Sk := {p ∈ [P˜k ]3 : x · p(x) = 0},
Rk := Pk−1 ⊕ Sk .
Obviously, Sk ⊂ Pk and Rk ⊂ Pk .
Here we describe the so-called first family of Nédélec edge
elements. We mention that in the two definitions below it is
assumed that a standard reference tetrahedron Kˆ is used and
that an affine transformation between Kˆ and K is applied.
Definition 1 (Rk -Unisolvent and Curl-Conforming Dofs):
Let K be a tetrahedron in R3 with faces denoted by f and
edges denoted by e. t and n in Fig (1) represent the unit
vectors along the edge e and perpendicular to the face f ,
respectively. Let v ∈W1,p(K ) for some p > 2. We define the
following three sets of moments of v on K:
For the six edges of e of K
Me(v) :=
{∫
e
v · t q de ∀q ∈ Pk−1(e)
}
,
for the four facesf of K
Mf (v) :=
{∫
f
v× n · q ds ∀q ∈ [Pk−2(f )]2
}
,
MK (v) :=
{∫
K
v · q dx ∀q ∈ Pk−3(K )
}
.
Remark 1: The dofs Mf are given here in the original
version of [71], Def. 4. However, from the point of view of
affine equivalence it may be useful to use a different, but
equivalent representation [65], Remark 5.31.
This set of moments is Rk -unisolvent and curl-conforming as
proved in [71], Thm. 1. For any v ∈ W1,p(K ), we define a
local interpolant rKv ∈ Rk such that
Me(v− rKv) = Mf (v− rKv) = MK (v− rKv) = {0}
The global interpolant rhv ∈ Uh := {w ∈ H(curl;) :
w|K ∈ Rk ∀K ∈ Th} is defined element-wise:
rhv|K := rK (v|K ) ∀K ∈ Th.
The following estimate holds for rh ( [71], Thm. 2): If v ∈
Hk+1() then
‖v− rhv‖H(curl;) ≤ Chk‖v‖Hk+1().
Definition 2 (Dk -Unisolvent and Div-Conforming Dofs):
Let K be a tetrahedron in R3 with faces denoted by f with
normal n. Let v ∈ W1,p(K ) for some p > 2. We define the
following two set of moments of v on K:
For the four facesf of K
Mf (v) :=
{∫
f
v · n q, ds ∀q ∈ Pk−1(f )
}
,
MK (v) :=
{∫
K
v · q dx ∀q ∈ Pk−2(K )
}
.
This set of moments is Dk -unisolvent and div-conforming as
proved in [71], Thm. 3. For any v ∈ W1,p(K ), we define a
local interpolant wKv ∈ Dk as follows:
Mf (v− wKv) = MK (v− wKv) = {0}.
The global interpolant whv ∈ Vh := {w ∈ H(div;) :
w|K ∈ Dk ∀K ∈ Th} is defined element-wise:
whv|K := wK (v|K ) ∀K ∈ Th.
An error estimate also holds forwh (see [18], equation (19),
and [71], Thm. 4): If v ∈ Hk (), then
‖v− whv‖ε ≤ Chk‖v‖Hk ().
According to [65], Lemma 5.40, the spaces Uh and Vh are
related via
∇ × Uh ⊂ Vh, (19)
and the interpolation operators rh and wh are linked together
as follows: ∇ × rhv = wh(∇ × v) for all v such that both the
interpolants rhv and wh(∇ × v) are defined.
In the subsequent error analysis, we will make use of
two projection operators into U0h := Uh ∩ H0(curl;)
and Vh, respectively. The first projection operator 5h :
H0(curl;)→ U0h is defined by(∇ ×5hu, 9h) = (∇ × u, 9h) ∀9h ∈ Vh,
(5hu,∇ph) = (u,∇ph) ∀ph ∈ Skh , (20)
where Skh is the standard space of continuous finite elements
on Th:
Skh := {v ∈ H10 () : v|K ∈ Pk ∀K ∈ Th},
see [17].
An error bound for the projection 5h can be derived as
in [18]: If u ∈ Hk+1(), then
‖u−5hu‖ε ≤ Chk‖u‖Hk+1(). (21)
The second projection operator is the L2-orthogonal projec-
tion of H(div;) onto Vh:
(PhH,8h) = (H,8h) ∀8h ∈ Vh. (22)
By the help of similar arguments as in [18], the following
estimate can be shown for v ∈ Hk ():
‖Phv− v‖µ ≤ Chk‖u‖Hk (). (23)
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V. FULL DISCRETIZATION USING THE BACKWARD
EULER METHOD
The fully discrete electric and magnetic fields (Enh,H
n
h) ∈
U0h × Vh satisfy(
ε
Enh − En−1h
1t
, 9h
)
− (Hnh,∇ ×9h)
= (Jn, 9h) ∀9h ∈ U0h, (24)(
µ
Hnh −Hn−1h
1t
,8h
)
+ (∇ × Enh,8h)
= 0 ∀8h ∈ Vh, (25)
where (Enh,H
n
h) ∈ U0h × Vh are to be determined for n ∈{1, . . . ,N } and (E0h,H0h) ∈ U0h × Vh are given (and will
be specified later). Before formulating the theorem, we still
introduce a few terms. The full error of the electric field will
be denoted by
ζ n := E(tn)− Enh = ηn − ηnh, (26)
where
ηn := E(tn)−5hE(tn), ηnh := Enh −5hE(tn). (27)
Similarly for the magnetic field:
ξn := H(tn)−Hnh = θn − θnh (28)
with
θn := H(tn)− PhH(tn), θnh := Hnh − PhH(tn). (29)
Theorem 4: Let (E,H) be the solution of (4)–(5) such that,
for some k ∈ N,
E ∈ C(0,T ,H0(curl;)) ∩ C2(0,T ,L2ε() ∩Hk+1()),
H ∈ C2(0,T ,L2µ() ∩Hk ()),
and (Enh,H
n
h) be the fully discrete solution of (24)-(25). Then,
for sufficiently small 1t and h, the following error estimate
holds:
‖ζN‖ε + ‖ξN‖µ ≤ C
[
1t + hk + hk1t],
where the constant C > 0 does not depend on 1t and h (the
structure of C will be seen from the proof).
Proof: Taking 9 = 9h and 8 = 8h in (15)-(16),
subtracting the system (24)-(25) from the system (4)–(5) and
using the definitions (26), (28), we obtain:(
ε
ζ n − ζ n−1
1t
, 9h
)
− (ξn,∇ ×9h) = (εRnE, 9h),(
µ
ξn − ξn−1
1t
,8h
)
+ (∇ × ζ n,8h) = (µRnH,8h).
Furthermore, using the decompositions (27), (29), after a
simple rearrangement we arrive at(
ε
(ηn − ηn−1)− (ηnh − ηn−1h )
1t
, 9h
)
− (θn − θnh ,∇ ×9h)
= (εRnE, 9h),(
µ
(θn − θn−1)− (θnh − θn−1h )
1t
,8h
)
+ (∇ × (ηn − ηnh),8h)
= (µRnH,8h).
Now we set 9h := −21tηnh and 8h := −21tθnh :
2
(
ε(ηnh−ηn−1h ), ηnh
)−21t(θnh ,∇×ηnh)=2(ε(ηn−ηn−1), ηnh)
−21t(θn,∇×ηnh)−21t(εRnE, ηnh)
2
(
µ(θnh−θn−1h ), θnh
)+21t(∇×ηnh, θnh )=2(µ(θn−θn−1), θnh )
+ 21t(∇×ηn, θnh )−21t(µRnH, θnh ).
Thanks to (20), (22) and (19), the middle terms on the right-
hand sides vanish. Adding the resulting equations, we get
2
(
ε(ηnh − ηn−1h ), ηnh
)+ 2(µ(θnh − θn−1h ), θnh )
= 2(ε(ηn − ηn−1), ηnh)+ 2(µ(θn − θn−1), θnh )
− 21t(εRnE, ηnh)− 21t(µRnH, θnh ).
Now the identity (1) from Lemma 1 allows to rewrite the left-
hand side as,
‖ηnh‖2ε + ‖ηnh − ηn−1h ‖2ε − ‖ηn−1h ‖2ε + ‖θnh ‖2µ
+‖θnh − θn−1h ‖2µ − ‖θn−1h ‖2µ
= 2(ε(ηn − ηn−1), ηnh)+ 2(µ(θn − θn−1), θnh )
− 21t(εRnE, ηnh)− 21t(µRnH, θnh ). (30)
The first two terms on the right-hand side are treated by
means of formula (14). Namely, replacing there E(tn) by
(I−5h)E(tn), we obtain(
ε(ηn − ηn−1), ηnh
) = 1t(ε(I−5h)Et (tn), ηnh)
+1t(ε(I−5h)RnE, ηnh).
In the same way we get(
µ(θn − θn−1), θnh
) = 1t(µ(I− Ph)Ht (tn), θnh )
+1t(µ(I− Ph)RnH, θnh ).
Using this in (30) and applying the estimate (2) from
Lemma 1 to each of the resulting terms on the right-hand side,
we obtain
‖ηnh‖2ε + ‖ηnh − ηn−1h ‖2ε − ‖ηn−1h ‖2ε + ‖θnh ‖2µ
+‖θnh − θn−1h ‖2µ − ‖θn−1h ‖2µ
≤1t‖(I−5h)Et (tn)‖2ε+1t‖(I−5h)RnE‖2ε+1t‖RnE‖2ε
+ 31t‖ηnh‖2ε+1t‖(I−Ph)Ht (tn)‖2µ+1t‖(I−Ph)RnH‖2µ
+1t‖RnH‖2µ + 31t‖θnh ‖2µ
Summing up from n = 1 to N and ignoring the second and
fifth terms on the left-hand side, we arrive at
‖ηNh ‖2ε + ‖θNh ‖2µ ≤ 31t
N∑
n=1
[‖ηnh‖2ε + ‖θnh ‖2µ]
+1t
N∑
n=1
[
‖(I−5h)Et (tn)‖2ε+‖(I−5h)RnE‖2ε+‖RnE‖2ε
+‖(I− Ph)Ht (tn)‖2µ + ‖(I− Ph)RnH‖2µ + ‖RnH‖2µ
]
+‖η0h‖2ε + ‖θ0h ‖2µ.
Now we are ready to apply Gronwall’s inequality (Lemma 2)
with δ := 1t ≥ 0, g0 := ‖η0h‖2ε + ‖θ0h ‖2µ ≥ 0,
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an := ‖ηnh‖2ε+‖θnh ‖2µ ≥ 0, bn := 0, cn := ‖(I−5h)Et (tn)‖2ε+
‖(I − 5h)RnE‖2ε + ‖RnE‖2ε + ‖(I − Ph)Ht (tn)‖2µ + ‖(I −
Ph)RnH‖2µ+‖RnH‖2µ ≥ 0, and γn := 3 ≥ 0. Then the condition
γnδ < 1 corresponds to 1t < 1/3 and we obtain, say for
1t < 1/6,
‖ηNh ‖2ε + ‖θNh ‖2µ
≤
(
1t
N∑
n=0
[
‖(I−5h)Et (tn)‖2ε + ‖(I−5h)RnE‖2ε
+‖RnE‖2ε + ‖(I− Ph)Ht (tn)‖2µ + ‖(I− Ph)RnH‖2µ
+‖RnH‖2µ
]
+ ‖η0h‖2ε + ‖θ0h ‖2µ
)
exp (6T + 1) .
From the end of the proof of Thm. 3 it is known that
1t
N∑
n=0
[‖RnE‖2ε + ‖RnH‖2µ]
≤ (1t)
2
3
[‖Ett‖2L2(0,T ,L2ε ()) + ‖Htt‖2L2(0,T ,L2µ())].
Furthermore, from (21) we see that,
‖(I−5h)Et (tn)‖ε ≤ Chk‖Et (tn)‖Hk+1(),
‖(I−5h)RnE‖ε ≤ Chk‖RnE‖Hk+1(),
and (23) yields the estimates,
‖(I− Ph)Ht (tn)‖µ ≤ Chk‖Ht (tn)‖Hk ()
‖(I− Ph)RnH‖µ ≤ Chk‖RnH‖Hk ().
Therefore,
1t
N∑
n=0
[‖(I−5h)Et (tn)‖2ε + ‖(I− Ph)Ht (tn)‖2µ]
≤ Ch2k
N∑
n=0
[‖Et (tn)‖2Hk+1() + ‖Ht (tn)‖2Hk ()]1t
≤ Ch2k
∫ T
0
[‖Et (t)‖2Hk+1() + ‖Ht (t)‖2Hk ()]dt
= Ch2k[‖Et‖2L2(0,T ,Hk+1()) + ‖Ht‖2L2(0,T ,Hk ())],
and
1t
N∑
n=0
[‖(I−5h)RnE‖2ε + ‖(I− Ph)RnH‖2µ]
≤ Ch2k
N∑
n=0
[‖RnE‖2Hk+1() + ‖RnH‖2Hk ()]1t
≤ Ch2k (1t)2[‖Ett‖2L2(0,T ,Hk+1()) + ‖Htt‖2L2(0,T ,Hk ())].
Finally, if we take
E0h := 5hE0, H0h := PhH0, (31)
we conclude that,
‖ηNh ‖ε + ‖θNh ‖µ ≤ C
[
1t + hk + hk1t].
The terms ‖ηN‖ε and ‖θN‖µ are estimated by (21) and (23),
respectively:
‖ηN‖ε = ‖(I−5h)E(tN )‖ε ≤ Chk‖E(tN )‖Hk+1(),
‖θN‖µ = ‖(I− Ph)H(tN )‖µ ≤ Chk‖H(tN )‖Hk ().
The triangle inequality yields the stated result:
‖E(tN )− ENh ‖ε + ‖H(tN )−HNh ‖µ
≤ ‖ηN‖ε + ‖ηNh ‖ε + ‖θN‖µ + ‖θNh ‖µ
≤ C[1t + hk + hk1t].

VI. NUMERICAL RESULTS
Denoting by en, hn and jn the representation vectors ofEnh,H
n
h
and the L2-orthogonal projection of Jn onto U0h, the
method (24)–(25) can be written as follows:
Mε
en − en−1
1t
= G>hn + jn, (32)
Mµ
hn − hn−1
1t
= −Gen, (33)
where Mε is the positively definite mass matrix of size
dimU0h × dimU0h for the material parameter ε, Mµ is the
positively definite mass matrix of size dimVh × dimVh for
the material parameter µ, and G is a discrete representation
of −curl with size dimVh × dimU0h.
A. IMPLEMENTATION OF THE BACKWARD EULER
METHOD
The formal algorithm for the system (32)-(33) reads as
follows:
Compute the number of time steps:
nstep := T − t0
1t
Compute the initial values for the electric and magnetic
fields:
e0← E0
h0← H0
Loop over time steps:
for n = 1 to nstep do:
Begin integration method update:
ein← en−1
hin← hn−1
Update the electric and magnetic fields values:
eout ← ein +1tM−1ε
(
G>hout + jn
)
hout ← hin +1tM−1µ Geout
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Update the electric and magnetic fields values for this
time step:
en← eout
hn← hout
end for
Completion:
eN ← enstep
hN ← hnstep
B. IMPLEMENTATION OF THE SYMPLECTIC METHOD
We have also tested the application of symplectic time inte-
gration methods. A 4th order symplectic integration algo-
rithm for the time dependent Maxwell’s equations with
parameters
β1 = 2+ 2
1
3 + 2− 13
6
, α1 = 0,
β2 = 1− 2
1
3 − 2− 13
6
, α2 = 1
2− 2 13
,
β3 = 1− 2
1
3 − 2− 13
6
, α3 = 1
1− 2 23
,
β4 = 2+ 2
1
3 + 2− 13
6
, α4 = 1
2− 2 13
(see [81], [82]) is given as follows:
Compute the number of time steps:
nstep := T − t0
1t
Compute the initial values for the electric and magnetic
fields:
e0← E0
h0← H0
Loop over time steps:
for n = 1 to nstep do:
Begin integration method update:
ein← en−1
hin← hn−1
Update the electric and magnetic fields values:
for j = 1 to 4 do
eout ← ein + αj1tM−1ε
(
G>hin + jn
)
hout ← hin + βj1tM−1µ Geout
ein← eout
hin← hout
end for
Update the electric and magnetic fields values for this
time step:
en← eout
hn← hout
end for
FIGURE 2. The energy of the system remains constant if the symplectic
time integration method is applied.
Completion:
eN ← enstep
hN ← hnstep
Krylov solvers were used to invert the mass matrices Mε
andMµ. A preconditioned conjugate gradient solver was also
implemented.
C. ENERGY CONSERVATION
In order to verify a correct physical behaviour of the numer-
ical methods, we considered the energy evolution, too. The
discrete instantaneous energy is the total energy that is stored
in the discrete electric and magnetics fields. It is computed as
Energy = 1
2
(
eTMεe+ hTMµh
)
.
It is an substantial advantage of the symplectic method that it
conserves the energy, see Fig. 2.
D. SIMULATION RESULTS, VALIDATIONS AND
DISCUSSION
A number of numerical experiments were performed to
approximate solutions of time dependent Maxwell’s prob-
lems. We visualized the electromagnetic fields for cases
where the exact solution is known, but also for cases with
unknown analytical solution, and checked the stability and
convergence properties in problemswith complicated geome-
tries. The main object of these simulations was to validate the
code. The simulations are conditionally stable in the case of
the symplectic time integration method.
EXAMPLE 1: This test example is characterized by the
following parameters, where a symplectic time integration
method is applied to a Fichera mesh. The frequency is f =√
3
2 c0 Hz, where c0 denotes the speed of light in vacuum, and
the wave length is λ = 1.1547m. The angular frequency is
ω = 2pi f (rad·s−1). The permittivity and the permeability are
equal to the constant vacuum values ε = ε0 and µ = µ0 as
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FIGURE 3. The snapshot is taken at the final time step (N = 100) for the electric and magnetic fields, by employing the backward
Euler method for the beam tetrahedron. The time step size is 1t = 0.03125. (a) Electric field. (b) Magnetic field.
FIGURE 4. The snapshot is taken at the first time step (n = 1) for the electric and magnetic fields by taking the
projections (31), and employing the backward Euler method for the Fichera mesh. The time step size is 1t = 0.0005.
(a) Electric field. (b) Magnetic field.
in [83]. The exact electric and magnetic fields are given as
E1(t) = − cos(pix) sin(piy) sin(piz) cos(ωt),
E2(t) = 0,
E3(t) = sin(pix) sin(piy) cos(piz) cos(ωt),
H1(t) = −pi
ω
sin(pix) cos(piy) cos(piz) sin(ωt),
H2(t) = 2pi
ω
cos(pix) sin(piy) cos(piz) sin(ωt),
H3(t) = −pi
ω
cos(pix) cos(piy) sin(piz) sin(ωt).
For the case of the symplectic time integration method,
an upper bound of the largest stable time step (CFL) is given
by [2], [5], [81], as
1t ≤ 2√
ρ
(
M−1ε G>M−1µ G
) ,
where ρ is the spectral radius function. The largest eigenvalue
can be efficiently determined by [84] or the power method.
EXAMPLE 2: Here the backward Euler method is con-
sidered. The permittivity and the permeability are constant:
ε = 2, µ = 1.5. The initial electric and magnetic fields are
obtained by taking the projections (31) of the exact electric
and magnetic fields, where the exact fields given by
E =
(
sin(2t − 3z), sin(2t − 3x), sin(2t − 3y)
)T
,
H =
(
sin(2t − 3y), sin(2t − 3z), sin(2t − 3x)
)T
,
J =
(
sin(2t − 3z), sin(2t − 3x), sin(2t − 3y)
)T
.
Theorem 1 states that the problem is well-posed. An anal-
ogous result for the Rothe method is given in Theorem 2.
The Theorems 3 and 4 present a priori estimates of the abso-
lute error. These results show that we get optimal solutions
within the selected finite element spaces, whereasmany exist-
ing methods exhibit spurious solutions e.g. [1]–[15], [18],
[27], [32], [34], [36] also because they solve other than the
direct Maxwell’s problem (1)-(3). We measured the L2-norm
of the error for a sequence of successively refined meshes
starting from a uniform coarse mesh. The refinement level at
l = 1 shows the initial geometry of the mesh, and the levels
at l = 2, l = 3, and l = 4 show the uniform refinement
simultaneously at the subsequent 2nd, 3rd and 4th steps.
We summarize the obtained absolute errors for the fourth
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FIGURE 5. The scale shows the values of electric fields at the final time step (N = 50), by employing the backward
Euler method. The time step size is 1t = 0.0005. (a) Snapshot of top. (b) Snapshot of bottom. (c) Snapshot of top and
front. (d) Snapshot of back and bottom. (e) Snapshot of back, left and bottom. (f) Snapshot of right and front.
TABLE 1. Absolute error.
order symplectic integration method in Table 1. The Table 1
shows that the symplectic method is conditionally stable and
its order of the convergence is approximately equal to 4.
Fig 2 illustrates that the symplectic method conserves the
energy. This is an additional aspect to underline the good
accuracy of our numerical results.
The snapshot of the electric and magnetic fields depicted
in Fig. 3 is taken at the final time step N = 100, using the
time step size 1t = 0.03125, by employing the backward
Euler method for the beam tetrahedron meshes. Fig. 4 shows
the initial values of the electric and magnetic fields at the first
time step by taking the projections (31), and by employing the
backward Euler method for the Fichera mesh (3D L-shaped
domain). The time step size is1t = 0.0005 in Fig. 4. Differ-
ent orientations of the Fichera mesh are illustrated in Figs. 5.
Furthermore, the electric and magnetic fields at time step
N = 50 are shown in Fig. 5, by employing the backward
Euler for1t = 0.0005. Both the absolute errors and the con-
servation property of energy are determined and are strictly
fulfilled as the electric andmagnetic fields visualization in 3D
underline for our cases, in contrast to [45]. This is clear from
Table 1 and the conservation property of energy, see Fig. 2.
VOLUME 7, 2019 63863
A. Anees, L. Angermann: TDFEM for Maxwell’s Equations
FIGURE 6. The scale shows the values of magnetic fields at the final time step (N = 50), by employing the
backward Euler method. The time step size is 1t = 0.0005. (a) Snapshot of top. (b) Snapshot of bottom.
(c) Snapshot of top and front. (d) Snapshot of back and bottom. (e) Snapshot of back, left and bottom.
(f) Snapshot of right and front.
In addition, the electric and magnetic fields are visualized at
initial and final time steps for beam and Fichera meshes.
The backward Euler method is unconditionally stable
and computationally expensive. In contrast to the backward
Euler method the symplectic method is conditionally sta-
ble. We conclude that our proposed time domain finite ele-
ment method methods possess good accuracy and no spuri-
ous solutions in 3D complex geometries, and allow to treat
the systems of Maxwell’s equations directly and more effi-
ciently than many existing methods such as A-formulation,
A − 8 method, operator-form, electric field formulation,
magnetic field formation and decoupled scheme (explicit
magnetic field), for details see [1]–[15], [18], [27], [32], [34],
[36]. Moreover the proposed methods are a good basis for
the development of energy conserving methods for nonlin-
ear problems in Optics and Photonics. The A-formulation
scheme [9] also caused spurious solution in the nonlinear
case. Moreover, our proposed method could replace the
A-formulation [9] to solve the fully non-linear system of
High-Powermicrowave air breakdownwithout spurious solu-
tions. We have also obtained some first parallel results,
see [85].
VII. CONCLUSION
The paper summarizes some time domain finite element
methods for the system of Maxwell’s equations in three
dimensions, where the electric and magnetic fields are dis-
cretized by means of different finite element spaces. The
time domain mixed finite element methods have the advan-
tage of being substantially more powerful and reliable than
FDTD or other existing methods with respect to error
estimates and numerical experiment, because they directly
solve the system for electric and magnetic field intensities.
Moreover the Rothe method and fully-discrete error esti-
mation yield optimal solutions. To the best of our knowl-
edge, fully discrete error estimates, simulations and visu-
alizations of the type presented here, using the Nédeléc
curl-conforming and Raviart Thomas div-conforming ele-
ments with backward Euler temporal discretization for
the system of Maxwell’s equations, were not yet avail-
able. Numerical examples are given for the fully discrete
problems.
The presented symplectic time integration method is
accurate up to fourth order in time, conserves the energy
and is conditionally stable. The backward Euler method is
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unconditionally stable. The computed electric and magnetic
fields are visualized at intermediate and final time steps.
APPENDIX
SOME INEQUALITIES
Lemma 1: Let X be a real Hilbert space with inner product
(·, ·). Then the following relations are valid for all u, v ∈ X:
1) 2(u− v,u) = ‖u‖2 + ‖u− v‖2 − ‖v‖2,
2) |(u, v)| ≤ α
2
‖u‖2 + 1
2α
‖v‖2 for all α > 0.
Proof: (1) follows from
‖v‖2 = (v− u+ u, v− u+ u)
= ‖v− u‖2 + 2(v− u,u)+ ‖u‖2
= ‖u− v‖2 − 2(u− v,u)+ ‖u‖2.
(2) Obviously, 0 ≤ ‖u±v‖2 ≤ ‖u‖2±2(u, v)+‖v‖2, hence
2|(u, v)| ≤ ‖u‖2 + ‖v‖2.
Replacing in this inequality u by
√
αu and v by v/
√
α,
the statement follows. 
Lemma 2: Let δ ≥ 0, g0 ≥ 0 and (an), (bn), (cn) and (γn)
be sequences of nonnegative numbers such that
an + δ
n∑
j=0
bj ≤ δ
n∑
j=0
γjaj + δ
n∑
j=0
cj + g0
for all n = 0, 1, 2 . . . (34)
Assume that γjδ < 1 for all j, and set σj := (1− γjδ)−1. Then
it holds, for all n ≥ 0:
an + δ
n∑
j=0
bj ≤
δ n∑
j=0
cj + g0
 exp
δ n∑
j=0
σjγj
 .
Proof: Since the assumption (34) can be rewritten as
(1− γnδ)an + δ
n∑
j=0
bj ≤ δ
n−1∑
j=0
γjaj + δ
n∑
j=0
cj + g0,
it takes – after some further simple manipulations – a form
as assumed in [86, Lemma 2.1], and the results follows from
that Lemma. 
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