Abstract Robust determination of earthquake source parameters over a continuous depth range is central to inferring rupture mechanisms dominant at different depths. We employed a cluster-event method to constrain the source parameters as well as along-path attenuation for earthquakes over 0-150 km depths and 4 orders of seismic moments in the Japan subduction zone. We found that corner frequency and stress drop increase with depth, whereas the radiated energy scaled by seismic moment declines with depth slightly. As a result, the radiation efficiency exhibits a notable deficit for events deeper than 60 km. Together these suggest an increased energy dissipation during faulting in ductile deformation regime, consistent with shear heating instability as an important faulting mechanism for intermediate-depth earthquakes.
Introduction
Occurrence of earthquake at depths below the brittle-ductile transition requires some mechanisms to facilitate faulting under high confining pressure, but these mechanisms are not well understood. The long-time favorable hypothesis for triggering of intermediate-depth earthquakes (50-300 km) is to raise the pore pressure in the rock by breaking down hydrous minerals [Green and Houston, 1995] . Dehydration embrittlement has been implied from laboratory experiments [e.g., Dobson et al., 2002; Jung et al., 2004] and gained critical support from the spatial coincidence between intraslab seismicity and the predicted metamorphic reaction locations in the subducting crust and mantle [Peacock and Wang, 1999; Peacock, 2001; Hacker et al., 2003] .
Another appealing hypothesis is shear heating instability or thermal runaway, in which viscous creep is localized along fine-grained shear zone and grows to rapid slip aided by frictional heating and melting. Grain size sensitive shear heating has been reproduced in numerical simulations [Kelemen and Hirth, 2007; John et al., 2009; Thielmann et al., 2015] and documented in the field as pseudotachylyte, a quenched melt on the thin fault vein exhumed from lower crustal depth in paleosubduction zones [Anderson and Austrheim, 2006; Deseta et al., 2014] . Low seismic efficiency inferred for the deep Bolivian earthquake is considered evidence for melting of a thin fault [e.g., Kanamori et al., 1998 ]. Recently, Prieto et al. [2013] reported high stress drop and low radiation efficiency for earthquakes in the Bucaramanga Nest (BN), Columbia, at depths of 140-170 km, favoring thermal runaway as a dominant process.
To better characterize the mechanisms of intermediate-depth earthquakes, it is beneficial to construct a continuous profile of source properties across the brittle-ductile transition depth, at about 40-70 km depending on the mantle temperature, and examine its pattern. In their study of the mantle wedge of the Japan subduction zone (JSZ), Ko et al. [2012] developed a cluster-event method (CEM) to suppress the source-path ambiguity and better constrain each. We expanded the data set of Ko et al. [2012] (Figure 1a ) and employed an improved nonlinear inversion technique in the CEM. We calculated both static and dynamic source parameters for events in a depth range of 0-150 km. We find conspicuous trends of some of these parameters with depth suggesting energy dissipation in the rupture of earthquake below 60 km depth.
Method and Data
We solve for corner frequency f c , scalar moment M 0 , and along-path quality factor Q for earthquakes by minimizing the difference between the observed displacement spectrum and the theoretical one based on the Brune-type [Brune, 1970] Key Points:
• Macroscopic source parameters of earthquakes in the Japan subduction zone were determined using the cluster-event method • Static stress drop increases with depth and the radiation efficiency is systematically low for earthquakes below 60 km • Shear heating instability may be an important rupture mechanism for intermediate-depth earthquakes extracted from vertical displacement record starting at 0.5 s before the handpicked arrival and was cosine tapered (0.5 s length) on each end. The multitaper technique [Park et al., 1987; Prieto et al., 2007; Prieto et al., 2009 ] was applied to this data window to obtain P wave spectrum. Noise spectrum was similarly determined from a 5 s window before and 1 s apart from the data window. Spectral fitting was performed only in the frequency band in which the P to noise amplitude ratio is greater than 5. The high-frequency limit is set at 8 Hz, slightly lower than the 10 Hz Nyquist frequency of the F-net data. More details of data preparation and processing can be found in Ko et al. [2012] .
While M 0 can be determined reliably by averaging the low-frequency part of the best fit spectrum over stations, f c and Q trade off with each other severely in the presence of noise. The CEM tackles the trade-off problem by configuring the measurements on a cluster-station basis rather than the conventional eventstation basis (Figure 1b) . The CEM assumes that (1) the raypaths from a cluster of events to the same station are similar and hence share an identical path effect Q and (2) only one f c is allowed for each event in one cluster. Source directivity is ignored. Ko et al. [2012] demonstrated that its effect on corner frequency is Ko et al., 2012] . For each cluster, five f c and three Q values are to be determined, if the cluster size is small and the paths sample essentially the same structure. The number of unknowns is reduced relative to other methods (see text). The radius of cluster is required to be one tenth of the path length between the target event and the nearest station. (c) Some events in a cluster may have shorter paths than the target event, but the data with cluster-radius/path length ratio less than one tenth comprise a dominant percentage (83%) of the data set.
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used method in which each spectrum is fitted with a pair of f c and Q would have 30 unknowns for 15 sets of spectrum, largely increasing the likelihood of f c -Q trade-off. The linearized method of Stachnik et al. [2004] deals with the system of one event (one f c ) for many stations. In the cluster I configuration, this method involves 20 unknowns for the same amount of data. Therefore, for a cluster of K events and N stations and a total of K × N sets of data, the number of unknowns are K + N, (K × N) + K, and (K × N) × 2 for CEM, the linearized inverse of Stachnik et al. [2004] , and the conventional spectrum fitting, respectively. As K and N ≫ 2 for a cluster, the CEM grows rapidly to an overdetermined inverse problem with effectively more constraints than in other methods.
The selection of clusters also faces a trade-off. More events included in a cluster better stabilize the inversion, whereas tighter clusters better satisfy the CEM basic assumption. We chose a compromise at which the radius of the cluster for the target event is taken as one tenth of the path length between the target event and the nearest station ( Figure 1b ). This scheme results in 83% of data with radius/path length ratio less than 0.1 ( Figure 1c ) and 3-10 events in a cluster. To solve this nonlinear inverse problem, the Neighborhood Algorithm (NA) [Sambridge, 1999] was used to drive the search in a multidimensional parameter space. See the details of CEM inversion in the supporting information.
To evaluate the performance of NA in the CEM, we conducted a synthetic test with the combination of the source and path parameters the same as in Ko et al. [2012] . Figure 2 illustrates that the NA steers the search iteratively toward the promising region in the model space and simultaneously increases the density of samples there. The NA is more efficient in convergence than the simulated annealing method adopted in Ko et al. [2012] . The CEM returns a solution identical to the input model after several iterations in all the cases in the test.
In Ko et al. [2012] where mantle wedge structure is the main target, only events between 70 and 150 km depths were used. We expand the data set by incorporating shallow events, including those along the plate interface. We do not analyze events deeper than 150 km, because seismic waves from deep intraslab events likely travel long enough within the slab to increase complexity and uncertainty in the path effect. The final data set consists of 813 events, 26,653 spectra, and 405 clusters for the F-net stations. These data, with a depth range of 0-150 km and a moment range 4 orders of magnitude wide or moment magnitude (M w ) range 3-6, provide an opportunity of comprehensive evaluation of source characteristics as a function of depth.
Results
With f c and M o of each event determined from the CEM, the radius of a circular fault can be estimated as r c = kβ/f c [Brune, 1970; Madariaga, 1976] , where β is the shear wave velocity at the hypocenter given by the 3-D velocity model of Nakamura et al. [2008] and k is a constant of 0.32 for P waves. We fit f c with the equation in the form of f c ∝ M 0 À 1/(3 + ε) and found ε virtually zero, suggesting no significant deviation from selfsimilarity model. The static stress drop is then calculated as Δσ s ¼ 7 16 [Eshelby, 1957] . To highlight the depth dependence of the source parameters, we define three depth zones: I, 0-25 km; II, 25-60 km; and III, > 60 km (Figure 3a) . Figure 3b shows that f c ∝ M 0 À 1/3 fits the data of each depth zone well and that f c increases with depth. As a result, Δσ s is essentially invariant over M 0 in each depth zone while increases substantially with depth despite the fact that the velocity has an opposite effect (Figure 3c ). Our data corroborate that intermediatedepth earthquakes in the JSZ obey self-similar processes over the moment range of this study. However, the depth dependence of f c and Δσ s are the key to infer different faulting mechanisms at different depths.
The radiated energy is estimated by integrating the source spectrum of P wave and scaling the result for S wave [Haskell, 1964; Boatwright, 1980; Boatwright and Fletcher, 1984; Kanamori, 2004a, 2004b ]
where α is P wave velocity, _ M : is the moment rate spectrum for P wave, and q is S-to-P energy ratio and is (3/2) (α/β) 5 if the corner frequencies of S and Pare identical. We removed from observed displacement spectrum the attenuation effect for each path determined by the CEM and carried out the integration between 0.2 and 8 Hz, which reflect the limitation of the 5 s window used in CEM and the Nyquist frequency of the F-net station (10 Hz). Beyond this range, the radiated energy was calculated from the CEM-determined best fit Brune's source model in 0.001-0.2 Hz and 8-100 Hz to compensate for the possible energy 
Substituting observed values of Δσ s into equation (2) yields an evident increase in scaled energy in zone III. The measured scaled energy in zone III is considerably lower than that predicted by the Brune model (Figure 4b ). , and f c increases from zone I to zone III. (c) Δσ s versus depth (light gray circle). Colored circles are means (with standard errors) of each 5 km depth interval; if the number of data is less than 10 in an interval, the thickness increments by every 5 km until the number of data is 10 or greater, but the maximum thickness of interval is set at 30 km. The zone means of Δσ s , 4.1, 6.8, and 19.6 MPa, are labeled on the figure. Crosses in green are stress drop calculated using the average f c of zone I, emphasizing that the Δσ s increase is dictated by f c , not velocity structure. Right panel shows the histograms of Δσ s for the three depth zones.
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We calculated the radiation efficiency as [e.g., Venkataraman and Kanamori, 2004a] 
The means of η R for zones I, II, and III are 0.34 AE 0.02, 0.36 AE 0.03, 0.27 AE 0.03, respectively. We observe a notable decrease of η R in zone III relative to that in the above zones ( Figure 5 ). The Brune source model predicts a theoretical radiation efficiency of 
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which is a function of velocity structure only. The comparison between η R and η B R ( Figure 5 ) suggests that the observed reduction from zones II to III cannot be an artifact of velocity structures but instead may represent a fundamental difference in source mechanism prevalent in the brittle and ductile deformation regimes.
Discussion and Conclusion
We show robust evidence for source self-similarity in the measured f c and Δσ s for the seismic moment and depth ranges of earthquakes in the JSZ. Allmann and Shearer [2009] documented a global feature that stress drop does not vary with event size for moderate to large earthquakes. However, in BN, Prieto et al. [2013] found an increase in stress drop with M 0 in the nest's narrow seismicity depth range. Nonsimilarity may manifest in different forms. Poli and Prieto [2014] revealed that the source duration
deviates substantially from the one third rule with M 0 for both intermediate-depth and deep-focus earthquakes. Denolle and Shearer [2016] found that double corner frequencies may exist and progressively dominate from small to large shallow thrust events, suggesting non-self-similar rupture behavior, while Δσ s and E R /M 0 remain invariant with event size in compliance with self-similarity. Most of recent studies show little dependence of E R /M 0 on M 0 for large shallow and deep earthquakes [Tocheport et al., 2007; Baltay et al., 2010; Baltay et al., 2014] . Although an incremental increase of E R /M 0 with M 0 is presented, our data can be explained by a constant as well, in general agreement with self-similar scaling. Whether these disparities stem from differences in methods, tectonic regions, focal depths, seismic moment ranges, or earthquake types remain to be explored.
The macroscopic source parameters determined in this study may be biased if some of the hidden assumptions are oversimplified. The rejection of structure-dominant η R exercised above rests on the assumption of a constant q. It is much less of a concern in other studies in which radiated energy is estimated based mainly on S wave [e.g., Prieto et al., 2004] . A range of q values from 9 to about 30 has been reported [e.g., Prieto et al., 2004; Venkataraman and Kanamori, 2004b; Viegas et al., 2010] , and its depth dependence is unknown. To erase the deficit of η R in zone III, q has to increase in order to magnify the energy estimates with depth. Consideration of corner frequency shift between P and S lowers the q value [Boatwright and Fletcher, 1984] . A possible scenario to increase q is to start with a corner frequency shift and allow it to diminish with depth. At present no physical or observational ground exists to help assess this scenario.
Another source of concern is rupture velocity V r . The coefficient k of 0.32 given by Madariaga [1976] is based on a constant V r /β of 0.9, and k decreases with V r /β. For a measured f c , or equivalently a fixed source duration, lower V r entails smaller fault dimension r c , and this is achieved via a smaller k value in the equation r c = kβ/f c . If V r /β is actually lower than 0.9 at depths but k = 0.32 is still used, Δσ s ¼ 
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subduction zones in general with exceptions at particular depth range [Park and Mori, 2008; Suzuki and Yagi, 2011] . Slower V r could happen in zone III because lower η R implies rupture being slowed down to counter fracture energy [e.g., Kanamori and Brodsky, 2004] . It is possible that the η R deficit in zone III may be even more pronounced. [2013] reported radiation efficiency ranging from 0.01 to over 1 for earthquakes at 65-150 km depths in northeast Japan. They found that, statistically, intermediate-depth earthquakes have lower η R than shallow earthquakes. However, the data used in Nishitsuji and Mori [2013] scatter substantially, and the comparison with shallow events is made between results obtained with different methods across different regions. Although absolute values of energy and radiation efficiency presented in this study depend on q, a continuous profile of source parameters renders an unambiguous illustration of the η R deficit associated with intermediate-depth earthquake relative to shallow ones.
Nishitsuji and Mori
The variations in the macroscopic source properties across the 60 km depth in the JSZ is akin to the findings at the BN [Prieto et al., 2013] . The combination of high stress drop and extremely low radiation efficiency, i.e., 0.02, in the BN leads to the assertion that shear heating instability, or thermal runaway, plays a major role in rupturing of intermediate-depth earthquakes [Prieto et al., 2013] . In the JSZ, although the scaled energy declines with depth only mildly, it is considerably lower than what the stress drop can cause in zone III (Figure 4b ). The macroscopic parameters together may signify the inception of a dissipative faulting mechanism in the ductile deformation regime. It is consistent with the shear heating instability as a control process during faulting but does not rule out other processes that might be triggered by dehydration reaction in the subduction zone [e.g., Wibberley and Shimamoto, 2005; Schmitt et al., 2011] .
The low efficiency in converting stress drop to radiated energy in zone III suggests that the P wave spectral amplitude may be lower than that of the Brune's model somewhere along the spectrum. In the calculation of equation (1), the data moment rate function at the high and low frequencies is simulated by the Brune's moment rate function, and thus, the energy shortage cannot be contributed from the two ends. One possible scenario is that the dissipation process causes loss of energy in the vicinity of corner frequency, while the overall spectral shape can still be fitted by the Brune-type source with an f À 2 falloff. This is different from the presence of intermediate falloff rate of f À 1 that Denolle and Shearer [2016] found to characterize the systematically less sharp spectral corner for large shallow thrust earthquakes because this intermediate falloff zone vanishes when magnitude reduces to 6 or less. Quantitatively addressing where the energy deficit might be located and how it is related to rupturing processes requires an independent effort and is beyond the scope of this paper.
Although a comparison in absolute value of η R of this study with that in BN is premature because different methods are used, it is nonetheless worth noting that the seismogenic environments in the two regions may be fundamentally different. In the JSZ, intraslab events probably initiated as viscous creep along preexisting rupture zones in response to bending/unbending and buoyancy forces acting along the slab as a stress guide. In the BN, high-level seismicity is concentrated in a compact volume at depth 140-170 km, isolated from shallow seismicity. The tectonic origin of BN is controversial but likely related to slab detachment or lateral collision [e.g., Zarifi et al., 2007; Prieto et al., 2012] . Moreover, repeating earthquake sequences have been identified as common activities in the BN, whereas in the JSZ repeating earthquakes were rarely documented at depths greater than 50 km. How the ambient stress of the slab influences the mechanical behaviors of intraslab earthquakes requires further investigations.
