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1. Introduction
The theory of classification and discrimination has gained major attention in the scien-
tific literature, since Fisher (1936) introduced his well-known discriminant function for
a data set of three species of iris. Considering that the species of a given iris cannot
be determined without further costly and time consuming analysis, Fisher developed a
method to distinguish between the three species of iris based on the four easily observable
characteristics sepal length, sepal width, petal length and petal width. Therefore, to dis-
criminate between two species with 50 observations each, x(1)1 , . . . , x
(1)
50 , x
(2)
1 , . . . , x
(2)
50 ∈ R4
say, where the superscript indicates the species, he searched for the vector d ∈ R4 that
maximizes the ratio [
d′
(
x¯(1) − x¯(2)
)]2
d′
[
∑50i=1
(
x(1)i − x¯(1)
) (
x(1)i − x¯(1)
)′
+∑50i=1
(
x(2)i − x¯(2)
) (
x(2)i − x¯(2)
)′]
d
,
where x¯(j), j ∈ {1, 2}, is the arithmetic mean of the observations from species j and
∑50i=1
(
x(1)i − x¯(1)
) (
x(1)i − x¯(1)
)′
+ ∑50i=1
(
x(2)i − x¯(2)
) (
x(2)i − x¯(2)
)′
is a multiple of the
pooled covariance matrix (see, e.g., Rencher (1998), equation (3.41)). So, he searched for
the linear transformation g : R4 → R, x 7→ d′x, such that for the transformed data set
g
(
x(1)1
)
, . . . , g
(
x(1)50
)
, g
(
x(2)1
)
, . . . , g
(
x(2)50
)
the ratio of the squared difference of the
group means to the within group variances is as large as possible. Such functions as g
that try to separate several classes based on some observable characteristics are called
discriminant functions and g itself is known as Fisher’s discriminant function and is given
by
g(x) = (1.1)
(
x¯(1) − x¯(2)
)′ [ 50
∑
i=1
(
x(1)i − x¯(1)
) (
x(1)i − x¯(1)
)′
+
50
∑
i=1
(
x(2)i − x¯(2)
) (
x(2)i − x¯(2)
)′]−1
x,
provided that the matrix inverse exists. Fisher’s discriminant function approach does not
make any assumptions on the underlying distribution of the observed characteristics and
can be applied to any set of data.
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Classification deals with assigning an object (or an individual) with unknown class origin
to one of some given classes, based on its observable characteristics. The quality of such
a procedure can for example be measured by its probability of misclassification.
Clearly, once the discriminant function is derived, a new object (e.g. of iris) with unknown
class origin can be classified into one of the classes, by plugging its observed characteris-
tics into the discriminant function and then classifying it to the class that is most similar
under the discriminant function. So there is a close connection between discrimination
and classification and several authors use both terms synonymously.
To model the classification problem by methods of probability theory, the following as-
sumptions are made: Assume that there are m classes, Π1, . . . ,Πm, of objects and that
for any object coming from class j, 1 ≤ j ≤ m, the vector of its observable characteristics
follows some multivariate distribution Pj, Pi 6= Pj, 1 ≤ i < j ≤ m. Suppose furthermore
that the supports of those distributions are not pairwise distinct. Then there is no way to
separate the classes perfectly in the sense of zero probability of misclassification. Hence,
one aims to find a procedure that minimizes this probability or the expected costs of
misclassification. Throughout this thesis, we will assume that the supports of the dis-
tributions involved are equal. A lot of work has been done when the distributions Pj,
1 ≤ j ≤ m, are multivariate normal or multinomial distributions (cf., e.g., Das Gupta
(1973), McLachlan (1992)). However, for other distributions the amount of literature is
significantly smaller.
In this thesis, methods of classification and discrimination are applied to the model of
sequential order statistics (SOSs). The model of SOSs was introduced by Kamps (1995a,b)
in order to model sequential k-out-of-n systems. These are systems that start working
with n identical components at time zero and remain intact, as long as at least k of
those n components are still intact. I.e., the failure time of the system is just given by
the time of the (n − k + 1)-th component failure. Imagine, e.g., a series system of n
components as a 1-out-of-n system, a parallel system as a n-out-of-n system or an airplane
with four turbines that is airworthy as long as at least two of the turbines work as a 2-
out-of-4 system. Hereby, the model of SOSs takes into consideration that the failure of
a component might result in an increased (or decreased) stress on the other components
that results in a higher (lower) wear and tear and ultimately in a higher (lower) hazard
rate of the remaining components. This seems to be obvious in the airplane example,
where the failure of one turbine leads to an increased stress level for the other turbines
to keep the airplane airborne. Recently (cf. Bedbur et al. (2010)), the exponential family
structure of SOSs with known baseline distribution has been discovered and its benefits
to the existing theory has been worked out thoroughly in Bedbur (2011). Even though
we concentrate on the model of SOSs here, the stated results may also be interpreted in
terms of other models of ordered data, such as the model of generalized order statistics
and Pfeifer’s record model (cf. Kamps (1995a), Remark 2.7, and Bedbur (2011)). Generalized
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order statistics were introduced by Kamps (1995a,b) as a unified approach to a variety of
existing models of ordered data. Pfeifer’s record model (cf. Pfeifer (1979), Kamps (1995a),
section 1.6) introduces the idea that the distribution of the underlying random variables
changes, once a new record appears. In sports, e.g., this approach can be justified by an
evolution of the training methods or a change in technique. Prior to Pfeifer’s work, it was
a usual assumption that records are all based on a sequence of iid random variables. We
present the model of generalized order statistics and the Pfeifer record model briefly in
Chapter 4.
To the best knowledge of the author, the present thesis is the first work that connects
methods of classification and discrimination to advanced models of ordered data, such as
SOSs and Pfeifer records. Chapter 2 provides an overview of some well-known theorems
and methods in the field of classification and discrimination. A brief outline of exponen-
tial families is presented in Chapter 3, and in Chapter 4 the model of SOSs is introduced,
with special attention to its exponential family structure. Furthermore, a new interesting
connection between SOSs and a submodel of multivariate normal distributions is shown.
In Chapter 5, the methods of Chapter 2 are applied to the model of exponential families
for the case of m = 2. Throughout this chapter, we try to prove our results for general
exponential families and then apply them to SOSs, but there are several propositions that
need the special structure of SOSs. E.g., it is not possible to obtain an explicit formula for
the probability of misclassification of the Bayes procedure for general exponential families,
but in the case of SOSs we can provide one using the hypoexponential distribution (cf. sec-
tion A.2). For general exponential families, we provide an asymptotic derivation formula
for the probability of misclassification and derive expressions of some known bounds. In
the case of unknown class a-priori probabilities, we state a bisection algorithm to obtain
the minimax procedure. Furthermore, we propose some methods of classification, each
based on a divergence measure, and state their connection to Voronoi diagrams. In the case
of SOSs, we are able to prove several useful results regarding those methods and ad-
ditionally provide a simulation study to get an impression of the performance of these
classification procedures. As a by-product, we obtain a lemma regarding the quantiles
of the gamma distribution. We also propose a classification procedure, when each class
has an underlying set of distributions, rather than only one distribution. We assume that
those distributions form a left-sided Kullback-Leibler ball. In this context, we analyze mini-
mal enclosing Kullback-Leibler balls of a set of distributions that are members of the same
exponential family. Several illustrations and a simulation study, to rate the performance
of the newly proposed method, are provided, when the underlying exponential family is
the model of SOSs. Furthermore, we show a relationship between the minimal enclosing
left-sided Kullback-Leibler ball of several distributions and a generalized Chernoff infor-
mation for exponential families. We also investigate the scenario, where the parameters
of the underlying distributions of the classes are unknown and are therefore replaced by
their maximum likelihood estimates. In the model of SOSs, we use the prior information
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on the ordering of the unknown parameters to construct modified classification rules.
The performance of those rules is again analyzed by means of a simulation study.
Chapter 6 deals with the clustering of so far unclassified data with underlying distribu-
tions that originate from the same exponential family. Clustering approaches for expo-
nential families have gained major attendance in the fields of speech or image recognition.
We state several known results and transfer them to our setting as well as provide an ag-
glomerative hierarchical clustering approach for the model of SOSs. We also briefly discuss
the mixture maximum likelihood approach. Finally, Chapter 7 introduces some tests for class
membership for SOSs.
During the rest of this thesis - unless stated otherwise - lower case bold letters denote
vectors and upper case bold letters denote matrices. Furthermore, upper case slanted
bold letters are random vectors, upper case letters denote sets or random variables, R+ =
(0,∞), R− = (−∞, 0), dom( f ) denotes the effective domain of the function f , i.e. {x ∈
Rk : f (x) < ∞}, int(A) the interior, ri(A) the relative interior and ∂A the boundary of
a set A. |A| is the cardinality of the set A and |A| the determinant of the matrix A.
In addition, ∇ f (x1, . . . , xr) =
(
∂ f
∂x1
, . . . , ∂ f∂xr
)′
(x1, . . . , xr) is the gradient of the function f
and
∇2 f (x1, . . . , xr) =

∂2 f
∂x1∂x1
. . . ∂
2 f
∂x1∂xr
... . . .
...
∂2 f
∂xr∂x1
. . . ∂
2 f
∂xr∂xr
 (x1, . . . , xr)
the Hessian matrix of f . Herein x′ is the transposed of the vector x. Furthermore, log
denotes the natural logarithm.
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2. Classification and Discrimination
In this chapter, several well-known results on classification and discrimination are pro-
vided. Section 2.1 deals with the case of known underlying distributions P1, . . . , Pm. It
treats the cases m = 2 and m > 2 separately and as well the scenarios of known and
unknown class a-priori probabilities. Furthermore, some bounds on the probability of
misclassification are provided. Section 2.2 deals with the scenario where the distributions
are assumed parametric with known functional form but unknown parameters.
A good overview of the work done in the field of classification and discrimination up until
1973 can be found in the review paper of Das Gupta (1973). The paper includes a compre-
hensive bibliography that shows very well to what extent the researchers concentrated on
the multivariate normal distribution, compared to other parametric distributions. Several
extensive monographs have been written on classification and discrimination (cf., e.g.,
Lachenbruch (1975), Hand (1981), McLachlan (1992)) and it has made its way into several
well-known books on multivariate analysis (cf., e.g., Rencher (1998), Chapters 5 and 6,
Anderson (2003), Chapter 6). It also gains growing attention in the field of information
theory (cf., e.g., Duda et al. (2001), Bishop (2006)).
Let (Ω,A,P) be a probability space and (X,B), X ⊆ Rp, a measurable space. Fur-
thermore Pj : B → [0, 1] is a probability measure defined as Pj(A) := P(Xj ∈ A) =
P({ω : Xj(ω) ∈ A}). Herein Xj is a random vector with cumulative distribution function
(cdf) Fj : X → [0, 1] and probability density function (pdf) f j : X → R≥0 w.r.t. a σ-finite
measure ν, 1 ≤ j ≤ m, m ∈N.
2.1 Classification with known underlying Distributions
Suppose that we have s independent objects belonging to the same class. Then the s
corresponding observed vectors of characteristics x1, . . . , xs ∈ X are realizations of in-
dependent and identically distributed (iid) random variables from one of m different
populations Π1, . . . ,Πm. For the rest of this thesis, we will refer to those objects and the
observed vectors of characteristics simply as the observations x1, . . . , xs ∈ X, i.e., if we
speak of an observation x that we want to classify, we implicitly mean that we classify
the object that has x as its observed vector of characteristics. Assume furthermore that
5
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Statistician’s Decision
Π1 Π2
Population
Π1 0 C(2|1)
Π2 C(1|2) 0
Table 2.1.: Costs accompanied by a decision (cf. Anderson (2003), p. 209)
an observation Xj : Ω → X from population Πj is distributed as Pj with corresponding
cdf Fj and pdf f j. We then want to decide, to which (exactly one) of our m populations
the observations x1, . . . , xs belong. In the following, we will assume s to be equal to 1,
unless we state otherwise. Note that we can always look at the joint distribution of s
independent observations and take (x1, . . . , xs) as being one sample of that distribution.
For abbreviation our single observation is called x. Thus, we want to divide the space X
into pairwise disjoint classification regions R1, . . . , Rm, such that
⋃m
j=1 Rj = X and we decide
for class Πj, iff x ∈ Rj (cf. Anderson (2003), p. 233). For a shorter notation, we denote
R := (R1, . . . , Rm). We refer to R as decision rule or as classification rule.
2.1.1 Classifying into one of two Populations with known a-priori Prob-
abilities
First, let us assume that m = 2, i.e., we want to decide whether x is from Π1 or from Π2.
For the moment, we follow a Bayesian approach to solve the two-class classification prob-
lem. Let q1 and q2 be the a-priori probabilities of x belonging to Π1 or Π2, respectively, i.e.
q1 + q2 = 1. Furthermore, assume that a wrong decision causes costs C(i|j) that are used
as a weight for the seriousness of a classification error. Consider for example a medical
test to decide, whether a patient has a certain serious disease or not. Then it might lead to
more serious consequences, if an ill patient is classified to be healthy and, therefore, does
not get the needed treatment, than for a healthy patient to be classified ill. So the costs
are higher in the former than in the latter case. In our notation C(i|j), i, j ∈ {1, 2}, are the
costs of classifying an object from Πj as coming from Πi. Therefore, we set C(i|j) > 0, if
i 6= j, and equal to zero, otherwise, i.e., we assume that a correct classification leads to no
costs (cf. Table 2.1, Anderson (2003), pp. 208 f). Given the classification regions R1 and
R2, then the probability of correctly classifying an observation x from Πj is given by
Pj(Rj) =
∫
Rj
dPj(x) =
∫
Rj
f j(x)dν(x), j ∈ {1, 2},
6
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and the probability of misclassifying it is
Pj(Ri) =
∫
Ri
dPj(x) =
∫
Ri
f j(x)dν(x), i 6= j.
So, the probability of drawing an object from class Πj and then correctly classifying it is
given by
qjPj(Rj), j ∈ {1, 2},
and the probability of drawing an object from class Πj and misclassifying it as coming
from Πi, i 6= j, is
qjPj(Ri), i, j ∈ {1, 2}. (2.1)
Therefore, the probability of misclassifying an object is given by
P(2)e (R, q1, q2) := q1P1(R2) + q2P2(R1), (2.2)
and, taking into account the costs of misclassification, then the expected costs are given
by
C(2)(R) := C(2|1)q1P1(R2) + C(1|2)q2P2(R1). (2.3)
Herein, the superscript denotes that m = 2.
(2.1) Definition (Bayes procedure, cf. Anderson (2003), p. 210)
A procedure that minimizes (2.3) for given a-priori probabilities q1 and q2 is called a Bayes
procedure. 
The calculation of a Bayes procedure in the above case is quite easy, as can be seen from
the following theorem obtained by Welch (1939):
(2.2) Theorem (Welch (1939))
If q1 and q2 are the a-priori probabilities of drawing an observation from population Π1
with density f1 and Π2 with density f2, respectively, and if the costs of misclassifying
an observation from Π1 as coming from Π2 are C(2|1) and an observation from Π2 as
coming from Π1 are C(1|2), then the regions of classification R1 and R2, defined by
R1 :=
{
x ∈ X : f1(x)f2(x) ≥
C(1|2)q2
C(2|1)q1
}
,
R2 :=
{
x ∈ X : f1(x)f2(x) <
C(1|2)q2
C(2|1)q1
}
,
(2.4)
minimize the expected costs (2.3). If
Pj
(
f1(X)
f2(X)
=
C(1|2)q2
C(2|1)q1
)
= 0, j ∈ {1, 2},
then the procedure is unique, except for sets of probability zero. 
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Proof
See the proof of Theorem 6.3.1 in Anderson (2003), pp. 211 ff. 
The ratio f1(x)f2(x) can be identified with a discriminant function and the set that separates the
observations from the two involved distributions in the best manner (if the main objective
is to minimize the expected costs) is
{
x ∈ X : f1(x)f2(x) =
C(1|2)q2
C(2|1)q1
}
.
If C(2|1) = C(1|2), then the above theorem simplifies to:
(2.3) Corollary
Given the assumptions of Theorem 2.2 and let furthermore C(2|1) = C(1|2). Then the
regions of misclassification
R1 := {x ∈ X : q1 f1(x) ≥ q2 f2(x)} ,
R2 := {x ∈ X : q1 f1(x) < q2 f2(x)} ,
minimize the expected costs (2.3) and therefore also the probability of misclassification.
So, given the scenario of the above corollary, we classify x as coming from Π1, if the
a-posteriori probability of x coming from Π1,
q1 f1(x)
q1 f1(x)+q2 f2(x)
, is greater than or equal to the
a-posteriori probability of x coming from Π2,
q2 f2(x)
q1 f1(x)+q2 f2(x)
. This very intuitive way of
classification is known as the maximum a-posteriori procedure. If, furthermore, q1 = q2, then
the regions of misclassification become
R1 :=
{
x ∈ X : f1(x)f2(x) ≥ 1
}
,
R2 :=
{
x ∈ X : f1(x)f2(x) < 1
}
,
which is known as the maximum likelihood rule.
(2.4) Remark (cf. McLachlan (1992), p. 9)
Looking at Theorem 2.2, we see that only the ratio of C(1|2)q2 to C(2|1)q1 is needed to de-
rive the classification regions and not C(1|2)q2 or C(2|1)q1 themselves. Therefore, we can
as well change our a-priori probabilities to q∗1 :=
C(2|1)q1
C(1|2)q2+C(2|1)q1 and q
∗
2 :=
C(1|2)q2
C(1|2)q2+C(2|1)q1
and assume the costs C∗(1|2) and C∗(2|1) to be equal to one. I.e., the Bayes procedure for
the a-priori probabilities q1 and q2 and the costs C(1|2) and C(2|1) is the same as the Bayes
procedure for the a-priori probabilities q∗1 and q
∗
2 and the costs C
∗(2|1) = C∗(1|2) = 1,
which is the maximum a-posteriori procedure. Thus, it is sufficient to look at Corollary
2.3, if we adjust the a-priori probabilities by the actual costs. 
8
2.1. Classification with known underlying Distributions
The above results have for example been applied to the multivariate normal distribu-
tion:
(2.5) Examples (cf., e.g., Anderson (2003), pp. 215 ff, McLachlan (1992), pp. 52 f)
i) Let f1 be the pdf corresponding to Np(µ(1),Σ) and f2 the pdf corresponding to
Np(µ(2),Σ), i.e., we assume equal covariance matrices in both multivariate normal
distributions. Then, taking the logarithm on both sides of the inequalities in (2.4),
we obtain
g(x) := log
f1(x)
f2(x)
=
(
x− 1
2
(
µ(1) + µ(2)
))′
Σ−1
(
µ(1) − µ(2)
)
≥ log C(1|2)q2
C(2|1)q1 .
Herein x′Σ−1
(
µ(1) − µ(2)
)
has the structure of the well-known data based discrim-
inant function by Fisher (1936) (cf. also Chapter 1 and especially equation (1.1)
therein or Rencher (1998), section 5.2 and pp. 231 f). One should note that g is
linear in x. Thus, the distribution of g(X1), where X1 is a random vector distributed
as Np(µ(1),Σ), is N1
(
1
2∆
2,∆2
)
and the distribution of g(X2), X2 ∼ Np(µ(2),Σ),
is N1
(
−12∆2,∆2
)
. Herein ∆2 is the Mahalanobis squared distance between the two
normal distributions, i.e.
∆2 := ‖µ(1) − µ(2)‖2Σ = (µ(1) − µ(2))′Σ−1(µ(1) − µ(2)).
So, the probability of misclassification can easily be derived.
ii) Assume now that f1 is the pdf of Np(µ(1),Σ1) and f2 the pdf of Np(µ(2),Σ2), Σ1 6=
Σ2. Then the regions of classification are defined by the inequality
log
f1(x)
f2(x)
= −1
2
{
‖x− µ(1)‖2Σ1 − ‖x− µ(2)‖2Σ2
}
− 1
2
log
|Σ1|
|Σ2| ≥ log
C(1|2)q2
C(2|1)q1 ,
which is a quadratic function in x. Anderson (2003), pp. 243 ff, discusses the appli-
cation of linear discrimination procedures for this scenario. 
Eguchi and Copas (2001) discuss Bayes-optimal loss functions, i.e., loss functions whose
loss is minimized using the Bayes procedure. The loss function for the above scenario is
given in Table 2.1 and does not depend on the values of x.
Expected Costs and Chernoff Information
The question that arises now is: Given the regions of classification from Theorem 2.2,
what are the expected costs of the Bayes procedure or, for C(2|1) = C(1|2) = 1, what is
the probability of misclassification?
9
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Clearly, taking R1 and R2 from Theorem 2.2, the expected costs of the Bayes procedure
are given by (2.3), i.e.
C(2)(R) = {C(2|1)q1 + C(1|2)q2} {q∗1P1(R2) + q∗2P2(R1)} (2.5)
= {C(2|1)q1 + C(1|2)q2} P(2)e (R, q∗1 , q∗2),
with q∗1 and q
∗
2 as in Remark 2.4. As the first term is just a known constant, we are
interested in the value P(2)e (R, q∗1 , q∗2), but in general the calculation of P1(R2) and P2(R1)
is not that simple. We can find an upper bound for the second factor (cf. Cover and
Thomas (2006), pp. 387 f) using
min{a, b} ≤ aβb1−β, for all 0 ≤ β ≤ 1, a, b ≥ 0,
and the definition of R1 and R2 as follows:
P(2)e (R, q∗1 , q∗2) =
∫
X
min{q∗1 f1(x), q∗2 f2(x)}dν(x) (2.6)
≤ q∗1βq∗21−β
∫
X
[ f1(x)]
β [ f2(x)]
1−β dν(x)
≤
∫
X
[ f1(x)]
β [ f2(x)]
1−β dν(x), 0 ≤ β ≤ 1.
Since the above inequality holds true for all such β, it also holds for the one β that
minimizes the right side of the inequality. Taking the negative logarithm of this expression
results in the Chernoff information. The Chernoff information is a well-known concept of
information in information theory (cf., e.g., Cover and Thomas (2006), p. 387). It was
introduced by Chernoff (1952).
(2.6) Definition (Chernoff Information)
Let P1 and P2 be two probability measures on the measurable space (X,B), X ⊆ Rp. Let
f1 and f2 be the corresponding Radon-Nikodym densities with respect to a dominating
measure ν. The Chernoff information between P1 and P2 is then defined by
C(P1, P2) := − log min
β∈[0,1]
∫
X
[ f1(x)]β[ f2(x)]1−βdν(x).

So,
P(2)e (R, q∗1 , q∗2) ≤ e−C(P1,P2)
provides an upper bound for the probability of error of the two class classification prob-
lem with two known distributions, known a-priori probabilities and equal costs. This
10
2.1. Classification with known underlying Distributions
bound is known as the Chernoff information bound (cf. Cover and Thomas (2006), pp. 387
f). One should note that the Chernoff information is symmetric in its arguments. If we
set β = 0.5 instead of taking the minimum over β in Definition 2.6, we end up with the
Bhattacharyya information, B(P1, P2), proposed by Bhattacharyya (1943).
Assuming now that we have s iid samples, then, replacing f j(x) by f
(s)
j (x1, . . . , xs) :=
∏si=1 f j(xi), j ∈ {1, 2}, and analogously Pj by P(s)j and Rj by R(s)j , (2.6) becomes (see also
Cover and Thomas (2006), p. 389)
q∗1P
(s)
1
(
R(s)2
)
+ q∗2P
(s)
2
(
R(s)1
)
≤ e−s C(P1,P2), 0 ≤ β ≤ 1. (2.7)
So, the bound for the error probability decreases exponentially in the number of observa-
tions. We state the following theorem obtained by Chernoff (1952):
(2.7) Theorem (Chernoff (1952))
For the error probability of the Bayesian procedure it holds that
lim
s→∞−
1
s
log
[
q∗1P
(s)
1
(
R(s)2
)
+ q∗2P
(s)
2
(
R(s)1
)]
= C(P1, P2). 
Proof
See the proof of Theorem 11.9.1 in Cover and Thomas (2006), pp. 385 ff. 
In the literature, the Chernoff information is therefore sometimes referred to as the ex-
ponential rate of the Bayes procedure. So, we found an upper bound for the expected costs
(2.5) in the case of s ∈N observations:
C(2)(R) ≤ {C(2|1)q1 + C(1|2)q2} e−s C(P1,P2),
and since −1s log{C(2|1)q1 + C(1|2)q2} −→s→∞ 0, we can deduce:
(2.8) Theorem (cf. Leang and Johnson (1997))
Given C(j|j) = 0, j = {1, 2}. For the expected costs of the Bayesian procedure it holds:
lim
s→∞−
1
s
log
[
C(2)(R)
]
= C(P1, P2). 
Note that the limit is neither influenced by the a-priori probabilities nor by the costs (see
also the corresponding segment in the next subsection).
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2.1.2 Classifying into one of m Populations with known a-priori Proba-
bilities
Now we treat the case of classifying into one of m > 2 populations (cf., e.g., Anderson
(2003), pp. 233 ff). That is, we have populations Πj with pdf f j and corresponding a-priori
probabilities qj, 1 ≤ j ≤ m. Analogously to the case of m = 2, we want to divide the
space X into m pairwise disjoint regions R1, . . . , Rm satisfying
⋃m
j=1 Rj = X and we denote
R := (R1, . . . , Rm). Again, we classify our observation x as coming from Πj, iff x ∈ Rj.
Let C(i|j) > 0 be the costs that occur, when an object from population Πj is classified as
coming from Πi, i 6= j, and C(j|j) = 0. Then, the probability of (mis-)classifying an object
from Πj as coming from Πi is
Pj(Ri) =
∫
Ri
dPj(x) =
∫
Ri
f j(x)dν(x), 1 ≤ i, j ≤ m,
and the probability of misclassification of the procedure R is given by
P(m)e (R, q1, . . . , qm) :=
m
∑
j=1
qj
(
m
∑
i=1
i 6=j
Pj(Ri)
)
︸ ︷︷ ︸
prob. of miscl. given x ∈ Πj
. (2.8)
So, the expected costs are given by (cf. Anderson (2003), p. 233)
C(m)(R) :=
m
∑
j=1
qj
(
m
∑
i=1
i 6=j
C(i|j)Pj(Ri)
)
︸ ︷︷ ︸
cond. expected costs given x ∈ Πj
. (2.9)
Again, we are looking for a Bayes procedure, i.e., a procedure that minimizes the expected
costs.
(2.9) Theorem
If qj is the a-priori probability of drawing an observation from population Πj with pdf
f j(x), j = 1, . . . , m, and if the costs of misclassifying an observation from Πj as coming
from Πi is C(i|j), C(j|j) = 0, 1 ≤ i, j ≤ m, then the regions of classification, R1, . . . , Rm,
that minimize the expected costs (2.9) are defined by:
Assign x to Rk, if
m
∑
j=1
j 6=k
qj f j(x)C(k|j) <
m
∑
j=1
j 6=i
qj f j(x)C(i|j), i = 1, . . . , m, i 6= k. (2.10)
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If (2.10) holds for all but h indices - for which the inequality is replaced by an equality -
then x can be assigned to any of those h + 1 populations. If, furthermore, the probability
of equality in (2.10) is zero for each k and i under Πj, 1 ≤ j ≤ m, then the minimizing
procedure is unique except for sets of probability zero. 
Proof
See the proof of Theorem 6.7.1 from Anderson (2003), p. 234. 
If all costs of misclassification are equal, then (2.10) can be simplified to:
Assign x to Rk if
qi fi(x) < qk fk(x), i = 1, . . . , m, i 6= k, (2.11)
which leads to the rule with the smallest probability of misclassification. Dividing both
sides of the above inequality by ∑mj=1 qj f j(x), we see that this rule is again the one that
chooses the population Πk with the highest a-posteriori probability (cf. Anderson (2003),
p. 235). Hence, again we end up with the maximum a-posteriori procedure.
Even though it is the best possible procedure, the probability of misclassification of the
Bayes procedure (or the maximum a-posteriori procedure) can be quite large. That is
because some areas of the space X might have a high probability mass for several of the
distributions and therefore an observation that falls into that area has a large probability
of being misclassified. To overcome this drawback, one can include a suspended judge-
ment region into the decision rule. Then, for an observation falling into that region, the
classification is postponed until more information is available. This approach was inves-
tigated by Rao (1952), pp. 307 ff, for the case of m > 2 and by Kendall and Stuart (1966),
p. 393, for the case of m = 2. A comprehensive analysis of this problem can be found in
Anderson (1969).
Expected Costs and Chernoff Information
As in the case of two classes, we want to take a look at the expected costs C(m)(R) of the
Bayes procedure. Obviously, for arbitrary distributions this is not easy to obtain. Again,
there is an upper bound based on the Chernoff information:
(2.10) Theorem
Let all costs be non-negative and C(j|j) = 0, j = 1, . . . , m. Furthermore, let R be the
corresponding Bayes procedure and let R(k,l) :=
(
R(k,l)k , R
(k,l)
l
)
, 1 ≤ k < l ≤ m, be the
Bayes procedure corresponding to the costs C(k|l) and C(l|k) and a-priori probabilities
qk
qk+ql
and qlqk+ql . Then the following statements hold:
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i) If C(i|j) = c > 0 for all i 6= j, i.e., R and R(k,l) are the maximum a-posteriori
procedures, then:
C(m)(R) = c P(m)e (R, q1, . . . , qm) = c
m
∑
j=1
qj
(
m
∑
i=1
i 6=j
Pj(Ri)
)
≤ c m(m− 1)
2
max
1≤k<l≤m
P(2)e
(
R(k,l), qk
qk + ql
,
ql
qk + ql
)
=
m(m− 1)
2
max
1≤k<l≤m
C(2)
(
R(k,l)
)
.
ii) Assume that we have s iid observations of one of the m classes, as in (2.7). Then,
using the notation f (s)j (x1, . . . , xs) := ∏
s
i=1 f j(xi) for the joint density, P
(s)
j , j ∈
{1, . . . , m}, for the joint probability measure and R(s) =
(
R(s)1 , . . . , R
(s)
m
)
the cor-
responding Bayes procedure, it holds:
lim
s→∞−
1
s
log C(m)
(
R(s)
)
= min
1≤k<l≤m
C(Pk, Pl).
Furthermore, min1≤k<l≤m C(Pk, Pl) is the optimal error exponent, i.e., for any other
decision rule than the Bayes rule, the error exponent is smaller than or equal to
min1≤k<l≤m C(Pk, Pl), which results in a slower decay of the error. 
Proof
See Leang and Johnson (1997), section II. 
Note that the maximum a-posteriori procedure is just a special Bayes procedure and that
ii) therefore also holds for those. Statement i) provides us with an upper bound for the
probability of false decision for the maximum a-posteriori procedure and ii) states that the
exponential rate of the Bayes procedure for m classes is equal to the minimum Chernoff
information between any two of those distributions. As the Chernoff information can be
interpreted as being a distance measure acting on two distributions (for detail, see section
3.2 and especially Rényi’s divergence), the two distributions Pi and Pj, 1 ≤ i < j ≤ m,
that fulfill C(Pi, Pj) = min1≤k<l≤m C(Pk, Pl) can be considered to be the two most similar
distributions of P1, . . . , Pm measured by means of the Chernoff information. The theorem
tells us that those two distributions control the decay of the probability of misclassification
when the number of observations is increased. That seems to be a very intuitive result,
because the two most similar distributions should be hardest to distinguish between.
Again, the result in ii) shows that the a-priori probabilities and the costs do not influence
the asymptotics. Leang and Johnson (1997) concluded that the maximum likelihood rule,
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i.e. the Bayes rule with equal a-priori probabilities and costs equal to one, is asymptoti-
cally optimal in the sense that it attains the optimal error exponent, as well. Cover and
Thomas (2006), p. 389, refer to this as a „wash out effect“ of the priors, when the sample
size increases.
Another upper and a lower bound for the probability of misclassification for the case of
m classes is proposed by Matusita (1971). We take a brief look at his results at the end of
subsection 5.1.2.
2.1.3 Classifying into one of two Populations with unknown a-priori
Probabilities
Let us assume now that the a-priori probabilities are unknown. If data is available that
permits estimation of the a-priori probabilities, we could plug those estimates of q1 and
q2 into (2.4) and derive a plug-in rule based on Theorem 2.2. If there is no data available,
then we do not know the expected costs (2.3) of our classification rule, but we do know
the conditional expected costs given that X is actually coming from Πj:
rj(R) := C(i|j)Pj(Ri), i 6= j and i, j ∈ {1, 2}.
In this context it is reasonable to define the following terms, to compare different classi-
fication rules:
(2.11) Definition (cf., e.g., Anderson (2003), pp. 210 f)
Assume that we have two different classification rules R = (R1, R2) and R∗ = (R∗1 , R∗2).
i) We say R is at least as good as R∗, if r1(R) ≤ r1(R∗) and r2(R) ≤ r2(R∗). If,
furthermore, one or both of those inequalities is strict, then we say R is better than
R∗.
ii) R is called admissible, if there is no other procedure better than R.
iii) A class of procedures R is called complete, if for every R∗ /∈ R there exists an R ∈ R
such that R is better than R∗.
iv) A class of procedures R is called minimal complete, if there is no proper subset R∗ ⊂
R such that R∗ is complete.
v) A procedure R is called minimax, if max
j
rj(R) = minR∗ maxj rj(R
∗). 
The following theorems show the connection between admissible procedures and Bayes
procedures:
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(2.12) Theorem
If P1({x ∈ X : f2(x) = 0}) = 0 and P2({x ∈ X : f1(x) = 0}) = 0, then every Bayes
procedure is admissible. 
Proof
See the proof of Theorem 6.3.2 in Anderson (2003), pp. 213 f. 
Looking at the proof by Anderson, we can see that the condition of equal supports is only
needed, when one of the two a-priori probabilities is zero.
(2.13) Theorem
If
Pi
({
x ∈ X : f1(x)
f2(x)
= k
})
= 0, for all i ∈ {1, 2} and 0 ≤ k ≤ ∞, (2.12)
then every admissible procedure is a Bayes procedure (for suitably chosen a-priori prob-
abilities q1 and q2). 
Proof
Cf. Theorem 6.3.3 in Anderson (2003), p. 214. 
(2.14) Theorem
If (2.12) holds, then the class of Bayes procedures is minimal complete. 
Proof
Cf. Theorem 6.3.4 in Anderson (2003), pp. 214 f. 
(2.15) Theorem
Given (2.12), then there exist a-priori probabilities q∗1 and q
∗
2 such that the corresponding
Bayes procedure, R∗ say, is the unique (except for sets of probability zero) minimax
procedure and r1(R∗) = r2(R∗). 
Proof
See Anderson (2003), p. 215. 
2.1.4 Classifying into one of m Populations with unknown a-priori Prob-
abilities
Again, we look at the generalized results for m populations. For general m the conditional
expected costs given X is from Πj are:
rj(R) :=
m
∑
i=1
i 6=j
C(i|j)Pj(Ri), j = 1, . . . , m.
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The concepts of Definition 2.11 generalize straightforward to the case of m > 2. Then
the following theorems show the connection between Bayes procedures and admissible
procedures:
(2.16) Theorem
If qj > 0, 1 ≤ j ≤ m, then a Bayes procedure is admissible. 
Proof
See the proof of Theorem 6.7.2 in Anderson (2003), p. 235. 
The above theorem shows again, what we already mentioned in the short comment fol-
lowing Theorem 2.12.
(2.17) Theorem
If C(i|j) ≡ c > 0 and Pj({x : fi(x) = 0}) = 0 for all i 6= j, then a Bayes procedure is
admissible. 
Proof
Cf. Theorem 6.7.3 in Anderson (2003), p. 236. 
(2.18) Theorem
The class of Bayes procedures corresponding to all possible a-priori probabilities q =
(q1, . . . , qm) is complete. 
Proof
Cf. Theorem 5.2 in Wald (1950), p. 125 and Theorem 3.20. 
(2.19) Theorem
If R is admissible (and m is finite), then R is Bayes. 
Proof
Cf. Theorem 2.10.1 in Ferguson (1967), pp. 86 f. 
(2.20) Theorem
There exists an a-priori distribution q = (q1, . . . , qm) and a decision rule R such that the
following holds true:
i) R is Bayes w.r.t. q.
ii) R is a minimax solution.
iii) For any j for which qj > 0, we have rj(R) = max1≤i≤m ri(R).
iv) q is a least favorable a-priori distribution, i.e.,
inf
R′
m
∑
j=1
qjrj(R′) ≥ infR′
m
∑
j=1
q′jrj(R′)
for any other a-priori distribution q′. 
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Proof
Cf. Theorem 5.3 in Wald (1950), p. 125. 
The minimax rule for m classes in the case of equal costs is originated with Mises (1945).
Another approach is to use the maximum likelihood rule: Looking at the likelihood
ratio of the distributions, one can classify an observation to the class with the highest
likelihood, i.e., classify x as coming from Πj, iff f j(x) > fi(x), for all i = 1, . . . , m, i 6=
j, and if there are several j for which f j(x) = maxi=1,...,r fi(x), then the observation is
assigned to one of those classes, arbitrarily. Then, one can transform this rule to
f j(x)
fi(x)
> 1
Bayes Thm⇐⇒
P(Πj|x)∑ml=1 ql fl(x)
qj
P(Πi|x)∑ml=1 ql fl(x)
qi
> 1 ⇐⇒ P(Πj|x)
qj
>
P(Πi|x)
qi
.
So, one decides for the class that has highest a-posteriori to a-priori ratio (cf. Kullback
(1959), p. 85).
2.2 Classification in Parametric Families with unknown Pa-
rameter Values
In this section, we consider the case of two classes, Π1 and Π2, only. Assume that we
look at a parametric family of distributions P := {Pα : α ∈ Θ}, that P1 = Pα1 ∈ P and
P2 = Pα2 ∈ P with corresponding densities f1 and f2 and that αi = (αi1, . . . , αir)′ ∈
Θ, i ∈ {1, 2}, are unknown. Herein, Θ ⊆ Rr is the parameter space belonging to P.
Furthermore, we assume that a data set is readily available to estimate the unknown
parameter vectors. We act on the assumption of one of two different sampling schemes
(see, e.g., McLachlan (1992), pp. 11 f):
i) Group conditional sampling:
Group conditional sampling assumes that our observations xi are sampled condi-
tionally on their group origin yi. I.e., we take objects known to belong to group j and
observe their x-value, j ∈ {1, 2}. Hence, we have a sample of size N1 = |{i : yi = 1}|
from f1 and a sample of size N2 = |{i : yi = 2}| = N − N1 from f2. Note that
this sampling scheme does not allow for inference on the a-priori probabilities qj,
j ∈ {1, 2}.
ii) Mixture sampling:
Using mixture sampling, our observations are sampled based on the density func-
tion f (Y,X)(y, x) = qy fy(x), y ∈ {1, 2}, x ∈ X. I.e., the observations y1, . . . , yN
are N independent realizations of a random variable Y, with P(Y = 1) = q1 and
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P(Y = 2) = 1− q1 = q2 and the observations x1, . . . , xN are N independent realiza-
tions of a random vector X ∼ f X(x) = q1 f1(x) + q2 f2(x).
From Corollary 2.3, we know that in the case of equal costs and known α1, α2, q1 and q2
the regions of classification that minimize the probability of misclassification are
R1 :=
{
x ∈ X : log f1(x)f2(x) + log
q1
q2
≥ 0
}
,
R2 :=
{
x ∈ X : log f1(x)f2(x) + log
q1
q2
< 0
}
.
(2.13)
Wald's Normal Discrimination Procedure
Anderson (2003), section 6.5, analyzes the described situation in the case of multivari-
ate normal distributions and suggests to replace the unknown parameters by maximum
likelihood estimates (MLEs) or corresponding unbiased estimates. This approach dates
back to Wald (1944). Anderson assumes the group conditional sampling scheme, i.e., that
there are two independent samples, x(1)1 , . . . , x
(1)
N1 from f1 and x
(2)
1 , . . . , x
(2)
N2 from f2. The
name „normal discrimination procedure“ is adopted from Efron (1975). Following this
approach for a general parametric family of distributions, then the MLEs are simply the
parameter vectors α that maximize the log-likelihood function
l(α; x(j)1 , . . . , x
(j)
Nj ) =
Nj
∑
i=1
log fα
(
x(j)i
)
over Θ, αˆj say, j ∈ {1, 2}.
(2.21) Example (cf., e.g., Anderson (2003), p. 219 ff)
We continue with Example 2.5, i), and assume now that µ(1), µ(2) and Σ are unknown.
By setting
µˆ(j) = x¯(j) =
1
Nj
Nj
∑
i=1
x(j)i , j ∈ {1, 2},
and
Σˆ =
1
N1 + N2
[
N1
∑
i=1
(
x(1)i − x¯(1)
) (
x(1)i − x¯(1)
)′
+
N2
∑
i=1
(
x(2)i − x¯(2)
) (
x(2)i − x¯(2)
)′]
=
N1 + N2 − 2
N1 + N2
S,
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where µˆ(j) is the ML estimator of µ(j), j ∈ {1, 2}, and Σˆ is the ML estimator of Σ. It
is well-known that µˆ(j), j ∈ {1, 2}, and S are unbiased estimators for µ and Σ, whereas
E(Σˆ) = N1+N2−2N1+N2 Σ.
Therefore, replacing the unknown parameters by their estimates, we obtain the discrimi-
nant functions
gˆ(x) :=
(
x− 1
2
(
x¯(1) + x¯(2)
))′
Σˆ−1
(
x¯(1) − x¯(2)
)
, (2.14)
g˜(x) :=
(
x− 1
2
(
x¯(1) + x¯(2)
))′
S−1
(
x¯(1) − x¯(2)
)
. (2.15)

Anderson (2003), subsections 6.5.2 and 6.5.3, gives a short discussion on the distribution
of criterion (2.15). Furthermore, he shows that(
X − 1
2
(
x¯(1) + x¯(2)
))′
S−1
(
x¯(1) − x¯(2)
)
d−→
N1,N2→∞
(
X − 1
2
(
µ(1) + µ(2)
))′
Σ−1
(
µ(1) − µ(2)
)
and, therefore, so does (2.14). He also studies the asymptotic expansion of the probability
of misclassification of those terms in section 6.6.
If we assume a mixture sampling scheme, then we are able to make inference for the a-
priori probabilities q1 and q2 as well. Given a data set (y1, x1), . . . , (yN, xN) of iid samples
from f (Y,X)(y, x) = qy fy(x), then the MLEs of q1, q2, α1 and α2 are given by
qˆ1 =
|{i : yi = 1}|
N
=
N1
N
, qˆ2 = 1− qˆ1 = N2N ,
and αˆ1 and αˆ2 are the MLEs based on the sets of observations {xi : yi = 1} and {xi : yi =
2}, respectively. This can easily be seen by looking at the log-likelihood function:
log
N
∏
i=1
f (yi, xi) = log
(
∏
yi=1
q1 f1(xi)
)
+ log
(
∏
yi=2
q2 f2(xi)
)
= |{i : yi = 1}| log q1 + ∑
yi=1
log f1(xi) + (N − |{i : yi = 1}|) log(1− q1) + ∑
yi=2
log f2(xi).
This needs to be maximized over q1 ∈ (0, 1) and α1, α2 ∈ Θ. One can see that the part that
is maximized over q1, the part that is maximized over α1 and the part that is maximized
over α2 are distinct summands.
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(2.22) Example (cf. Efron (1975))
Looking at (2.13), we see that the a-priori probabilities are involved in the calculation of
the Bayes classification regions. That is why Efron (1975) also uses the estimates of the
a-priori probabilities and suggests the estimated discriminant procedure(
x− 1
2
(
x¯(1) + x¯(2)
))′
Σˆ−1
(
x¯(1) − x¯(2)
)
+ log
qˆ1
qˆ2
.
He compares the performance of this rule to the one of logistic discrimination. 
The logistic discrimination approach is an approach based on logistic regression (cf., e.g.,
McLachlan (1992), section 8, Cox (1970)). It assumes that the log ratio of the densities is a
linear function of the observation x ∈ X, i.e.
log
f1(x)
f2(x)
= β0 + β
′x.
We only provide a brief overview of some literature here, as we do not consider the lo-
gistic discrimination approach later on. Efron (1975) compares the logistic discrimination
approach to the normal discrimination procedure of Example 2.22. For this purpose, he
derives the asymptotic relative efficiency of the two procedures. He deduces that in most
interesting cases, normal discrimination should be the preferred choice. O’Neill (1980)
derives the same result for a general class of distributions that fulfill certain regularity
conditions.
The reason why logistic discrimination is considered in the first place is that it is the-
oretically more robust to departure from the distributional assumptions, than normal
discrimination (cf. Efron (1975)). This is due to the fact that the normal discrimination ex-
plicitly asks for the structure of the group conditional distributions, whereas the logistic
discrimination approach only asks for the log ratio of the densities to be linear in x. Kay
and Little (1987) suggest the assumption
log
fα1
fα2
= β0 + β
′g(x)
where g : Rp → Rk is a function acting on x.
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3. Exponential Families
In this chapter, the distributional structure of exponential families is introduced. To the
knowledge of the author, the concept of exponential families dates back to Darmois (1935),
Koopman (1936) and Pitman (1936). Since then, exponential families were studied inten-
sively and by now, a vast amount of literature exists that deals with exponential fami-
lies. The popularity of exponential families is due to the fact that they have several nice
structural properties, some of which are stated in this chapter. Furthermore, they incor-
porate a lot of well-known distributions such as the Bernoulli, beta, exponential, gamma,
chi-squared, (multivariate) normal, Poisson and Wishart, beyond others. Several mono-
graphs have been written on the topic of exponential families, such as Barndorff-Nielsen
(1978) and Brown (1986) and large parts of well-known books on mathematical statistics
and inference such as Witting (1985), Lehmann and Casella (1998), Bickel and Doksum
(2001), Lehmann and Romano (2005) and Shao (2007) are dedicated to them. They are
also considered in the famous monograph on information theory and statistics by Kull-
back (1959) and the monographs on information geometry Amari (1985) and Amari and
Nagaoka (2000).
In section 3.1 we start of by defining exponential families with natural parameter space and
present the basic properties of this family of distributions. During the rest of this the-
sis, we will only consider the natural parametrization or the mean value parametrization (see
Definition 3.6) of exponential families. In section 3.2 some concepts of divergence and
affinity are introduced as measures of distance between two members of the same expo-
nential family. Furthermore, the concept of Bregman divergences is introduced. After that,
the concept of conjugate functions and its connection to exponential families is outlined in
section 3.3. This also leads to a concept of dual divergences. Finally, in section 3.4 we
shed light on the information geometric structure of exponential families.
3.1 Basic Definitions and Properties
In this section, we will provide the definition of exponential families with natural param-
eter space and state some of their basic properties.
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(3.1) Definition (Multivariate Exponential Family with Natural Parameter Space)
A family P = {Pα : α ∈ Θ}, Θ ⊆ Rr, of distributions is called a r-parametric exponential
family, if all these distributions have a pdf of the form
fα(x) = f (x; α) = exp
{
α′T(x)− κ(α)} h(x)1X(x),
with respect to a σ-finite measure ν. Herein, X ⊆ Rp is the support of P, α = (α1, . . . , αr)′
is called the natural parameter, T(x) = (T1(x), . . . , Tr(x))′ is called the natural statistic and
κ(α) and h(x) are real valued functions. Furthermore, h(x) and the indicator function 1X
are measurable and independent of α. κ is sometimes referred to as the cumulant function
or the log-partition function. 
It is easy to see that all members of the same exponential family represent equivalent
measures, because the exponential function is always greater than zero and the function
h and the indicator function 1X do not depend on the parameter (cf. Witting (1985), pp.
143 f).
The natural parameter α is an element of the natural parameter space Θ, which contains all
the α ∈ Rr, for which
0 <
∫
Rp
exp
{
α′T(x)
}
h(x)1X(x) dν(x) < ∞.
The function κ is the normalizing function, i.e., it makes sure that the integral over fα is
equal to one, and it is defined by
κ : Θ→ R, α 7→ log
∫
Rp
exp
{
α′T(x)
}
h(x)1X(x) dν(x).
κ is infinitely often differentiable on the interior of Θ (cf. Lehmann and Casella (1998),
Theorem 5.8, p. 27).
An interesting property of exponential families is that the joint distribution of s indepen-
dent random variables distributed as fα is again a member of an exponential family (cf.
Bickel and Doksum (2001), p. 54). The joint distribution is then given by:
f (s)α (x1, . . . , xs) :=
s
∏
i=1
fα(xi) = exp
{
α′T(s)(x1, . . . , xs)− κ(s)(α)
} s
∏
i=1
h(xi)1Xs(x1, . . . , xs),
(3.1)
where T(s)(x1, . . . , xs) = ∑
s
i=1 T(xi) and κ(s)(α) = sκ(α).
The natural parameter space and the normalizing function have the following useful
properties:
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(3.2) Theorem
i) The natural parameter space Θ is a convex set.
ii) κ : Θ→ R is a convex function.
iii) If the natural parameter space Θ has non-empty interior in Rr, then the moment
generating function of T(X) w.r.t. α0 ∈ int(Θ) is given by
M(α) := Eα0(e
α′T(X)) = exp(κ(α0 + α)− κ(α0)),
for all α, s.t. α0 + α ∈ Θ. Especially:
a) Eα0(T(X)) = ∇κ(α0),
b) Covα0(T(X)) = ∇2κ(α0). 
Proof
Cf. Bickel and Doksum (2001), Theorem 1.6.3 and Corollary 1.6.1, p. 59. 
As we can see, the moment generating function and therefore the expected value and the
covariance matrix of the statistic T , do only depend on the derivatives of the normalizing
function κ.
To prevent an over-determined representation of the exponential family, e.g. T(x) =
(T1(x), 0, . . . , 0)′, we introduce:
(3.3) Definition (Exponential Family of Rank r, cf. Bickel and Doksum (2001), p. 60)
A r-parametric exponential family P is of rank r, iff the statistics T1, . . . , Tr are P-affine
independent, i.e., iff for c ∈ Rr and c0 ∈ R it holds:
c′T(x) = c0 P-a.e. =⇒ c = 0, c0 = 0. 
So, being of rank r means that there exists no hyperplane H ⊂ Rr, such that for all
α ∈ Θ holds Pα(T(X) ∈ H) = 1 and therefore, since all elements of an exponential family
represent equivalent measures, there exists no hyperplane H ⊂ Rr s.t. Pα(T(X) ∈ H) = 1
holds for any α ∈ Θ. The parameters of exponential families of rank r are identifiable
for the distribution, because otherwise there would exist α1 6= α2, s.t. (α1 − α2)′T(x) =
κ(α1)− κ(α2), P-a.s. . The term „of rank r“ is not a fixed term in exponential families,
but many books have a condition that is equivalent to it. Another frequent assumption is
that the natural parameter space is an open set.
(3.4) Definition (Regular Exponential Family, cf. Barndorff-Nielsen (1978), p. 116)
An exponential family of rank r with open natural parameter space Θ is called a regular
exponential family. 
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As the following theorem shows, regular exponential families have several nice proper-
ties:
(3.5) Theorem
Let P = {Pα : α ∈ Θ} be a r-parametric exponential family with open natural parameter
space Θ. Then the following statements are equivalent:
i) P is of rank r.
ii) The parameters α are identifiable.
iii) Covα(T(X)) is positive definite.
iv) ∇κ : Θ→ ∇κ(Θ) is bijective.
v) κ is strictly convex on Θ. 
Proof
Cf. Bickel and Doksum (2001), Theorem 1.6.4, pp. 60 f. 
In this thesis, we will focus our attention on regular exponential families only. Some
results stated here can be applied to exponential families with less restrictions. The inter-
ested reader is referred to the sources cited.
In the following, we define for convenience:
pi : Θ→ ∇κ(Θ), α 7→ ∇κ(α). (3.2)
As we have seen in Theorem 3.5, iv), and Theorem 3.2, iii), pi is a bijective function that
maps an element α of the natural parameter space to the expected value of the statistic T
under distribution Pα.
Hence, there is an intuitive other way to parameterize exponential families by using the
expectation-parameter space
pi(Θ) = {Eα(T(X)) : α ∈ Θ}.
So, for every µ ∈ pi(Θ) there exists a unique parameter α ∈ Θ, s.t. µ = Eα(T(X))
or, equivalently, pi−1(µ) = α and vice versa. We call µ the expectation parameter. Note
that since pi is a diffeomorphism (cf., e.g., Bedbur (2011), p. 19) and Θ is assumed to
be open, pi(Θ) is open as well. Analogously to the earlier definitions (cf. (3.1)), we set
pi(s) := ∇κ(s).
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(3.6) Definition (Mean Value Parametrization, cf. Barndorff-Nielsen (1978), p. 121)
We say that a regular exponential family has a mean value parametrization, if the members
are indexed by µ ∈ pi(Θ) and therefore have a distribution function of the form
fµ(x) = f (x; µ) = exp
{
pi−1(µ)′T(x)− κ(pi−1(µ))
}
h(x)1X(x). 
During the rest of the present thesis, we will often need the concept of maximum like-
lihood estimators (MLEs) in exponential families. Therefore, in the following, we state
some theorems that deal with the existence and the form of such estimates:
(3.7) Theorem
Let P = {Pα : α ∈ Θ} be a regular exponential family. Assume furthermore that x is an
observation from one element of P. Defining t0 := T(x), then:
a) If for t0 holds that
P
[
c′T(X) > c′t0
]
> 0, ∀c ∈ Rr, c 6= 0, (3.3)
then the MLE αˆ exists, and is the unique solution for α of
pi(α) = Eα(T(X))
!
= t0. (3.4)
b) If on the other hand (3.3) does not hold, then the MLE does not exist and (3.4) has
no solution. 
Proof
See the proof of Theorem 2.3.1 in Bickel and Doksum (2001), pp. 122 f. 
Note that, using equation (3.1), the MLE for s iid observations x1, . . . , xs is given by:
αˆ = pi−1
(
1
s
s
∑
i=1
T(xi)
)
. (3.5)
(3.8) Corollary
Given the setting of Theorem 3.7. If CT is the closed convex support of the distribution of
T(X), then the following statements are equivalent:
i) αˆ exists and is unique,
ii) t0 ∈ int(CT). 
Proof
Cf. Corollary 2.3.1 in Bickel and Doksum (2001), pp. 122 f. 
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In the following, we give an example of an exponential family where the MLEs do not
exist.
(3.9) Example
Consider the exponential family P of univariate normal distributions with unknown
mean µ ∈ R, unknown variance σ2 > 0 and s = 1. The density representation of the
elements of P is then given by
fα(x) = exp{α′T(x)− κ(α)}h(x)1X(x),
where α =
(
− 12σ2 ,
µ
σ2
)′
, T(x) = (x2, x)′, κ(α) = − α224α1 + 12 log
(
− piα1
)
, Θ = (−∞, 0)×R,
X = R and T(X) = {(x2, x)′ : x ∈ R}. The closed convex support is therefore given by the
set CT = {(x, y)′ ∈ R2 : x ≥ y2}. Now all the probability mass is concentrated on T(X),
which is just ∂CT and therefore Corollary 3.8 provides that the MLE of one observation
of a univariate normal distribution does not exist in the natural parameter setting. This is
a well-known result, as for one observation the usual MLE of the variance would be zero
and therefore, we end up with a degenerated probability distribution having all its mass
in the observed point. But as we noted before, this distribution cannot be an element of
the exponential family P, because all members of P represent equivalent measures. 
(3.10) Theorem
Given the conditions of Theorem 3.7. If T has a continuous case density on Rr, then the
MLE αˆ exists almost surely and satisfies (3.4). 
Proof
See Bickel and Doksum (2001), Theorem 2.3.2, pp. 123 f. 
We see that the above theorem cannot be applied to the univariate normal case in Example
3.9, because the distribution of T has all its mass concentrated on a one-dimensional
subset of the space R2.
A key-role in the popularity of exponential families is given by the following interesting
property of the natural statistic T :
(3.11) Theorem
Given a regular exponential family P. Then it holds:
i) T is minimal sufficient for P,
ii) T is complete for P. 
Proof
Part i) is obtained from Lehmann and Casella (1998), Corollary 1.6.16, and part ii) is
Theorem 3.39 from Witting (1985). 
For asymptotic properties of the MLEs, we refer, e.g., to Bedbur (2011), subsection 2.2.5,
or Bickel and Doksum (2001), subsection 5.3.3.
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3.2 Measures of Distance
In the following, we will often need the concept of distances between two distributions of
the same exponential family. Hereby, a distance D between two distributions P1 and P2
should fulfill the following properties:
i) D(P1, P2) ≥ 0, non-negativity,
ii) D(P1, P2) = 0 ⇐⇒ P1 = P2.
Often, those distances are neither symmetric nor do fulfill the triangular inequality.
In the literature, a vast amount of divergence measures has been proposed to measure
the distance between distributions. A concept of divergence that includes several other
divergence measures is the φ-divergence that was - according to Pardo (2006) - introduced
simultaneously by Csiszár (1963) and Ali and Silvey (1966). For a formal definition of the
φ-divergence and an overview of the several divergences included, see Pardo (2006), pp.
5 f.
In this section, we will concentrate on some measures of distance that allow a closed
form expression for two members of the same exponential family. Those distances date
back to the works of Kullback and Leibler (1951), Jeffreys (1946, 1948) and Rényi (1961).
Furthermore, we take a look at an affinity measure introduced by Matusita (1951). We
provide the definition of those measures in the following:
(3.12) Definition (Some Divergence and an Affinity Measure)
Let P1 and P2 be two distributions and f1 and f2 their respective densities w.r.t. a σ-finite
measure ν. Assume furthermore that the two distributions have an equal support. Then
we define:
i) DKL(P1, P2) := DKL( f1, f2) := EP1
(
log f1(X)f2(X)
)
, the Kullback-Leibler divergence.
ii) DJ(P1, P2) := DJ( f1, f2) := DKL( f1, f2) + DKL( f2, f1), Jeffrey’s divergence.
iii) ρ2(P1, P2) := ρ2( f1, f2) :=
∫
X
√
f1(x) f2(x)dν(x), Matusita’s affinity.
iv) D(α)R (P1, P2) := D
(α)
R ( f1, f2) :=
1
α−1 log
∫
X f
α
1 (x) f
1−α
2 (x)dν(x), 0 < α < 1, Rényi’s
divergence. 
In the literature, the Kullback-Leibler divergence (abbrev. KL divergence) is sometimes
also referred to as the relative entropy or information divergence. The above measures can
also be defined for the case of unequal supports, but for our purpose the above defini-
tion is sufficient, since two probability measures from the same exponential family are
equivalent.
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One should note that (cf., e.g., Kupperman (1958) for the case of KL divergence)
D
(
s⊗
i=1
P1,
s⊗
i=1
P2
)
= D
(
f (s)1 , f
(s)
2
)
= sD( f1, f2), (3.6)
for any of the above divergences and that
log ρ2
(
s⊗
i=1
P1,
s⊗
i=1
P2
)
= log ρ2
(
f (s)1 , f
(s)
2
)
= s log ρ2( f1, f2). (3.7)
Herein
s⊗
i=1
Pj is the s-times product measure of Pj, j ∈ {1, 2}, and f (s)j (x1, . . . , xs) =
s
∏
i=1
f j(xi) the corresponding probability density function, w.r.t.
s⊗
i=1
ν.
(3.13) Lemma
For the measures in Definition 3.12 it holds:
i) Di( f1, f2) ≥ 0 and Di( f1, f2) = 0 ⇐⇒ P1 = P2, for i ∈
{
KL, J, (α)R
}
.
ii) DJ( f1, f2) = DJ( f2, f1), ρ2( f1, f2) = ρ2( f2, f1) and D
(α)
R ( f1, f2) =
α
1−α D
(1−α)
R ( f2, f1).
iii) 0 ≤ ρ2( f1, f2) ≤ 1 and ρ2( f1, f2) = 1 ⇐⇒ P1 = P2.
iv) limα→1 D
(α)
R ( f1, f2) = DKL( f1, f2).
v) DKL
(
f α1 f
1−α
2
c(α) , f1
)
+DKL
(
f α1 f
1−α
2
c(α) , f2
)
= 2(1− α)D(α)R ( f1, f2)+ (1− 2α)E f α1 f 1−α2
c(α)
(
log f2f1
)
,
where c(α) :=
∫
X f
α
1 (x) f
1−α
2 (x)dν(x). Especially for α =
1
2 :
DKL
√ f1 f2
c
(
1
2
) , f1
+ DKL
√ f1 f2
c
(
1
2
) , f2
 = −2 log ρ2( f1, f2).

Proof
i) This is a well-known result and can for example be found in a monograph by Pardo
(2006).
ii) This is a direct consequence from the definitions.
iii) Cf. Corollary 6 and Corollary 1 in Matusita (1951).
iv) Cf. Pardo (2006), p. 4.
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v) With c(α) :=
∫
X f
α
1 (x) f
1−α
2 (x)dν(x), it holds that
DKL
(
f α1 f
1−α
2
c(α)
, f1
)
+ DKL
(
f α1 f
1−α
2
c(α)
, f2
)
= E f α1 f 1−α2
c(α)
(
(1− α) log f2
f1
− log c(α)
)
+ E f α1 f 1−α2
c(α)
(
α log
f1
f2
− log c(α)
)
= − 2 log c(α) + E f α1 f 1−α2
c(α)
(
(1− 2α) log f2
f1
)
= 2(1− α)D(α)R ( f1, f2) + (1− 2α)E f α1 f 1−α2
c(α)
(
log
f2
f1
)
. 
Note that the KL divergence is in general not symmetric. All of these distance measures
have a nice short form, if fα1 and fα2 are members of the same exponential family:
(3.14) Lemma
Let P be an exponential family, Pα1 , Pα2 ∈ P s.t. α1, α2 ∈ int(Θ) and let fα1 and fα2 be the
respective densities. Then:
i) DKL(α1, α2) := DKL( fα1 , fα2) = (α1 − α2)′pi(α1)− κ(α1) + κ(α2),
ii) DJ(α1, α2) := DJ( fα1 , fα2) = (α1 − α2)′(pi(α1)−pi(α2)),
iii) ρ2(α1, α2) := ρ2( fα1 , fα2) = exp
{
κ
(α1+α2
2
)− κ(α1)+κ(α2)2 },
iv) D(α)R (α1, α2) := D
(α)
R ( fα1 , fα2) =
1
α−1 [κ(αα1 + (1− α)α2)− ακ(α1)− (1− α)κ(α2)]. 
Proof
For a proof of i), ii) and iv) see, e.g., Vuong (2012), Corollary 2.1.8 and pp. 12 ff, for a
detailed calculation and for a proof of iii) see Garren (2000). 
Item ii) can also be found in Huzurbazar (1955). Huzurbazar also provides a formula of
the squared Hellinger distance DH(α1, α2)2 = 2− 2ρ2(α1, α2) in the exponential family
case. Therefore, by a simple conversion, iii) follows. Furthermore, he derives an expres-
sion for another distance measure introduced by Jeffreys (1946, 1948):
∫
X
∣∣∣∣ f 1m1 (x)− f 1m2 (x)∣∣∣∣m dν(x)
31
3. Exponential Families
which is equal to
m
∑
j=0
(−1)j
(
m
j
)
exp
{[
m− j
m
− 1
]
D
(
m−j
m
)
R ( f1, f2)
}
,
for m even. Again, a simple transformation leads to iv), for special choices of α. Items i)
and ii) can also be found in Kullback (1959), p. 45, Corollary 3.2, and iii) can as well be
found in Kailath (1967), p. 58. The Rényi divergence for exponential families can also be
found in Liese and Vajda (1987), Proposition 2.22.
Looking at Lemma 3.14, one can see that the divergences for exponential families do only
depend on κ and the involved parameters α1 and α2. I.e., they can also be seen as a
distance acting on the natural parameter space Θ. One of those distances is known as the
Bregman divergence. The connection with the KL divergence for exponential families will
be stated in Lemma 3.16.
(3.15) Definition (Bregman Divergence, cf. Bregman (1967))
Given a continuous strictly convex function φ : S → R, S := dom(φ), defined on a convex
set S ⊆ Rr, such that φ is differentiable on ri(S) 6= ∅, the relative interior of S . Then the
Bregman divergence w.r.t. φ is defined as
Dφ : S × ri(S)→ [0,∞), (x, y) 7→ (y− x)′∇φ(y)− φ(y) + φ(x). 
Several well-known divergences are Bregman divergences. Some examples are provided
in Table 3.1 (cf., e.g., Banerjee, Merugu, Dhillon and Ghosh (2005)). The generalized KL
Domain φ(x) Dφ(x, y) Divergence
Rr ‖x‖22 = ∑rj=1 x2j ‖x− y‖22 Squared Euclidean distance
Rr x′Ax (x− y)′A(x− y) Mahalanobis distance
Rr+ ∑
r
j=1 xj log xj ∑
r
j=1 xj log
(
xj
yj
)
−∑rj=1(xj − yj) Generalized KL divergence
Rr+ −∑rj=1 log xj ∑rj=1
xj
yj
− log
(
xj
yj
)
− 1 Itakura-Saito distance
Table 3.1.: Some well-known Bregman divergences, with A a positive definite r× r-matrix
divergence stated in this table is not the one we defined earlier in Definition 3.12, i). It
acts on two parameter vectors x, y ∈ Rr+, whereas the other one acts on two distributions.
Nevertheless, if the entries of x and y sum up to one, i.e., they describe two distributions
with support equal to a finite set, {z1, . . . , zr} say, with probability counting measures
Px({zi}) = xi and Py({zi}) = yi, i = 1, . . . , r, respectively, then
D∑rj=1 xj log xj(x, y) =
r
∑
j=1
xj log
(
xj
yj
)
−
r
∑
j=1
(xj − yj) =
r
∑
j=1
xj log
(
xj
yj
)
= EPx
(
Px
Py
)
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and therefore is just the KL divergence acting on two discrete distributions with equal
support (cf. also Banerjee, Merugu, Dhillon and Ghosh (2005)).
Now, we state the lemma connecting KL divergences of members of the same exponential
family to Bregman divergences with φ = κ. This result is also stated in recent papers, e.g.,
Azoury and Warmuth (2001), Banerjee, Merugu, Dhillon and Ghosh (2005) and Nielsen
(2011).
(3.16) Lemma
Given a regular exponential family, then
DKL(α1, α2) = Dκ(α2, α1),
where κ is the normalizing function of the exponential family defined on the natural
parameter space. 
Proof
This is a simple consequence of Definition 3.15 and Lemma 3.14, i). 
3.3 Conjugate Functions
In this section, we discuss the conjugate function of κ. The concept of conjugate functions
is well-known in the field of convex analysis (cf. Rockafellar (1970), § 12 and § 26). The
conjugate function is defined as follows:
(3.17) Definition (Conjugate Function, cf. Rockafellar (1970))
For a real-valued function f the conjugate function is defined by:
f ∗(t) = sup
α∈dom( f )
{α′t− f (α)},
for all t ∈ Rr, for which f ∗ is finite. 
The idea of conjugate functions (cf. Rockafellar (1970), § 12) arises from comparing affine
functions ht,µ∗(α) = α′t− µ∗ for a vector t ∈ Rr and a scalar µ∗ ∈ R with the function f .
The objective is to decide, whether ht,µ∗(α) ≤ f (α) for all α. This problem can equivalently
be solved by checking, if µ∗ ≥ supα α′t − f (α), i.e., if µ∗ is larger than the smallest value
of µ that still fulfills ht,µ(α) ≤ f (α) for all α. Furthermore, the connection between those
affine functions and convex functions is a special one, since, following Rockafellar (1970),
Theorem 12.1, every continuous convex function f is equal to the pointwise supremum of
the collection of all affine functions h, such that h(α) ≤ f (α) for all α (note that the result
of Rockafellar is actually a more general one).
Now, for a regular exponential family the conjugate function of κ can be explicitly derived
for all t ∈ int(CT):
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(3.18) Lemma
Given a regular exponential family with normalizing function κ and t ∈ int(CT), with CT
being the closed convex support of T , then the argument α ∈ Θ that maximizes κ∗(t) =
supα∈Θ{α′t− κ(α)} is the maximum likelihood estimator connected with t, pi−1(t), i.e.
κ∗(t) = sup
α∈Θ
{α′t− κ(α)} = pi−1(t)′t− κ(pi−1(t)). 
Proof
Given t ∈ int(CT), then by Corollary 3.8 the MLE connected with this observation exists,
is unique and given by argmaxα∈Θ{α′t − κ(α)}. The result then follows from Theorem
3.7 and Theorem 3.5, iv). 
We note that ∇tκ∗(t) = pi−1(t), ∇2tκ∗(t) = ∇tpi−1(t) and, since pi is a diffeomor-
phism, the inverse function theorem provides that ∇tpi−1(t) =
[
(∇αpi)
(
pi−1(t)
)]−1
=[(∇2ακ) (pi−1(t))]−1, which is positive definite for all t ∈ int(CT) and therefore κ∗ is a
strictly convex function.
Barndorff-Nielsen (1978) investigates the conjugate function κ∗. Some of his results are
stated in the next theorem, but before that, we note that it is possible to redefine the
representation of the exponential family in another way:
By setting $ = hν to be the measure on (X,B) with ν-density h, then a $-density of the
members of the exponential family P = {Pα : α ∈ Θ}, is given by (cf., e.g., Bedbur (2011),
Lemma 2.1.3)
dPα
d$
(x) = exp
{
α′T(x)− κ(α)} , x ∈ X.
Now using Witting (1985), Theorem 1.160, the family of distributions of the statistics T ,
PT = {PTα : α ∈ Θ}, forms a r-parametric exponential family, where the $T-density of PTα
is given by
dPTα
d$T
(t) = exp
{
α′t− κ(α)} , t ∈ T(X).
Of course, this family is again of rank r and its parameter space Θ is open, i.e. it is regular,
if P has these properties.
(3.19) Theorem
Given a regular exponential family P = {Pα : α ∈ Θ}, then the following statements hold
true:
i) (κ∗)∗ = κ.
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ii) pi(Θ) = int(CT).
iii) int(CT) ⊆ dom(κ∗) ⊆ CT .
iv) For t ∈ int(CT) it holds: ∇κ∗(t) = (∇κ)−1(t) = pi−1(t) and pi is one-to-one from
the open convex set Θ onto the open convex set int(CT).
v) Suppose X is a finite set, then dom(κ∗) = CT .
vi) Let t be a boundary point of CT . If there exists a hyperplane H supporting CT
at t such that Pα(H) = 0 for any α ∈ Θ, then t /∈ dom(κ∗). So, in particular,
dom(κ∗) = int(CT), if PTα is absolutely continuous w.r.t. the Lebesgue measure. 
Proof
i),iii) Cf. Barndorff-Nielsen (1978), Theorem 9.1.
ii) This follows immediately from Barndorff-Nielsen (1978), Theorem 9.2.
iv) This follows from Rockafellar (1970), Theorem 26.5 (cf. also Barndorff-Nielsen (1978),
p. 142).
v) Cf. Barndorff-Nielsen (1978), Theorem 9.4.
vi) This is Theorem 9.5 from Barndorff-Nielsen (1978). Since the proof is omitted in the
book, we realize it here: From section 7.1 formula (5) in Barndorff-Nielsen (1978),
we know that
lim
λ→∞
exp{−λd}Eα(exp{λe′T(X)}) =

0, d ≥ d∗,
Pα({x ∈ Rr : e′x = d∗}), d = d∗,
∞, d < d∗.
(3.8)
Herein d ∈ R, e ∈ Rr and has unit length and d∗ = sup{e′x : x ∈ CT}.
Since by assumption there exists a hyperplane H that supports CT in t, there exists
a vector e ∈ Rr, s.t. H = {x ∈ Rr : e′x = e′t} and CT ⊆ H≤ := {x ∈ Rr : e′x ≤ e′t}.
So, for this e, d∗ = e′t. Now, assuming that λe+ α ∈ Θ for λ ∈ [0,∞), equation (3.8)
provides
0 = Pα(H) = lim
λ→∞
exp{−λd∗}Eα(exp{λe′T(X)})
= lim
λ→∞
exp{−λe′t} exp{κ(λe+ α)− κ(α)}
= lim
λ→∞
e−(λe+α)
′t+κ(λe+α)eα
′t−κ(α)
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Because |α′t− κ(α)| < ∞, we deduce that limλ→∞(λe+ α)′t− κ(λe+ α) = ∞. Since
we assumed that λe+ α ∈ Θ for λ ∈ [0,∞), we can deduce that κ∗(t) is infinite and
therefore t /∈ dom(κ∗) for any λ ∈ [0,∞).
The only thing we still need to prove is that κ(λe+ α) < ∞ for all λ ∈ [0,∞):
κ(λe+ α) = log
∫
e(λe+α)
′xd$T(x) = log
∫
H≤
eλe
′x︸︷︷︸
≤eλd∗
eα
′xd$T(x) ≤ λd∗ + κ(α) < ∞,
λ ∈ [0,∞). This completes the proof. 
In the following, we call the tupel (C, φ), with φ a strictly convex function that satisfies
the following three properties
i) C := int(dom(φ)) is not empty,
ii) φ is differentiable on C,
iii) limi→∞ |∇φ(xi)| = ∞, for every sequence {xi}i∈N ⊂ C that converges to a boundary
point of C,
a convex function of Legendre type (cf. Rockafellar (1970), p. 258). For convex functions of
Legendre type, the following theorem is valid:
(3.20) Theorem
Let φ be a closed convex function, C := int(dom(φ)) and C∗ := int(dom(φ∗)). Then
(C, φ) is a convex function of Legendre type if and only if (C∗, φ∗) is a convex function
of Legendre type. When these conditions hold, then (C∗, φ∗) is the Legendre conjugate of
(C, φ), i.e. C∗ = ∇φ(C) and φ∗(x∗) = (∇φ)−1 (x∗)′x∗ − φ
(
(∇φ)−1 (x∗)
)
, and (C, φ) is
the Legendre conjugate of (C∗, φ∗). Furthermore, ∇φ is a diffeomorphism from C to C∗
and ∇φ∗ = (∇φ)−1. 
Proof
See the proof of Theorem 26.5 in Rockafellar (1970). 
For a definition of closedness of a convex functions cf. Rockafellar (1970), p. 52. Rockafellar,
pp. 24 and 51 f, also provides that a convex function φ : S → [−∞,+∞] that satisfies
φ(x) < ∞ for at least one x ∈ S and φ(x) > −∞ for every x ∈ S and is lower semi-
continuous, i.e.
φ(x) = lim inf
y→x φ(y), ∀x ∈ S ,
is closed.
The convex functions we consider here are apparently closed, as they are finite and con-
tinuous.
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Note that (Θ, κ) is a convex function of Legendre type (for property iii) cf. Barndorff-
Nielsen (1978), Theorem 8.2) and therefore Lemma 3.18 is an immediate consequence of
Theorem 3.20.
Theorem 3.19 provides that the space pi(Θ) is convex for regular exponential families. For
general exponential families, this need not be the case, as can be seen in Efron (1978). The
family considered there has a normalizing function κ that does not fulfill the property
iii) of a convex function of Legendre type. Barndorff-Nielsen (1978) calls this property
steepness.
The following is a known result for Bregman divergences and will be of use in later
chapters (cf., e.g., Boissonnat et al. (2010), Lemma 2):
(3.21) Lemma (Dual Divergences)
Given a convex function (C, φ) of Legendre type. For x, y ∈ C∗ = int(dom(φ∗)) it holds:
Dφ∗(x, y) = Dφ((∇φ)−1 (y), (∇φ)−1 (x)).
Especially, given the assumptions of Theorem 3.19, for x, y ∈ int(CT) = pi(Θ), we obtain:
Dκ∗(x, y) = Dκ(pi−1(y),pi−1(x)) = DKL(pi−1(x),pi−1(y)). 
Proof
Using Theorem 3.20, we derive:
Dφ∗(x, y) = (y− x)′ (∇φ)−1 (y)− φ∗(y) + φ∗(x)
=
(
(∇φ)−1 (x)− (∇φ)−1 (y)
)′
x− φ
(
(∇φ)−1 (x)
)
+ φ
(
(∇φ)−1 (y)
)
= Dφ
(
(∇φ)−1 (y), (∇φ)−1 (x)
)
. 
(3.22) Remark
Lemma 3.21 provides that for two members fµ1 and fµ2 of a regular exponential family in
the mean value parametrization (cf. Definition 3.6) holds:
Dκ∗(µ1, µ2) = DKL( fµ1 , fµ2) =
(
pi−1(µ1)−pi−1(µ2)
)′
µ1 − κ(pi−1(µ1)) + κ(pi−1(µ2)).

We note that it is possible to restate the density of a regular exponential family PT using
Dκ∗ :
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(3.23) Theorem
Given a regular exponential family PT . If the elements (i.e. one element) of PT are
absolutely continuous w.r.t. the counting or the r-dimensional Lebesgue measure, then a
$T-density of PTα ∈ PT is given by
exp{−Dκ∗(t, µ)} exp{−κ∗(t)}1dom(κ∗)(t).
Herein, κ∗ is the conjugate function of κ and µ = pi(α) is an element of the expectation-
parameter space pi(Θ)
Thm 3.19, ii)
= int(CT). 
Proof
Cf. the proofs of Banerjee, Merugu, Dhillon and Ghosh (2005), Theorems 3 and 4. 
The following example will illustrate the above lemma for the family of Bernoulli dis-
tributions. It also provides an example where the above representation does not hold.
(3.24) Examples
i) This example is taken from Banerjee, Merugu, Dhillon and Ghosh (2005). Consider
the family of Bernoulli distributions, i.e., we look at distributions with density func-
tion fp(x) = px(1− p)1−x, x ∈ {0, 1}, p ∈ [0, 1] w.r.t. the counting measure. Since
by construction all members of an exponential family have the same support, the
extremal parameters p = 0 and p = 1 must be excluded, when we transform the
Bernoulli distribution into the exponential family structure. So, for p ∈ (0, 1) we
obtain:
fp(x) = exp
{
x log
(
p
1− p
)
+ log(1− p)
}
= exp {αx− κ(α)} = fα(x), x ∈ {0, 1}.
Herein, α = log
(
p
1−p
)
, κ(α) = log (1+ exp(α)), h(x) ≡ 1 and Θ = R. Furthermore,
pi−1(p) = log
(
p
1−p
)
for p ∈ (0, 1). Therefore, the conjugate function of κ is given
by
κ∗(p) = p log p + (1− p) log(1− p), p ∈ (0, 1),
and limp↘0 κ∗(p) = limp↗1 κ∗(p) = 0 and so we can continuously extend κ∗ to the
set [0, 1]. This is an example for the statement in Theorem 3.19, v). So, there exists
a density representation by means of Bregman divergences Dκ∗ for the Bernoulli
distribution.
ii) Consider again the family of univariate normal distributions with unknown mean
µ ∈ R and unknown variance σ2 > 0. The exponential family PT of these distribu-
tions has density functions (w.r.t. the appropriate measure $T)
fα(t) = exp{α′t− κ(α)}, t ∈ T(X),
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where α =
(
− 12σ2 ,
µ
σ2
)′
, κ(α) = − α224α1 + 12 log
(
− piα1
)
, Θ = (−∞, 0)×R, X = R and
T(X) = {(x2, x)′ : x ∈ R}. The closed convex support is therefore given by the
set CT = {(x, y)′ ∈ R2 : x ≥ y2}. Furthermore, pi−1(µ) =
(
− 1
2(µ1−µ22)
, µ2
µ1−µ22
)′
for
µ ∈ int(CT) and thus the conjugate function of κ is given by
κ∗(µ) = −1
2
− 1
2
log
(
2pi(µ1 − µ22)
)
and goes to positive infinity as µ gets closer to the boundary of CT , i.e. to T(X).
Herein µ is the expectation parameter. Therefore, the Bregman divergence Dκ∗(t, µ)
for µ ∈ int(CT) and t ∈ T(X) is not well defined and we cannot express the dis-
tribution of an univariate exponential family using Bregman divergences. The fact
that we cannot continuously extend κ∗ to the border of CT is a consequence of The-
orem 3.19 vi), because the boundary of CT can be seen as a rotated parabola and
the tangent line in every point of the boundary supports CT and has probability
zero. Note that the elements of the exponential family PT of univariate normal
distributions with unknown mean and variance are not absolutely continuous w.r.t.
the two-dimensional Lebesgue measure. 
3.4 The Geometry of Exponential Families
In the monographs of Amari (1985) and Amari and Nagaoka (2000) the methods of dif-
ferential geometry are applied to analyze statistical models. In particular, they investigate
the geometrical structure of strictly r-parametric exponential families (cf. Amari and Na-
gaoka (2000), p. 34). In the following, we will give a brief summary of their results:
Looking at the statistical model of a regular exponential family P := {Pα : α ∈ Θ}, we
recognize that we can map every Pα ∈ P to a coordinate ξ ∈ Rr. There are two intuitive
global coordinate systems in Rr at hand, one is represented by the natural parameter space
Θ and one by the expectation parameter space pi(Θ) (cf. section 3.1). The respective
coordinate functions are given by
Φ : P→ Θ, Pα 7→ pi−1 (Eα(T(X))) = α,
and
Ψ : P→ pi(Θ), Pα 7→ Eα(T(X)) = pi(α) = µ,
each representing another name for the same point Pα ∈ P. So one can identifyPwith the
geometric structure of a manifold. Note that the function connecting the two coordinate
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systems is pi, which is a diffeomorphism (cf., e.g., Bedbur (2011), p. 19). In general,
for any diffeomorphism, τ : Θ → τ(Θ), τ ◦ Φ is a coordinate function. The following
definition can also be defined analogously for any family of parametric distributions (cf.
Amari (1985), pp. 25 ff, or Amari and Nagaoka (2000), p. 7, pp. 28 ff), but for our purpose
it is sufficient to restrict it to exponential families.
(3.25) Definition
For a strictly r-parametric exponential family P = {Pτ−1(ξ) : ξ ∈ τ(Θ)}, where τ : Θ →
τ(Θ) is a diffeomorphism (i.e., we use some arbitrary parametrization here, e.g., if τ = pi
the mean value parametrization), we define:
i) The Fisher information matrix of P at ξ ∈ τ(Θ) as
I(ξ) = [gij(ξ)]1≤i,j≤r ,
where
gij(ξ) : = Eτ−1(ξ)
(
∂i log fτ−1(ξ)(X) ∂j log fτ−1(ξ)(X)
)
.
ii) The Fisher metric, as
gξ : Tξ × Tξ → R,
(
r
∑
j=1
c(1)j ∂j log fτ−1(ξ),
r
∑
j=1
c(2)j ∂j log fτ−1(ξ)
)
7→
〈
r
∑
j=1
c(1)j ∂j log fτ−1(ξ),
r
∑
j=1
c(2)j ∂j log fτ−1(ξ)
〉
ξ
: = Eτ−1(ξ)
[(
r
∑
j=1
c(1)j ∂j log fτ−1(ξ)(X)
)(
r
∑
j=1
c(2)j ∂j log fτ−1(ξ)(X)
)]
= c(1)
′I(ξ)c(2),
where Tξ = Tξ(P) :=
{
∑rj=1 cj∂j log fτ−1(ξ) : (c1, . . . , cr)
′ ∈ Rr
}
is the tangent space of
P at ξ ∈ τ(Θ) and c(i) =
(
c(i)1 , . . . , c
(i)
r
)′
, i ∈ {1, 2}. Note that〈
∂i log fτ−1(ξ), ∂j log fτ−1(ξ)
〉
ξ
= gij(ξ).
iii) A mapping A : P→ Tξ , Pτ−1(ξ) 7→ A(ξ), i.e., one that assigns to each element Pτ−1(ξ)
of the statistical model exactly one element from the tangent space Tξ in this point,
is called a vector field. It can be represented by means of
A(Pτ−1(ξ)) = A(ξ) =
r
∑
j=1
cj(ξ)∂j log fτ−1(ξ),
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since ∂i log fτ−1(ξ), 1 ≤ j ≤ r, form a basis of the tangent space Tξ . It is a smooth
vector field, when the components ci(ξ) are smooth functions of ξ.
Herein ∂i is the derivative w.r.t. the i-th component of ξ. 
Applying the above definition of the Fisher information matrix to the coordinate systems
Θ and pi(Θ), we can deduce:
(3.26) Lemma
For the coordinate systems Θ, τ(Θ) and pi(Θ) and α = τ−1(ξ) = pi−1(µ) it holds:
I(α) = ∇2κ(α) = CovαT(X), (3.9)
I(ξ) = [∇τ(ξ)]−1′I(α) [∇τ(ξ)]−1 (3.10)
and
I(µ) =
(
I(pi−1(µ))
)−1
= (I(α))−1 . (3.11)
Proof
See Amari and Nagaoka (2000), p. 65, for (3.9) and pp. 66 f for (3.11). For (3.10), we
note at first that by the inverse function theorem ∇τ−1(ξ) = [∇τ(αξ)]−1, where αξ is the
element in Θ corresponding to ξ ∈ τ(Θ). Then a direct calculation provides:
[I(ξ)]ij = Eαξ
[
∂ξi
(
τ−1(ξ)′T(X)− κ(τ−1(ξ))
)′
∂ξ j
(
τ−1(ξ)′T(X)− κ(τ−1(ξ))
)]
= e′i
[
∇τ−1(ξ)
]′
Eαξ
[(
T(X)−pi(αξ)
)′ (T(X)−pi(αξ))] [∇τ−1(ξ)] ej
= e′i
[
∇τ−1(ξ)
]′ I(αξ) [∇τ−1(ξ)] ej.

One should note that the Fisher metric is invariant under the coordinate system (cf. Amari
and Nagaoka (2000), p. 29), i.e., that
Eα
[(
r
∑
j=1
c(1)j ∂ξ j log fα(X)
)(
r
∑
j=1
c(2)j ∂ξ j log fα(X)
)]
=
r
∑
j=1
r
∑
i=1
c(1)j c
(2)
i Eα
[{
r
∑
l=1
∂αl
∂ξ j
∂
∂αl
(
α′T(X)− κ(α))}{ r∑
m=1
∂αm
∂ξi
∂
∂αm
(
α′T(X)− κ(α))}]
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=
r
∑
j=1
r
∑
i=1
c(1)j c
(2)
i
r
∑
l=1
r
∑
m=1
∂αl
∂ξ j
∂αm
∂ξi
[I(α)]l,m︸ ︷︷ ︸
=[I(ξ)]j,i
= c(1)
′I(ξ)c(2)
= Eτ−1(ξ)
[(
r
∑
j=1
c(1)j ∂ξ j log fτ−1(ξ)(X)
)(
r
∑
j=1
c(2)j ∂ξ j log fτ−1(ξ)(X)
)]
,
where the first and the third equality follow from Amari and Nagaoka (2000), Equations
(1.6) and (1.22), respectively.
Furthermore, since I(α) is positive definite (and thus, so is I(ξ) for any diffeomorphism
τ), the Fisher metric forms an inner product on the tangent spaces and a strictly r-
parametric exponential family P and its Fisher metric therefore form what is called a
Riemannian space (cf. Amari (1985), pp. 25 f).
Looking at the term „vector field“ in Definition 3.25, we want to compare the values of
the mapping A in ξ and ξ∗. Now, since the spaces Tξ and Tξ∗ are distinct and therefore,
the range of A changes with its argument, there is no direct way to do that. The idea of
differential geometry is, to find a bijective affine mapping from Tξ∗ to Tξ for two adjacent
points ξ∗ and ξ. This mapping is called the affine connection and it is fully determined
by its coefficients, which are denoted by Γijk(ξ), 1 ≤ i, j, k ≤ r (cf. Amari (1985), pp. 33
ff, for a more detailed description). For a statistical model, there are essentially two such
connections that can be derived directly (cf. Amari (1985), pp. 38 f). The coefficients of
those affine connections are
Γ(1)ijk (ξ) := Eτ−1(ξ)
[
∂ξi∂ξ j log fτ−1(ξ)(X)∂ξk log fτ−1(ξ)(X)
]
and
Γ(−1)ijk (ξ)
:=Eτ−1(ξ)
[(
∂ξi∂ξ j log fτ−1(ξ)(X) + ∂ξi log fτ−1(ξ)(X) ∂ξ j log fτ−1(ξ)(X)
)
∂ξk log fτ−1(ξ)(X)
]
.
Using the above two coefficients, it is possible to construct infinitely many affine connec-
tions:
(3.27) Definition (α-Connection, cf. Amari (1985), p. 39)
The affine connection, whose coefficients are given by
Γ(α)ijk (ξ) =
〈
∇(α)∂i ∂j log fτ−1(ξ), ∂k log fτ−1(ξ)
〉
τ−1(ξ)
=Eτ−1(ξ)
[(
∂i∂j log fτ−1(ξ)(X) +
1− α
2
∂i log fτ−1(ξ)(X)∂j log fτ−1(ξ)(X)
)
∂k log fτ−1(ξ)(X)
]
,
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is called the α-connection, α ∈ R, 1 ≤ i, j, k ≤ r. Herein, ∂i = ∂ξi and ∇(α)∂i ∂j log fτ−1(ξ) is
the derivative of the vector field ∂j log fτ−1(ξ) w.r.t. the direction ∂i and the affine mapping
connected to the choice of α. 
Now, if for one α and every 1 ≤ i, j, k ≤ r it holds that Γ(α)ijk (ξ) is zero, then the basis
vectors of Tξ∗ , ∂ξ∗i log fξ∗ , are mapped to the basis vectors ∂ξi log fξ of Tξ for adjacent ξ
and ξ∗, 1 ≤ i ≤ r. If for a curve c : [t0, t1] → τ(Θ) it holds that Γ(α)ijk (c(t)) = 0 for all
1 ≤ i, j, k ≤ r and t ∈ [t0, t1], then the curve can be regarded to as a straight line w.r.t.
the α-connection. Those straight lines are a generalization of straight lines in the classical
Euclidean geometry and are called α-geodesics (cf. Amari (1985), p. 38).
(3.28) Example (cf. Amari (1985), pp. 40 f, Amari and Nagaoka (2000), pp. 35 f)
Given a regular exponential family P parameterized by the natural parameter space Θ.
Then
Γ(1)ijk (α) = Eα
[
∂αi∂αj log fα(X)∂αk log fα(X)
]
= −
[
∇2κ(α)
]
i,j
Eα [Tk(X)− pik(α)] = 0,
for any α ∈ Θ. Therefore, Θ is a 1-affine coordinate system and P = {Pα : α ∈ Θ} is
called 1-flat. Indeed, taking two distinct parameters α1, α2 ∈ Θ and defining Pα1,α2 :=
{P(1−t)α1+tα2 : t ∈ [0, 1]}, then
Γ(1)ijk (t) =E(1−t)α1+tα2
[
∂t∂t log f(1−t)α1+tα2(X)∂t log f(1−t)α1+tα2(X)
]
=− (α2 − α1)′∇2κ((1− t)α1 + tα2)(α2 − α1)
× E(1−t)α1+tα2
[
(α2 − α1)′T(X)− (α2 − α1)′pi((1− t)α1 + tα2)
]
= 0.
Therefore, Pα1,α2 forms a 1-straight line, connecting two distinct parameters in P (or Θ).
Amari (1985), Theorem 3.2, also shows that an α-flat manifold is also −α-flat (not nec-
essarily w.r.t. the same coordinate system), i.e., an exponential family is also −1-flat. In
summary:
(3.29) Theorem
Given an exponential family P.
i) If the coordinate system is the natural parameter space, then
gij(α) = ∂αi∂αjκ(α),
Γ(α)ijk (α) =
1− α
2
∂αi∂αj∂αkκ(α).
Furthermore, the natural parameter is 1-affine and the exponential family is 1-flat.
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ii) If the coordinate system is the expectation parameter space, then
gij(µ) =
[[
∇2κ(pi−1(µ))
]−1]
i,j
,
Γ(α)ijk (µ) = −
1+ α
2
r
∑
l,m,n=1
gil(µ)gjm(µ)gkn(µ) (∂αl∂αm∂αnκ)
(
pi−1(µ)
)
.
In addition, the expectation parameter is −1-affine and the exponential family is
−1-flat.
The 1-geodesic between two elements Pα1 and Pα2 of P in the natural parameter space is
given by {Pα : α = α1 + t(α2 − α1), t ∈ [0, 1]} (or {α1 + t(α2 − α1) : t ∈ [0, 1]}) and the
−1-geodesic between the elements Pµ1 and Pµ2 of P in the expectation parameter space is
given by {Pµ : µ = µ1 + t(µ2 − µ1), t ∈ [0, 1]} (or {µ1 + t(µ2 − µ1) : t ∈ [0, 1]}).
Therefore, (P, g,∇(1),∇(−1)) forms what is called a dually flat space (cf. Amari and Na-
gaoka (2000), p. 58). 
Proof
This is Theorem 4.1 from Amari (1985) and his results on p. 107. 
Also the term of conjugate functions and the KL divergence is well-known in this set-
ting:
On p. 80, Theorem 3.4, Amari (1985) shows (in a more general setting than an exponential
family) the existence of two functions ψ(α) and φ(µ) such that
gij(α) = ∂αi∂αjψ(α) and gij(µ) = ∂µi∂µjφ(µ), 1 ≤ i, j ≤ r.
Amari (1985), pp. 82 f, then obtains that in regular exponential families those functions
are simply κ and its conjugate function κ∗. Furthermore, he shows that for µ = pi(α) it
holds:
ψ(α) + φ(µ)− α′µ = 0. (3.12)
Replacing ψ(α) by κ and φ(µ) by κ∗, we receive:
κ(α) + κ∗(µ)− α′µ = κ(α) + α′pi(α)− κ(α)− α′pi(α) = DKL(α, α).
Note that the expectation parameter µ is plugged into the first component of the diver-
gence, i.e. DKL
(
pi−1(µ), α
)
. Amari (1985), pp. 84 ff, extends (3.12) to divergence measures,
by plugging in two parameters that do not belong to the same distribution. Therefore,
he defines the term of α-divergences. For our purpose it is sufficient to define them as
follows:
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(3.30) Definition (α-Divergence, cf. Amari and Nagaoka (2000), p. 57)
Let P1 and P2 be two distributions and f1 and f2 their respective densities w.r.t. a σ-finite
measure ν. Assume furthermore that the support of f1 is equal to the support of f2, then
we define the α-divergence between P1 and P2 as
D(α)(P1, P2) = D(α)( f1, f2) :=

4
1−α2
[
1− ∫X f1(x) 1−α2 f2(x) 1+α2 dν(x)] , α /∈ {−1, 1},
DKL( f1, f2), α = −1,
DKL( f2, f1), α = 1.

The α-divergence satisfies the usual properties of a divergence, i.e., it is equal to zero, iff
the distributions are equal and greater than zero, otherwise. Furthermore, D(α)( f1, f2) =
D(−α)( f2, f1) (cf. Amari (1985), pp. 84 f). In the case of exponential families, the α-
divergence, α ∈ (−1, 1), becomes:
D(α)(α1, α2) =
4
1− α2
[
1− exp
{
κ
(
1− α
2
α1 +
1+ α
2
α2
)
− 1− α
2
κ (α1)− 1+ α2 κ (α2)
}]
.
The α-divergences are naturally induced by means of (3.12) by the potential functions
of so-called α-families of distributions (cf. Amari (1985), pp. 73 ff, pp. 84 ff). So, the
naturally induced divergences for the exponential families are D(1) and D(−1), i.e. the KL
divergence.
Amari (1985) also proved a generalization of the Pythagorean Theorem for α-divergences.
Applying it to exponential families, one can deduce:
(3.31) Theorem
Given three points α1, α2, α3 ∈ Θ and their corresponding points µ1, µ2, µ3 ∈ pi(Θ), then
DKL(α1, α3)
>
=
<
DKL(α1, α2) + DKL(α2, α3)
⇐⇒ 0 >=
<
(α2 − α3)′(pi(α2)−pi(α1))
⇐⇒ 0 >=
<
(α2 − α3)′(µ2 − µ1).
I.e., the direction of the inequality depends on the angle between the 1-geodesic between
P3 and P2 and the −1-geodesic between P1 and P2. If those two form a right angle, then
equality holds. 
Proof
This is a special case of Amari (1985), Theorem 3.6. 
The same result for Bregman divergences can be found in Azoury and Warmuth (2001),
p. 219.
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4. Sequential Order Statistics
In this chapter, a formal definition of sequential order statistics (SOSs) is provided. As
already mentioned in the first chapter, the model of SOSs was introduced by Kamps
(1995a,b). A comprehensive outline of some early results can be found in Cramer and
Kamps (2001). The exponential family structure of SOSs with known baseline distribution
has been extensively investigated in Bedbur (2011) and Bedbur et al. (2010).
We start of by providing the initial definition of SOSs introduced by Kamps (1995a). Then,
we introduce the concept of baseline distributions that transforms the model of SOSs into
a parametric model. In section 4.1 the exponential family structure of this parametric
model is obtained and some results concerning the exact distribution of the MLEs are
presented. Section 4.2 provides the explicit formulas for the measures of distance intro-
duced in section 3.2 for P being the exponential family of SOSs. Finally, we present a
theorem that connects the distances between two distributions of SOSs to the distances
between two appropriately chosen multivariate normal distributions. We also show that
the distribution of the MLEs of those two models coincide in a certain way.
(4.1) Definition (Sequential Order Statistics, cf. Cramer and Kamps (2003))
Let F1, . . . , Fn be distribution functions with F−11 (1) ≤ · · · ≤ F−1n (1), and let Y(r)j , 1 ≤ r ≤
n, 1 ≤ j ≤ n− r + 1, be independent random variables with Y(r)j ∼ Fr, 1 ≤ j ≤ n− r + 1,
1 ≤ r ≤ n.
Let
X(1)j = Y
(1)
j , 1 ≤ j ≤ n, X(1)∗ = min
{
X(1)1 , . . . , X
(1)
n
}
and, for 2 ≤ r ≤ n, let
X(r)j = F
−1
r
{
Fr
(
Y(r)j
) [
1− Fr
(
X(r−1)∗
)]
+ Fr
(
X(r−1)∗
)}
,
X(r)∗ = min
1≤j≤n−r+1
X(r)j .
Then the random variables X(1)∗ , . . . , X
(n)
∗ , are called sequential order statistics based on
F1, . . . , Fn. 
The random variables X(1)∗ , . . . , X
(n)
∗ model the ordered failure times of the components of
a k-out-of-n system. Herein, X(j)∗ is the time of the j-th component failure. Consequently,
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the time when a k-out-of-n system fails is given by the (n− k + 1)-th SOS X(n−k+1)∗ . Note
that the SOSs X(n−k+2)∗ , . . . , X
(n)
∗ are not observable in practical applications.
A less formal but more illustrative approach to SOSs can be provided using a triangular
scheme of random variables (cf., e.g., Kamps (1995a), p. 28, Cramer and Kamps (2001),
Cramer and Kamps (2003)).
For continuous F1, . . . , Fn there is also another equivalent definition of SOSs using beta
distributed random variables, which is omitted here. The interested reader is referred to
Cramer and Kamps (2003), pp. 296 f.
If all the distribution functions F1, . . . , Fn are identical, then the resulting model is the
one of ordinary order statistics w.r.t. the distribution function F1. For further insight into
ordinary order statistics, we refer to the monograph of David and Nagaraja (2003).
Provided that the distribution functions F1, . . . , Fn are absolutely continuous with respec-
tive pdfs f1, . . . , fn, then a joint density of the first r sequential order statistics, X
(1)
∗ , . . . ,
X(r)∗ , is given by (cf., e.g., Kamps (1995a), p. 29, Kamps (1995b), p. 4)
f X
(1)
∗ ,...,X
(r)
∗ (x1, . . . , xr) =
n!
(n− r)!
r
∏
i=1
(
1− Fi(xi)
1− Fi(xi−1)
)n−i fi(xi)
1− Fi(xi−1) , (4.1)
where r ≤ n, x0 < x1 < · · · < xr and x0 = −∞. Note that this density corresponds to the
modeling of the failure times of an (n− r + 1)-out-of-n system by means of SOSs.
In the following, when it comes to SOSs, we restrict ourselves to a special choice of the
distribution functions F1, . . . , Fn that was suggested by Kamps (1995a), p. 30. We define
Fr(x) := 1− (1− F(x))αr , 1 ≤ r ≤ n, (4.2)
for an absolutely continuous distribution function F and positive real numbers α1, . . . , αn.
In this context, F is called the baseline distribution. The exact form of F is not important
for the rest of our thesis, since all results hold for an arbitrary choice of F. The resulting
model of SOSs is known as SOSs with known baseline distribution or as SOSs with conditional
proportional hazard rates, since the failure rate of Fr is given by αr
f
1−F , 1 ≤ r ≤ n, where
f is the density function with respect to F. Therefore, the failure rates of F1, . . . , Fn are
proportional to the failure rate of the baseline distribution F.
With the choice of (4.2), the density (4.1) of the first r SOSs becomes (cf. Kamps (1995a),
p. 62) :
f X
(1)
∗ ,...,X
(r)
∗ (x1, . . . , xr)
=
n!
(n− r)!
(
r
∏
j=1
αj
)(
r−1
∏
j=1
(1− F(xj))mj f (xj)
)
(1− F(xr))αr(n−r+1)−1 f (xr),
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for F−1(0+) < x1 < · · · < xr < F−1(1), r ≤ n and mj = (n− j + 1)αj − (n− j)αj+1 − 1,
1 ≤ j ≤ n− 1.
If we set α1 = · · · = αr, then the resulting model is the model of ordinary order statistics
based on the distribution function 1− (1− F)α1 .
(4.2) Remark
As we have already mentioned in Chapter 1, the results we obtain in this thesis are also
valid for the model of the first r generalized order statistics and for the first r Pfeifer
records. The model of generalized order statistics with parameter γ = (γ1, . . . ,γr)′ ∈ Rr+
arises from the model of SOSs, when we set αi =
γi
n−i+1 , 1 ≤ i ≤ r.
Furthermore, the model of Pfeifer records with parameter β = (β1, . . . , βr)′ ∈ Rr+, where
the non-identically distributed random variables are based on
Fi(x) := 1− (1− F(x))βi , 1 ≤ i ≤ r,
is attained from the model of SOSs, when we set αi =
βi
n−i+1 , 1 ≤ i ≤ r. 
For a comprehensive overview of SOSs and its correspondence to other models of ordered
data, the interested reader is referred to Kamps (1995a) and Cramer and Kamps (2001).
4.1 SOSs with known Baseline Distribution as an Exponen-
tial Family
The present thesis will make frequent use of the exponential family structure of the dis-
tribution of the first r SOSs with known baseline distribution. SOSs form an exponential
family of distributions in the parameters α1, . . . , αr ∈ R+ as shown in Bedbur et al. (2010).
In his PhD thesis, Bedbur (2011) studied the benefits one obtains, utilizing this finding.
(4.3) Theorem
The distribution of the first r, r ≤ n, SOSs with known baseline distribution F forms a
regular r-parametric exponential family P(SOS) =
{
P(SOS)α : α ∈ Θ
}
. The density corre-
sponding to P(SOS)α will be denoted by f
(SOS)
α . The natural parameter space is given by
Θ = Rr+, X = {x ∈ Rr+ : F−1(0+) < x1 < x2 < · · · < xr < F−1(1)}, the natural statistic
T(x) = (T1(x), . . . , Tr(x))′ is given by
T1(x) = n log(1− F(x1)),
Tj(x) = (n− j + 1) log
(
1− F(xj)
1− F(xj−1)
)
, 2 ≤ j ≤ r,
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and
h(x) =
n!
(n− r)!
r
∏
j=1
f (xj)
1− F(xj) .
The normalizing function is
κ(α) = −
r
∑
j=1
log αj
and the σ-finite measure is the r-dimensional Lebesgue measure λr. 
Proof
See Bedbur (2011), pp. 50 ff and especially Lemma 3.1.1 therein. 
We will sometimes omit the superscript (SOS), but it should become clear from the con-
text, if a general exponential family or the exponential family of SOSs is considered.
In the case of SOSs, we obtain:
pi : Rr+ → Rr−, (α1, . . . , αr)′ 7→
(
− 1
α1
, . . . ,− 1
αr
)′
and therefore Rr− is the expectation parameter space and
pi−1 : Rr− → Rr+, (µ1, . . . , µr)′ 7→
(
− 1
µ1
, . . . ,− 1
µr
)′
.
In Figure 4.1 some geodesics for P(SOS) are plotted in the natural parameter space Θ.
The 1-geodesics (straight lines) are{
λ
(
0.2
4
)
+ (1− λ)
(
2
1
)
: λ ∈ [0, 1]
}
and
{
λ
(
0.5
0.1
)
+ (1− λ)
(
2
4
)
: λ ∈ [0, 1]
}
,
respectively, and the −1-geodesics (curved lines) are
pi−1
({
λpi
((
0.2
4
))
+ (1− λ)pi
((
2
1
))
: λ ∈ [0, 1]
})
and
pi−1
({
λpi
((
0.5
0.1
))
+ (1− λ)pi
((
2
4
))
: λ ∈ [0, 1]
})
,
respectively. Those curved lines are straight in the expectation parameter space.
Another interesting fact that will be needed in later chapters is the distribution of the
natural statistic:
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Figure 4.1.: 1-geodesics and −1-geodesics in SOSs.
(4.4) Lemma
For the natural statistic T = (T1, . . . , Tr)′ and X ∼ f (SOS)α it holds:
−Tj(X) ∼ Exp(αj), 1 ≤ j ≤ r,
and T1(X), . . . , Tr(X) are jointly independent random variables. Herein, αj is the rate pa-
rameter of the exponential distribution, i.e., a λ1-density of−Tj(X) is given by f−Tj(X)(t) =
αje−αjt1(0,∞)(t). 
Proof
See Cramer and Kamps (1996), Theorem 3.2. For a proof using the exponential family
structure of SOSs see Bedbur (2011), p. 52. 
So, it is easy to deduce that for X1, . . . ,Xs
iid∼ f (SOS)α it holds
−
s
∑
i=1
Tj(Xi)
indep.∼ Γ(s, αj), 1 ≤ j ≤ r.
Now, since the MLE of α in SOSs - given it exists - is derived by means of (see (3.5))
αˆ = pi−1
(
1
s
s
∑
i=1
T(xi)
)
= − s
∑si=1 T(xi)
(4.3)
for iid observations x1, . . . , xs, one can conclude:
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(4.5) Theorem
Given X1, . . . ,Xs
iid∼ f (SOS)α . For the MLE αˆ of α based on X1, . . . ,Xs the following state-
ments are true:
i) αˆi
indep.∼ IΓ(s, sαi), 1 ≤ i ≤ r, where IΓ(k,λ) denotes the inverse-gamma distribution
with Lebesgue-density function λ
k
Γ(k)x
−(k+1) exp
(
−λx
)
1(0,∞)(x).
ii) The MLE exists P-a.s. for all s ∈N. 
Proof
i) is Theorem 3.2 i) in Cramer and Kamps (1996) and ii) follows immediately from i) or
using Theorem 3.10. 
4.2 Measures of Distance
Using the exponential family structure, it is simple to derive explicit expressions for the
measures of divergence and the affinity from Definition 3.12:
(4.6) Corollary
For the measures of divergence and the affinity from Definition 3.12, we obtain
i) DKL
(
P(SOS)α1 , P
(SOS)
α2
)
= DKL(α1, α2) =
r
∑
i=1
(
α2i
α1i
− log
(
α2i
α1i
)
− 1
)
.
ii) DJ
(
P(SOS)α1 , P
(SOS)
α2
)
= DJ(α1, α2) =
r
∑
i=1
(
α2i
α1i
+
α1i
α2i
− 2
)
=
r
∑
i=1
(α1i−α2i )2
α1iα2i
.
iii) D(α)R
(
P(SOS)α1 , P
(SOS)
α2
)
= D(α)R (α1, α2) =
1
α−1 ∑
r
i=1 log
(
αα1i
α1−α2i
αα1i+(1−α)α2i
)
= 1α−1 ∑
r
i=1 log
(
wGM(α1i ,α1i |α)
wAM(α1i ,α1i |α)
)
,
where wAM(., .|α) denotes the weighted arithmetic and wGM(., .|α) the weighted
geometric mean with weights α and 1− α.
iv) ρ2
(
P(SOS)α1 , P
(SOS)
α2
)
= ρ2(α1, α2) = 2r
r
∏
i=1
√
α1iα2i
α1i+α2i
=
r
∏
i=1
GM(α1i ,α2i )
AM(α1i ,α2i )
, where AM denotes
the arithmetic and GM the geometric mean. 
Proof
Whether by plugging κ(α) = −∑rj=1 log αj into the formulas of Lemma 3.14 or as follows:
i)-iii) See Vuong et al. (2013).
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iv) This can easily be seen by using the one-to-one connection between Hellinger’s
distance DH(., .) (cf. Hellinger (1909)) and the affinity, plus the representation of
Hellinger’s distance for SOSs (cf. Vuong et al. (2013)):
DH(α1, α2)2 = 2− 2ρ2(α1, α2). (4.4)
This connection was first mentioned by Matusita (1951). 
The distance measures in Corollary 4.6 fulfill the following property:
(4.7) Corollary
For any c > 0, P(SOS)α1 , P
(SOS)
α2 , P
(SOS)
cα1 , P
(SOS)
cα2 ∈ P(SOS) and D ∈
{
DKL, DJ , D
(α)
R
}
it holds:
D
(
P(SOS)α1 , P
(SOS)
α2
)
= D
(
P(SOS)cα1 , P
(SOS)
cα2
)
and ρ2
(
P(SOS)α1 , P
(SOS)
α2
)
= ρ2
(
P(SOS)cα1 , P
(SOS)
cα2
)
.

Proof
This is a simple consequence of the representations in Corollary 4.6. 
We note that the KL divergence between two members of SOSs, one with parameter
α1 and one with parameter α2, is equal to the Itakura-Saito distance acting on the two
parameter vectors α2 and α1 (see Table 3.1). The Itakura-Saito distance is well-known
and was proposed by Itakura and Saito (1968) for the analysis of speech signals (for
a brief explanation cf. Banerjee, Merugu, Dhillon and Ghosh (2005), Example 3). It is
mainly used in the field of signal processing (cf., e.g., Buzo et al. (1980), Gray et al.
(1980), Basseville (1988), Carlson and Clements (1991)) and - according to Vasconcelos
(2004) - forms the basis of most speech coding systems. As we have seen in Table 3.1, the
Itakura-Saito distance is a Bregman divergence, with φ(x) = −∑ri=1 log(xi) known as the
Burg entropy. Furthermore, the symmetrized version of the Itakura-Saito distance, i.e. the
Jeffrey’s divergence for SOSs, is known as the COSH divergence and is also well-known in
the field of signal processing (cf. Carlson and Clements (1991), Nielsen and Nock (2009)).
Its name arises from a derivation formula that includes the hyperbolic cosine (cf. Deza
and Deza (2006), section 21.2).
We notice that the exponential family of SOSs is not the only one, whose KL divergence
forms an Itakura-Saito divergence on the parameters:
(4.8) Remark
i) Considering XS and XL, two progressively Type-II censored order statistics (for a
deeper insight cf. Balakrishnan and Cramer (2014)) based on the same population
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density function f with censoring schemes S = (S1, . . . , Sm) and L = (L1, . . . , Lm),
respectively, then
DKL
(
f X
S
, f X
L
)
= log c(S)− log c(L)−m +
m
∑
j=1
γj(L)
γj(S)
,
where c(S) = ∏mj=1 γj(S) and γi(S) = ∑
m
j=i(Sj + 1), 1 ≤ i ≤ m (cf. Balakrishnan
and Cramer (2014), section 9.5). Hence,
DKL
(
f X
S
, f X
L
)
= DKL
(
f (SOS)γ∗S
, f (SOS)γ∗L
)
,
where γ∗S =
(
γ1(S)
n ,
γ2(S)
n−1 , . . . ,
γm(S)
n−m+1
)′
. Furthermore, following a result from Cramer
and Bagh (2011)
DKL
(
f X
S
,
m
∏
i=1
f
)
= log c(S)−m +
m
∑
j=1
m− j + 1
γj(S)
,
where ∏mi=1 f is the density of m iid observations following density f , i.e., the above
divergence measures the distance of progressively Type-II censored order statistics
based on f to the scenario of m iid observations based on f . Again,
DKL
(
f X
S
,
m
∏
i=1
f
)
= DKL
(
f (SOS)γ∗S
,
m
∏
i=1
f
)
.
The above results are no coincidence, because f X
S
and f (SOS)γ∗S
are the same in the
distribution theoretical sense (cf. Cramer and Kamps (2001)). Note that the model
of progressively Type-II censored order statistics based on f is a submodel of the
model of SOSs.
ii) Generalizing the result of Kullback (1959), p. 51, to multivariate normals, we can
deduce the following:
Assume that f1 and f2 are densities of multivariate normal distributions Nr(µj,Σj),
j = 1, 2, with mean vectors µ1 = µ2 = µ, a known vector, and covariance matrices be-
ing the r× r-diagonal matrices Σ1 = diag(σ121, . . . , σ12r ) and Σ2 = diag(σ221, . . . , σ22r ),
respectively, whose entries σ11, . . . , σ1r, σ21, . . . , σ2r > 0 are unknown. Then the KL
divergence between f1 and f2 is given by:
DKL( f1, f2) =
∫
Rr
f1(x)
[
log
(
∏ri=1 σ2i
∏ri=1 σ1i
)
− 1
2
r
∑
i=1
(xi − µi)2
σ1
2
i
+
1
2
r
∑
i=1
(xi − µi)2
σ2
2
i
]
dλr(x)
=
1
2
{
r
∑
i=1
[
σ1
2
i
σ2
2
i
− log
(
σ1
2
i
σ2
2
i
)
− 1
]}
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=
1
2
DKL
(
f (SOS)
σ22
, f (SOS)
σ21
)
=
1
2
DKL
(
f (SOS)
σ21
−1 , f
(SOS)
σ22
−1
)
,
where f (SOS)
σ21
and f (SOS)
σ22
are densities of SOSs with parameters σ2j =
(
σj
2
1, . . . , σj
2
r
)′
,
j = 1, 2, and the exponent −1 is understood element wise, i.e.
σ2j
−1
=
(
σj
−2
1 , . . . , σj
−2
r
)′
, j = 1, 2.
Indeed, since for f being the density of a Nr
(
µ, diag(σ21 , . . . , σ
2
r )
)
-distribution it
holds that
f (x) = exp
{
α′T(x)− κ(α)} h(x), (4.5)
with α =
(
σ−21 , . . . , σ
−2
r
)′ ∈ Θ = Rr+, T(x) = (− (x1−µ1)22 , . . . ,− (xr−µr)22 ), h(x) =
(2pi)−r/2 and κ(α) = −12 ∑ri=1 log αi, we have
1
2
κ(SOS)(α) = κ(N )(α), (4.6)
where κ(SOS) is the cumulant function of the exponential family of SOSs and κ(N ) is
the cumulant function belonging to (4.5).
Now, for s observations x1, . . . , xs drawn independently form the same element of
the exponential family defined by (4.5), the MLE of the parameter vector is given by
(see (3.5))
αˆ = pi−1
(
1
s
s
∑
j=1
T(xj)
)
=
(
s
∑sj=1(xj1 − µ1)2
, . . . ,
s
∑sj=1(xjr − µr)2
)′
(4.7)
and, since the elements of the vectors xi, 1 ≤ i ≤ r, are independent, the elements
of αˆ are independent as well. Furthermore, it is well-known that for iid random
variables X1, . . . , Xs ∼ N1(µ, σ2) it holds:
s
∑
j=1
(Xj − µ)2
σ2
∼ χ2s = Γ
(
s
2
,
1
2
)
,
the χ2-distribution with s degrees of freedom. Hence, the entries of αˆ are indepen-
dent and αˆi ∼ IΓ
( s
2 ,
sαi
2
)
, 1 ≤ i ≤ r. So the distribution of the MLE (4.7) based on
2s observations is the same as the distribution of the MLE based on s observations
from P(SOS)α (see Theorem 4.5, i)). Note as well that the MLE of the exponential
family given by (4.5) exists almost surely, for all s ∈N. 
In summary, the above remark leads to the following conclusions:
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(4.9) Theorem
Let α1, α2 ∈ Θ and P(SOS)αi be a distribution from the r-parametric exponential fam-
ily of SOSs with parameter vector αi, i ∈ {1, 2}, and let P(N )αi be the distribution of
Nr(µ, diag(α−1i1 , . . . , α
−1
ir )), i = {1, 2}, then it holds:
DKL
(
P(N )α1 , P
(N )
α2
)
=
1
2
DKL
(
P(SOS)α1 , P
(SOS)
α2
)
,
DJ
(
P(N )α1 , P
(N )
α2
)
=
1
2
DJ
(
P(SOS)α1 , P
(SOS)
α2
)
,
ρ2
(
P(N )α1 , P
(N )
α2
)
=
√
ρ2
(
P(SOS)α1 , P
(SOS)
α2
)
,
D(α)R
(
P(N )α1 , P
(N )
α2
)
=
1
2
D(α)R
(
P(SOS)α1 , P
(SOS)
α2
)
.
Furthermore, for αˆ(N )1 being the MLE based on 2s iid observations from P
(N )
α1 and αˆ
(SOS)
1
being the MLE based on s iid observations from P(SOS)α1 , it holds that αˆ
(N )
1
d
= αˆ
(SOS)
1 . 
Proof
This immediately follows from Remark 4.8 ii), Lemma 3.14 and (4.6). 
Note that due to (3.6) and (3.7), the above theorem directly implies:
(4.10) Corollary
Let α1, α2 ∈ Θ and P(SOS)αi be a distribution from the r-parametric exponential fam-
ily of SOSs with parameter vector αi, i ∈ {1, 2}, and let P(N )αi be the distribution of
Nr(µ, diag(α−1i1 , . . . , α
−1
ir )), i = {1, 2}, then
DKL
(
P(N )(2s)α1 , P
(N )(2s)
α2
)
= DKL
(
P(SOS)(s)α1 , P
(SOS)(s)
α2
)
,
DJ
(
P(N )(2s)α1 , P
(N )(2s)
α2
)
= DJ
(
P(SOS)(s)α1 , P
(SOS)(s)
α2
)
,
ρ2
(
P(N )(2s)α1 , P
(N )(2s)
α2
)
= ρ2
(
P(SOS)(s)α1 , P
(SOS)(s)
α2
)
,
D(α)R
(
P(N )(2s)α1 , P
(N )(2s)
α2
)
= D(α)R
(
P(SOS)(s)α1 , P
(SOS)(s)
α2
)
. 
Therefore, the structural form of all test statistics based on one of the above distances is
the same for SOSs and for the normal distribution with known mean µ and unknown
diagonal covariance matrix. Furthermore, if the unknown parameter vectors are replaced
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by their respective MLEs, then the exact distribution for the test in the SOSs case based
on s observations is the same as the exact distribution of the test in model (4.5) based on
2s observations.
One should note that the exponential family model (4.5) is unlikely to be considered in
the field of multivariate analysis, as it is the common distribution of independent univari-
ate normals with known mean and unknown variance. One would rather identify each
of the r elements of the observation vector with a single univariate normal distribution
with known mean and unknown variance.
Consider now, e.g., a homogeneity test on the equality of the unknown variance param-
eters of the r univariate normal distributions. Assume that such a test is solely based on
one of the four distances in Definition 3.12, the common distribution of the r independent
univariate normal distributions, i.e. the product of the univariate densities, and on the
MLEs of the inverse variance parameters. Then it can be identified with a test on the
equality of the elements of α in the model of the first r SOSs, if each normal distribution
provides exactly 2s observations and the model of SOSs provides s observations. Those
test are used to decide, if it is sufficient to model the data by means of the ordinary order
statistics model, instead of the model of SOSs. For a better understanding, we provide an
example in the following:
(4.11) Example
We will derive a homogeneity test, to test the equality of the variances of the r univariate
normal distributions N1(µi, α−1i ), 1 ≤ i ≤ r, with corresponding density functions fαi .
Following the previous considerations, we assume that the mean values µ1, . . . , µr are
known and that each of the univariate normal distributions provides 2s observations. We
denote the observations of fαi as x1i , . . . , x2si , 1 ≤ i ≤ r, and define the vectors xj :=
(xj1 , . . . , xjr)
′, 1 ≤ j ≤ 2s. So our test problem is given by
H0 : α1 = · · · = αr vs. H1 : ∃i 6= j, i, j ∈ {1, . . . , r} : αi 6= αj.
Our test statistic is based on a likelihood ratio approach as follows:
supα∈Rr+ : α1=···=αr L(α1, . . . , αr|x1, . . . , x2s)
supα∈Rr+ L(α1, . . . , αr|x1, . . . , x2s)
=
supα∈Rr+ : α1=···=αr ∏
r
i=1∏
2s
j=1 fαi(xji)
supα∈Rr+ ∏
r
i=1∏
2s
j=1 fαi(xji)
=
supα∈Θ : α1=···=αr ∏
2s
j=1 fα(xj)
supα∈Θ∏
2s
j=1 fα(xj)
=
supα∈Θ : α1=···=αr f
(2s)
α (x1, . . . , x2s)
supα∈Θ f
(2s)
α (x1, . . . , x2s)
, (4.8)
where fα is the multivariate normal density of Nr{(µ1, . . . , µr)′, diag(α−11 , . . . , α−1r )} in
the exponential family structure (4.5) and f (2s)α is the exponential family density of 2s
independent observations from fα.
57
4. Sequential Order Statistics
Now,
sup
α∈Θ : α1=···=αr
f (2s)α (x1, . . . , x2s) = sup
α∈Θ : α1=···=αr
exp
{
α′
2s
∑
j=1
T(xj)− 2sκ(α)
}
2s
∏
j=1
h(xj)
= sup
β∈R+
exp
{
β
r
∑
i=1
2s
∑
j=1
Ti(xj) + sr log(β)
}
2s
∏
j=1
h(xj)
= exp
{
−sr + sr log
(
− sr
∑ri=1∑
2s
j=1 Ti(xj)
)}
2s
∏
j=1
h(xj)
and
sup
α∈Θ
f (2s)α (x1, . . . , x2s)
(4.7)
= exp
{
−sr + s
r
∑
i=1
log
(
− s
∑2sj=1 Ti(xj)
)}
2s
∏
j=1
h(xj).
Therefore, denoting αˆi = − s∑2sj=1 Ti(xj) , 1 ≤ i ≤ r, we obtain for the ratio (4.8):
supα∈Θ : α1=···=αr f
(2s)
α (x1, . . . , x2s)
supα∈Θ f
(2s)
α (x1, . . . , x2s)
=
exp
{
−sr log
(
−1r
r
∑
i=1
∑2sj=1 Ti(xj)
s
)}
exp
{
s∑ri=1 log
(
− s
∑2sj=1 Ti(xj)
)}
=
exp
{
−sr log
(
1
r
r
∑
i=1
1
αˆi
)}
exp {s∑ri=1 log (αˆi)}
=
(
1
r
r
∑
i=1
1
αˆi
)−sr ( r
∏
i=1
1
αˆi
)s
. (4.9)
From Remark 4.8 ii), we know that 1αˆi ∼ Γ (s, sαi), 1 ≤ i ≤ r, and therefore - under H0 -
the statistic is distribution free:(
1
r
r
∑
i=1
1
αˆi
)−sr ( r
∏
i=1
1
αˆi
)s
d
=
(
1
r
r
∑
i=1
1
sα1βˆi
)−sr ( r
∏
i=1
1
sα1βˆi
)s
=
(
1
r
r
∑
i=1
1
βˆi
)−sr ( r
∏
i=1
1
βˆi
)s
,
where 1
βˆi
iid∼ Γ (s, 1), 1 ≤ i ≤ r.
The test statistic (4.9) and its distribution under H0 as well as under H1 do coincide with
that of the likelihood ratio test proposed by Cramer and Kamps (2001), section 5.1, for s
observations of SOSs.
This is no coincidence, because the log-ratio of two arbitrary densities fα1 and fα2 that
belong to the same exponential family of distributions is simply given by:
log
fα1(x)
fα2(x)
= DKL(αˆ, α2)− DKL(αˆ, α1),
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where αˆ is the MLE corresponding to the observation x, given it exists (cf. also Kullback
(1959), p. 84 and Kupperman (1958)). Hence, the logarithm of (4.8) is equal to
DKL
(
f (2s)αˆ , f
(2s)
αˆ
)
− DKL
(
f (2s)αˆ , f
(2s)
αˆR
)
= −DKL
(
f (2s)αˆ , f
(2s)
αˆR
)
,
where αˆR is the restricted MLE w.r.t. α1 = · · · = αr. Now, in our normal model (4.5) as
well as in the model of SOS, αˆR arises from the vector of unrestricted MLEs αˆ by means
of the harmonic mean:
αˆRj =
(
1
r
r
∑
i=1
1
αˆi
)−1
, 1 ≤ j ≤ r.
So, Theorem 4.9 and Corollary 4.10 provide this result as well. 
With the family of SOSs with known baseline distribution, we can add another example
to the Examples 3.24 of exponential families that allow a density representation by means
of the dual divergence Dκ∗ :
(4.12) Example
For SOSs, using Bedbur (2011), p. 52, the corresponding exponential familyPT = {PTα : α ∈
Θ} has $T-density functions
dPTα
d$T
(t) = exp{α′t− κ(α)}, t ∈ Rr−,
where $T = 1T(X)λr, T(X) = Rr−, Θ = Rr+ and κ(α) = −∑rj=1 log(αj). Clearly, CT =
(−∞, 0]r and pi(Θ) = int(CT) = T(X). Furthermore, pi−1 : pi(Θ) 7→ Θ, µ →
(
− 1µ1 ,
. . . ,− 1µr
)′
. Since the probability of lying on the boundary of CT is zero, we know from
Theorem 3.23 that
exp{α′t− κ(α)} = exp{−Dκ∗(t, µ)} exp{−κ∗(t)} PT-a.s..
Using Lemma 3.18, we can deduce that
κ∗(µ) = −r−
r
∑
j=1
log(−µj), µ ∈ Rr−,
and that
Dκ∗(t, µ) =
r
∑
j=1
(
tj
µj
− log
(
tj
µj
)
− 1
)
, (t, µ) ∈ Rr− ×Rr−.
From Theorem 3.19, vi), we can deduce that dom(κ∗) = Rr−. 
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5. Classification in Exponential
Families with Applications to SOSs
In the present chapter, procedures of classification and discrimination are applied to ex-
ponential families and SOSs with known baseline distribution. If possible, we state our
results for general exponential families, but several results are derived solely for SOSs.
Also, the illustrations and simulations are based on the SOSs model. In this chapter, we
will always assume the case of two classes Π1 and Π2, i.e. m = 2. For a first transition to
the case of m > 2, the results of the subsections 2.1.2 and 2.1.4 can be utilized as they are
valid for arbitrary distributions.
As in Chapter 2, we begin by looking at the case of known underlying distributions of
the classes in section 5.1. In subsection 5.1.1 we start of by applying the results from
subsection 2.1.1 to exponential families and especially to the model of SOSs. Then, in
subsection 5.1.2, we analyze the exact distribution of the resulting discriminant function
for SOSs and derive formulas to determine the probability of misclassification of the Bayes
procedure. We also provide formulas for upper and lower bounds for the probability of
misclassification for exponential families and for SOSs.
In subsection 5.1.3, we state the minimax procedures for exponential families and pro-
vide an algorithm to derive it in the case of SOSs. Then, in subsection 5.1.4, we implicitly
assume that the a-priori probabilities are equal and compare different methods of classi-
fication based on the measures of distance and Matusita’s affinity from Definition 3.12.
Several properties are shown for the case of SOSs and a simulation study is provided to
compare the performances of the different approaches.
Section 5.2 provides a classification procedure for a scenario, where the two classes Π1
and Π2 do not only have one underlying distribution with known parameters each, but
a whole set of underlying distributions that form a left-sided Kullback-Leibler ball (KL-ball).
If the left-sided KL-ball itself is unknown but we know a finite number of distributions
that belong to it, then we propose to form the minimal enclosing left-sided KL-ball of
those distributions as an estimate of the unknown ball. Several theorems regarding those
minimal enclosing balls are provided in subsection 5.2.1. The performance of the newly
proposed method is analyzed by means of a simulation study for the exponential family
of SOSs in subsection 5.2.2. In subsection 5.2.3, a connection between the Chernoff infor-
mation and minimal enclosing left-sided KL-balls is provided.
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Finally, in section 5.3 we deal with the case of unknown parameters. The case of known
order restrictions on those parameters is investigated for the model of SOSs in subsection
5.3.1. Finally, some additional literature is presented in subsection 5.3.2.
5.1 Classification with known underlying Distributions
Following the structure of Chapter 2, we start with the case of known underlying distri-
butions that are now members of an exponential family.
5.1.1 Classification into one of two possible Classes with known a-priori
Probabilities
Throughout this subsection, we assume that P1 = Pα1 and P2 = Pα2 are members of the
same regular exponential family P with density functions f1 and f2, respectively. Fur-
thermore, we assume that the parameter vectors α1 and α2 and the a-priori probabilities
q1 and q2 are known.
We start of by applying the results, which are stated in subsection 2.1.1 for general dis-
tributions, to exponential families. The following corollary provides the Bayes procedure
for this case:
(5.1) Corollary
If q1 and q2 are a-priori probabilities of drawing an observation from population Π1
with density f1 and Π2 with density f2, respectively, and if the costs of misclassifying an
observation from Π1 as from Π2 are C(2|1) and an observation from Π2 as from Π1 are
C(1|2), then the regions of classification R1 and R2, defined by
R1 =
{
x ∈ X : (α1 − α2)′T(x)− κ(α1) + κ(α2) ≥ log C(1|2)q2C(2|1)q1
}
,
R2 =
{
x ∈ X : (α1 − α2)′T(x)− κ(α1) + κ(α2) < log C(1|2)q2C(2|1)q1
}
,
(5.1)
minimize the expected costs (2.3). If
P
(
f1(X)
f2(X)
=
C(1|2)q2
C(2|1)q1
)
= 0, X ∼ fi, i ∈ {1, 2},
then the procedure is unique except for sets of probability zero. 
Proof
This is a special case of Theorem 2.2. 
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One should note that, if the MLE αˆ = pi−1(T(x)) exists (cf. also Kullback (1959), p. 84
and Kupperman (1958)), then
(α1 − α2)′T(x)− κ(α1) + κ(α2) = DKL(αˆ, α2)− DKL(αˆ, α1), (5.2)
i.e., the discriminant function is obtained by subtracting the KL divergence from αˆ to
α1 from the KL divergence from αˆ to α2. The decision is then made by comparing the
resulting difference to a certain constant.
Note that by Theorem 4.5, ii), (5.2) is fulfilled P(SOS)-a.s. for SOSs and so (5.1) becomes:
R(SOS)1 =
{
x ∈ X : ∑ri=1
α2i−α1i
αˆi
− log
(
α2i
α1i
)
≥ log C(1|2)q2C(2|1)q1
}
,
R(SOS)2 =
{
x ∈ X : ∑ri=1
α2i−α1i
αˆi
− log
(
α2i
α1i
)
< log C(1|2)q2C(2|1)q1
}
.
(5.3)
Herein αˆ = (αˆ1, . . . , αˆr)′ is the MLE corresponding to x ∈ X.
If the costs of misclassification and the a-priori probabilities are equal, then the Bayes
procedure assigns x to the class which is closer to the corresponding MLE αˆ in the sense
of KL divergence.
As noted in Chapter 2, if we replace log C(1|2)q2C(2|1)q1 by 0 in (5.1), then we assign x to the class
that realizes the highest ratio of a-posteriori to a-priori probability (cf. Kullback (1959), p.
85). Of course, this rule is only the Bayes procedure, if indeed C(1|2)q2C(2|1)q1 = 1 holds.
If we base our decision on s observations, then the joint distribution of those observa-
tions is again a member of an exponential family (see (3.1)) and the classification regions
become
R1 =
{
(x1, . . . , xs) ∈ Xs :
s
∑
i=1
(α1 − α2)′T(xi)− sκ(α1) + sκ(α2) ≥ log C(1|2)q2C(2|1)q1
}
,
R2 =
{
(x1, . . . , xs) ∈ Xs :
s
∑
i=1
(α1 − α2)′T(xi)− sκ(α1) + sκ(α2) < log C(1|2)q2C(2|1)q1
}
.
(5.4)
Note again that (cf. Kupperman (1958))
s
∑
i=1
(α1 − α2)′T(xi)− sκ(α1) + sκ(α2) = D(s)KL(αˆ, α2)− D(s)KL(αˆ, α1)
= s(DKL(αˆ, α2)− DKL(αˆ, α1)),
where αˆ = pi(s)−1
(
T(s)(x1, . . . , xs)
)
= pi−1
(
1
s
s
∑
i=1
T(xi)
)
and D(s)KL(α, β) is the KL di-
vergence based on f (s)α and f
(s)
β , i.e., the distribution functions of s iid observations with
parameter α, respectively β.
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(5.2) Remark
Rearranging the rule of the classification regions (5.4), one obtains
R1 =
{
(x1, . . . , xs) ∈ Xs : 1s
s
∑
i=1
(α1 − α2)′T(xi)− κ(α1) + κ(α2) ≥ 1s log
(
C(1|2)q2
C(2|1)q1
)}
,
R2 =
{
(x1, . . . , xs) ∈ Xs : 1s
s
∑
i=1
(α1 − α2)′T(xi)− κ(α1) + κ(α2) < 1s log
(
C(1|2)q2
C(2|1)q1
)}
.
(5.5)
Therefore, as s gets large, the right hand side of the inequalities vanishes and hence the a-
priori probabilities and the costs become less influential for the decision rule. We already
observed this behavior in the Theorems 2.7 and 2.8 and at the end of subsection 2.1.2. 
As the MLE based on s observations from the same distribution of SOSs is given by
αˆ = − s∑sj=1 T(xj) , the rule for SOSs based on s observations is simply given by
R(SOS)1 =
{
x ∈ X : ∑ri=1
α2i−α1i
αˆi
− log
(
α2i
α1i
)
≥ 1s log C(1|2)q2C(2|1)q1
}
,
R(SOS)2 =
{
x ∈ X : ∑ri=1
α2i−α1i
αˆi
− log
(
α2i
α1i
)
< 1s log
C(1|2)q2
C(2|1)q1
}
.
Now, for X1, . . . ,Xs
iid∼ Pα, by the law of large numbers
lim
s→∞
1
s
s
∑
i=1
T(Xi)
P-a.s.
= Eα(T(X1)) = pi(α) (5.6)
and therefore it holds for the discriminant function in (5.5) that
lim
s→∞
1
s
s
∑
i=1
(α1 − α2)′T(Xi)− κ(α1) + κ(α2)− 1s log
(
C(1|2)q2
C(2|1)q1
)
P-a.s.
= DKL(αj, α2)− DKL(αj, α1), (5.7)
where j = 1, if the underlying class of the observations is Π1 and j = 2, otherwise.
This term is greater than zero, if j = 1 and smaller than zero, otherwise, and thus,
asymptotically, the made assignment is P-a.s. right. Therefore, the above procedure is
consistent.
Taking a look at Cover and Thomas (2006), pp. 377 f, we note that in general the log-
likelihood function of any two distributions f1 and f2 with equal support can only be
written as s (DKL( fˆ , f1)−DKL( fˆ , f2)), where s is the number of iid observations that shall
be classified and fˆ is the empirical probability distribution of this observed data set.
If s tends to infinity, then the following asymptotic result obtained by Kupperman (1957)
(cf. Kullback (1959), pp. 98 f) holds:
64
5.1. Classification with known underlying Distributions
(5.3) Lemma
Assume that αˆ is the MLE based on s iid observations from Pα, a member of a regular
exponential family. Then
2sDKL(αˆ, α)
d−→
s→∞ χ
2
r ,
where χ2r is the χ2-distribution with r degrees of freedom. 
Proof
The regularity conditions given in Kullback (1959), pp. 26 f and 98 are satisfied for regular
exponential families (see, e.g., Bedbur (2011), Lemma 2.2.15 and the proof of it). Then the
result follows from Kullback (1959), pp. 98 f. 
Furthermore, from a result by Salicrú et al. (1994) who investigated the asymptotic distri-
bution of a very general setting of divergences, the so-called (h,φ)-divergences (see, e.g.,
Pardo (2006), p. 8), we obtain the following result:
(5.4) Lemma
Given the assumptions of the previous lemma. Then
√
s [DKL(αˆ, α˜)− DKL(α, α˜)] d−→s→∞ N1
{
0, (α− α˜)′∇pi(α)(α− α˜)} ,
for any α˜ ∈ Θ, α˜ 6= α. 
Proof
This is a special case of Corollary 3 from Salicrú et al. (1994). The regularity conditions
stated there hold for regular exponential families (see, e.g., the proof of Lemma 2.2.15 in
Bedbur (2011)). So, we only need to derive the expressions
ti =
∫
Λ
h′a
∫
X
fα˜(x)φa
(
fα(x)
fα˜(x)
)
dν(x)− φa(1)
× ∫
X
∂ fα(x)
∂αi
φ′a
(
fα(x)
fα˜(x)
)
dν(x)dη(a),
1 ≤ i ≤ r, where h′a and φ′a are the derivatives of ha and φa. Now, from Morales et al. (1994)
we know that for Λ = {1}, η(1) = 1, h1(x) = x and φ1(x) = x log x the (h,φ)-divergence
is the KL divergence. Therefore, ti simplifies to:
ti =
∫
X
∂ fα(x)
∂αi
(
1+ log
fα(x)
fα˜(x)
)
dν(x) =
∫
X
[Ti(x)− pii(α)] fα(x)
(
1+ log
fα(x)
fα˜(x)
)
dν(x)
Thm 3.2
=
∫
X
Ti(x) fα(x) log
fα(x)
fα˜(x)
dν(x)− pii(α)DKL(α, α˜)
=
∫
X
[
(α− α˜)′T(x)− κ(α) + κ(α˜)] Ti(x) fα(x)dν(x)− pii(α)DKL(α, α˜)
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Thm 3.2
=
La 3.14
∫
X
[
(α− α˜)′T(x)] Ti(x) fα(x)dν(x)− pii(α)(α− α˜)′pi(α)
= (α− α˜)′Eα (T(X)Ti(X))− pii(α)(α− α˜)′pi(α)
Thm 3.2
= (α− α˜)′ [∇pi(α)].,i ,
where [∇pi(α)].,i is the i-th column of the covariance matrix Covα(T(X)). Therefore,
t′ = (t1, . . . , tr) = (α− α˜)′∇pi(α), (5.8)
and from Salicrú et al. (1994), Corollary 3, it follows that
√
s [DKL(αˆ, α˜)− DKL(α, α˜)] d−→s→∞ N1
(
0, t′ [I(α)]−1 t
)
.
The result is then obtained using Lemma 3.26. 
5.1.2 Probability of Misclassification
The probability of misclassification (2.2) and the expected costs (2.3) of the Bayes proce-
dure (5.1) are both based on the conditional error probabilities (2.1). Hence, to evaluate
(2.2) and (2.3), we need to evaluate
P1(R2) = P1
(
(α1 − α2)′T(X) < log C(1|2)q2C(2|1)q1 + κ(α1)− κ(α2)
)
and
P2(R1) = P2
(
(α1 − α2)′T(X) ≥ log C(1|2)q2C(2|1)q1 + κ(α1)− κ(α2)
)
.
Therefore, we need to study the distribution of (α1 − α2)′T(X), or use simulations to get
an idea of the conditional error rates. The distribution function of (α1 − α2)′T(X) does,
in general, not allow a closed form expression. However, in the case of SOSs, we are able
to derive one.
Probability of Misclassification in the Model of SOSs
We will state the following results for an arbitrary number of observations s, i.e., we
derive the distribution of −1s
s
∑
i=1
(α1 − α2)′T(Xi), where the Xi are iid random vectors
from either f (SOS)1 or f
(SOS)
2 :
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If there exists an index i ∈ {1, . . . , r} s.t. α1i = α2i , then Ti(X) has the same distribution
whether X is from f (SOS)1 or from f
(SOS)
2 and therefore has no information for discrim-
inating α1 and α2. Consequently, the i-th summand is zero in the considered sum. So
we assume w.l.o.g. that α1i 6= α2i , 1 ≤ i ≤ r. Recall that the MLE αˆ has independent
inverse-gamma distributed entries (see Theorem 4.5), with αˆi ∼ IΓ(s, sαli), where l = 1,
if α1 is the true parameter and l = 2, if α2 is the true parameter, 1 ≤ i ≤ r. Thus,
1
αˆi
∼ Erl(s, sαli), where Erl stands for the Erlang distribution with pdf f (Erl(k,λ))(x) =
λk
(k−1)! x
k−1 exp(−λx)1(0,∞)(x), shape parameter k ∈N and rate parameter λ > 0.
Now, if α1i − α2i > 0 for all 1 ≤ i ≤ r, then we can deduce that
−1
s
s
∑
i=1
(α1 − α2)′T(Xi) =
r
∑
i=1
α1i − α2i
αˆi
d
=
r
∑
i=1
Yi,
where Y1, . . . , Yr are independent random variables with Yi ∼ Erl
(
s, s
αli
α1i−α2i
)
, 1 ≤ i ≤ r.
Assume w.l.o.g. (otherwise just rearrange the summation order) that
0 <
αl1
α11 − α21
≤ αl2
α12 − α22
≤ · · · ≤ αlr
α1r − α2r
(5.9)
and that
αl1
α11 − α21
= · · · =
αls1
α1s1 − α2s1
=: β(l)1 , s1 many,
αls1+1
α1s1+1
− α2s1+1
= · · · =
αls1+s2
α1s1+s2 − α2s1+s2
=: β(l)2 , s2 many,
... (5.10)
αls1+···+sm−1+1
α1s1+···+sm−1+1
− α2s1+···+sm−1+1
= · · · = αlr
α1r − α2r
=: β(l)m , sm many,
where 0 < β(l)1 < · · · < β(l)m , then
r
∑
i=1
Yi
d
=
m
∑
j=1
Zj.
Herein, Z1, . . . , Zm are independent random variables and Zj ∼ Erl
(
sjs, sβ
(l)
j
)
, 1 ≤ j ≤
m. Now, with Theorem A.5, the sum of those independent Erlang random variables
with pairwise distinct rate parameters follows a hypoexponential distribution with shape
parameters s1s, . . . , sms and rate parameters sβ
(l)
1 , . . . , sβ
(l)
m (see Definition A.4). If all α1i −
α2i < 0, then the distribution can be attained similarly. In summary:
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(5.5) Theorem
For α1, α2 ∈ Rr+, s.t. α1i − α2i > 0, i = 1, . . . , r, and β(l)1 , . . . , β(l)m , s1, . . . , sm as in (5.10) it
holds: If X1, . . . ,Xs
iid∼ P(SOS)αl , l ∈ {1, 2}, then
−1
s
s
∑
i=1
(α1 − α2)′T(Xi) ∼ HExp(s1s, . . . , sms, sβ(l)1 , . . . , sβ(l)m ),
where HExp denotes the hypoexponential distribution (see Definition A.4). If, on the
other hand, all α1i − α2i < 0, i = 1, . . . , r, then
1
s
s
∑
i=1
(α1 − α2)′T(Xi) ∼ HExp(s1s, . . . , sms,−sβ(l)1 , . . . ,−sβ(l)m ). 
Assuming again w.l.o.g. that
αl1
α11−α21
≤ αl2α12−α22 ≤ · · · ≤
αlr
α1r−α2r and furthermore that there
exists a 1 ≤ s∗ < r, s.t.
αl1
α11 − α21
≤ · · · ≤ αls∗
α1s∗ − α2s∗
< 0 <
αls∗+1
α1s∗+1 − α2s∗+1
≤ · · · ≤ αlr
α1r − α2r
, (5.11)
then, using the notation
αl1
α11 − α21
= · · · =
αls−1
α1s−1
− α2s−1
=: −β(l)−1 , s−1 many,
αls−1 +1
α1s−1 +1
− α2s−1 +1
= · · · =
αls−1 +s
−
2
α1s−1 +s
−
2
− α2s−1 +s−2
=: −β(l)−2 , s−2 many,
... (5.12)
αls−1 +···+s
−
n−1+1
α1s−1 +···+s
−
n−1+1
− α2s−1 +···+s−n−1+1
= · · · = αls∗
α1s∗ − α2s∗
=: −β(l)−n , s−n many,
and
αls∗+1
α1s∗+1 − α2s∗+1
= · · · =
αls∗+s+1
α1s∗+s+1
− α2s∗+s+1
=: β(l)+1 , s
+
1 many,
αls∗+s+1 +1
α1s∗+s+1 +1
− α2s∗+s+1 +1
= · · · =
αls∗+s+1 +s
+
2
α1s∗+s+1 +s
+
2
− α2s∗+s+1 +s+2
=: β(l)+2 , s
+
2 many,
... (5.13)
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αls∗+s+1 +···+s
+
m−1+1
α1s∗+s+1 +···+s
+
m−1+1
− α2s∗+s+1 +···+s+m−1+1
= · · · = αlr
α1r − α2r
=: β(l)+m , s+m many,
with −β(l)−1 < · · · < −β(l)−n < 0 < β(l)+1 < · · · < β(l)+m , we can deduce that
r
∑
i=1
α1i − α2i
αˆi
d
= −
n
∑
j=1
Z−j +
m
∑
j=1
Z+j
d
= −Z− +Z+ d= Z.
Herein, Z−1 , . . . , Z
−
n , Z
+
1 , . . . , Z
+
m are independent random variables with
Z−j ∼ Erl
(
s−j s, sβ
(l)−
j
)
, 1 ≤ j ≤ n, and Z+j ∼ Erl
(
s+j s, sβ
(l)+
j
)
, 1 ≤ j ≤ m, Z− and Z+
are independent hypoexponential random variables with shape parameters s−1 s, . . . , s
−
n s
and s+1 s, . . . , s
+
ms and rate parameters sβ
(l)−
1 , . . . , sβ
(l)−
n and sβ
(l)+
1 , . . . , sβ
(l)+
m , respectively,
and the distribution of Z is as stated in Lemma A.9, with shape parameters s−1 s, . . . , s
−
n s
and s+1 s, . . . , s
+
ms and rate parameters sβ
(l)−
1 , . . . , sβ
(l)−
n and sβ
(l)+
1 , . . . , sβ
(l)+
m . Again, sum-
marizing the above results we obtain:
(5.6) Theorem
Assume that α1, α2 ∈ Rr+ s.t.
αl1
α11 − α21
≤ αl2
α12 − α22
≤ · · · ≤ αlr
α1r − α2r
and that
αl1
α11 − α21
≤ · · · ≤ αls∗
α1s∗ − α2s∗
< 0 <
αls∗+1
α1s∗+1 − α2s∗+1
≤ · · · ≤ αlr
α1r − α2r
,
for one 1 ≤ s∗ < r. Furthermore, let β(l)−1 , . . . , β(l)−n , β(l)+1 , . . . , β(l)+m and s−1 , . . . , s−n , s+1 , . . . ,
s+m be as in (5.12) and (5.13). Then, if X1, . . . ,Xs
iid∼ P(SOS)αl , l ∈ {1, 2},
−1
s
s
∑
i=1
(α1 − α2)′T(Xi) d= Z+ −Z− d= Z,
where Z+ ∼ HExp(s+1 s, . . . , s+ms, sβ(l)+1 , . . . , sβ(l)+m ) and Z− ∼ HExp(s−1 s, . . . , s−ms, sβ(l)−1 ,
. . . , sβ(l)−m ) are independent random variables. The density function of the distribution of
Z is stated in Lemma A.9 and a method to obtain an explicit representation of the cdf is
presented in Remark A.10. 
Note again that one of the above two theorems holds for arbitrary α1, α2 ∈ Rr+, because
the summation order can always be changed such that either (5.9) or (5.11) holds. In
the following two examples, we will apply the above results. Therefore, we compare a
system of ordinary order statistics with parameter vector α1 = (1, . . . , 1)′ in i) to a system
where the entries of the parameter vector are strictly increasing and in ii) to a system with
α2 = (1, c, . . . , c)′, c > 1.
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(5.7) Examples
i) Assume that f (SOS)1 is the pdf of ordinary order statistics, i.e. α1 = (1, . . . , 1)
′, and
that f (SOS)2 represents a distribution from SOSs where each component failure has
a negative influence on the remaining lifetime of the working components, i.e. α2 =
(α21 , . . . , α2r)
′ with α21 < · · · < α2r . Assume furthermore that the initial state of
the system is the same in both classes, i.e. α21 = 1, and that the MLE is based on s
samples from either f1 or f2. Then, since 11−x and
x
1−x are continuous and strictly
monotone increasing functions for x > 1, it holds that
αl2
1− α22
< · · · < αlr
1− α2r
< 0
and, if we suppose that fl is the true distribution for one l ∈ {1, 2}, then we can
deduce that
1
s
s
∑
i=1
(α1 − α2)′T(Xi) =
r
∑
i=1
α2i − α1i
αˆi
=
r
∑
i=2
α2i − 1
αˆi
d
= Z .
Herein, Z follows a hypoexponential distribution with shape parameters all equal to
s and rate parameters s
αl2
α22−1
, . . . , s αlrα2r−1 . Now, for s = 1, the distribution simplifies
to (see Corollary A.6)
fZl (x) =
r
∑
i=2
 r∏j=2
j 6=i
β
(l)
j
β
(l)
j − β(l)i
 β(l)i exp(−β(l)i x)1R+(x),
where β(l)i =
αli
α2i−1
, 2 ≤ i ≤ r, and
FZl (x) =

0, x ≤ 0,
1−∑ri=2
∏rj=2
j 6=i
β
(l)
j
β
(l)
j −β
(l)
i
 exp(−β(l)i x), x > 0.
Herein, the index l identifies the true underlying distribution P(SOS)l of the observa-
tions. In this example, we can deduce that
P1(R2) = FZ1
(
log
C(1|2)q2
C(2|1)q1 + κ(α1)− κ(α2)
)
and
P2(R1) = 1− FZ2
(
log
C(1|2)q2
C(2|1)q1 + κ(α1)− κ(α2)
)
.
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ii) Assume again that f (SOS)1 is the pdf of ordinary order statistics and that f
(SOS)
2 is
the distribution with parameter vector α2 = (1, c, . . . , c)′, c > 1, i.e., the failure rate
increases with the first error and remains constant after that. If P(SOS)l , l ∈ {1, 2}, is
the true distribution of the sample, then we can deduce that
1
s
s
∑
i=1
(α1 − α2)′T(Xi) =
r
∑
i=2
c− 1
αˆi
d
= Z ,
where Z ∼ Erl
(
(r− 1)s, sαl2c−1
)
, because 1αˆi
iid∼ Erl(s, sαl2), 2 ≤ i ≤ r. The distribution
function of Z is therefore given by
FZ1 (x) =

0, x ≤ 0,
1−∑(r−1)s−1n=0 (
sx
c−1)
n
n! exp
{− sc−1 x} , x > 0,
if P(SOS)1 is the true underlying distribution of the sample and
FZ2 (x) =

0, x ≤ 0,
1−∑(r−1)s−1n=0 (
scx
c−1)
n
n! exp
{− scc−1 x} , x > 0,
if P(SOS)2 is the true underlying distribution of the sample. So, the conditional prob-
abilities of error are
P1(R2) = FZ1
(
1
s
log
C(1|2)q2
C(2|1)q1 + κ(α1)− κ(α2)
)
and
P2(R1) = 1− FZ2
(
1
s
log
C(1|2)q2
C(2|1)q1 + κ(α1)− κ(α2)
)
. 
There is also another link between the hypoexponential distribution and the model of
SOSs:
(5.8) Remark
Following a result from Cramer (2003) and Cramer and Kamps (2003), we obtain that(
− log
[
1− F(X(1)∗ )
]
, . . . ,− log
[
1− F(X(r)∗ )
])
d
=
(
1
∑
i=1
Ei, . . . ,
r
∑
i=1
Ei
)
,
where E1, . . . , Er are independent random variables with Ei ∼ Exp((n − i + 1)αi), 1 ≤
i ≤ r, 1 ≤ r ≤ n. Hence, the marginal distribution of X(i)∗ is simply a transformed
hypoexponential distribution. Furthermore, if the baseline F is the standard exponential
distribution, i.e. F(x) = 1− exp(−x), then − log [1− F(x)] = x. 
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Using asymptotic Results for Error Estimation
For regular exponential families, if the number s of observations to be classified is large,
then we can also use the asymptotic results of Lemmas 5.3 and 5.4 to approximate the
probabilities of misclassification for general exponential families as follows:
If Π1 is the true underlying class of the observations, then Lemma 5.3 provides that
√
sDKL(αˆ, α1)
P−→
s→∞ 0
and Lemma 5.4 provides that
√
s [DKL(αˆ, α2)− DKL(α1, α2)] d−→s→∞ N1
{
0, (α1 − α2)′∇pi(α1)(α1 − α2)
}
.
Then Slutsky’s theorem (see, e.g., Shao (2007), Theorem 1.11) yields that
√
s [DKL(αˆ, α2)− DKL(αˆ, α1)− DKL(α1, α2)] d−→s→∞ N1
{
0, (α1 − α2)′∇pi(α1)(α1 − α2)
}
.
(5.14)
Analogously, if Π2 is the true underlying distribution, then
√
s [DKL(αˆ, α2)− DKL(αˆ, α1) + DKL(α2, α1)] d−→s→∞ N1
{
0, (α1 − α2)′∇pi(α2)(α1 − α2)
}
.
(5.15)
Therefore, using (5.4), we can approximate the probabilities of error for large s by means
of:
P2(R1) = P2
(
s [DKL(αˆ, α2)− DKL(αˆ, α1)] ≥ log C(1|2)q2C(2|1)q1
)
= P2
(√
s [DKL(αˆ, α2)− DKL(αˆ, α1) + DKL(α2, α1)] ≥ 1√s log
C(1|2)q2
C(2|1)q1 +
√
sDKL(α2, α1)
)
(5.15)≈ 1−Φ
 1√s log C(1|2)q2C(2|1)q1 +√sDKL(α2, α1)√
(α1 − α2)′∇pi(α2)(α1 − α2)

and
P1(R2) = P1
(
s [DKL(αˆ, α2)− DKL(αˆ, α1)] < log C(1|2)q2C(2|1)q1
)
= P1
(√
s [DKL(αˆ, α2)− DKL(αˆ, α1)− DKL(α1, α2)] < 1√s log
C(1|2)q2
C(2|1)q1 −
√
sDKL(α1, α2)
)
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(5.14)≈ Φ
 1√s log C(1|2)q2C(2|1)q1 −√sDKL(α1, α2)√
(α1 − α2)′∇pi(α1)(α1 − α2)
 ,
where Φ is the cdf of the standard normal distribution.
Chernoff Information Bound
Since the distribution of (α1 − α2)′T(X) might be very complicated for certain exponen-
tial families and hence, the calculation of the conditional probabilities of error might be
difficult, it is useful to derive upper bounds for the probability of misclassification (2.2)
and thus, using (2.5), for the expected costs of the Bayes procedure as well. For this pur-
pose, we have introduced the concepts of Chernoff information (see Definition 2.6) and
Bhattacharyya information in subsection 2.1.1.
Given two members P1 and P2 of the same regular exponential family P with respective
densities f1 and f2, then
C(P1, P2) = max
β∈[0,1]
− log
∫
X
[ f1(x)]β[ f2(x)]1−βdν(x) = max
β∈[0,1]
(1− β)D(β)R ( f1, f2)
La 3.14
= max
β∈[0,1]
βκ(α1) + (1− β)κ(α2)− κ(βα1 + (1− β)α2). (5.16)
The above connection between the Chernoff information and Rényi’s divergence is also
stated in Nielsen (2011). The Bhattacharyya information bound is attained, when we
replace β by 0.5, i.e.
B(P1, P2) = − log ρ2(P1, P2) = 12κ(α1) +
1
2
κ(α2)− κ
(
1
2
α1 +
1
2
α2
)
. (5.17)
This result is also given in Kailath (1967), p. 58.
In the case of SOSs, the Bhattacharyya information is therefore given by
B
(
P(SOS)1 , P
(SOS)
2
)
= −1
2
r
∑
i=1
log α1i −
1
2
r
∑
i=1
log α2i +
r
∑
i=1
log
(
1
2
α1i +
1
2
α2i
)
=
r
∑
i=1
log
AM(α1i , α2i)
GM(α1i , α2i)
.
Coming back to equation (5.16), we are looking for the value of β ∈ [0, 1] that maximizes
βκ(α1) + (1− β)κ(α2)− κ(βα1 + (1− β)α2).
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Using a theorem obtained by Chernoff (cf., e.g., Cover and Thomas (2006), Theorem
11.9.1), we know that the β ∈ [0, 1] that maximizes the above expression, β∗ say, fulfills
DKL(β∗α1 + (1− β∗)α2, α1) = DKL(β∗α1 + (1− β∗)α2, α2)
and that
C(P1, P2) = DKL(β∗α1 + (1− β∗)α2, α1).
Another proof of this result can be found in Nielsen (2011). In his work, Nielsen also
suggests a simple bisection algorithm to find β∗ and derives an explicit formula in the
case of one-parametric exponential families:
β∗ =
pi−1
(
κ(α2)−κ(α1)
α2−α1
)
− α2
α1 − α2 . (5.18)
Applying the above results to SOSs, we end up with the following corollary:
(5.9) Corollary
Given the exponential family of SOSs, P(SOS), and P1, P2 ∈ P(SOS), then
C(P1, P2)
(5.16), Cor 4.6
= max
β∈[0,1]
−
r
∑
i=1
log
 αβ1iα1−β2i
βα1i + (1− β)α2i
 = DKL ( f (SOS)β∗α1+(1−β∗)α2 , f (SOS)α1 ) .
Herein, β∗ is the unique solution for β ∈ [0, 1] of
DKL
(
f (SOS)
βα1+(1−β)α2 , f
(SOS)
α1
)
= DKL
(
f (SOS)
βα1+(1−β)α2 , f
(SOS)
α2
)
. 
At first sight, formula (5.18) does not seem suitable for SOSs as a one-parametric family of
SOSs models a 1-out-of-n system, and for a 1-out-of-n system the application of ordinary
order statistics should be the preferred choice. Nevertheless, there is still a special case in
which it turns out to be useful:
(5.10) Example
Given a two-parametric family of SOSs and two distributions P(SOS)1 and P
(SOS)
2 with
parameters α1 = (c, c)′ and α2 = (c, d)′, c 6= d, respectively. Then, we can deduce that
DKL
(
f (SOS)
βα1+(1−β)α2 , f
(SOS)
α1
)
= DKL
(
f (SOS)
βα1+(1−β)α2 , f
(SOS)
α2
)
⇐⇒ DKL
(
f (SOS,1)
βc+(1−β)d, f
(SOS,1)
c
)
= DKL
(
f (SOS,1)
βc+(1−β)d, f
(SOS,1)
d
)
,
74
5.1. Classification with known underlying Distributions
as κ is a sum of functions, each acting on one element of the parameter vector only.
Herein, the superscript (SOS, 1) indicates that the density belongs to a one-parametric
family of SOSs, i.e. r = 1. Thus, we can use formula (5.18) and obtain:
β∗ =
pi−1
(
κ(d)−κ(c)
d−c
)
− d
c− d =
1
log cd
− d
c− d ,
where pi and κ are the respective functions of the one-parametric family of SOSs, i.e.
κ(α) = − log α and pi(α) = − 1α . 
Nielsen (2013a) analyzes further geometric methods to determine the Chernoff informa-
tion and Nielsen (2014) derives upper bounds for the probability of error based on quasi-
arithmetic means.
A Bound based on Matusita's Affinity
Matusita (1971), Theorem 6, provides an upper and a lower bound for the probability of
misclassification (2.8) of the maximum a-posteriori classification rule (2.11) that are based
on his affinity for the case of m classes, with respective underlying distributions P1, . . . , Pm
and a-priori probabilities q1, . . . , qm. The upper bound is given by
m−1
∑
j=1
m
∑
i=j+1
√
qj qi ρ2(Pj, Pi)
and the lower bound by
(m− 1)
(
∏mj=1 qj
)
ρmm(P1, . . . , Pm)
mm−1
,
where ρm(P1, . . . , Pm) =
∫
X ( f1(x) · · · · · fm(x))1/m dν(x) is Matusita’s affinity of m distri-
butions (cf. Matusita (1967b)) and f1, . . . , fm are the Radon-Nikodym densities of P1, . . . , Pm
with respect to a dominating σ-finite measure ν. If all P1, . . . , Pm are members of the same
exponential family with respective parameters α1, . . . , αm, then the affinity of those m
distributions is given by (cf. Garren (2000)):
ρm(P1, . . . , Pm) = exp
{
− 1
m
m
∑
j=1
κ(αj) + κ
(
1
m
m
∑
j=1
αj
)}
and in the case of SOSs this reduces to
ρm
(
P(SOS)1 , . . . , P
(SOS)
m
)
= exp
{
1
m
m
∑
j=1
r
∑
i=1
log(αji)−
r
∑
i=1
log
(
1
m
(
α1i + · · ·+ αmi
))}
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= mr
r
∏
i=1
(
∏mj=1 αji
)1/m
∑mj=1 αji
=
r
∏
i=1
GM(α1i , . . . , αmi)
AM(α1i , . . . , αmi)
,
where AM stands for the arithmetic and GM for the geometric mean.
Therefore, the upper bound for general exponential families is given by
m−1
∑
j=1
m
∑
i=j+1
√
qj qi exp
{
−κ(αi) + κ(αj)
2
+ κ
(
αi + αj
2
)}
(5.17)
=
m−1
∑
j=1
m
∑
i=j+1
√
qj qi exp
{
−B
(
Pαi , Pαj
)}
and the lower bound by
(m− 1)
(
∏mj=1 qj
)
exp
{
−∑mj=1 κ(αj) + m κ
(
1
m ∑
m
j=1 αj
)}
mm−1
(5.68)
=
(m− 1)
(
∏mj=1 qj
)
exp {−mB(P1, . . . , Pm)}
mm−1
,
where B(P1, . . . , Pm) is a Bhattacharyya information of m distributions (cf. subsection
5.2.3). In the case of SOSs those bounds become
m−1
∑
j=1
m
∑
i=j+1
√
qj qi 2r
r
∏
l=1
√
αjlαil
αjl + αil
=
m−1
∑
j=1
m
∑
i=j+1
√
qj qi
r
∏
i=1
GM(αjl , αil)
AM(αjl , αil)
and
(m− 1)
(
m
∏
j=1
qj
)
mm(r−1)+1
r
∏
i=1
∏mj=1 αji(
∑mj=1 αji
)m .
For the case of m = 2, other bounds for the maximum a-posteriori procedure, based on
Matusita’s affinity, can be found in Kailath (1967).
5.1.3 Classification into one of two Classes with unknown a-priori Prob-
abilities
In this subsection, we assume again that P1 = Pα1 and P2 = Pα2 are members of the same
regular exponential family P with density functions f1 and f2, respectively. In contrast
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to the previous section, only the parameters α1 and α2 are known and the class a-priori
probabilities q1 and q2 are unknown. In this scenario Corollary 5.1 is not applicable. Since
two members of the same exponential family represent equivalent measures, Theorem
2.12 provides that in our setting every Bayes procedure is an admissible procedure. A first
approach is to minimize the maximum conditional expected costs, i.e., using a minimax
procedure (see Definition 2.11, v)). By Theorem 2.14 we also know that if,
P
(
f1(X)
f2(X)
= k
)
= 0, for X ∼ fi, i ∈ {1, 2}, and 0 ≤ k ≤ ∞, (5.19)
then the class of Bayes procedures is minimal complete and furthermore, from Theorem
2.15, that the minimax procedure is given by a unique Bayes procedure (with suitably
chosen a-priori probabilities). Thus, if (5.19) holds and using Corollary 5.1, then the
regions of classification of the minimax procedure are given by R(k) = (R1(k), R2(k)),
with
R1(k) :=
{
x ∈ X : (α1 − α2)′T(x)− κ(α1) + κ(α2) ≥ log k
}
and
R2(k) :=
{
x ∈ X : (α1 − α2)′T(x)− κ(α1) + κ(α2) < log k
}
,
where k > 0 is the solution of the equation (cf. Theorem 2.15):
r1(R(k)) = r2(R(k))
⇐⇒ C(1|2)P2(R1(k)) = C(2|1)P1(R2(k))
⇐⇒ C(1|2)P2
(
(α1 − α2)′T(X) ≥ g(k)
)
= C(2|1)P1
(
(α1 − α2)′T(X) < g(k)
)
, (5.20)
since the left side is monotone decreasing in k and drops to zero for k→ ∞ and the right
side is monotone increasing in k and drops to zero for k → 0. Herein g(k) : (0,∞) →
R, k 7→ log k + κ(α1)− κ(α2) is a bijective function.
Note that condition (5.19) is satisfied for any two distinct distributions P(SOS)1 , P
(SOS)
2 ∈
P(SOS), since
P
(
f (SOS)1 (X)
f (SOS)2 (X)
= k
)
= P
(
(α1 − α2)′T(X) = log k + κ(α1)− κ(α2)
)
= 0,
for any P ∈ P(SOS), because (α1− α2)′T(X) has a continuous distribution, as from Lemma
4.4 the entries of −T(X) are independent and each is exponentially distributed (and
−T(s)(X) has independent Erlang distributed entries, if the decision is based on s obser-
vations). So we can deduce:
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(5.11) Corollary
If the underlying distributions of Π1 and Π2, P1 and P2, are members of P(SOS), j ∈ {1, 2},
then the class of Bayes procedures is minimal complete. 
The above equation (5.20) can be solved either by means of a simulation study or by exam-
ining the distribution of −(α1 − α2)′T(X). As we have already mentioned in subsection
5.1.2, the distribution function of this expression can, in general, not be given in a closed
form expression. Nevertheless, for SOSs this is possible and we derived the distribution
in Theorems 5.5 and 5.6 (see also section A.2 in the appendix). Using those theorems, it
is possible to obtain a good approximation of g(k) up to a previously defined accuracy of
ε > 0 by using a simple bisection method as follows:
(5.12) Algorithm
1.) Choose the starting values ε > 0, x1 and x2 ∈ R, x1 < x2, s.t.
C(1|2)P2
(
(α1 − α2)′T(X) ≥ x1
)
> C(2|1)P1
(
(α1 − α2)′T(X) < x1
)
and
C(1|2)P2
(
(α1 − α2)′T(X) ≥ x2
)
< C(2|1)P1
(
(α1 − α2)′T(X) < x2
)
.
2.) If
C(1|2)P2
(
(α1 − α2)′T(X) ≥ x1 + x22
)
> C(2|1)P1
(
(α1 − α2)′T(X) < x1 + x22
)
,
then set x1 :=
x1+x2
2 ,
else, if
C(1|2)P2
(
(α1 − α2)′T(X) ≥ x1 + x22
)
< C(2|1)P1
(
(α1 − α2)′T(X) < x1 + x22
)
,
then set x2 :=
x1+x2
2 ,
else set x1 :=
x1+x2
2 and x2 :=
x1+x2
2 .
3.) If x2 − x1 < ε, then return xˆ = x1+x22 and terminate
else go back to 2.). 
Therefore, the approximated value of g(k) is xˆ and the corresponding approximated value
of k is
kˆ = exp(xˆ− κ(α1) + κ(α2)).
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Alternatively, we can also replace the condition that terminates the algorithm by∣∣∣∣C(1|2)P2 ((α1 − α2)′T(X) ≥ x1 + x22
)
− C(2|1)P1
(
(α1 − α2)′T(X) < x1 + x22
)∣∣∣∣ < ε.
(5.13) Examples
i) We continue with Example 5.7, i):
As FZl , l ∈ {1, 2}, is continuous and strictly monotone increasing for x ∈ (0,∞), we
are looking for the unique solution of the equation
C(1|2)
(
1− FZ2 (x)
)
= C(2|1)FZ1 (x),
for x ∈ (0,∞). Applying Algorithm 5.12, we can determine the desired value of x
up to a predefined accuracy ε > 0.
ii) Reconsidering Example 5.7, ii):
To solve (5.20) for this scenario, we need to solve:
C(1|2)
(r−1)s−1
∑
n=0
( scx
c−1
)n
n!
exp
(
− scx
c− 1
)
= C(2|1)
(
1−
(r−1)s−1
∑
n=0
( sx
c−1
)n
n!
exp
(
− sx
c− 1
))
,
for x ∈ (0,∞). Again, applying Algorithm 5.12, we can determine the desired value
of x up to a predefined accuracy ε > 0. 
Bhattacharya and Das Gupta (1964) develop a class of admissible decision procedures
for the classification problem between two unknown regular one-parametric exponential
families under a suitable loss function.
5.1.4 Classification by means of different Measures of Distance
Using the approach to map the observation x by means of the corresponding MLE αˆ into
the parameter space Θ, we want to analyze how well other measures of distance between
distributions perform, when it comes to classification. We want to use the divergence
measures from Definition 3.12, to construct minimum distance classification rules:
(5.14) Approach (Several Concepts of Classification)
Assume that we have drawn s ∈ N observation, x1, . . . , xs, from one of two known dis-
tributions f1 and f2 from the same regular exponential family. Assume furthermore that
the MLE αˆ = pi−1
(
1
s ∑
s
i=1 T(xi)
)
exists for almost all of such x1, . . . , xs. We then want
to decide, whether the observations come from f1 or from f2, by comparing distances or
affinities:
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i) Classification by means of the left-sided Kullback-Leibler divergence:
decide for f1, iff: DKL(αˆ, α1) ≤ DKL(αˆ, α2),
decide for f2, iff: DKL(αˆ, α1) > DKL(αˆ, α2),
ii) Classification by means of the right-sided Kullback-Leibler divergence:
decide for f1, iff: DKL(α1, αˆ) ≤ DKL(α2, αˆ),
decide for f2, iff: DKL(α1, αˆ) > DKL(α2, αˆ),
iii) Classification by means of Jeffrey’s divergence:
decide for f1, iff: DJ(α1, αˆ) ≤ DJ(α2, αˆ),
decide for f2, iff: DJ(α1, αˆ) > DJ(α2, αˆ),
iv) Classification by means of Matusita’s affinity:
decide for f1, iff: log ρ2(α1, αˆ) ≥ log ρ2(α2, αˆ),
decide for f2, iff: log ρ2(α1, αˆ) < log ρ2(α2, αˆ).
Herein, the terms „left-sided“ and „right-sided“ indicate whether αˆ is plugged into the
left or the right argument of DKL. 
Note that the classification approach by means of Matusita’s affinity is equivalent to the
classification approach by means of Rényi’s divergence for α = 12 . Also note that due to
(3.6) and (3.7) it does not matter, if we use f (s)αˆ , f
(s)
α1 and f
(s)
α2 or f
(1)
αˆ , f
(1)
α1 and f
(1)
α2 to derive
the above divergences, as the factor s always cancels out. Furthermore, approach i) equals
the Bayes procedure, if q1C(2|1) = q2C(1|2) (see (5.1) and (5.2)). Therefore, the arithmetic
mean of the class conditional probabilities of misclassification of method i) is smaller than
or equal to the arithmetic mean of the class conditional probabilities of misclassification
of any of the other methods.
The use of divergence measures for classification purposes in the case of exponential
families has already been proposed by Kullback (1959), pp. 83 ff. Cacoullos (1965) inves-
tigates the classification of observations with unknown class origin to m known normal
populations with equal, known covariance matrices, by using the Mahalanobis distance.
A preliminary test procedure is proposed that decides, whether the observations come
from one of the known classes or are a sample from a new, unknown class. Furthermore,
he derives a minimax procedure given the existence of indifference regions and an admis-
sible minimax procedure in the case of no indifference regions. Matusita (1966) suggests
the application of distance functions or affinities, to classify a set of given observations
as coming from one of two predefined distributions, as well. He analyzes the procedure
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for Matusita’s affinity in the multivariate normal case. For that purpose, he estimates the
mean vector and the covariance matrix and compares the resulting distribution to the two
predefined ones. Cacoullos and Koutras (1985) expand Matusita’s approach to spherical
distributions. Matusita (1971, 1973) analyzes the affinity between n ≥ 2 distributions as a
measure of discrimination.
Koutras (1992) analyzes minimum discrimination rules for elliptical normal mixtures. As
a distance measure he uses an affinity suggested by Van Belle and Ahmad (1974), which
we will state here for abbreviation with the help of Matusita’s affinity:
λ(P1, P2) := 2
ρ2( f 21 , f
2
2 )
ρ2( f 21 , f
2
1 )ρ2( f
2
2 , f
2
2 )
.
In Cacoullos and Koutras (1997), the performance of the minimum distance classification
rule using the Mahalanobis distance is investigated, when the underlying distribution
departs from the multivariate normality assumption. They examine the case of Kotz-type
elliptical distributions.
Cuadras et al. (1997) classify an object, by comparing its proximity to the possible popu-
lations. Therefore, they define the proximity of an observation x to a class Π by
φ2(x,Π) =
∫
X
δ2(x, y) f (y)dν(y)− 1
2
∫
X×X
δ2(y, z) f (y) f (z)dν(y)dν(z),
where f is the density belonging to Π and δ is a function with properties δ(y, y) = 0
and δ(y, z) = δ(z, y) ≥ 0. For special choices of δ and f , one ends up with the usual
Mahalanobis distance.
The Approaches 5.14 do, of course, also lead to classification regions. For given α1 and
α2 those regions are:
i) For the classification approach by means of the left-sided KL divergence:
Ri)1 := {α ∈ Θ : DKL(α, α1) ≤ DKL(α, α2)},
Ri)2 := {α ∈ Θ : DKL(α, α1) > DKL(α, α2)}.
ii) For the classification approach by means of the right-sided KL divergence:
Rii)1 := {α ∈ Θ : DKL(α1, α) ≤ DKL(α2, α)},
Rii)2 := {α ∈ Θ : DKL(α1, α) > DKL(α2, α)}.
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iii) For the classification approach by means of Jeffrey’s divergence:
Riii)1 := {α ∈ Θ : DJ(α, α1) ≤ DJ(α, α2)},
Riii)2 := {α ∈ Θ : DJ(α, α1) > DJ(α, α2)}.
iv) For the classification approach by means of Matusita’s affinity:
Riv)1 := {α ∈ Θ : log ρ2(α, α1) ≥ log ρ2(α, α2)},
Riv)2 := {α ∈ Θ : log ρ2(α, α1) < log ρ2(α, α2)}.
Note that the above classification regions are subsets of the natural parameter space. If we
are looking for classification regions in Xs, we simply put all the (x1, . . . , xs) ∈ Xs, whose
corresponding MLE is an element of R1 into the one region, and the other (x1, . . . , xs) ∈ Xs
into the other region.
The above decision rules can be derived explicitly by using the results from Lemma 3.14:
(5.15) Lemma
Decide for f1, iff:
i) 1s ∑
s
i=1(α2 − α1)′T(xi) + κ(α1)− κ(α2) ≤ 0,
ii) αˆ′(pi(α2)−pi(α1)) + α1′pi(α1)− α2′pi(α2)− κ(α1) + κ(α2) ≤ 0,
iii) αˆ′(pi(α2)−pi(α1)) + 1s ∑si=1(α2 − α1)′T(xi) + α1′pi(α1)− α2′pi(α2) ≤ 0,
iv) κ
(
αˆ+α1
2
)
− κ
(
αˆ+α2
2
)
+ κ(α2)−κ(α1)2 ≥ 0. 
The regions of classification as stated above, have a very close relation to Voronoi diagrams
with two generators. For a deeper insight into Voronoi diagrams we refer to Okabe et al.
(1992).
(5.16) Definition (Voronoi Diagram, c.f. Onishi and Imai (1998))
Let A = {α1, . . . , αm} be a set of m points in the space Θ. The Voronoi polygons Vor(αi),
1 ≤ i ≤ m, of A are defined by
Vor(αi) =
{
α ∈ Θ : d(α, αi) ≤ d(α, αj), ∀j 6= i
}
,
where d : Θ×Θ → R is a distance function. The Voronoi polygons of A partition Θ and
form the Voronoi diagram. The points α1, . . . , αm are called generators. 
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The distance function d can be chosen in various ways. Originally, Θ = R2 and d is the
Euclidean distance, but several other distances like the Lp-metrics have been applied as
well (see, e.g., Okabe et al. (1992)).
Now, by choosing d appropriately, we can identify
R1 = Vor(α1)
and
R2 = Vor(α2) \Vor(α1).
Therefore, the Voronoi diagram and the classification regions only differ on the set of
points that have equal distance to α1 and α2. In the case of Matusita’s affinity, we obtain
a distance d = − log ρ2 by multiplying the inequality by −1. Assuming that
Pj (d(αˆ, α1) = d(αˆ, α2)) = 0, for j ∈ {1, 2}, (5.21)
where the subscript j indicates that the observations used to derive αˆ came from Pj, we
can identify the classification regions with the Voronoi diagram, as the set of points that
are not uniquely classified is a nullset.
Onishi and Imai (1998) analyze Voronoi diagrams in dually flat spaces, by setting the dis-
tances equal to divergences induced by the respective potential functions. They call them
∇- and ∇∗-Voronoi diagrams, where ∇ identifies the flat connection and ∇∗ its dual.
As we know from section 3.4, for an exponential family those connections are ∇(1) and
∇(−1) and thus, the divergences are D(1) and D(−1). They refer to the Voronoi diagram
with d(α, αi) = DKL(αi, α) as the ∇(1)-Voronoi diagram and to the Voronoi diagram with
d(α, αi) = DKL(α, αi) as the ∇(−1)-Voronoi diagram. Onishi and Imai (1997a) analyze the
∇(−1)-Voronoi diagram on the set of multivariate normal distributions.
Now, since
DKL(αi, α) ≤ DKL(αj, α) ⇐⇒ κ∗ (pi(αi))− α′pi(αi) ≤ κ∗
(
pi(αj)
)− α′pi(αj),
and
DKL(α, αi) ≤ DKL(α, αj) ⇐⇒ κ (αi)− αi ′pi(α) ≤ κ
(
αj
)− αj′pi(α),
the ∇(1)- respectively ∇(−1)-Voronoi diagram can be derived as the orthogonal projection
of the graphs of the piecewise linear functions
Θ→ R, α 7→ min {κ∗ (pi(αi))− α′pi(αi) : 1 ≤ i ≤ m}
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to Θ, respectively of the graphs of the piecewise linear functions
pi(Θ)→ R, µ 7→ min {κ (αi)− αi ′µ : 1 ≤ i ≤ m}
to pi(Θ). This result was obtained by Onishi and Imai (1997b), Theorems 1 and 4, (cf.
Onishi and Imai (1998), Theorems 3.1 and 3.4 for the case of dually flat spaces) and later
by Nielsen et al. (2007b), Theorem 4.1, for d being a Bregman divergence w.r.t. a convex
function of Legendre type (S , φ). They call those Voronoi diagrams Bregman Voronoi
diagrams. Boissonnat et al. (2010) also investigate the complexity of deriving a Bregman
Voronoi diagram.
Nielsen and Nock (2010) analyze Voronoi diagrams based on the Jensen-Bregman diver-
gence between α1 and α2:
Dφ
(
α1, α1+α22
)
+ Dφ
(
α2, α1+α22
)
2
=
φ(α1) + φ(α2)
2
− φ
(
α1 + α2
2
)
,
which is simply the negative logarithm of the affinity between α1 and α2, for φ = κ. In
the technical report Nielsen et al. (2007a), they briefly discuss Voronoi diagrams based
on the symmetrized Bregman divergence, which corresponds to iii), for φ = κ. Still, in
Boissonnat et al. (2010), a paper that publishes several results of the technical report, they
are not mentioned, possibly because their structure does not admit nice results.
Comparing the Classification Approaches in SOSs
During the rest of this subsection, we will concentrate solely on the exponential family of
SOSs. Therefore, we first transfer Approach 5.14 to the model of SOSs:
(5.17) Corollary
Assume that we want to classify into one of two distributions of sequential order statistics
with parameters α1 and α2. Then we decide for f1, iff:
i) Classification by means of the left-sided Kullback-Leibler divergence:
r
∑
i=1
α1i−α2i
αˆi
+ log
(
α2i
α1i
)
≤ 0,
ii) Classification by means of the right-sided Kullback Leibler divergence:
r
∑
i=1
(α2i−α1i )αˆi
α1iα2i
+ log
(
α1i
α2i
)
≤ 0,
iii) Classification by means of Jeffrey’s divergence:
r
∑
i=1
(α2i−α1i )αˆi
α1iα2i
+
α1i−α2i
αˆi
≤ 0,
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iv) Classification by means of Matusita’s affinity:
r
∑
i=1
1
2 log
(
α1i
α2i
)
− log
(
α1i+αˆi
α2i+αˆi
)
≥ 0. 
Proof
This follows immediately from Corollary 4.6. 
Hence, using Theorem 4.5 we can easily see that (5.21) is fulfilled for i) and ii) in SOSs, as
the left hand side of the respective equations in Corollary 5.17 is essentially a sum of in-
dependent (inverse-) gamma distributed random variables. For iii), again using Theorem
4.5, the summands are jointly independent and the derivative w.r.t. αˆi is simply
α2i − α1i
α1iα2i
+
α2i − α1i
αˆ2i
,
which is greater than zero, iff α2i > α1i and smaller than zero, iff α2i < α1i . Hence, each
summand is furthermore a strictly monotone transformation of a continuous random
variable and therefore (5.21) holds in iii). Similarly for iv), the derivative w.r.t. αˆi is
α1i − α2i
(α1i + αˆi)(α2i + αˆi)
,
which is greater than zero, iff α2i < α1i and smaller than zero, iff α2i > α1i . There-
fore, (5.21) holds again and we can identify the classification regions with the respective
Voronoi diagram.
Corollary 5.17 directly admits the following two results:
(5.18) Lemma
Given the situation of Corollary 5.17. Consider two scenarios of two-class classification:
a) Π1 with underlying distribution P
(SOS)
α1 vs. Π2 with underlying distribution P
(SOS)
α2 ,
b) Π(−1)1 with underlying distribution P
(SOS)
β1
vs. Π(−1)2 with underlying distribution
P(SOS)β2 , with βj =
(
1
αj1
, . . . , 1αjr
)′
, j ∈ {1, 2}.
Then it holds for αˆ = (αˆ1, . . . , αˆr)′, the MLE based on s observations of P
(SOS)
αk , and for
βˆ = (βˆ1, . . . , βˆr)′, the MLE based on s observations of P
(SOS)
βl
, and any k, l ∈ {1, 2}, k 6= l,
that
r
∑
i=1
α1i − α2i
αˆi
+ log
(
α2i
α1i
)
d
= −
[
r
∑
i=1
β1i − β2i
βˆi
+ log
(
β2i
β1i
)]
,
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r
∑
i=1
(α2i − α1i)αˆi
α1iα2i
+ log
(
α1i
α2i
)
d
= −
[
r
∑
i=1
(β2i − β1i)βˆi
β1iβ2i
+ log
(
β1i
β2i
)]
,
r
∑
i=1
(α2i − α1i)αˆi
α1iα2i
+
α1i − α2i
αˆi
d
= −
[
r
∑
i=1
(β2i − β1i)βˆi
β1iβ2i
+
β1i − β2i
βˆi
]
,
r
∑
i=1
1
2
log
(
α1i
α2i
)
− log
(
α1i + αˆi
α2i + αˆi
)
d
= −
[
r
∑
i=1
1
2
log
(
β1i
β2i
)
− log
(
β1i + βˆi
β2i + βˆi
)]
.
Particularly, for any j ∈ {i),ii),iii),iv)}, we obtain:
P(decide Π2|Π1, method j) = P(decide Π(−1)1 |Π(−1)2 , method j)
and
P(decide Π1|Π2, method j) = P(decide Π(−1)2 |Π(−1)1 , method j). 
Proof
This is a simple consequence of the structure of the four methods in SOSs, the fact that
the elements of the MLEs are independent and inverse-gamma distributed (see Theorem
4.5) and that for αˆi ∼ IΓ(s, sαki) holds: 1α1iα2i αˆi ∼ IΓ
(
s, s
αki
α1iα2i
)
, i.e., 1α1iα2i
αˆi
d
= βˆi, 1 ≤ i ≤ r.
E.g., for method i), we can deduce that
r
∑
i=1
α1i − α2i
αˆi
+ log
(
α2i
α1i
)
= −
 r∑
i=1
1
α1i
− 1α2i
1
α1iα2i
αˆi
+ log
(
α1i
α2i
)
d
= −
[
r
∑
i=1
β1i − β2i
βˆi
+ log
(
β2i
β1i
)]
.
The proof for the other methods works analogously. 
(5.19) Lemma
Given the situation of Corollary 5.17. Consider two scenarios of two-class classification:
a) Π1 with underlying distribution P
(SOS)
α1 vs. Π2 with underlying distribution P
(SOS)
α2 ,
b) Π(c)1 with underlying distribution P
(SOS)
β1
vs. Π(c)2 with underlying distribution
P(SOS)β2 , with βj = cαj, for some c > 0, j ∈ {1, 2}.
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Then holds for αˆ = (αˆ1, . . . , αˆr)′, the MLE based on s observations of P
(SOS)
αl , and βˆ =
(βˆ1, . . . , βˆr)′, the MLE based on s observations of P
(SOS)
βl
, and any l ∈ {1, 2}, that
r
∑
i=1
α1i − α2i
αˆi
+ log
(
α2i
α1i
)
d
=
r
∑
i=1
β1i − β2i
βˆi
+ log
(
β2i
β1i
)
,
r
∑
i=1
(α2i − α1i)αˆi
α1iα2i
+ log
(
α1i
α2i
)
d
=
r
∑
i=1
(β2i − β1i)βˆi
β1iβ2i
+ log
(
β1i
β2i
)
,
r
∑
i=1
(α2i − α1i)αˆi
α1iα2i
+
α1i − α2i
αˆi
d
=
r
∑
i=1
(β2i − β1i)βˆi
β1iβ2i
+
β1i − β2i
βˆi
,
r
∑
i=1
1
2
log
(
α1i
α2i
)
− log
(
α1i + αˆi
α2i + αˆi
)
d
=
r
∑
i=1
1
2
log
(
β1i
β2i
)
− log
(
β1i + βˆi
β2i + βˆi
)
.
Particularly, for any j ∈ {i),ii),iii),iv)}, we obtain:
P(decide Π2|Π1, method j) = P(decide Π(c)2 |Π(c)1 , method j)
and
P(decide Π1|Π2, method j) = P(decide Π(c)1 |Π(c)2 , method j). 
Proof
This is again a simple consequence of the structure of the four methods in SOSs, the fact
that the elements of the MLEs are inverse-gamma distributed (see Theorem 4.5) and that
for αˆi ∼ IΓ(s, sαji) holds: cαˆi ∼ IΓ(s, scαli) = IΓ(s, sβli), i.e. cαˆi
d
= βˆi, 1 ≤ i ≤ r, with l
indicating the true underlying distribution. E.g., for method i), we can deduce that
r
∑
i=1
α1i − α2i
αˆi
+ log
(
α2i
α1i
)
=
r
∑
i=1
cα1i − cα2i
cαˆi
+ log
(
cα2i
cα1i
)
d
=
r
∑
i=1
β1i − β2i
βˆi
+ log
(
β2i
β1i
)
.
The proof for the other methods works analogously. 
Lemma 5.19 shows that the magnitudes of the ratio of the parameter vectors, i.e.
α1i
α2i
,
1 ≤ i ≤ r, is important for the performance of the classification procedure, but not their
distance in the Euclidean sense (see also Corollary 4.7).
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We already obtained the distribution of the first method of classification by means of the
Kullback-Leibler divergence in Theorems 5.5 and 5.6.
The distributions of the other three methods of classification, ii)-iv) from Corollary 5.17,
can only be obtained for quite simple scenarios:
We assume here that there is only one index i ∈ {1, . . . , r} s.t. α1i 6= α2i . Let this index
be w.l.o.g. i = 1 and let j be equal to one, if α1 is the true parameter of the observations,
and equal to two, if α2 is the true parameter of the observations. We will remain in this
scenario until stated otherwise. Then it holds:
i)
r
∑
i=1
α1i−α2i
αˆi
+ log
(
α2i
α1i
)
= (α11 − α21) 1αˆ1 + log
(
α21
α11
)
d
= g1(X), with X ∼ Erl(s, sαj1),
g1 : (0,∞)→
(
log
(
α21
α11
)
,∞
)
, x 7→ (α11 − α21)x + log
(
α21
α11
)
,
a strictly monotone increasing function, if α11 > α21 , or
g1 : (0,∞)→
(
−∞, log
(
α21
α11
))
, x 7→ (α11 − α21)x + log
(
α21
α11
)
,
a strictly monotone decreasing function, if α11 < α21 . Then, we obtain that
P(g1(X) ≤ y) = P(X ≤ g−11 (y)) = 1−
s−1
∑
i=0
(
sαj1 g
−1
1 (y)
)i
i!
exp
{
−sαj1 g−11 (y)
}
,
for y > log
(
α21
α11
)
, and equal to zero, otherwise, if α11 > α21 , and
P(g1(X) ≤ y) = P(X ≥ g−11 (y))
cont.
=
s−1
∑
i=0
(
sαj1 g
−1
1 (y)
)i
i!
exp
{
−sαj1 g−11 (y)
}
,
for y < log
(
α21
α11
)
, and equal to one, otherwise, if α11 < α21 .
ii)
r
∑
i=1
αˆi
α1i
− αˆiα2i + log
(
α1i
α2i
)
= αˆ1
α21−α11
α11α21
+ log
(
α11
α21
)
d
= g2(X),
with X ∼ Erl(s, sαj1) and
g2 : (0,∞)→
(
−∞, log
(
α11
α21
))
, x 7→ α21 − α11
α11α21
1
x
+ log
(
α11
α21
)
,
a strictly monotone increasing function, if α11 > α21 , or
g2 : (0,∞)→
(
log
(
α11
α21
)
,∞
)
, x 7→ α21 − α11
α11α21
1
x
+ log
(
α11
α21
)
,
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a strictly monotone decreasing function, if α11 < α21 . So, we obtain that
P(g2(X) ≤ y) = P(X ≤ g−12 (y)) = 1−
s−1
∑
i=0
(
sαj1 g
−1
2 (y)
)i
i!
exp{−sαj1 g−12 (y)},
for y < log
(
α11
α21
)
, and equal to one, otherwise, if α11 > α21 , and
P(g2(X) ≤ y) = P(X ≥ g−12 (y)) =
s−1
∑
i=0
(
sαj1 g
−1
2 (y)
)i
i!
exp{−sαj1 g−12 (y)},
for y > log
(
α11
α21
)
, and equal to zero, otherwise, if α11 < α21 .
iii)
r
∑
i=1
αˆi
α1i
− αˆiα2i +
α1i−α2i
αˆi
= αˆ1
α21−α11
α11α21
+ 1αˆ1 (α1i − α2i)
d
= g3(X),
where X ∼ Erl(s, sαj,1). Now, since
g3 : (0,∞)→ R, x 7→ 1x
α21 − α11
α11α21
+ x(α1i − α2i)
is strictly monotone increasing (decreasing), if α11 > α21 (α11 < α21), and
g−13 (y) = −
y
2(α21 − α11)
+
√
y2
4(α21 − α11)2
+
1
α11α21
,
we can deduce that
P(g3(X) ≤ y) = P(X ≤ g−13 (y)) = 1−
s−1
∑
i=0
(
sαj1 g
−1
3 (y)
)i
i!
exp{−sαj1 g−13 (y)},
for y ∈ R, if α11 > α21 , and
P(g3(X) ≤ y) = P(X ≥ g−13 (y)) =
s−1
∑
i=0
(
sαj1 g
−1
3 (y)
)i
i!
exp{−sαj1 g−13 (y)},
for y ∈ R, if α11 < α21 .
iv)
r
∑
i=1
1
2 log
(
α1i
α2i
)
− log
(
α1i+αˆi
α2i+αˆi
)
= 12 log
(
α11
α21
)
+ log
(
α21 /αˆ1+1
α11 /αˆ1+1
)
d
= g4(X),
where X ∼ Erl(s, sαj,1) and
g4 : (0,∞)→
(
1
2
log
(
α21
α11
)
,
1
2
log
(
α11
α21
))
, x 7→ log
(
α21 x + 1
α11 x + 1
)
+
1
2
log
(
α11
α21
)
,
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a strictly monotone decreasing function, if α11 > α21 , or
g4 : (0,∞)→
(
1
2
log
(
α11
α21
)
,
1
2
log
(
α21
α11
))
, x 7→ log
(
α21 x + 1
α11 x + 1
)
+
1
2
log
(
α11
α21
)
,
a strictly monotone increasing function, if α11 < α21 . In both cases, the inverse
function is given by
g−14 (y) = −
exp
[
y− 12 log
α11
α21
]
− 1
α11 exp
[
y− 12 log
α11
α21
]
− α21
.
We then obtain:
P(g4(X) ≤ y) = P(X ≥ g−14 (y)) =
s−1
∑
i=0
(
sαj1 g
−1
4 (y)
)i
i!
exp{−sαj1 g−14 (y)},
for y ∈
(
1
2 log
(
α21
α11
)
, 12 log
(
α11
α21
))
, equal to one, if y ≥ 12 log
(
α11
α21
)
and equal to zero,
otherwise, if α11 > α21 , and
P(g4(X) ≤ y) = P(X ≤ g−14 (y)) = 1−
s−1
∑
i=0
(
sαj1 g
−1
4 (y)
)i
i!
exp{−sαj1 g−14 (y)},
for y ∈
(
1
2 log
(
α11
α21
)
, 12 log
(
α21
α11
))
, equal to one, if y ≥ 12 log
(
α21
α11
)
and equal to zero,
otherwise, if α11 < α21 .
If we look at the above approaches - where α1 and α2 differ in the first entry only - as a
testing problem with
H0 : α = α1 vs. H1 : α = α2, (5.22)
then the test decision is:
method reject H0, if
i) g1
(
1
αˆ1
)
> c1
ii) g2
(
1
αˆ1
)
> c2
iii) g3
(
1
αˆ1
)
> c3
iv) −g4
(
1
αˆ1
)
> c4
where c1, . . . , c4 are suitably chosen constants. All these tests are equivalent, since g1, g2,
g3, −g4 are strictly monotone increasing functions , if α11 > α21 , and strictly monotone
decreasing, if α11 < α21 . If now α11 > α21 , then - for a predefined type-I error rate
90
5.1. Classification with known underlying Distributions
β ∈ (0, 1) - the constants c1, . . . , c4 can be derived by using the respective (1− β)-quantile
of the Erl(s, sα11) distribution, x1−β, say:
ci = gi(x1−β), i ∈ {1, 2, 3}, c4 = −g4(x1−β).
The corresponding type-II error is then given by
FX
(
α21
α11
x1−β
)
, X ∼ Erl(s, sα11). (5.23)
If , on the other hand, α11 < α21 , then, for a given type-I error β ∈ (0, 1), the constants
c1, . . . , c4 can be derived by using the respective β-quantile of the Erl(s, sα11) distribution,
xβ, say:
ci = gi(xβ), i ∈ {1, 2, 3}, c4 = −g4(xβ).
The type-II error is then given by
1− FX
(
α21
α11
xβ
)
, X ∼ Erl(s, sα11). (5.24)
In both cases we can easily see that the magnitude of the type-II error depends mainly
on the value of the ratio
α21
α11
. The further it differs from one, the lower the type-II error is.
We have already made a similar observation in Corollary 4.7 and Lemma 5.19.
In the spirit of classifying to the closer family on the other hand, there is no such choice
as c1, . . . , c4. Our proposed procedures in Corollary 5.17 imply that c1 = · · · = c4 = 0.
Therefore, to compare the procedures, we need to compare g−1i (0), i ∈ {1, . . . , 4}:
g−11 (0) =
log
α11
α21
α11 − α21
, g−12 (0) =
1
α21
− 1α11
log
α11
α21
,
g−13 (0) =
1√
α11α21
, g−14 (0) =
1√
α11α21
.
By Corollary A.3, those values allow an ordering
g−11 (0) ≤ g−13 (0) = g−14 (0) ≤ g−12 (0),
with equality, if and only if α11 = α21 . Therefore, the probabilities of misclassifying s
objects from class Π1 as coming from class Π2 - given that α1 and α2 differ in the first
entry only - are ordered as follows:
a) for α11 > α21 :
1− FX
(
g−12 (0)
)
< 1− FX
(
g−13 (0)
)
= 1− FX
(
g−14 (0)
)
< 1− FX
(
g−11 (0)
)
,
(5.25)
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b) and for α11 < α21 :
FX
(
g−12 (0)
)
> FX
(
g−13 (0)
)
= FX
(
g−14 (0)
)
> FX
(
g−11 (0)
)
, (5.26)
where X ∼ Erl(s, sα11) and so are the probabilities of misclassifying s objects from class
Π2 as coming from class Π1:
a) for α11 > α21 :
FX
(
g−12 (0)
)
> FX
(
g−13 (0)
)
= FX
(
g−14 (0)
)
> FX
(
g−11 (0)
)
, (5.27)
b) and for α11 < α21 :
1− FX
(
g−12 (0)
)
< 1− FX
(
g−13 (0)
)
= 1− FX
(
g−14 (0)
)
< 1− FX
(
g−11 (0)
)
,
(5.28)
X ∼ Erl(s, sα21). Therefore, we can summarize:
(5.20) Theorem
Given the exponential family of SOSs, P(SOS). If the parameter vectors α1 and α2 differ in
one entry only, α11 6= α21 say, then the following holds:
i) For the test problem (5.22), the statistics on the left hand side of the inequations in
Corollary 5.17 are equivalent and for a given type-I error β, the type-II error is given
by (5.23), respectively by (5.24).
ii) The probabilities of misclassification when proceeding as in Corollary 5.17 are or-
dered as in (5.25) and (5.27), respectively, as in (5.26) and (5.28). 
A graphical representation of the probabilities of misclassification for different values of
s can be found in Figure 5.1, where w.l.o.g. (cf. Lemma 5.19) α11 = 1 and α21 runs from
zero to three. The solid lines are the class conditional probabilities of misclassification
w.r.t. the first method, the dotted lines are the class conditional probabilities of misclas-
sification w.r.t. the third and the fourth method and the dash-dotted lines are the class
conditional probabilities of misclassification w.r.t. the second method. The red color indi-
cates the probability of false classification of s objects from Π1 to Π2 and the green color
the probability of wrongly classifying s objects from Π2 to Π1. As one can see, the classi-
fication rules prefer the class with the higher αj1-value, j ∈ {1, 2}, as the probabilities of
misclassifications are lower for those classes. Furthermore, method i) is the one that treats
the two probabilities most equal, as it realizes the smallest absolute difference between
the probability of wrongly classifying an observation from Π1 to Π2 and the probability
of wrongly classifying an observation from Π2 to Π1. One can also see that for increasing
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s, the graphs come closer to a single peak about 1 with hight one-half. This is obvious, as
for s → ∞ the MLE becomes P-a.s. the true underlying parameter and, if α1 = α2, then
there is maximal uncertainty, as the two classes cannot be distinguished on the basis of
the observation vectors.
As stated before, it is very hard to derive closed form expressions for the distributions of
the approaches ii)-iv) in Corollary 5.17, if α1 and α2 differ in more than one entry. For a
very special case of two different entries, however, approach ii) is distributed as follows:
(5.21) Remark
Suppose there are exactly two indices, w.l.o.g. 1 and 2, s.t. α11 = α12 6= α21 = α22 , that
α1j = α2j , j > 2, and that s = 1. Then holds for method ii) that
r
∑
i=1
αˆi
α1i
− αˆi
α2i
+ log
(
α1i
α2i
)
= cαˆ1 + cαˆ2 + 2 log
(
α11
α21
)
d
=
1
X
+
1
Y
+ 2 log
(
α11
α21
)
,
where c :=
α21−α11
α11α21
and X, Y iid∼ Exp (αj1c), with j = 1, if α1 is the true parameter and
j = 2, if α2 is the true parameter. Then, using Lemma A.11, the sum of two iid inverse-
exponential distributed random variables with rate parameter αj1c is given by
F
1
X+
1
Y (z) = 2
αj1c
z
e−2
αj1
c
z K1
(
2
αj1c
z
)
1(0,∞)(z). 
Now, we will look at the case of general α1, α2 ∈ Θ:
The above methods do not remain equivalent, if we enlarge the number of indices j, for
which α1j 6= α2j . While method one of course remains the Bayes procedure for q1C(2|1) =
q2C(1|2) (see Corollary 5.1 and (5.2)), the others behave quite differently.
At first, we want to analyze the simple test problem (5.22), using the test statistics induced
by the left hand side of the inequalities in Corollary 5.17 i)-iv):
As we know from the Neyman-Pearson lemma, the best test is obtained by comparing
the ratio of the densities fα1 and fα2 to a certain critical value. Now, since the statistic
induced by method i) is just the log-ratio of the two densities, i) is the test statistic of the
best test and can therefore be used as a benchmark. As the distribution of the other three
test statistics allows no closed form expression, we use a simulation study to compare
their performances. Table 5.1 provides an overview of type-II error rates of the above
test statistics, given a type-I error of 0.05. The results are simulated for sequential order
statistics, i.e. for inverse-gamma distributed MLEs, and the used quantiles and the given
type-II errors are all based on 20,000,000 samples. α1 is always chosen to be the vector
with all entries equal to one and α2 is given in the table. Note again that the probabilities
do not change, if we multiply α1 and α2 by the same positive constant (see Lemma 5.19).
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(a) s = 1 (b) s = 2
(c) s = 10 (d) s = 50
Figure 5.1.: Class conditional probabilities of misclassification for α11 = 1 and different
α21 .
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Table 5.1.: Some simulated type-II errors for the statistics from Corollary 5.17.
Method
α2 s i) ii) iii) iv)
(0.1, 0.5)’ 1 0.2333 0.3300 0.2740 0.2435
(0.1, 0.5)’ 5 0.001325 0.002028 0.001626 0.001438
(0.1,0.3,0.5)’ 1 0.1654 0.3444 0.2578 0.1964
(0.1,0.3,0.5)’ 2 0.03215 0.08811 0.05462 0.03940
(0.5, 0.5)’ 1 0.6854 0.7478 0.7102 0.727
(0.5, 0.5)’ 5 0.2654 0.312 0.2798 0.2823
(0.5, 0.5, 0.5)’ 1 0.6092 0.7267 0.6670 0.6691
(0.5, 0.5, 0.5)’ 5 0.1421 0.2053 0.1626 0.1593
( 0.5, 2)’ 1 0.7417 0.8925 0.8831 0.7855
( 0.5, 2)’ 5 0.3114 0.3736 0.3283 0.3232
(2, 2 )’ 1 0.8403 0.8978 0.8957 0.8406
(2, 2 )’ 5 0.3572 0.4458 0.3954 0.3717
(2, 4)’ 1 0.7296 0.8398 0.8336 0.7331
(2, 4)’ 5 0.04167 0.0691 0.04941 0.04657
(2, 2, 2)’ 1 0.7744 0.895 0.8918 0.779
(2, 2, 2)’ 5 0.1774 0.2955 0.2214 0.1973
(2, 4, 6)’ 1 0.4079 0.7722 0.7525 0.4367
(2, 4, 6)’ 2 0.06477 0.28595 0.16647 0.0889
(5, 10, 15)’ 1 0.01845 0.47993 0.37936 0.04212
One can see that the performances of the test statistics are quite different. Clearly, method
i) produces the smallest simulated type-II errors, while method iv), the comparison of the
affinities, also performs quite well. Methods ii) and iii), i.e., those that are based on the
„right-sided KL divergence“ and on the Jensen divergence, respectively, produce high
type-II errors in comparison to the other two, but method iii) clearly performs better than
method ii), as it is based on a statistic that is an average of the statistic that performs best
(method i)) and the statistic that performs worst (method ii)).
Now, we want to analyze the methods from the classification point of view, i.e., we simu-
late the probabilities of misclassification of the methods proposed in Corollary 5.17. α1 is
again chosen to be the vector with all entries equal to one. The results are stated in Table
5.2 and are based on 20,000,000 repetitions, each. The entries in the column denoted by
„Prob.“ indicate, which probability of misclassification is stated in the respective row.
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Table 5.2.: Simulated class conditional probabilities of misclassification for the methods
in Corollary 5.17.
α2 s Prob. i) ii) iii) iv)
( 0.2, 4)’ 1
P(decide Π2|Π1) 0.1592 0.1716 0.1733 0.1642
P(decide Π1|Π2) 0.2035 0.1927 0.1907 0.1988
( 0.2, 4)’ 5
P(decide Π2|Π1) 0.01222 0.01015 0.01100 0.01110
P(decide Π1|Π2) 0.01393 0.01667 0.01538 0.01522
( 0.5, 2)’ 1
P(decide Π2|Π1) 0.3334 0.3334 0.3334 0.3334
P(decide Π1|Π2) 0.3334 0.3334 0.3334 0.3334
( 0.5, 2)’ 5
P(decide Π2|Π1) 0.1447 0.1447 0.1447 0.1447
P(decide Π1|Π2) 0.1447 0.1447 0.1447 0.1447
( 0.1, 0.5, 2, 10)’ 1
P(decide Π2|Π1) 0.07495 0.11711 0.10119 0.07968
P(decide Π1|Π2) 0.07495 0.11715 0.10118 0.07969
(2, 2 )’ 1
P(decide Π2|Π1) 0.4034 0.6474 0.5557 0.5557
P(decide Π1|Π2) 0.2358 0.1027 0.1396 0.1396
(2, 2 )’ 5
P(decide Π2|Π1) 0.1626 0.2944 0.2232 0.2232
P(decide Π1|Π2) 0.11597 0.05705 0.07858 0.07858
(2, 4)’ 1
P(decide Π2|Π1) 0.3124 0.5686 0.4543 0.4292
P(decide Π1|Π2) 0.15621 0.05335 0.08239 0.08479
(2, 4)’ 5
P(decide Π2|Π1) 0.05646 0.15683 0.09403 0.09299
P(decide Π1|Π2) 0.034225 0.007076 0.015395 0.015463
(2, 10)’ 1
P(decide Π2|Π1) 0.1998 0.4660 0.3183 0.2880
P(decide Π1|Π2) 0.077554 0.009903 0.026970 0.027957
(2, 10)’ 5
P(decide Π2|Π1) 0.007143 0.057181 0.020017 0.019709
P(decide Π1|Π2) 3.294e-03 1.225e-05 2.575e-04 2.706e-04
(2, 2, 2)’ 1
P(decide Π2|Π1) 0.3447 0.7310 0.5960 0.5728
P(decide Π1|Π2) 0.21580 0.04827 0.08432 0.08856
(2, 2, 2)’ 5
P(decide Π2|Π1) 0.1058 0.2876 0.1835 0.1805
P(decide Π1|Π2) 0.07750 0.02303 0.03976 0.04006
(2, 3, 4)’ 1
P(decide Π2|Π1) 0.2357 0.6497 0.4765 0.4435
P(decide Π1|Π2) 0.12840 0.01884 0.03982 0.04228
(2, 3, 4)’ 5
P(decide Π2|Π1) 0.02267 0.13496 0.05752 0.05607
P(decide Π1|Π2) 0.014334 0.001158 0.003863 0.003898
(2, 4, 6)’ 1
P(decide Π2|Π1) 0.1758 0.5972 0.3994 0.3654
P(decide Π1|Π2) 0.086675 0.007897 0.021214 0.022558
(2, 4, 6)’ 2
P(decide Π2|Π1) 0.06941 0.34826 0.17715 0.16685
P(decide Π1|Π2) 0.037060 0.002369 0.008419 0.008648
-see next page-
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Table 5.2 – continued
α2 s Prob. i) ii) iii) iv)
(5, 10, 15)’ 1
P(decide Π2|Π1) 0.04861 0.46984 0.22061 0.19260
P(decide Π1|Π2) 1.977e-02 7.485e-05 1.072e-03 1.125e-03
(2, 2, 2, 2)’ 1
P(decide Π2|Π1) 0.3018 0.7897 0.6302 0.5879
P(decide Π1|Π2) 0.19667 0.02352 0.05228 0.05820
When analyzing the simulation results, we recognize several features that might be a hint
for certain properties of the methods i)-iv). We will name those features and analyze
them for the rest of this subsection:
At first, we note that it is no coincidence that the results of method iii) and iv) are the
same for α2 = (2, 2)′, because for
α1 = (1, 1)′ and α2 = (c, c)′, c > 0, c 6= 1, (5.29)
the methods iii) and iv) are equivalent:
c− 1
c
αˆ1 +
1− c
αˆ1
+
c− 1
c
αˆ2 +
1− c
αˆ2
≤ 0
⇐⇒ αˆ1αˆ2 c− 1c + (1− c) ≤ 0
⇐⇒ (c− 1) +
(
1
c
− 1
)
αˆ1αˆ2 ≥ 0
⇐⇒ 1
c
[
c2 + αˆ1c + αˆ2c + αˆ1αˆ2
]
≥ 1+ αˆ1 + αˆ2 + αˆ1αˆ2
⇐⇒ 1
c
≥ 1+ αˆ1
c + αˆ1
· 1+ αˆ2
c + αˆ2
⇐⇒ 1
2
log
(
1
c
)
− log
(
1+ αˆ1
c + αˆ1
)
+
1
2
log
(
1
c
)
− log
(
1+ αˆ2
c + αˆ2
)
≥ 0.
The first expression is the inequality of method iii) and the last one is the inequality of
method iv). As one can see from the proof and the simulations, this equivalence does not
hold, if the dimension increases. Also, in general, it does not hold if the two entries in α2
are distinct.
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Another simulation result that attracts our attention is attained for α2 = (0.5, 2)′. First, we
will analyze the equality of the class conditional probabilities of misclassification between
the four methods: Given the scenario
α1 = (1, 1)′ and α2 =
(
c,
1
c
)′
, c > 0, (5.30)
then holds:
1− c
αˆ1
+ log c +
1− 1c
αˆ2
+ log
1
c
≤ 0 (5.31)
⇐⇒ (1− c)αˆ2 +
(
1− 1
c
)
αˆ1 ≤ 0 (5.32)
⇐⇒ αˆ1 − αˆ1c + log
1
c
+ αˆ2 − cαˆ2 + log c ≤ 0. (5.33)
Thus, given the scenario (5.30), then method i), i.e. (5.31), is equivalent to method ii), i.e.
(5.33). Therefore, iii) is also equivalent to i) and ii), as it is the sum of the two methods.
Moreover, for method iv) it holds that
1
2
log
1
c
− log 1+ αˆ1
c + αˆ1
+
1
2
log c− log 1+ αˆ21
c + αˆ2
≥ 0
⇐⇒ 1+ αˆ1
c + αˆ1
· 1+ αˆ21
c + αˆ2
≤ 1
⇐⇒ (1− c)αˆ2 +
(
1− 1
c
)
αˆ1 ≤ 0,
which is (5.32). Hence method iv) is also equivalent to the others, given scenario (5.30).
Therefore, the equality of the values within the rows is no coincidence. However, this
property is not preserved, when the dimension is increased. This can be seen for α2 =
(0.1, 0.5, 2, 10)′.
Now, we analyze the equality of the class conditional probabilities of misclassification
within the methods for α2 = (0.5, 2)′. This property also reappears for α2 = (0.1, 0.5, 2, 10)′.
Therefore, we have the strong believe that for a certain choice of α2
P(decide Π2|Π1, method j) = P(decide Π1|Π2, method j), j ∈ { i), ii), iii), iv)}. (5.34)
is valid. The following lemma provides some sufficient conditions for (5.34) to be true.
(5.22) Lemma
Given the exponential family of SOSs. For any of the above methods, i)-iv), it holds:
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a) If α1, α2 ∈ Θ are such that α2r−i+1 = α1i , i = 1, . . . , r, then the probability of misclas-
sifying s objects from Π1 as coming from Π2 is equal to the probability of misclassi-
fying s objects from Π2 as coming from Π1.
b) Let α2[1:r] ≤ · · · ≤ α2[r:r] be the ordered elements of α2. Then, if α1 = (1, . . . , 1)′ and
α2[i:r] = α
−1
2[r−i+1:r] , 1 ≤ i ≤ r, the probability of misclassifying s objects from Π1 as
coming from Π2 is equal to the probability of misclassifying s objects from Π2 as
coming from Π1.
Herein the class conditional probabilities of misclassification are derived w.r.t. the chosen
method. 
Proof
In both cases, we show the statement for method i). The proof for the other methods
works analogously. Let αˆj be the MLE given that Πj is the true underlying class, j ∈ {1, 2}.
Then 1αˆ1i
∼ Erl(s, sα1i) and 1αˆ2i ∼ Erl(s, sα2i), i ∈ {1, . . . , r}. Furthermore, all the entries of
the MLEs are mutually independent. Now, using the representation in Corollary 5.17, we
deduce that:
a) Given that α2r−i+1 = α1i , i = 1, . . . , r, then Erl(s, sα1i) = Erl(s, sα2r−i+1) and
r
∑
i=1
α1i − α2i
αˆ1i
+ log
(
α2i
α1i
)
=
r
∑
i=1
α2r−i+1 − α1r−i+1
αˆ1i
+ log
(
α1r−i+1
α2r−i+1
)
d
=
r
∑
i=1
α2r−i+1 − α1r−i+1
αˆ2r−i+1
+ log
(
α1r−i+1
α2r−i+1
)
=
r
∑
i=1
α2i − α1i
αˆ2i
+ log
(
α1i
α2i
)
= −
[
r
∑
i=1
α1i − α2i
αˆ2i
+ log
(
α2i
α1i
)]
. (5.35)
Thus, we obtain
P (decide Π2|Π1) = P
(
r
∑
i=1
α1i − α2i
αˆ1i
+ log
(
α2i
α1i
)
> 0
)
(5.35)
= P
(
r
∑
i=1
α1i − α2i
αˆ2i
+ log
(
α2i
α1i
)
< 0
)
cont.
= P (decide Π1|Π2) .
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b) Assume w.l.o.g. that the entries of α2 are ordered. Since ∏ri=1 α2i = 1, we can deduce
that
r
∑
i=1
α1i − α2i
αˆ1i
+ log
(
α2i
α1i
)
=
r
∑
i=1
(1− α2i)
1
αˆ1i
=
r
∑
i=1
(
1
α2i
− 1
)
α2i
1
αˆ1i
d
=
r
∑
i=1
(
α2r−i+1 − 1
) 1
αˆ2r−i+1
= −
[
r
∑
i=1
1− α2i
αˆ2i
+ log
(
α2i
)]
.
(5.36)
Thus, again we obtain that
P (decide Π2|Π1) = P
(
r
∑
i=1
1− α2i
αˆ1i
+ log
(
α2i
)
> 0
)
(5.36)
= P
(
r
∑
i=1
1− α2i
αˆ2i
+ log
(
α2i
)
< 0
)
cont.
= P (decide Π1|Π2) .
That completes the proof. 
Therefore, the scenarios described in Lemma 5.22 provide sufficient conditions for method
i) to be the minimax procedure, given that the costs of misclassification are equal.
Looking at Table 5.2, we also recognize that for α2 > α1, elementwise, the class conditional
probabilities of misclassification seem to be ordered over the four methods as follows:
Pi)(decide Π2|Π1) ≤ Piv)(decide Π2|Π1) ≤ Piii)(decide Π2|Π1) ≤ Pii)(decide Π2|Π1)
(5.37)
and
Pi)(decide Π1|Π2) ≥ Piv)(decide Π1|Π2) ≥ Piii)(decide Π1|Π2) ≥ Pii)(decide Π1|Π2).
(5.38)
Herein, the superscript denotes the applied method. In the case, where α1 and α2 differ
in one entry only, we have already obtained this result in Theorem 5.20, ii). To prove (at
least some part of) (5.37) and (5.38), we need to introduce the term of stochastic ordering:
(5.23) Definition (Stochastic Order, cf. Shaked and Shanthikumar (2007), p. 3)
Let X and Y be two random variables, such that
P(X > x) ≤ P(Y > x), for all x ∈ R,
then X is said to be smaller than Y in the usual stochastic order, in short X ≤st Y. 
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For more insight into stochastic orders, we refer to Shaked and Shanthikumar (2007).
Now, we can prove the following result:
(5.24) Theorem
Given the exponential family of SOSs and α1, α2 ∈ Θ, s.t. α1i < α2i , 1 ≤ i ≤ r. Then
DKL(αˆ, α1)− DKL(αˆ, α2) ≤st 12 [DJ(αˆ, α1)− DJ(αˆ, α2)] ≤st DKL(α1, αˆ)− DKL(α2, αˆ). 
Proof
We define for 1 ≤ i ≤ r:
Xi := (α1i − α2i)
1
αˆi
+ log
(
α2i
α1i
)
=: g1i
(
1
αˆi
)
and
Yi :=
α2i − α1i
α1iα2i
αˆi + log
(
α1i
α2i
)
=: g2i
(
1
αˆi
)
.
We are going to show that Xi ≤st Yi, 1 ≤ i ≤ r:
From Shaked and Shanthikumar (2007), Theorem 1.A.1, we know that it is sufficient to
show that P(Xi ≤ Yi) = 1. Therefore, by construction of Xi and Yi, it is sufficient to show
that g1i(x) ≤ g2i(x), for all x > 0, 1 ≤ i ≤ r:
(α1i − α2i)x + log
(
α2i
α1i
)
≤ α2i − α1i
α1iα2i
1
x
+ log
(
α1i
α2i
)
⇐⇒ 0 ≤ (α2i − α1i)x +
α2i − α1i
α1iα2i
1
x
+ 2 log
(
α1i
α2i
)
⇐⇒ 0 ≤ x2 + 2
log
(
α1i
α2i
)
α2i − α1i
x +
1
α1iα2i
⇐⇒ 0 ≤
x + log
(
α1i
α2i
)
α2i − α1i
2 + 1
α1iα2i
−
 log
(
α1i
α2i
)
α2i − α1i
2 .
As log
(
α1i
α2i
)
< 0, the last inequality holds true for all x > 0, if and only if
0 ≤ 1
α1iα2i
−
 log
(
α1i
α2i
)
α2i − α1i
2
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⇐⇒
[
log
(
α1i
α2i
)]2
≤ (α2i − α1i)
2
α1iα2i
=
α1i
α2i
− 1+ α2i
α1i
− 1 =
(
1
α2i
− 1
α1i
)
(α1i − α2i).
This is a true statement (see Corollary A.3) and therefore Xi ≤st Yi, 1 ≤ i ≤ r. This result
directly implies that
(α1i − α2i)x + log
(
α2i
α1i
)
≤ 1
2
[
(α1i − α2i)x +
α2i − α1i
α1iα2i
1
x
]
≤ α2i − α1i
α1iα2i
1
x
+ log
(
α1i
α2i
)
,
for all x > 0 and hence,
Xi ≤st 12(Xi +Yi) ≤st Yi, 1 ≤ i ≤ r.
By Shaked and Shanthikumar (2007), Theorem 1.A.3 b), we can deduce that
r
∑
i=1
Xi ≤st 12
r
∑
i=1
(Xi +Yi) ≤st
r
∑
i=1
Yi, 1 ≤ i ≤ r,
and this completes the proof. 
Therefore, given the assumptions from Theorem 5.24, we can deduce that
Pi)(decide Π2|Π1) ≤ Piii)(decide Π2|Π1) ≤ Pii)(decide Π2|Π1)
and
Pi)(decide Π1|Π2) ≥ Piii)(decide Π1|Π2) ≥ Pii)(decide Π1|Π2).
We are also able to prove that
Pi)(decide Π2|Π1) ≤ Piv)(decide Π2|Π1)
and
Pi)(decide Π1|Π2) ≥ Piv)(decide Π1|Π2).
To proof this result, we will need the following theorem:
(5.25) Theorem
Given the exponential family of SOSs with α1, α2 ∈ Θ s.t. α1 < α2, elementwise. Further-
more, let 0 < α < β < 1 and y ∈ Θ. Then the following holds:
D(α)R (y, α1)− D(α)R (y, α2) ≤ 0 =⇒ D(β)R (y, α1)− D(β)R (y, α2) < D(α)R (y, α1)− D(α)R (y, α2).

102
5.1. Classification with known underlying Distributions
Proof
As the proof is very long and provides no further inside into the matter, we will only
provide a sketch here:
We will prove the theorem by induction over the dimension r.
r = 1 : Let α1, α2, y ∈ R+, x := 1y . Then we obtain for any z ∈ [0, 1) that
d
dx
D(z)R
(
1
x
, α1
)
− D(z)R
(
1
x
, α2
)
< 0. (5.39)
Now, by assumption, α, α1, α2 and x are such that for one 0 < d ≤ 1 it holds:
D(α)R
(
1
x
, α1
)
− D(α)R
(
1
x
, α2
)
= log(d)
⇐⇒ x = α
1− α ·
h(α)− 1
α1 − α2h(α) ,
where g : (0, 1)→ R, z 7→ (1− z) log d + (1− z) log
(
α1
α2
)
and
h : (0, 1)→ R+, z 7→ exp [g(z)] .
Using h(α), we can show that 0 ≤ log d
log dα1α2
< α < 1 and that for any 1 > β > α, there is an
x′ > 0 such that
D(β)R
(
1
x′
, α1
)
− D(β)R
(
1
x′
, α2
)
= log(d)
⇐⇒ x′ = β
1− β ·
h(β)− 1
α1 − α2h(β) .
Because of (5.39), to prove the theorem for r = 1, it is sufficient to show that x > x′, i.e.
α
1− α ·
h(α)− 1
α1 − α2h(α) >
β
1− β ·
h(β)− 1
α1 − α2h(β) .
Therefore, one can show that the function
f :
(
log d
log dα1α2
, 1
)
→ R, z 7→ z
1− z ·
h(z)− 1
α1 − α2h(z)
is strictly monotone decreasing on [α, β], which implies that x′ < x. From (5.39), we can
deduce that
D(β)R
(
1
x
, α1
)
− D(β)R
(
1
x
, α2
)
< D(β)R
(
1
x′
, α1
)
− D(β)R
(
1
x′
, α2
)
= log d,
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which proves the statement for r = 1.
r− 1→ r : Now, assume that the statement ist true for one r− 1 ∈N. Again, by defining
xi := 1yi , we have
d
dxi
D(z)R (y, α1)− D(z)R (y, α2) < 0, (5.40)
for 1 ≤ i ≤ r and any 0 < z < 1. By assumption, α, α1, α2 and x = (x1, . . . , xr)′ are such
that for one 0 < d ≤ 1 it holds:
D(α)R (y, α1)− D(α)R (y, α2) = log(d) ⇐⇒ xr =
α
1− α ·
h(α)− 1
α1r − α2r h(α)
,
where g : (0, 1)→ R, z 7→ (1− z) log(d) + (1− z)∑ri=1 log
α1i
α2i
+∑r−1i=1 log
α2i xi+
z
1−z
α1i xi+
z
1−z
and
h : (0, 1)→ R+, z 7→ exp [g(z)] .
We can show that α1rα2r < h(α) < 1, but in contrast to the case of r = 1, we do not know, if
there exists an x′r > 0, s.t. D
(β)
R (y¯, α1)−D(β)R (y¯, α2) = log d, where y¯ :=
(
1
x1
, . . . , 1xr−1 ,
1
x′r
)′
.
The continuity in x′r leaves us with three possible scenarios:
a) D(β)R (y¯, α1)− D(β)R (y¯, α2) > log(d), for all x′r > 0,
b) D(β)R (y¯, α1)− D(β)R (y¯, α2) < log(d), for all x′r > 0,
c) D(β)R (y¯, α1)− D(β)R (y¯, α2) = log(d), for one x′r > 0.
In the following, we will treat each of these cases separately:
a) Using the statement for r− 1, one can show that scenario a) cannot occur.
b) If D(β)R (y¯, α1)− D(β)R (y¯, α2) < log(d), for all x′r > 0, then there is nothing to show.
c) If D(β)R (y¯, α1)− D(β)R (y¯, α2) = log(d), for one x′r > 0, then we can deduce that
x′r =
β
1− β ·
h(β)− 1
α1r − α2r h(β)
.
To prove now that xr > x′r, one can prove that the function
f : [α, β]→ R, z 7→ z
1− z ·
h(z)− 1
α1r − α2r h(z)
is strictly monotone decreasing on [α, β] and therefore, x′r < xr. From (5.40) we
know that
D(β)R (y, α1)− D(β)R (y, α2) < D(β)R (y¯, α1)− D(β)R (y¯, α2) = log d,
which completes the proof. 
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With this preliminary work, we are now able to prove the following:
(5.26) Theorem
Given the exponential family of SOSs with α1, α2 ∈ Θ s.t. α1 < α2, elementwise. Then
Pi)(decide Π2|Π1) ≤ Piv)(decide Π2|Π1) and Pi)(decide Π1|Π2) ≥ Piv)(decide Π1|Π2).
Proof
From Lemma 3.13, iv), we know that
lim
α→1
D(α)R ( f1, f2) = DKL( f1, f2)
and from v) that
D(
1
2 )
R ( f1, f2) = −2 log ρ2( f1, f2).
Therefore, we can deduce that
{y ∈ Θ : log ρ2(y, α1)− log ρ2(y, α2) ≥ 0}
= {y ∈ Θ : − 2 log ρ2(y, α1) + 2 log ρ2(y, α2) ≤ 0}
=
{
y ∈ Θ : D( 12 )R (y, α1)− D
( 12 )
R (y, α2) ≤ 0
}
Thm 5.25⊆
{
y ∈ Θ : lim
α→1
D(α)R (y, α1)− D(α)R (y, α2) ≤ 0
}
= {y ∈ Θ : DKL(y, α1)− DKL(y, α2) ≤ 0} . (5.41)
Hence, we obtain that
Piv)(decide Π1|Π2) = P2(log ρ2(αˆ, α1)− log ρ2(αˆ, α2) ≥ 0)
(5.41)
≤ P2(DKL(αˆ, α1)− DKL(αˆ, α2) ≤ 0)
= Pi)(decide Π1|Π2),
where the subscript at P denotes the true underlying distribution of the observations used
to construct the MLE. From (5.41), we also obtain that
{y ∈ Θ : log ρ2(y, α1)− log ρ2(y, α2) < 0}
= Θ \ {y ∈ Θ : log ρ2(y, α1)− log ρ2(y, α2) ≥ 0}
105
5. Classification in Exponential Families with Applications to SOSs
(5.41)
⊇ Θ \ {y ∈ Θ : DKL(y, α1)− DKL(y, α2) ≤ 0}
= {y ∈ Θ : DKL(y, α1)− DKL(y, α2) > 0} (5.42)
and therefore that
Piv)(decide Π2|Π1) = P1(log ρ2(αˆ, α1)− log ρ2(αˆ, α2) < 0)
(5.42)
≥ P1(DKL(αˆ, α1)− DKL(αˆ, α2) > 0)
= Pi)(decide Π2|Π1). 
The simulation results suggest that the following also holds true.
(5.27) Conjecture
Given the exponential family of SOSs with α1, α2 ∈ Θ s.t. α1 < α2, elementwise. Then
Piv)(decide Π2|Π1) ≤ Piii)(decide Π2|Π1)
and
Piv)(decide Π1|Π2) ≥ Piii)(decide Π1|Π2). 
For the simple cases of r = 1 or scenario (5.29), we have already seen this result, as
method iii) and iv) are equivalent for those scenarios. Nevertheless, in general this result
cannot be proven easily. The random variables
r
∑
i=1
(α2i−α1i )αˆi
α1iα2i
+
α1i−α2i
αˆi
and
r
∑
i=1
1
2 log
(
α2i
α1i
)
+
log
(
α1i+αˆi
α2i+αˆi
)
whether admit a stochastic ordering nor are the sets
{y ∈ Θ : log ρ2(y, α1)− log ρ2(y, α2) < 0} and
{
y ∈ Θ : DJ(y, α1)− DJ(y, α2) > 0
}
ordered.
The last feature we recognize is that for α2 > α1, elementwise,
Pi)(decide Π2|Π1) ≥ Pi)(decide Π1|Π2).
In connection with the other results, this means that the absolute difference of the two
class conditional probabilities of misclassification is the smallest for method i) (in com-
parison to the other methods ii)-iv)), if the parameter vectors are ordered elementwise.
I.e., method i) decides less in favor of the class with the higher parameter, than the other
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methods. We already mentioned this behavior in the discussion of Figure 5.1. This prop-
erty does not hold, if we drop the elementwise ordering condition on the parameters, as
can be seen for example for α2 = (0.2, 4)′, s = 1, in Table 5.2. So far, we are able to prove
the above relation for a special case, only.
Therefore, we first need to prove an auxiliary lemma regarding the quantiles of the
gamma distribution:
(5.28) Lemma
For Xs ∼ Γ(s, 1), s > 0 and c > 0 it holds:
P
(
Xs ≤ s log
(
1+ c
c
)
(1+ c)
)
≥ P
(
Xs > s log
(
1+ c
c
)
c
)
,
with equality if and only if c = 0 (seen as the limiting case). 
Proof
With γ(s, x) :=
∫ x
0 y
s−1e−ydy, the lower incomplete gamma function, we can deduce that
P
(
Xs ≤ s log
(
1+ c
c
)
(1+ c)
)
≥ P
(
Xs > s log
(
1+ c
c
)
c
)
⇐⇒ P
(
Xs ≤ s log
(
1+ c
c
)
(1+ c)
)
+ P
(
Xs ≤ s log
(
1+ c
c
)
c
)
≥ 1
⇐⇒ γ
(
s, s log
(
1+ c
c
)
(1+ c)
)
+ γ
(
s, s log
(
1+ c
c
)
c
)
≥ Γ(s)
and furthermore, using the formula of l’Hospital:
lim
c→0
s log
(
1+ c
c
)
(1+ c) = ∞, lim
c→0
s log
(
1+ c
c
)
c = lim
c→0
s
c
1+ c
= 0,
lim
c→∞ s log
(
1+ c
c
)
(1+ c) = lim
c→∞ s
c + 1
c
= s, lim
c→∞ s log
(
1+ c
c
)
c = lim
c→∞ s
c
1+ c
= s.
Therefore, we obtain that
lim
c→0
{
γ
(
s, s log
(
1+ c
c
)
(1+ c)
)
+ γ
(
s, s log
(
1+ c
c
)
c
)}
= Γ(s)
and
lim
c→∞
{
γ
(
s, s log
(
1+ c
c
)
(1+ c)
)
+ γ
(
s, s log
(
1+ c
c
)
c
)}
= 2γ (s, s) = 2Γ(s)P(Xs ≤ s) > Γ(s),
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where the last inequality follows from P(Xs ≤ s) > 12 , by Chen and Rubin (1986). Thus, it
is sufficient to show that γ
(
s, s log
(
1+c
c
)
(1+ c)
)
+ γ
(
s, s log
(
1+c
c
)
c
)
is strictly mono-
tone increasing in c.
The derivatives of the two summands are given by (the derivative of γ(s, x) can also be
found in Abramowitz and Stegun (1972), 6.5.25)
∂
∂c
γ
(
s, s log
(
1+ c
c
)
(1+ c)
)
=
[
s log
(
1+ c
c
)
− s
c
] [
s log
(
1+ c
c
)
(1+ c)
]s−1(1+ c
c
)−s(1+c)
and
∂
∂c
γ
(
s, s log
(
1+ c
c
)
c
)
=
[
s log
(
1+ c
c
)
− s
1+ c
] [
s log
(
1+ c
c
)
c
]s−1(1+ c
c
)−sc
.
Therefore,
∂
∂c
{
γ
(
s, s log
(
1+ c
c
)
(1+ c)
)
+ γ
(
s, s log
(
1+ c
c
)
c
)}
> 0
⇐⇒
[
s log
(
1+ c
c
)
− s
c
]
(1+ c)s−1 +
[
s log
(
1+ c
c
)
− s
1+ c
]
cs−1
(
1+ c
c
)s
> 0
⇐⇒
[
c log
(
1+ c
c
)
− 1
]
+
[
(1+ c) log
(
1+ c
c
)
− 1
]
> 0
⇐⇒ (1+ 2c) log
(
1+ c
c
)
> 2. (5.43)
Now, the left hand side of (5.43) fulfills:
lim
c→0
(1+ 2c) log
(
1+ c
c
)
= ∞ and lim
c→∞(1+ 2c) log
(
1+ c
c
)
= lim
c→∞
4c2 + 4c + 1
2c2 + 2c
= 2.
Therefore, if (1 + 2c) log
(
1+c
c
)
is strictly monotone decreasing, (5.43) is true for c ∈
(0,∞):
The derivative of the left hand side of (5.43) is given by:
d
dc
(1+ 2c) log
(
1+ c
c
)
= 2 log
(
1+ c
c
)
− 1
c
− 1
1+ c
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and
lim
c→∞ 2 log
(
1+ c
c
)
− 1
c
− 1
1+ c
= 0.
Thus, ddc (1+ 2c) log
(
1+c
c
)
< 0 , if it is strictly monotonically increasing in c. Now, since
d
dc
2 log
(
1+ c
c
)
− 1
c
− 1
1+ c
=
1
(1+ c)2c2
> 0,
this completes the proof. 
As can bee seen from the proof, the above lemma includes the result of Chen and Rubin
(1986), if we consider c = ∞ seen as the limiting case. If we identify s log
(
1+c
c
)
(1 + c)
with the 1− α quantile of Xs and s log
(
1+c
c
)
c with the β quantile, then we know that
1− α > 1− β. In Table 5.3, some values of 1− α and 1− β are provided for different
values of c and s. As one can see, the inequality behaves very well for very small α and
β.
Table 5.3.: Some derived values for 1− α and 1− β.
s = 1 s = 3 s = 5
c 1− α 1− β 1− α 1− β 1− α 1− β
1e-05 1 0.9999 1 1 1 1
1e-04 0.9999 0.9991 1 1 1 1
0.001 0.999 0.9931 1 1 1 1
0.01 0.9905 0.9549 0.9999 0.9996 1 1
0.1 0.9285 0.7868 0.9853 0.9635 0.9967 0.9923
1 0.75 0.5 0.7843 0.6552 0.8207 0.7319
10 0.6495 0.3855 0.6085 0.4554 0.6009 0.4826
100 0.6339 0.3697 0.5802 0.4265 0.5639 0.4449
1000 0.6323 0.3681 0.5771 0.4235 0.5599 0.4409
10000 0.6321 0.3679 0.5768 0.4232 0.5596 0.4405
1e+05 0.6321 0.3679 0.5768 0.4232 0.5595 0.4405
With this preliminary work, we can now prove the following result:
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(5.29) Theorem
Given the exponential family of SOSs and α1, α2 ∈ Θ, s.t. α1iα2i =
α1j
α2j
< 1, for 1 ≤ i, j ≤ r.
Then
P1 (DKL(αˆ, α1)− DKL(αˆ, α2) > 0) ≥ P2 (DKL(αˆ, α1)− DKL(αˆ, α2) ≤ 0) .
Herein, the subscript at P denotes the true underlying distribution of the observations
that are used to construct the MLE. 
Proof
At first, we note that
α1i
α2i
=
α1j
α2j
implies
α2i − α1i
α2i
=
α2j − α1j
α2j
and
α2i − α1i
α1i
=
α2j − α1j
α1j
.
Now, with Xi
indep.∼ Erl(s, 1), 1 ≤ i ≤ r, and Xrs ∼ Erl(rs, 1), we can deduce that
P1 (DKL(αˆ, α1)− DKL(αˆ, α2) > 0) = P
(
r
∑
i=1
α2i − α1i
sα1i
Xi <
r
∑
i=1
log
α2i
α1i
)
= P
(
α21 − α11
sα11
r
∑
i=1
Xi < r log
α21
α11
)
= P
(
Xrs < rs
α11
α21 − α11
log
α21
α11
)
. (5.44)
By defining c :=
α11
α21−α11
, (5.44) becomes
P
(
Xrs < rs
α11
α21 − α11
log
α21
α11
)
= P
(
Xrs < rsc log
1+ c
c
)
.
Analogously,
P2 (DKL(αˆ, α1)− DKL(αˆ, α2) ≤ 0) = P
(
Xrs ≥ rs α21
α21 − α11
log
α21
α11
)
= P
(
Xrs ≥ rs(1+ c) log 1+ cc
)
.
Now, the result follows from Lemma 5.28, since Xrs is continuously distributed and
P
(
Xrs < rsc log
1+ c
c
)
≥ P
(
Xrs ≥ rs(1+ c) log 1+ cc
)
⇐⇒ P
(
Xrs > rsc log
1+ c
c
)
≤ P
(
Xrs ≤ rs(1+ c) log 1+ cc
)
. 
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forms a Kullback-Leibler Ball
(5.30) Remarks
As already noted before, the results of Table 5.2 suggest two more statements that appear
to be true. The proof of both is still pending.
i) Given the exponential family of SOSs and α1, α2 ∈ Θ, s.t. α1j < α2j , 1 ≤ j ≤ r. Then
Piv)(decide Π2|Π1) ≤ Piii)(decide Π2|Π1)
and
Piv)(decide Π1|Π2) ≥ Piii)(decide Π1|Π2).
This statement is supported by additional simulations.
ii) Given the exponential family of SOSs and α1, α2 ∈ Θ, s.t. α1j < α2j , 1 ≤ j ≤ r. Then
P1 (DKL(αˆ, α1)− DKL(αˆ, α2) > 0) ≥ P2 (DKL(αˆ, α1)− DKL(αˆ, α2) ≤ 0) .
Herein the subscript at P denotes the true underlying distribution of the observa-
tions used to construct the MLE.
This statement is a generalization of Theorem 5.29. If the above statement is true,
method i) realizes the smallest difference between the two class conditional proba-
bilities of misclassification. As already mentioned earlier, if we drop the assumption
that α1 < α2, elementwise, then the above statement does not hold in general. This
can be seen by looking at α2 = (0.2, 4)′ in Table 5.2. 
5.2 Classification when each of the two Classes has an un-
derlying Set of Distributions that forms a Kullback-Leib-
ler Ball
In this section, we still consider two classes only. We assume that the classes are not only
represented by one parameter, but by a whole set of parameters (or equivalently distribu-
tions). Kullback (1959), p. 85, suggests to base the classification on the KL distances of αˆ
to the closest elements in the respective set of distributions. Matusita (1964) also considers
the case, where each class has an underlying set of distributions. He classifies a set of ob-
servations to a given class, by comparing the empirical distribution function to the closest
member of each class. Closeness is herein measured by a distance that is not necessarily
symmetric nor fulfills the triangle inequality. Menéndez et al. (2005) assume that each
class consists of a finite number of underlying distributions with unknown parameters
that are replaced by their respective MLEs. They want to classify another distribution
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- either with known parameters or with unknown parameters estimated by the MLEs -
with unknown class origin to the one class that realizes the smallest distance to this dis-
tribution. As a distance measure they use the f -dissimilarities introduced by Györfi and
Nemetz (1978). They also provide a preliminary test on whether the distribution actually
belongs to any of the classes or if it is the first element of a new one. They apply their find-
ings to homoscedastic (multivariate) normal distributions, using Toussaint’s J-divergence
(cf. Toussaint (1974)) and to gamma distributions, using the Hellinger distance of order
λ.
We assume here that there is one basic parameter α◦j in each class Πj, j ∈ {1, 2}, s.t. all
parameters form a left-sided Kullback-Leibler ball (KL-ball), with midpoint α◦j and radius
Rj > 0. Consider for example a system, whose underlying distribution, and therefore its
parameter, is influenced by the state of nature that surrounds it (e.g., a plane as a 2-out-of-
4 system whose turbine failure might depend on the altitude or the weather conditions)
and therefore, the parameter varies slightly in all directions. The following definition in-
troduces Kullback-Leibler balls on exponential families in the natural parametrization:
(5.31) Definition (Kullback-Leibler Balls)
Given a regular exponential family with natural parameter space Θ. Let α ∈ Θ and R > 0,
then we define the left-sided KL-ball with radius R around α to be:
K(l)R (α) := {y ∈ Θ : DKL(α, y) ≤ R} =
{
y ∈ Θ : (α− y)′pi(α)− κ(α) + κ(y) ≤ R}
and the right-sided KL-ball to be
K(r)R (α) := {y ∈ Θ : DKL(y, α) ≤ R} =
{
y ∈ Θ : (y− α)′pi(y)− κ(y) + κ(α) ≤ R} . 
Throughout this chapter, unless stated otherwise, when we talk of KL-balls we refer to
the KL-balls from the above definition, i.e., KL-balls in regular exponential families w.r.t.
the natural parametrization.
Analogously to Definition 5.31, we can define a Bregman ball with radius R > 0 and
midpoint α ∈ S :
(5.32) Definition (Bregman and Itakura-Saito Balls)
Let S ⊆ Rr be an open convex set and (S , φ) a convex function of Legendre type. For
α ∈ S and R > 0, we define the left-sided Bregman ball with radius R around α to be:
B(l)R,φ(α) :=
{
y ∈ S : Dφ(α, y) ≤ R
}
and the right-sided Bregman ball to be
B(r)R,φ(α) :=
{
y ∈ S : Dφ(y, α) ≤ R
}
.
If the underlying Bregman divergence is the Itakura-Saito distance, then we call those
balls Itakura-Saito balls. 
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In the following when we look at Bregman divergences, we assume that (S , φ) is a convex
function of Legendre type.
Bregman balls are considered in several recent papers on computation and information
processing, such as Banerjee, Merugu, Dhillon and Ghosh (2005), Nock and Nielsen
(2005), Nielsen and Nock (2006), Nielsen et al. (2007a), Nielsen and Nock (2008) and
Boissonnat et al. (2010).
In the following, we will assume that for any α ∈ Θ and every sequence of points
{xi}i∈N ⊂ Θ that either converges to a boundary point of Θ or fulfills limi→∞ ‖xi‖2 = ∞,
it holds that
lim
i→∞
DKL(α, xi) = ∞ (5.45)
and analogously that for any α ∈ S and every series of points {xi}i∈N ⊂ S that either
converges to a boundary point of S or fulfills limi→∞ ‖xi‖2 = ∞, it holds that
lim
i→∞
Dφ(xi, α) = ∞.
This property is fulfilled in particular for P(SOS), since
DKL
(
f (SOS)y , f
(SOS)
xi
)
= DKL(y, xi) =
r
∑
j=1
(
xij − yj
) 1
yj
+ log yj − log xij
and, looking at each summand separately, we are left with three possible scenarios for
each summand:
a) If limi→∞ xij ∈ R+, then limi→∞
(
xij − yj
)
1
yj
+ log yj − log xij is positive and finite.
b) If limi→∞ xij = 0, then
lim
i→∞
(
xij − yj
) 1
yj
+ log yj − log xij = limi→∞−1+
xij
yj︸︷︷︸
→0
+ log yj − log xij︸ ︷︷ ︸
→−∞
= ∞.
c) If limi→∞ xij = ∞, then there exists an index i0 ∈ N such that for all i ≥ i0 holds
that xij > 1 and therefore
lim
i→∞
(
xij − yj
) 1
yj
+ log yj − log xij = limi→∞−1+
xij
yj
+ log yj − log xij
(A.2)
≥ lim
i→∞
−1+ xij
yj
+ log yj −
xij − 1√xij = ∞.
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So, altogether
lim
i→∞
DKL
(
f (SOS)y , f
(SOS)
xi
)
= ∞.
Using Lemma 3.16, we easily see that
K(l)R (α) = B(r)R,κ(α) and K(r)R (α) = B(l)R,κ(α).
In the following, for reasons of notation, we will mainly look at left-sided KL-balls be-
longing to an exponential family of distributions. Nevertheless, the results are the same
for Bregman balls, when we replace κ by φ. Using the dual divergence Lemma 3.21, the
following known result (see, e.g., Boissonnat et al. (2010)) can be obtained:
(5.33) Lemma
Every left-sided (right-sided) Bregman ball w.r.t. φ in the space S can be uniquely iden-
tified with a right-sided (left-sided) Bregman ball w.r.t. φ∗ in the space S∗ = ∇φ(S), as
follows:
B(l)R,φ(α) = (∇φ)−1
(
B(r)R,φ∗(∇φ(α))
)
and B(r)R,φ(α) = (∇φ)−1
(
B(l)R,φ∗(∇φ(α))
)
and transferred to KL-balls with S = Θ and S∗ = pi(Θ):
K(r)R (α) = pi−1
(
B(r)R,κ∗(pi(α))
)
and K(l)R (α) = pi−1
(
B(l)R,κ∗(pi(α))
)
. 
Therefore, a KL-ball in the natural parameter space is the image under pi−1 of a Bregman
ball w.r.t. κ∗ in pi(Θ).
Furthermore, the following lemma holds:
(5.34) Lemma
Dφ is strictly convex in its first argument and thus right-sided Bregman balls are con-
vex sets. Especially, for regular exponential families in the natural parametrization, DKL
is strictly convex in its second argument and thus left-sided Kullback-Leibler balls are
convex sets as well. 
Proof
This follows immediately from the strict convexity of κ and φ. 
The above result is also stated in Efron (1978). In the special case of SOSs it can for
example be found in Vuong (2012), Lemma 2.2.21, and for Bregman balls in Nock and
Nielsen (2005) and Banerjee, Merugu, Dhillon and Ghosh (2005).
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(5.35) Remark
We note that for µ ∈ pi(Θ) holds (cf. Remark 3.22):
B(r)R,κ∗(µ) = {µ∗ ∈ pi(Θ) : Dκ∗(µ∗, µ) ≤ R} =
{
µ∗ ∈ pi(Θ) : DKL( fµ∗ , fµ) ≤ R
}
and
B(l)R,κ∗(µ) = {µ∗ ∈ pi(Θ) : Dκ∗(µ, µ∗) ≤ R} =
{
µ∗ ∈ pi(Θ) : DKL( fµ, fµ∗) ≤ R
}
,
where fµ and fµ∗ are members of the same regular exponential family in the mean value
parametrization. I.e., a right-sided (left-sided) Bregman ball w.r.t. κ∗, midpoint µ ∈ pi(Θ)
and R > 0 can be interpreted as being a right-sided (left-sided) KL-ball with radius R and
midpoint µ for a regular exponential family in the mean value parametrization. Hence, if
we define right-sided KL-balls in the mean value parametrization, then they are convex
sets. 
The convex property does in general not hold for the right-sided KL-ball, as can be seen
in Figure 5.2. The figure shows the right-sided KL-ball of the exponential family of SOSs,
which is a left-sided Itakura-Saito ball. Images of left-sided Itakura-Saito balls can also be
found in Nock and Nielsen (2005) and Nielsen and Nock (2006, 2008). This property was
already mentioned in Efron (1978), who noticed that the image of a left-sided KL-ball
K(l)R (α) under pi is not necessarily a convex set. Lemma 5.33 tells us that the image is
equal to a left-sided Bregman ball:
pi
(
K(l)R (α)
)
= B(l)R,κ∗(pi(α)),
which, on the other hand, is also a right-sided KL-ball of an exponential family with
normalizing function equal to κ∗.
(5.36) Remark
One should note that by Remark 4.8, Figure 5.2 represents as well a left-sided KL-ball
on the parameter space R2+ with radius one-half and midpoint (1, 1)
′ for the family of
bivariate normal distributions P1 := {PN2(µ,Σ) : µ = (0, 0)′, Σ = diag(σ21 , σ22 ), (σ21 , σ22 ) ∈
R2+} in the standard parametrization, i.e., with pdf
f (x|µ,Σ) = 1
2piσ1σ2
exp
{
−1
2
(
x21
σ21
+
x22
σ22
)}
.
So, we identify the first coordinate with σ21 and the second coordinate with σ
2
2 .
On the other hand, Figure 5.2 represents a right-sided KL-ball on the parameter space R2+
with radius one-half and midpoint (1, 1)′ for the exponential family P2 := {Pα : α ∈ R2+},
i.e., with pdf
fα(x) = exp
{
α′T(x)− κ(α)} h(x)1R2(x).
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Figure 5.2.: Right-sided KL-ball for two-parametric SOSs with midpoint (1, 1)′ and radius
1.
Herein the natural statistic is T(x) =
(
− x212 ,−
x22
2
)′
, the natural parameter is α =
(
1
σ21
, 1
σ22
)′
,
h(x) = (2pi)−1 and the cumulant function is κ(α) = −12 ∑2i=1 log αi. Here, we identify the
first coordinate with α1 and the second coordinate with α2.
Note that P1 = P2 and that P1 is not the mean value parametrization of P2. 
Coming back to our classification problem, in the following we will consider the two
classes:
Π1 =
{
Pα ∈ P : α ∈ K(l)R1 (α◦1 )
}
and Π2 =
{
Pα ∈ P : α ∈ K(l)R2 (α◦2 )
}
.
(5.37) Approach
The assignment of s observations x1, . . . , xs to one of the two classes is carried out, by
using the respective MLE αˆ (if existent) by means of:
Decide for class one, if
DKL
(
αˆ,K(l)R1 (α◦1 )
)
− DKL
(
αˆ,K(l)R2 (α◦2 )
)
:= min
α1∈K(l)R1 (α
◦
1)
DKL(αˆ, α1)− min
α2∈K(l)R2 (α
◦
2)
DKL(αˆ, α2) ≤ c, (5.46)
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for some constant c ∈ R, and for class two, otherwise. If c = 0, then we decide for the
class that lies closer to the MLE in the above sense. 
From Boissonnat et al. (2010), Lemma 6, we know that for any closed convex set W ⊂ S
and any point x /∈ W there exists a unique y ∈ W , such that Dφ(y, x) = minz∈W Dφ(z, x).
Therefore, the minima in (5.46) exist.
The following lemma helps us to find the arguments that realize the two minima in
formula (5.46).
(5.38) Lemma
Given a left-sided KL-ball with midpoint y∗ ∈ Θ, radius R > 0 and a point y ∈ Θ, s.t.
y /∈ K(l)R (y∗). Then, the point β that minimizes (maximizes) DKL(y, β) over β ∈ K(l)R (y∗),
is given by
β := pi−1((1− δ)γ∗ + δγ),
where δ is the unique positive (negative) solution of the equation
DKL
(
pi−1(γ∗), pi−1((1− δ)γ∗ + δγ)
)
= R.
Herein, γ∗ = pi(y∗) and γ = pi(y). 
Proof
First, we show that the minimum and the maximum are attained on the boundary of
K(l)R (y∗): Let y1 ∈ int
(
K(l)R (y∗)
)
. Then there exists an ε > 0, s.t. (1 − λ)y1 + λy ∈
K(l)R (y∗), for all λ ∈ [0, ε].
Since DKL is convex in its second argument, we can deduce that
DKL(y, (1− λ)y1 + λy) ≤ (1− λ)DKL(y, y1) < DKL(y, y1),
for all λ ∈ (0, ε]. Thus, the minimum is attained on the boundary and a similar argument
provides the result for the maximum.
So, we can restrict ourselves to the boundary of K(l)R (y∗), ∂K(l)R (y∗), which provides:
κ(β) = R− (y∗ − β)′pi(y∗) + κ(y∗), β ∈ ∂K(l)R (y∗). (5.47)
Therefore, using (5.47), we obtain for β ∈ ∂K(l)R (y∗):
DKL(y, β) = (y− β)′pi(y)− κ(y) + R− (y∗ − β)′pi(y∗) + κ(y∗)
= β′(pi(y∗)−pi(y))) + c
= β′(γ∗ − γ) + c,
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for some c ∈ R. Thus, minimizing and maximizing DKL(y, β) for β ∈ ∂K(l)R (y∗) is
equivalent to solving:
min
β∈Rr
β′(γ∗ − γ) s.t. (y∗ − β)′pi(y∗)− κ(y∗) + κ(β) = R,
and
max
β∈Rr
β′(γ∗ − γ) s.t. (y∗ − β)′pi(y∗)− κ(y∗) + κ(β) = R.
In the following, we will make use of the fact that by Theorem 3.19, ii) and iv), pi(Θ) is a
convex set. We define the Lagrangian function:
Λ(β,λ) = β′(γ∗ − γ) + λ
[(
pi−1(γ∗)− β
)′
γ∗ − κ
(
pi−1(γ∗)
)
+ κ(β)− R
]
.
Its derivatives are:
∇βΛ(β,λ) = (γ∗ − γ)− λγ∗ + λpi(β) != 0
⇐⇒ β = pi−1 (δγ+ (1− δ)γ∗) , (5.48)
with δ := 1λ and
∂
∂λ
Λ(β,λ) =
(
pi−1(γ∗)− β
)′
γ∗ − κ
(
pi−1(γ∗)
)
+ κ(β)− R != 0. (5.49)
By plugging (5.48) into (5.49), we obtain:
DKL
(
pi−1(γ∗), pi−1 (δγ+ (1− δ)γ∗)
)
!
= R,
which has two solutions, because it is strictly monotone increasing for δ ∈ [0,∞) and
strictly monotone decreasing for δ ∈ (−∞, 0] (as long as pi−1 (δγ+ (1− δ)γ∗) ∈ Θ):
∂
∂δ
DKL
(
pi−1(γ∗), pi−1 (δγ+ (1− δ)γ∗)
)
= δ(γ− γ∗)′∇pi−1 (δγ+ (1− δ)γ∗) (γ− γ∗)

> 0, δ > 0
< 0, δ < 0
, pi−1 (δγ+ (1− δ)γ∗) ∈ Θ,
because of limδ→0 DKL
(
pi−1(γ∗), pi−1 (δγ+ (1− δ)γ∗)) = 0 and because of (5.45).
Assume now that (β∗,λ∗) is a solution for (5.48) and (5.49), then:
∇2βΛ(β,λ∗) = λ∗∇2κ(β)
is positive definite for all β ∈ Θ, if λ∗ > 0, i.e., we have a global minimum, and negative
definite for all β ∈ Θ, if λ∗ < 0, i.e., we have a global maximum (see, e.g., Vuong (2012),
Theorem B.1.2). 
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Therefore, the maximizing and the minimizing parameters in the natural parameter space
lie on the geodesic through γ∗ and γ in the expectation parameter space mapped by
means of pi−1 to Θ.
The result that the minimizing point lies on the geodesic joining γ∗ and γ, is not sur-
prising. Efron (1978) already noted that for a ball K(l)R (y∗) and β ∈ ∂K(l)R (y∗), the
geodesic joining pi(y∗) and pi(β) intersects orthogonally with the boundary of K(l)R (y∗)
in β. Therefore, for a point y /∈ K(l)R (y∗), the geodesic joining pi(y∗) and pi(y) intersects
with ∂K(l)R (y∗) orthogonally. Furthermore, it is well-known (cf., e.g., Amari and Nagaoka
(2000), Corollary 3.9, Amari (2009), section 2.5, Nielsen and Nock (2009), Theorem 2.2)
that for the projection y⊥ of a point y onto a closed convex set C it is true that the
geodesic joining pi(y⊥) and pi(y) intersects orthogonally with C in y⊥.
A direct consequence of the first part of the proof of the above lemma is:
(5.39) Corollary
It holds:
DKL
(
α,K(l)R (α◦)
)
=

0, α ∈ K(l)R (α◦),
min
β∈∂K(l)R (α◦)
DKL(α, β), α /∈ K(l)R (α◦). 
Another consequence is the following:
(5.40) Corollary
Assume y1, y2 ∈ Θ. The set of points y such that K(l)DKL(y1,y)(y1) ∩K
(l)
DKL(y2,y)
(y2) = {y} is
given by {
pi−1((1− δ)γ1 + δγ2) : δ ∈ [0, 1]
}
.
Herein, γ1 = pi(y1) and γ2 = pi(y2). 
Proof
This is a direct consequence of Lemma 5.38. First, we choose an arbitrary
y ∈
{
pi−1((1− δ)γ1 + δγ2) : δ ∈ [0, 1]
}
and construct K(l)DKL(y1,y)(y1). Then, Lemma 5.38 tells us that the point on K
(l)
DKL(y1,y)
(y1)
that has minimal distance to y2 is y and we are finished. 
Figure 5.3 illustrates this corollary for left-sided KL-balls in SOSs (or right-sided Itakura-
Saito balls). The diagonal crosses mark the respective midpoints of the KL-balls and the
black diamonds mark the boundary points. The orange line represents the set{
pi−1((1− δ)γ1 + δγ2) : δ ∈ [0, 1]
}
.
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Figure 5.3.: Boundary points of different balls around two midpoints in SOSs
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5.2.1 Kullback-Leibler Geometry
Assume now that we do not know the midpoint and the radius of the left-sided Kullback-
Leibler ball of one class, but that we know a cloud of distinct parameters α1, . . . , αn ∈ Θ
that belong to the considered class.
In the following, for β1, . . . , βm ∈ Θ, we define the set
EDP(β1, . . . , βm) :=
{
y ∈ Θ : DKL(y, βi) = DKL(y, βj), 1 ≤ j < i ≤ m
}
,
as the set of equal distance points of β1, . . . , βm, i.e., for y in EDP(β1, . . . , βm) there exists
an Ry > 0, s.t. βj ∈ ∂K(l)Ry(y), 1 ≤ j ≤ r. Herein ∂K
(l)
Ry(y) is the boundary of the left-sided
KL-ball K(l)Ry(y).
In Nielsen and Nock (2008) and Boissonnat et al. (2010), the set of equal distance points
w.r.t. two points β1 and β2 is called Bregman bisector of the second type. Pictures of Bregman
bisectors w.r.t. the Itakura-Saito divergence (and therefore the set of equal distance points
w.r.t. two members of SOSs) can be found in those papers.
Our aim is to find a left-sided KL-ball with minimal radius that includes all the points
α1, . . . , αn. The problem of minimal enclosing balls has first been considered for the case
of Euclidean distance. According to Nielsen and Nock (2004), the first time this problem
was mentioned in the two-dimensional Euclidean plane dates back to Sylvester (1857).
To the knowledge of the author, the generalization to the r-dimensional Euclidean space
dates back to Jung (1901).
Some of the results in this subsection can also be obtained, by using results of Nock
and Nielsen (2005), Nielsen et al. (2007a), Nielsen and Nock (2008) and Boissonnat et al.
(2010), who mainly proved statements for left-sided Bregman balls and then mentioned
that they can be extended to right-sided Bregman balls by means of Lemma 5.33. Minimal
enclosing balls are of interest in information theory. Itakura-Saito balls, for example, are
used to find the closest signal to a set of given signals in speech recognition (cf. Nielsen
and Nock (2006)). In the present thesis, we are going to prove the results for left-sided
KL-balls (i.e. right-sided Bregman balls) directly. To the best of my knowledge, I will
mention the corresponding results for Bregman balls.
If we assume that n = 2, i.e., we want to construct the minimal enclosing ball for two
points α1 and α2, then the answer to this problem is as follows:
(5.41) Lemma
Given a regular exponential family and distinct points α, β ∈ Θ. Then
i) EDP(α, β) = {y ∈ Θ : DKL(y, α) = DKL(y, β)} = pi−1 (pi(Θ) ∩H(α, β)),
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where H(α, β) := {γ ∈ Rr : (α− β)′γ = κ(α)− κ(β)} is a (r − 1)-dimensional hy-
perplane.
ii) argmin
y∈EDP(α,β)
DKL(y, α) has a unique global minimum in y∗ = (1− λ)α+ λβ, for one
λ ∈ (0, 1).
iii) K(l)DKL(y∗,α)(y
∗) is the unique smallest left-sided KL-ball containing α and β. 
Proof
i) DKL(y, α) = DKL(y, β) ⇐⇒ (α− β)′pi(y) = κ(α)− κ(β),
which is a (r− 1)-dimensional hyperplane in pi(y).
ii) Minimizing DKL(y, α) with respect to y ∈ EDP(α, β) is equivalent to minimizing
DKL(y, α) with respect to y ∈ Θ and the constraints g(y) := (α− β)′pi(y)− κ(α) +
κ(β) = 0. The Lagrangian function is then given by
Λ(λ, y) = (y− α)′pi(y)− κ(y) + κ(α) + λ [(α− β)′pi(y)− κ(α) + κ(β)] ,
and its gradient by:
∇yΛ(λ, y) = (y− α)′∇pi(y) + λ(α− β)′∇pi(y) != 0, (5.50)
∂
∂λ
Λ(λ, y) = (α− β)′pi(y)− κ(α) + κ(β) != 0. (5.51)
Since ∇pi(y) is positive definite for y ∈ Θ and thus invertible, (5.50) is equivalent
to:
y = (1− λ)α+ λβ. (5.52)
Now, we plug (5.52) into (5.51) and obtain:
∂
∂λ
Λ(λ, y)|y=(1−λ)α+λβ = (α− β)′pi((1− λ)α+ λβ)− κ(α) + κ(β) != 0. (5.53)
This has a solution for λ ∈ [0, 1], since by a Taylor series expansion we have:
κ(α) = κ(β) + (α− β)′pi(y)
for at least one y ∈ {(1− λ)α+ λβ : λ ∈ [0, 1]} ⊂ Θ. Furthermore,
∂
∂λ
(
∂
∂λ
Λ(λ, y)|y=(1−λ)α+λβ
)
= (α− β)′∇pi((1− λ)α+ λβ)(β− α) < 0.
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Thus, ∂∂λΛ(λ, y)|y=(1−λ)α+λβ is strictly monotone decreasing for λ ∈ [0, 1] and we
have a unique y, y∗ say, and therefore a unique λ ∈ [0, 1], λ∗ say, satisfying (5.53).
We now want to show that we have a global minimum:
For any solution (λ◦, y◦) of ∇Λ(λ, y) != 0 s.t. y◦ ∈ Θ, we have:
DKL(y◦, α)
g(y◦)=0
= Λ(λ◦, y◦)
y◦−α=λ◦(β−α)
= −κ(y◦) + κ(α) + λ◦(κ(β)− κ(α))
DKL(y,y◦)≥0≤ (y− y◦)′pi(y)− κ(y) + κ(α) + λ◦(κ(β)− κ(α))
y◦=(1−λ◦)α+λ◦β
= (1− λ◦)DKL(y, α) + λ◦DKL(y, β) y∈EDP(α,β)= DKL(y, α),
(5.54)
for all y ∈ EDP(α, β). Equality holds if and only if y = y◦. (5.54) provides that the
minimum is unique, since DKL(y, α) > DKL(y◦, α) for all y ∈ EDP(α, β) \ {y◦}.
iii) Let R∗ := DKL(y∗, α). Suppose that there exists a ball with Radius R◦ ≤ R∗ and
center y◦, such that α, β ∈ K(l)R◦(y◦). Then DKL(y◦, α) 6= DKL(y◦, β), because oth-
erwise from ii) we can deduce that R◦ = R∗ and y◦ = y∗. Assume w.l.o.g. that
DKL(y◦, α) > DKL(y◦, β). Then DKL((1 − λ)y◦ + λα, α) is strictly monotone de-
creasing for λ ∈ [0, 1] and DKL((1 − λ)y◦ + λα, α) −→
λ→1
0. Thus, there exists a
λ′ ∈ (0, 1) s.t. DKL((1− λ′)y◦ + λ′α, α) = DKL((1− λ′)y◦ + λ′α, β) < R◦ ≤ R∗. This
is a contradiction to ii). 
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Figure 5.4.: Minimal enclosing left-sided KL-ball for two points in SOSs
Hence, for the case of two points there exists always a minimal enclosing left-sided KL-
ball and it has both points on its boundary. Furthermore, the points lie on opposite sides
of the ball and the line joining them runs right through the midpoint of the ball. Thus, the
angle that is build by the two points and the midpoint is 180 degrees. An illustration is
given in Figure 5.4, where the considered exponential family is the one of two-parametric
SOSs. Herein, the black cross marks the circle midpoint. Part i) of the above lemma can
also be found in Boissonnat et al. (2010), Lemma 3, for Bregman bisectors. They do also
prove that for the geodesic connecting α1 and α2, i.e., the set {(1− λ)α1 + λα2 : λ ∈ [0, 1]}
and the set EDP(α1, α2) holds:
(α1 − α)′(pi(β)−pi(α)) = 0,
for any β ∈ EDP(α1, α2) and α ∈ EDP(α1, α2) ∩ {(1− λ)α1 + λα2 : λ ∈ [0, 1]}. This can
also be proven using Lemma 5.41, i), because α1− α points in the same direction as α1− α2
and pi(EDP(α1, α2)) = pi(Θ) ∩ {γ ∈ Rr : (α1 − α2)′γ = κ(α1)− κ(α2)}.
We are now interested in the question, if there always exists a minimal enclosing left-
sided KL-ball for a set of points α1, . . . , αn ∈ Θ. The answer is given by the following
lemma:
(5.42) Lemma
Let α1, . . . , αn ∈ Θ. Furthermore, assume that for any α ∈ Θ and every sequence of points
{xi}i∈N ⊂ Θ that either converges to a boundary point of Θ or fulfills limi→∞ ‖xi‖2 = ∞,
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it holds that
lim
i→∞
DKL(xi, α) = ∞. (5.55)
Then there exists a minimal enclosing left-sided KL-ball. 
Proof
The midpoint of the minimal enclosing ball is the point y∗ that minimizes the function:
f : Θ→ R≥0, y 7→ max
1≤i≤n
{DKL(y, αi)} .
Since DKL(., αi), 1 ≤ i ≤ n, is a continuous function, so is f . We now define a region G ⊂
Θ (closed and bounded), s.t. for all y ∈ Gc it holds that f (y) > C0 with C0 > 0 sufficiently
large. Such a region exists, because the KL divergence is unbounded in any direction
from αi, 1 ≤ i ≤ n. Then, with Corollary (6.73) from Hewitt and Stromberg (1965), f (G)
is bounded and there exists a point ymin ∈ G s.t. infy∈G f (y) = f (ymin) := R∗. 
Condition (5.55) is not fulfilled in all exponential families. In fact, the well-known discrete
exponential families binomial, geometric, logarithmic, negative binomial and poisson do
not have this property, whereas the common continuous exponential families beta, chi
squared, exponential, gamma and normal do fulfill (5.55). Clearly, (5.55) is also fulfilled
in P(SOS), since
DKL
(
f (SOS)xi , f
(SOS)
y
)
= DKL(xi, y) =
r
∑
j=1
(
yj − xij
) 1
xij
+ log xij − log yj
and, again, looking at each summand separately, we are left with three possible scenarios
for each summand:
a) If limi→∞ xij ∈ R+, then limi→∞
(
yj − xij
)
1
xij
+ log xij − log yj is positive and finite.
b) If limi→∞ xij = 0, then there exists an index i0 ∈ N such that for all i ≥ i0 it holds
that xij < yj and therefore
lim
i→∞
(
yj − xij
) 1
xij
+ log xij − log yj = limi→∞
yj
xij
− 1+ log xij
yj
(A.2)
≥ lim
i→∞
(
yj
xij
)1/2
log
yj
xij
− log yj
xij
= ∞.
c) If limi→∞ xij = ∞, then
lim
i→∞
(
yj − xij
) 1
xij
+ log xij − log yj = limi→∞
yj
xij
− 1+ log xij
yj
= ∞.
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So, in summary we obtain
lim
i→∞
DKL
(
f (SOS)xi , f
(SOS)
y
)
= ∞.
In Zürcher (2007) one can find a detailed proof for the existence of a minimal enclosing
ball for a point set β1, . . . , βn ∈ S with strictly convex level sets. That means, if for a
distance (or a divergence) D(., .), the minimal enclosing ball has the form
{y ∈ S : D(y∗, y) ≤ R∗} ,
then the sets
{y ∈ S : D(y, βi) ≤ R} ,
are convex for any R > 0 and 1 ≤ i ≤ n. So, since left-sided KL-balls (right-sided
Bregman balls) are convex sets, this proves the existence of minimal enclosing right-sided
KL-balls (left-sided Bregman balls). Hence, using the duality in Lemma 5.33, we obtain
the existence of minimal enclosing left-sided KL-balls (right-sided Bregman balls).
The following lemma will be useful in some upcoming proofs. It can be seen as some sort
of triangle inequality in the first component of DKL.
(5.43) Lemma
Let α ∈ Θ, γ1, γ2 ∈ pi(Θ), and λ ∈ [0, 1], then:
DKL
(
pi−1((1− λ)γ1 + λγ2), α
)
= (1− λ)
[
DKL
(
pi−1(γ1), α
)
− DKL
(
pi−1(γ1), pi−1((1− λ)γ1 + λγ2)
) ]
+ λ
[
DKL
(
pi−1(γ2), α
)
− DKL
(
pi−1(γ2), pi−1((1− λ)γ1 + λγ2)
) ]
. 
Proof
Since for γ ∈ pi(Θ):
DKL
(
pi−1(γ), α
)
=
(
pi−1(γ)− α
)′
γ− κ
(
pi−1(γ)
)
+ κ(α)
⇐⇒ − α′γ = DKL
(
pi−1(γ), α
)
−pi−1(γ)′γ+ κ
(
pi−1(γ)
)
− κ(α), (5.56)
by using Theorem 3.19, iv), we can deduce that
DKL
(
pi−1((1− λ)γ1 + λγ2), α
)
=
(
pi−1((1− λ)γ1 + λγ2)− α
)′
[(1− λ)γ1 + λγ2]− κ
(
pi−1((1− λ)γ1 + λγ2)
)
+ κ(α)
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= (1− λ)
[
pi−1((1− λ)γ1 + λγ2)′γ1 − α′γ1 − κ
(
pi−1((1− λ)γ1 + λγ2)
)
+ κ(α)
]
+ λ
[
pi−1((1− λ)γ1 + λγ2)′γ2 − α′γ2 − κ
(
pi−1((1− λ)γ1 + λγ2)
)
+ κ(α)
]
(5.56)
= (1− λ)
[
pi−1((1− λ)γ1 + λγ2)′γ1 + DKL
(
pi−1(γ1), α
)
−pi−1(γ1)′γ1
− κ
(
pi−1((1− λ)γ1 + λγ2)
)
+ κ
(
pi−1(γ1)
) ]
+ λ
[
pi−1((1− λ)γ1 + λγ2)′γ2 + DKL
(
pi−1(γ2), α
)
−pi−1(γ2)′γ2
− κ
(
pi−1((1− λ)γ1 + λγ2)
)
+ κ
(
pi−1(γ2)
) ]
= (1− λ)
[
DKL
(
pi−1(γ1), α
)
− DKL
(
pi−1(γ1), pi−1((1− λ)γ1 + λγ2)
) ]
+ λ
[
DKL
(
pi−1(γ2), α
)
− DKL
(
pi−1(γ2), pi−1((1− λ)γ1 + λγ2)
) ]
. 
Using the above lemma, we are now able to prove the uniqueness of the minimal enclosing
left-sided KL-ball:
(5.44) Lemma
Let α1, . . . , αn ∈ Θ. If the minimal enclosing left-sided KL-ball exists, then it is unique. 
Proof
Again, we notice that pi(Θ) is convex. Suppose there are two minimal enclosing balls
with radius R and distinct midpoints y∗ and y◦, respectively. Then we can deduce that:
DKL(y∗, αi) ≤ R and DKL(y◦, αi) ≤ R, 1 ≤ i ≤ n. (5.57)
Furthermore, there exist unique γ∗ and γ◦ in pi(Θ), s.t. pi−1(γ∗) = y∗ and pi−1(γ◦) = y◦.
Since pi(Θ) is convex, (1− λ)γ◦ + λγ∗ ∈ pi(Θ) and thus pi−1((1− λ)γ◦ + λγ∗) ∈ Θ,
λ ∈ [0, 1].
So, looking at DKL
(
pi−1((1− λ)γ◦ + λγ∗), αi
)
, 1 ≤ i ≤ n, we can deduce that:
DKL
(
pi−1((1− λ)γ◦ + λγ∗), αi
)
La 5.43
= (1− λ)
[
DKL
(
pi−1(γ◦), αi
)
− DKL
(
pi−1(γ◦), pi−1((1− λ)γ◦ + λγ∗)
) ]
+ λ
[
DKL
(
pi−1(γ∗), αi
)
− DKL
(
pi−1(γ∗), pi−1((1− λ)γ◦ + λγ∗)
) ]
127
5. Classification in Exponential Families with Applications to SOSs
(5.57)
≤ (1− λ)
[
R− DKL
(
pi−1(γ◦), pi−1((1− λ)γ◦ + λγ∗)
) ]
+ λ
[
R− DKL
(
pi−1(γ∗), pi−1((1− λ)γ◦ + λγ∗)
) ]
= R−
[
(1− λ)DKL
(
pi−1(γ◦), pi−1((1− λ)γ◦ + λγ∗)
)
+ λDKL
(
pi−1(γ∗), pi−1((1− λ)γ◦ + λγ∗)
) ]
< R, 1 ≤ i ≤ n, λ ∈ (0, 1).
So, we found an enclosing left-sided KL-ball with radius smaller than R and its midpoint
lying on the geodesic connecting γ∗ and γ◦ in the expectation parameter space mapped
to the natural parameter space by means of pi−1. This proves the lemma. 
The uniqueness of the minimal enclosing left-sided Bregman ball is already stated in
Nock and Nielsen (2005). The proof is omitted there. In Zürcher (2007), Lemma 3.2, one
can find a proof of the uniqueness, again for the case of convex level sets. He also applied
his results to left-sided Bregman balls.
Another question that arises is, if there exist locally minimal KL-balls, that are KL-balls
with midpoint y◦ say, s.t. for any y in a neighborhood of y◦:
max
1≤i≤n
DKL(y◦, αi) < max
1≤i≤n
DKL(y, αi).
An answer to this question is provided by the following lemma:
(5.45) Lemma
Assume that the minimal enclosing left-sided KL-ball of α1, . . . , αn ∈ Θ exists. Then there
is no locally minimal enclosing left-sided KL-ball enclosing all the points, but the globally
minimal one. 
Proof
Suppose that the globally minimal left-sided KL-ball enclosing all the points has midpoint
y∗ and radius R∗. Let y ∈ Θ, arbitrary, and let the minimal enclosing left-sided KL-ball
with fixed midpoint y have radius R > R∗. Then:
DKL(y∗, αi) ≤ R∗ and DKL(y, αi) ≤ R, 1 ≤ i ≤ n. (5.58)
Furthermore, there exist γ∗ and γ in pi(Θ), s.t. pi(γ∗) = y∗ and pi(γ) = y and since
pi(Θ) is convex, (1− λ)γ+ λγ∗ ∈ pi(Θ) for λ ∈ [0, 1].
Then, using Lemma 5.43, we deduce that
DKL
(
pi−1((1− λ)γ+ λγ∗), αi
)
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= (1− λ)
[
DKL
(
pi−1(γ), αi
)
− DKL
(
pi−1(γ), pi−1((1− λ)γ+ λγ∗)
) ]
+ λ
[
DKL
(
pi−1(γ∗), αi
)
− DKL
(
pi−1(γ∗), pi−1((1− λ)γ+ λγ∗)
) ]
≤ (1− λ)
[
R− DKL
(
pi−1(γ), pi−1((1− λ)γ+ λγ∗)
) ]
+ λ
[
R∗ − DKL
(
pi−1(γ∗), pi−1((1− λ)γ+ λγ∗)
) ]
< R,
for all λ ∈ (0, 1] and 1 ≤ i ≤ n. Thus the radius decreases, if we transfer the midpoints
to the space pi(Θ), move it along the geodesic from γ to γ∗ and then map it back to the
natural parameter space by means of pi−1. So, there is always a radius reducing direction
for any y 6= y∗. 
This result is very helpful, if one wants to create an approximating algorithm to find the
smallest enclosing left-sided KL-ball, because this algorithm cannot converge in an only
locally optimal solution.
The minimal enclosing left-sided KL-ball furthermore has the following intuitive proper-
ties:
(5.46) Lemma
Assume that the minimal enclosing left-sided KL-ball of α1, . . . , αn ∈ Θ exists. Then it has
a subset of points {αi1 , . . . , αik} ⊆ {α1, . . . , αn}, 2 ≤ k ≤ n, on its boundary. Furthermore,
it is the smallest left-sided KL-ball that encloses {αi1 , . . . , αik}. 
Proof
Let y∗ be the midpoint and R∗ be the radius of the minimal enclosing left-sided KL-ball
containing α1, . . . , αn.
Suppose now that there is non of these points on the boundary of the ball. Then
R◦ := max1≤i≤n DKL(y∗, αi) < R∗. Thus, the ball with midpoint y∗ and Radius R◦
encloses all the points as well and is smaller than the smallest enclosing ball, which leads
to a contradiction. Suppose now that only one point, w.l.o.g. α1, lies on the boundary.
Then, we can move y∗ along the line
{
pi−1 ((1− λ)pi(y∗) + λpi(α1)) : λ ∈ [0, 1]
}
and
shrink the radius to DKL
(
pi−1 ((1− λ)pi(y∗) + λpi(α1)) , α1
)
, until another point joins
the boundary. Again, we constructed a smaller enclosing ball and therefore, at least two
points lie on the boundary of the minimal enclosing left-sided KL-ball.
Hence, we know that at least some of the points α1, . . . , αn are contained in the boundary
of K(l)R∗(y∗). So let {αi1 , . . . , αik} be those points and suppose that K(l)R∗(y∗) is not the
129
5. Classification in Exponential Families with Applications to SOSs
smallest enclosing ball of those points. Let y◦ be the midpoint of the smallest enclosing
ball with radius R◦ < R∗. Then we obtain for 1 ≤ j ≤ k that
DKL
(
pi−1((1− λ)γ◦ + λγ∗), αij
)
La 5.43
= (1− λ)
[
DKL
(
pi−1(γ◦), αij
)
− DKL
(
pi−1(γ◦), pi−1((1− λ)γ◦ + λγ∗)
) ]
+ λ
[
DKL
(
pi−1(γ∗), αij
)
− DKL
(
pi−1(γ∗), pi−1((1− λ)γ◦ + λγ∗)
) ]
≤ (1− λ)R◦ + λR∗.
Therefore, the function
g : [0, 1]→ [0,∞), λ 7→ max
1≤j≤k
DKL
(
pi−1((1− λ)γ◦ + λγ∗), αij
)
satisfies g(λ) < R∗, for any λ ∈ [0, 1). Furthermore, since for every α ∈ {α1, . . . , αn} \
{αi1 , . . . , αik} it holds that
DKL (y∗, α) < R∗,
there exists an ε > 0, s.t. maxα∈{α1,...,αn}\{αi1 ,...,αik} DKL
(
pi−1((1− λ)γ◦ + λγ∗), α) < R∗,
for every λ ∈ [1− ε, 1]. So, if we replace the midpoint y∗ by pi−1((1− λ)γ◦ + λγ∗) for
any λ ∈ [1− ε, 1) and set the radius to max1≤i≤n DKL
(
pi−1((1− λ)γ◦ + λγ∗), αi
)
< R∗,
then we have constructed a ball that encloses the whole set of points {α1, . . . , αn} and is
smaller than the minimal enclosing ball of this set, which is a contradiction. Therefore,
the minimal enclosing ball of α1, . . . , αn is the same as the minimal enclosing ball of
{αi1 , . . . , αik}. 
Zürcher (2007), Lemma 3.3, proves that any point which is properly contained in the
minimal enclosing ball, has no influence at all on its midpoint or its radius. Again, the
proof is based on the assumption of convex level sets.
A simple consequence of the above is:
(5.47) Corollary
Assume that the minimal enclosing left-sided KL-ball of α1, . . . , αn ∈ Θ exists. If for no
proper subset {αi1 , . . . , αik} ( {α1, . . . , αn} the minimal enclosing left-sided KL-ball of the
subset contains all the points {α1, . . . , αn}, then the left-sided KL-ball with {α1, . . . , αn}
on its boundary exists and is the smallest one containing all these points. 
Proof
This is an immediate consequence of Lemma 5.46. 
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Thus, we know that a subset of the points {α1, . . . , αn} lies on the boundary of the minimal
enclosing left-sided KL-ball. So we are interested in a method to find the smallest ball
with a specified set of points on its boundary:
(5.48) Lemma
Consider a regular exponential family and distinct points α1, . . . , αn ∈ Θ. Then
i) EDP(α1, . . . , αn) : =
{
y ∈ Θ : DKL(y, αi) = DKL(y, αj), 1 ≤ i < j ≤ n
}
= pi−1
pi(Θ) ∩ ⋂
2≤j≤n
H(α1, αj)

where H(α, β) := {γ ∈ Rr : (α− β)′γ = κ(α)− κ(β)} is an (r− 1)-dimensional hy-
perplane. Furthermore, there cannot be two equal hyperplanes and if one point can
be written as a convex combination of the others, then EDP(α1, . . . , αn) = ∅.
ii) If the Lagrangian function
Λ(λ2, . . . ,λn, y) := DKL(y, α1) +
n
∑
l=2
λl
(
(α1 − αl)′pi(y)− κ(α1) + κ(αl)
)
has a critical point (λ∗2 , . . . ,λ∗n, y∗) with y∗ ∈ Θ, then y∗ = (1 − ∑nl=2 λ∗l )α1 +
∑nl=2 λ
∗
l αl and is the unique global minimum of DKL(y, α1), y ∈ EDP(α1, . . . , αn). 
Proof
i) DKL(y, α1) = DKL(y, αj) ⇐⇒ (α1 − αj)′pi(y) = κ(α1)− κ(αj), 2 ≤ j ≤ n,
which are (r− 1)-dimensional hyperplanes in pi(y). Since all those equalities need
to hold, our solution lies in the intersection of those hyperplanes.
Suppose now that two hyperplanes H(α1, αj) and H(α1, αi) are equal. Then there
exists a constant c ∈ R \ {0} s.t.
c(α1 − αi) = α1 − αj
c(κ(α1)− κ(αi)) = κ(α1)− κ(αj)
⇐⇒

(1− c)α1 + cαi = αj
(1− c)κ(α1) + cκ(αi) = κ(αj).
W.l.o.g. we can assume that c ∈ (0, 1) (otherwise divide by (c − 1) or by −c and
rearrange) and thus, we know that one vector is the convex combination of the
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others. Since κ is a strictly convex function (1− c)κ(α1) + cκ(αi) > κ((1− c)α1 +
cαi) = κ(αj). I.e., there can only be parallel hyperplanes but no equal ones.
Suppose furthermore that one of the points can be written as a convex combination
of the others. Assume w.l.o.g. that αn = ∑n−1i=1 λiαi. Now, if γ is such that
(α1 − αi)′γ = κ(α1)− κ(αi), 1 ≤ i ≤ n− 1,
i.e. γ ∈ ⋂
2≤j≤n−1
H(α1, αj), then
(
α1 −
n−1
∑
i=1
λiαi
)′
γ =
n−1
∑
i=1
λi(α1 − αi)′γ = κ(α1)−
n−1
∑
i=1
λiκ(αi)
La A.1
< κ(α1)− κ
(
n−1
∑
i=1
λiαi
)
,
and thus γ /∈ H(α1, αn). So ⋂
2≤j≤n
H(α1, αj) = ∅.
ii) We are looking for a solution to the problem
min
y∈EDP(α1,...,αn)
DKL(y, α1).
Defining
f : Θ→ R, y 7→ DKL(y, α1) and gj : Θ→ R, y 7→ (α1 − αj)′pi(y)− κ(α1) + κ(αj),
1 ≤ j ≤ n, this is equivalent to (see i)):
min
y∈Θ
f (y) s.t. gj(y) = 0, j = 2, . . . , n.
Therefore, the Lagrangian function is
Λ(λ2, . . . ,λn, y) : = DKL(y, α1) +
n
∑
l=2
λl
(
(α1 − αl)′pi(y)− κ(α1) + κ(αl)
)
=
(
y−
[(
1−
n
∑
l=2
λl
)
α1 +
n
∑
l=2
λlαl
])′
pi(y)− κ(y)
+
(
1−
n
∑
l=2
λl
)
κ(α1) +
n
∑
l=2
λlκ(αl).
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Then
∇yΛ(λ2, . . . ,λn, y) =
(
y−
[(
1−
n
∑
l=2
λl
)
α1 +
n
∑
l=2
λlαl
])′
∇pi(y) != 0
⇐⇒ y =
(
1−
n
∑
l=2
λl
)
α1 +
n
∑
l=2
λlαl,
since ∇pi(y) is positive definite and thus invertible. Furthermore:
∂
∂λj
Λ(λ2, . . . ,λn, y)|y=(1−∑nl=2 λl)α1+∑nl=2 λlαl
= (α1 − αj)′pi
{(
1−
n
∑
l=2
λl
)
α1 +
n
∑
l=2
λlαl
}
− κ(α1) + κ(αj) != 0, 2 ≤ j ≤ n.
Assume now that there exists a solution for λ2, . . . ,λn, λ∗2 , . . . ,λ∗n say, such that
y∗ =
(
1−∑nl=2 λ∗l
)
α1 +∑nl=2 λ
∗
l αl ∈ Θ. Then, using DKL(y, y∗) ≥ 0, we obtain:
f (y∗) = Λ(λ∗2 , . . . ,λ∗n, y∗) = −κ(y∗) +
(
1−
n
∑
l=2
λ∗l
)
κ(α1) +
n
∑
l=2
λ∗l κ(αl)
≤ (y− y∗)′pi(y)− κ(y) +
(
1−
n
∑
l=2
λ∗l
)
κ(α1) +
n
∑
l=2
λ∗l κ(αl)
= Λ(λ∗2 , . . . ,λ∗n, y) = f (y) +
n
∑
l=2
λ∗l gl(y)︸ ︷︷ ︸
=0
= f (y), y ∈ EDP(α1, . . . , αn),
with equality, if and only if y = y∗. Thus the minimum is global and unique. 
Lemma 5.48 shows that pi (EDP(α1, . . . , αn)) is a convex set as the intersection of convex
sets.
It also tells us that the midpoint of the ball that has α1, . . . , αn on its boundary, given it
exists, lies in the intersection of the hyperplane with support vector α1 and spanned by
the direction vectors αj − α1, 2 ≤ j ≤ n, with the set EDP(α1, . . . , αn).
Clearly, the smallest left-sided KL-ball with α1, . . . , αn on its boundary is in general not
the smallest left-sided KL-ball enclosing α1, . . . , αn, as can bee seen in Figure 5.4 for the
case of n = 3. Plot (a) shows the minimal enclosing left-sided KL-ball for the three points
and its midpoint (black cross) lies on the line joining the two border points. Plot (b)
shows the minimal enclosing left-sided KL-ball that has all three points on its boundary.
Its radius is much higher than the one of the smallest enclosing ball.
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(a) Minimal enclosing ball - radius 0.465
(b) Ball with all three points on the boundary - radius 0.695
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(c) Same as (b) and the green point is the midpoint of (a)
Figure 5.4.: Two enclosing left-sided KL-balls on the same set of points in SOSs
As one can also see, the midpoint of Figure 5.4 (b) (black cross) does not lie in the orange
triangle, which is the convex combination of the points that lie on the border of the left-
sided KL-ball, or equivalently, the angle that is formed by the highest blue border point,
the midpoint and the lowest blue border point is greater than 180◦. Indeed, every time
the midpoint does not lie in conv{αi1 , . . . , αik}, which is the convex combination of all the
points {αi1 , . . . , αik} ⊆ {α1, . . . , αn} that lie on the border of the constructed ball, then the
ball is not the minimal enclosing one:
(5.49) Lemma
Let α1, . . . , αn ∈ Θ and A := conv{α1, . . . , αn} be their convex hull. Assume furthermore
that the minimal ball with α1, . . . , αn ∈ Θ on its boundary exists with midpoint y◦ ∈ Θ
and radius R◦ > 0. If y◦ /∈ A, then there exists a y∗ ∈ A s.t. DKL(y◦, αi) > DKL(y∗, αi),
for all 1 ≤ i ≤ n. 
Proof
First of all notice that from Lemma 5.48, i), none of α1, . . . , αn can be a convex combination
of the others.
Now, since y◦ /∈ A, we can put a left-sided KL-ball around y◦ and enlarge it until it
touches A in one point, y∗ say. From Boissonnat et al. (2010), Lemma 6, we know that y∗
is unique.
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Furthermore, y∗ cannot be one of the corner points α1, . . . , αn, since y◦ ∈ EDP(α1, . . . , αn).
So, we can write y∗ as a convex combination of α1, . . . , αn, y∗ = ∑ni=1 λ∗i αi, where at least
two of the multipliers λ∗i are different from zero. Let w.l.o.g. λ
∗
1 , . . . ,λ
∗
m, 2 ≤ m ≤ n be the
multipliers greater than zero and λ∗m+1 = · · · = λ∗n = 0 . Then y∗ ∈ conv{α1, . . . , αm} =:
A∗ and
min
y∈A
DKL(y◦, y) = min
y∈A∗
DKL(y◦, y) = DKL(y◦, y∗).
Furthermore, by the choice of the indices 1, . . . , m:
min
y∈A∗
DKL(y◦, y) = min
(λ2,...,λm)∈Λ
DKL
(
y◦,
(
1−
m
∑
i=2
λi
)
α1 +
m
∑
i=2
λiαi
)
,
where Λ := {(λ2, . . . ,λm) : ∑mi=2 λi < 1, λi > 0, 1 ≤ i ≤ m}. Since Λ is an open set and
(λ∗2 , . . . ,λ∗m) ∈ Λ, a necessary condition for the minimum y∗ is:
∂
∂λi
DKL
(
y◦,
(
1−
m
∑
i=2
λi
)
α1 +
m
∑
i=2
λiαi
)∣∣∣∣∣
(λ2,...,λm)=(λ∗2 ,...,λ∗m)
= (αi − α1)′(pi(y∗)−pi(y◦)) = 0, 2 ≤ i ≤ m,
and clearly, also (α1 − α1)′(pi(y∗)−pi(y◦)) = 0. Analogously, we obtain:
(αi − αj)′(pi(y∗)−pi(y◦)) = 0, 1 ≤ i ≤ m, 1 ≤ j ≤ m,
=⇒ (y∗ − αj)′(pi(y∗)−pi(y◦)) =
m
∑
i=1
λ∗i (αi − αj)′(pi(y∗)−pi(y◦)) = 0, 1 ≤ j ≤ m,
(5.59)
with λ∗1 = 1−∑mi=2 λ∗i . Therefore, Theorem 3.31 implies that
DKL(y◦, αj) = DKL(y∗, αj) + DKL(y◦, y∗), 1 ≤ j ≤ m, (5.60)
DKL(y◦,y∗)>0
=⇒ DKL(y◦, αj) > DKL(y∗, αj), 1 ≤ j ≤ m.
We notice that
y∗ ∈ EDP(α1, . . . , αm) (5.61)
and keep in mind that for the projection y⊥ of a point y onto a closed convex set C it
holds that the geodesic joining pi(y⊥) and pi(y) intersects orthogonally with C in y⊥
(cf., e.g., Amari and Nagaoka (2000), Corollary 3.9, Amari (2009), section 2.5, Nielsen and
Nock (2009), Theorem 2.2). This is basically what we have shown in (5.59).
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Now, we need to analyze the points αj, m + 1 ≤ j ≤ n. For this reason, we define
Λm+1j :=
{
(λ2, . . . ,λm,λj) :
m
∑
i=2
λi + λj < 1, λi > 0, 1 ≤ i ≤ m,λj ≥ 0
}
, m + 1 ≤ j ≤ n.
Then, we can deduce for m + 1 ≤ j ≤ n:
min
(λ2,...,λm,λj)∈Λm+1j
DKL
(
y◦,
(
1−
m
∑
i=2
λi − λj
)
α1 +
m
∑
i=2
λiαi + λjαj
)
= DKL (y◦, y∗)
and by definition of y∗:
∂
∂λj
DKL
(
y◦,
(
1−
m
∑
i=2
λi − λj
)
α1 +
m
∑
i=2
λiαi + λjαj
)∣∣∣∣∣
(λ2,...,λm,λj)=(λ∗2 ,...,λ∗m,0)
= (αj − α1)′(pi(y∗)−pi(y◦)) ≥ 0, m + 1 ≤ j ≤ n,
and analogously:
(αj − αi)′(pi(y∗)−pi(y◦)) ≥ 0, m + 1 ≤ j ≤ n, 1 ≤ i ≤ m,
=⇒ (y∗ − αj)′(pi(y∗)−pi(y◦)) =
m
∑
i=1
λ∗i (αi − αj)′(pi(y∗)−pi(y◦)) ≤ 0, m + 1 ≤ j ≤ n.
Now, using Theorem 3.31, we can deduce that
DKL(y◦, αj) ≥ DKL(y∗, αj) + DKL(y◦, y∗), m + 1 ≤ j ≤ n, (5.62)
DKL(y◦,y∗)>0
=⇒ DKL(y◦, αj) > DKL(y∗, αj), m + 1 ≤ j ≤ n.
Since DKL(y◦, αj) = R◦, 1 ≤ j ≤ n, the left-sided KL-ball with midpoint y∗ and radius
DKL(y∗, α1)
(5.60),(5.62)
= DKL(y◦, α1)−DKL(y◦, y∗) < R◦ contains all the points α1, . . . , αn.
An example for the above is presented in Figure 5.4 (c), where the black cross is the
midpoint of both red balls and the smaller red ball is the one that touches the set of all
possible convex combinations of the blue diamonds in one point. This point, marked
with a green dot, is actually the midpoint of the ball in 5.4 (a), which is the midpoint of
the minimal enclosing left-sided KL-ball. The fact that we end up with the midpoint of
the minimal enclosing ball here is no coincidence, as we will see later. Note that the proof
of the above lemma provides that the radius of the small red ball in (c) is equal to the
difference of the radii of the two balls in (a) and (b), i.e. 0.695− 0.465 = 0.23.
Now, we can deduce that the midpoint of the minimal enclosing left-sided KL-ball needs
to be a convex combination of the set of points that lie on its boundary:
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(5.50) Lemma
Let α1, . . . , αn ∈ Θ. Furthermore, let {αi1 , . . . , αim} ⊆ {α1, . . . , αn} be the points on the
boundary of the minimal enclosing left-sided KL-ball K(l)R∗(y∗) that contains α1, . . . , αn.
Then the midpoint of this ball y∗ is a convex combination of αi1 , . . . , αim . 
Proof
Suppose y∗ is no convex combination of αi1 , . . . , αim . Then, with Lemma 5.49 there exists
a point y◦, s.t. y◦ is a convex combination of a subset of αi1 , . . . , αim and DKL(y∗, αij) >
DKL(y◦, αij), for 1 ≤ j ≤ m. Therefore, for γ∗ := pi(y∗) and γ◦ := pi(y◦) we can deduce
that
DKL
(
pi−1((1− λ)γ◦ + λγ∗), αij
)
La. 5.43
= (1− λ)
[
DKL
(
pi−1(γ◦), αij
)
− DKL
(
pi−1(γ◦), pi−1((1− λ)γ◦ + λγ∗)
) ]
+ λ
[
DKL
(
pi−1(γ∗), αij
)
− DKL
(
pi−1(γ∗), pi−1((1− λ)γ◦ + λγ∗)
) ]
≤ (1− λ)DKL(y◦, αij) + λDKL(y∗, αij) < DKL(y∗, αij),
for λ ∈ [0, 1), 1 ≤ j ≤ m. Furthermore, since for every α ∈ {α1, . . . , αn} \ {αi1 , . . . , αim} it
holds that
DKL (y∗, α) < R∗,
there exists an ε > 0, s.t. maxα∈{α1,...,αn}\{αi1 ,...,αim} DKL
(
pi−1((1− λ)γ◦ + λγ∗), α) < R∗,
for every λ ∈ [1− ε, 1]. So, if we replace the midpoint y∗ by pi−1((1− λ)γ◦ + λγ∗) for
some λ ∈ [1− ε, 1) and set the radius to max1≤i≤n DKL
(
pi−1((1− λ)γ◦ + λγ∗), αi
)
< R∗,
then we have constructed a ball that encloses all the points α1, . . . , αn and is smaller than
the minimal enclosing ball K(l)R∗(y∗), which is a contradiction. Therefore, the midpoint of
the minimal enclosing left-sided KL-ball is a convex combination of the points that lie on
its boundary. 
With the notation of Definition 5.32, Nock and Nielsen (2005) prove that the minimal en-
closing left-sided Bregman ball B(l)R∗,φ(c∗) of the set {s1, . . . , sn} ⊂ S has as its midpoint
c∗ = (∇φ)−1
(
n
∑
i=1
λi∇φ(si)
)
,
with all λi ≥ 0, and ∑ni=1 λi = 1. Using Lemma 5.33 and identifying φ with κ∗, S
with pi(Θ) and {s1, . . . , sn} with {pi(α1), . . . ,pi(αn)}, this also leads to the result that the
midpoint of the minimal enclosing left-sided KL-ball is given by
y∗ =
n
∑
i=1
λiαi,
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with all λi ≥ 0 and ∑ni=1 λi = 1. For their proof Nock and Nielsen use a Lagrangian
approach and the Karush-Kuhn-Tucker condition that all λi ≥ 0, whereas the proofs in
the present thesis are mostly based on geometric approaches and provide a better insight
into the underlying geometrical structure.
The above lemma clearly implies
(5.51) Corollary
Given the situation of Lemma 5.50, then y∗ = ∑mj=1 λ∗ijαij and (λ
∗
i2
, . . . ,λ∗im , y
∗) is a critical
point of the associated Lagrangian function
Λ(λ2, . . . ,λm, y) := DKL(y, αi1) +
m
∑
l=2
λl
(
(αi1 − αil)′pi(y)− κ(αi1) + κ(αil)
)
since y∗ ∈ EDP(αi1 , . . . , αim). 
The midpoint of the minimal enclosing right-sided KL-ball does not necessarily lie in
the convex combination of its border points. An illustration can be found in Figure
5.5. In (a), the minimal enclosing right-sided KL-ball of the three points is plotted. Its
midpoint (black cross) lies in the set
{
pi−1 ((1− λ)pi(α1) + λpi(α2)) : λ ∈ [0, 1]
}
(orange
line), where α1 and α2 are the two points that lie on the boundary of the ball. In (b), the big
red ball is the right-sided KL-ball with all points on the boundary. The orange lines are the
sets
{
pi−1
(
(1− λ)pi(αi) + λpi(αj)
)
: λ ∈ [0, 1]}, with αi and αj the respective endpoints.
The black cross is the midpoint of both red balls and the small red ball is the one that
touches the closest orange line in one point (green dot). This point is, again, the midpoint
of the smallest enclosing ball. The radius of the small red ball is 1.207− 0.846 = 0.361.
Now, we want to show that any enclosing left-sided KL-ball, whose midpoint lies in
the set of convex combinations generated by the points on his boundary, is a minimal
enclosing left-sided KL-ball w.r.t. the points it encloses. For this purpose, we first need to
prove the following auxiliary lemma:
(5.52) Lemma
Given distinct points α1, . . . , αn ∈ Θ and let A := conv(α1, . . . , αn). For y◦, y∗ ∈ A,
y◦ 6= y∗ it holds: There exists an index k ∈ {1, . . . , n} and l ∈ {1, . . . , n}, s.t.
DKL(y∗, αk) < DKL(y◦, αk) and DKL(y∗, αl) > DKL(y◦, αl). 
Proof
Since y◦, y∗ ∈ A, there exist λ∗1 , . . . ,λ∗n ≥ 0 and λ◦1 , . . . ,λ◦n ≥ 0, ∑ni=1 λ∗i = 1 and ∑ni=1 λ◦i =
1, s.t. y◦ = ∑ni=1 λ◦i αi and y
∗ = ∑ni=1 λ∗i αi. Defining
Bi : = DKL(y◦, αi)− DKL(y∗, αi)
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(a) Minimal enclosing right-sided KL-ball - radius 0.846
(b) right-sided KL-ball with all three points on the boundary - radius 1.207
Figure 5.5.: Two enclosing right-sided KL-balls on the same set of points in SOSs
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= (y◦ − αi)′pi(y◦)− κ(y◦)− (y∗ − αi)′pi(y∗) + κ(y∗), 1 ≤ i ≤ n,
and summing up
n
∑
i=1
λ◦i Bi = (y
◦ − y∗)′pi(y∗) + κ(y∗)− κ(y◦) = −DKL(y∗, y◦) < 0,
we deduce that at least one of the summands must be smaller than zero. Doing another
summation
n
∑
i=1
λ∗i Bi = (y
◦ − y∗)′pi(y◦) + κ(y∗)− κ(y◦) = DKL(y◦, y∗) > 0,
we can deduce that at least one summand must be greater than zero. This proves the
lemma. 
Using this lemma, we can now proof the following:
(5.53) Lemma
Given α1, . . . , αn ∈ Θ and an enclosing KL-ball K(l)R∗(y∗) such that a subset {αj1 , . . . , αjm}
of {α1, . . . , αn} lies on the boundary of K(l)R∗(y∗). Furthermore, let y∗ ∈ conv(αj1 , . . . , αjm).
Then K(l)R∗(y∗) is the minimal enclosing ball for the set of points α1, . . . , αn. 
Proof
In the following, we denote A := conv(αj1 , . . . , αjm) for abbreviation.
Since the KL divergence from y∗ to any of αj1 , . . . , αjm is always the same, Lemma 5.52
provides that max1≤i≤m DKL(y◦, αji) > R∗ for all y◦ ∈ A, y◦ 6= y∗. Thus y∗ is the point
that minimizes max1≤i≤m DKL(y, αji) over y ∈ A.
By Lemma 5.50, the midpoint of the smallest enclosing left-sided KL-ball must always be
a convex combination of the points that lie on its boundary. So, the smallest enclosing
left-sided KL-ball of αj1 , . . . , αjm must also have its midpoint in A and thus, no point
outside of A can produce a smaller radius than the midpoint in A that produces the
smallest radius. Hence, y∗ is the midpoint of the smallest enclosing left-sided KL-ball of
αj1 , . . . , αjm and, since the smallest enclosing left-sided KL-ball of α1, . . . , αn clearly has a
radius greater than or equal to the radius of the smallest enclosing left-sided KL-ball of a
subset of these points and since α1, . . . , αn are enclosed in the smallest enclosing left-sided
KL-ball around αj1 , . . . , αjm , y
∗ is the midpoint of the smallest enclosing left-sided KL-ball
of α1, . . . , αn. 
So, every time we find an enclosing left-sided KL-ball whose midpoint is a convex combi-
nation of the points on its boundary, then it is minimal enclosing for the points it encloses.
Therefore, the fact that the projection in Figure 5.4 (c), i.e. the green dot, is the midpoint
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Figure 5.5.: Some minimal enclosing left-sided KL-balls for SOSs
of the minimal enclosing left-sided KL-ball is no coincidence. That is, because when we
start with a ball that has all the points α1, . . . , αn on its boundary, then the proof of Lemma
5.49, and especially equation (5.61), tells us that for a subset {αi1 , . . . , αim} ⊆ {α1, . . . , αn}
the projected point y∗ ∈ EDP(αi1 , . . . , αim). Furthermore, y∗ is a convex combination of
αi1 , . . . , αim and the points {α1, . . . , αn} \ {αi1 , . . . , αim} lie closer to y∗, than αi1 . Therefore,
Lemma 5.53 provides that y∗ is the midpoint of the minimal enclosing ball of α1, . . . , αn.
In Figure 5.5, one can find several minimal enclosing left-sided KL-balls for randomly
generated sets of points. Again, the crosses mark the midpoints of the balls. Minimal
enclosing left-sided Bregman-balls can for example be found in Nielsen and Nock (2008).
In Nock and Nielsen (2005) and Nielsen and Nock (2006), algorithms are discussed to
find the minimal enclosing left-sided Bregman ball.
Lower dimensional left-sided KL-balls
Assume now that the points are concentrated on a hyperplane of dimension smaller than
or equal to r− 1, or that all points but a few outliers - compared to the total number of
points - do so. In this case, it seems convenient not to look at the smallest r-dimensional
enclosing left-sided KL-ball, but at the smallest left-sided KL-ball that encloses the points
and has dimension equal to the dimension of the hyperplane.
(5.54) Definition (Lower dimensional left-sided KL-ball)
Assume a hyperplane H ⊂ Rr with dimension smaller than or equal to r − 1. A lower
dimensional left-sided KL-ball w.r.t. H, with midpoint y∗ ∈ H and radius R∗ ≥ 0 is given
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by:
{y ∈ H : DKL(y∗, y) ≤ R∗}. 
See Figure 5.6 for a visualization of a lower dimensional left-sided KL-ball: Plot (a) shows
the smallest two-dimensional enclosing left-sided KL-ball (red) without consideration of
the outlier and the smallest one-dimensional enclosing left-sided KL-ball (orange line
joining the two blue border points), which is the intersection of the black line, i.e. the
hyperplane, and the left-sided KL-ball. Note that the midpoint is the same for both KL-
balls. Plot (b) contains the same set of points, but the red ball is the minimal enclosing
left-sided KL-ball for all the points, including the outlier. The green point is the point on
the black line that lies closest to the midpoint of the big red ball in the KL sense, i.e. the
projection of the midpoint of the red ball to the hyperplane. Note that the green point is
the midpoint in plot (a).
In Lemma 5.56, we will show that the intersection of a left-sided KL-ball and a hyper-
plane is a lower dimensional left-sided KL-ball. For the proof, we will need an auxiliary
lemma:
(5.55) Lemma
For a Hyperplane H and a left-sided KL-ball K(l)R◦(y◦), s.t. H∩K(l)R◦(y◦) 6= ∅ it holds that
conv(H∩ ∂K(l)R◦(y◦)) = H∩K(l)R◦(y◦).
Furthermore, for any x ∈ H ∩ K(l)R◦(y◦) and any x1 ∈ H ∩ ∂K(l)R◦(y◦) there exists a x2 ∈
H ∩ ∂K(l)R◦(y◦), s.t. x can be written as a convex combination of x1 and x2. 
Proof
The inclusion „⊆“ is trivial.
For „⊇“, we first note that the case |H ∩ K(l)R◦(y◦)| = 1 is trivial. Therefore, we assume in
the following that |H ∩K(l)R◦(y◦)| ≥ 2. Suppose now that x ∈ H∩K(l)R◦(y◦). Then, we need
to show that there exist λ ∈ [0, 1], x1 and x2 in H ∩ ∂K(l)R◦(y◦), s.t. x = (1− λ)x1 + λx2.
If x ∈ H ∩ ∂K(l)R◦(y◦), then we are finished. Otherwise, let x1 ∈ H ∩ ∂K(l)R◦(y◦), arbitrary.
Then {(1 − c)x1 + cx : c ∈ R} ⊆ H and DKL(y◦, (1 − c)x1 + cx) = R◦, for c = 0 and
DKL(y◦, (1− c)x1 + cx) < R◦, for c = 1. Since furthermore, for growing c, (1− c)x1 + cx
gets „closer“ to ∂Θ or grows infinitely large, there exists a c◦ > 1, s.t. DKL(y◦, (1− c◦)x1 +
c◦x) = R◦ (cf. (5.45)). Then define x2 := (1− c◦)x1 + c◦x ∈ H ∩ ∂K(l)R◦(y◦) and note that
x = c
◦−1
c◦ x1 +
1
c◦ x2 is a convex combination of x1 and x2. This completes the proof. 
Now, we can show that the intersection of a hyperplane and a left-sided KL-ball results in
a lower dimensional left-sided KL-ball. The midpoint of this lower dimensional KL-ball
is the point on the hyperplane that has smallest KL divergence to the midpoint of the
left-sided KL-ball, i.e., it is given by its projection onto the hyperplane H.
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(a) Minimal enclosing ball without consideration of the outlier
(b) Minimal enclosing ball with outlier
Figure 5.6.: Points concentrated on a hyperplane with one outlier
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(5.56) Lemma
Given a hyperplane of dimension lower than or equal to r− 1,
H =
{
α1 +
n
∑
i=2
λi(αi − α1) : λi ∈ R, 2 ≤ i ≤ n
}
and a left-sided KL-ball K(l)R◦(y◦), s.t. H∩K(l)R◦(y◦) 6= ∅. Then H∩K(l)R◦(y◦) forms a lower
dimensional left-sided KL-ball w.r.t. H, with midpoint y∗ := argmin
y∈H∩K(l)R◦ (y◦)
DKL(y◦, y) and
radius R∗ := DKL(y∗, α) for any α ∈ H ∩ ∂K(l)R◦(y◦). 
Proof
If H ∩ ∂K(l)R◦(y◦) contains only one point, then we are finished. Thus, assume that |H ∩
∂K(l)R◦(y◦)| ≥ 2. Clearly, H∩K(l)R◦(y◦) is a convex set as it is the intersection of two convex
sets. First, we are going to show that for any two α1, α2 ∈ H ∩ ∂K(l)R◦(y◦) it holds that
DKL(y∗, α1) = DKL(y∗, α2) = R∗.
We obtain this by showing that for any α ∈ H ∩ ∂K(l)R◦(y◦):
DKL(y◦, α) = DKL(y∗, α) + DKL(y◦, y∗).
Since H ∩ K(l)R◦(y◦) is closed and bounded, Boissonnat et al. (2010), Lemma 6, provides
the existence and uniqueness of y∗.
Since |H ∩ ∂K(l)R◦(y◦)| ≥ 2, we can deduce that
y∗ ∈
(
H∩K(l)R◦(y◦)
)
\
(
H∩ ∂K(l)R◦(y◦)
)
.
As H ∩ K(l)R◦(y◦) 6= ∅, using Lemma 5.55, we deduce that for every α1 ∈ H ∩ ∂K(l)R◦(y◦)
there exists an α2 ∈ H ∩ ∂K(l)R◦(y◦), s.t.
y∗ ∈ {(1− λ)α1 + λα2 : λ ∈ (0, 1)} =: B,
which is attained at λ∗, say.
Then, min
α∈H∩K(l)R◦ (y◦)
DKL(y◦, α) = minα∈B DKL(y◦, α) = DKL(y◦, y∗) and
d
dλ
DKL(y◦, (1− λ)α1 + λα2)
∣∣∣∣
λ=λ∗
= (α2 − α1)′(pi(y∗)−pi(y◦)) = 0.
Therefore,
(y∗ − α1)′(pi(y∗)−pi(y◦)) = ((1− λ∗)α1 + λ∗α2 − α1)′(pi(y∗)−pi(y◦)) = 0
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and using Theorem 3.31, we obtain that:
DKL(y◦, α1) = DKL(y∗, α1) + DKL(y◦, y∗)
and hence that
DKL(y∗, α1) = R◦ − DKL(y◦, y∗) = R∗ (5.63)
for any α1 ∈ H ∩ ∂K(l)R◦(y◦). Furthermore, for any α ∈ H ∩ K(l)R◦(y◦), we know from
Lemma 5.55 that there exist α1, α2 ∈ H ∩ ∂K(l)R◦(y◦), s.t. α = (1 − λ)α1 + λα2 for one
λ ∈ [0, 1]. Now, from the convexity of DKL(y∗, .), we can deduce that
DKL(y∗, α) ≤ (1− λ)DKL(y∗, α1) + λDKL(y∗, α2) (5.63)= R∗
and therefore that
{α ∈ H : DKL(y∗, α) ≤ R∗} ⊇ H ∩K(l)R◦(y◦). (5.64)
Suppose now that there is an α ∈ H, α /∈ K(l)R◦(y◦), s.t. DKL(y∗, α) ≤ R∗. Note that y∗
is in the interior of K(l)R◦(y◦), because otherwise its distance to one of the points on the
boundary would be zero, which leads to a contradiction. So, since H is convex, the set
{(1− λ)α + λy∗ : λ ∈ [0, 1]} ⊂ H and there exists a 0 < δ < 1, s.t. (1− δ)α + δy∗ ∈
∂K(l)R◦(y◦), i.e. DKL(y∗, (1− δ)α+ δy∗)
(5.63)
= R∗. Now, since DKL is strictly convex in its
second argument:
R∗ = DKL(y∗, (1− δ)α+ δy∗) < (1− δ)DKL(y∗, α)︸ ︷︷ ︸
≤R∗
< R∗.
Thus, there can be no such α and therefore
{α ∈ H : DKL(y∗, α) ≤ R∗} ⊆ H ∩K(l)R◦(y◦). (5.65)
So, with (5.64) and (5.65)
{α ∈ H : DKL(y∗, α) ≤ R∗} = H∩K(l)R◦(y◦).
This concludes the proof. 
Of course, if all the points are concentrated on a hyperplane and if the enclosing left-sided
KL-ball is the minimal one for the set of points, it still remains minimal when we restrict
our space to the hyperplane, for if that would not be the case, then there is a lower
dimensional left-sided KL-ball with smaller radius in the hyperplane enclosing all the
points. Thus, we can take the same midpoint and same radius for an r-dimensional ball
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(a) Two outlier
(b) One outlier
Figure 5.7.: Minimal enclosing left-sided KL-ball with outliers and minimal lower dim.
enclosing left-sided KL-balls without outliers in the case of SOSs
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and obtain a smaller r-dimensional enclosing left-sided KL-ball, which is a contradiction
to the assumption that the first left-sided KL-ball was already minimal enclosing. If there
is an outlier (or more), this need not be the case as we can see in Figure 5.7 for the KL
divergence of SOSs: In both plots the red ball is the minimal enclosing left-sided KL-ball,
when we take into account all the points. The black ball is the minimal enclosing one,
when we leave out the outliers and the green line (i.e., the one that connects the two points
that lie on the boundary of the black ball) is the minimal lower dimensional enclosing left-
sided KL-ball of the point set without the outliers, w.r.t. the black hyperplane. The colored
crosses are the midpoints of the respectively colored balls. In plot (a) we have two outliers
that are responsible for the shape of the minimal enclosing left-sided KL-ball and in plot
(b) there is only one such outlier that, again, is responsible for the shape of the minimal
enclosing left-sided KL-ball. In both cases, the lower dimensional left-sided KL-ball is
larger when taken as the intersection of the red ball and the hyperplane, compared to the
intersection of the black ball and the hyperplane.
One might ask now, if the intersection of the boundary of two left-sided KL-balls forms
the boundary of a lower dimensional left-sided KL-ball. The following corollary shows,
that there is a point, s.t. every element in the intersection has same KL divergence to this
point.
(5.57) Corollary
For two left-sided KL-balls K(l)R◦(y◦) and K(l)R∗(y∗) it holds that
conv
{
∂K(l)R◦(y◦) ∩ ∂K(l)R∗(y∗)
}
is a lower dimensional left-sided KL-ball w.r.t. H, with midpoint
y := argmin
y∈H∩K(l)R◦ (y◦)
DKL(y◦, y)
and radius equal to R := DKL(y, α) for any α ∈ ∂K(l)R◦(y◦) ∩H. Herein, H is defined as
in (5.66). 
Proof
Clearly, conv
{
∂K(l)R◦(y◦) ∩ ∂K(l)R∗(y∗)
}
is a closed convex set and ∂K(l)R◦(y◦) ∩ ∂K(l)R∗(y∗) is
given by:
{α ∈ Θ : DKL(y◦, α) = R◦} ∩ {α ∈ Θ : DKL(y∗, α) = R∗}
={α ∈ Θ : DKL(y◦, α) = R◦}
∩ {α ∈ Θ : (y∗ − α)′pi(y∗)− κ(y∗) + R◦ − (y◦ − α)′pi(y◦) + κ(y◦) = R∗}
={α ∈ Θ : DKL(y◦, α) = R◦}
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∩ {α ∈ Θ : α′ (pi(y◦)− pi(y∗)) = R∗ − R◦ − y∗′pi(y∗) + κ(y∗) + y◦′pi(y◦)− κ(y◦)}︸ ︷︷ ︸
=:H
,
(5.66)
where H is an r − 1-dimensional hyperplane. Using Lemmata 5.55 and 5.56 completes
the proof. 
5.2.2 Simulation Study
In this subsection, we want to analyze Approach 5.37 by means of a simulation study.
The exponential family under consideration will in all cases be the family of SOSs and
we choose c = 0. We examine the following scenarios:
Table 5.4.: Scenarios for the simulation study
# α◦1 R1 α◦2 R2 s Estimator
1 (1,1)’ 0.1 (0.2,4)’ 0.1 1 MLE
2 (1,1)’ 0.1 (0.5,2)’ 0.1 1 MLE
3 (1,1)’ 0.1 (2,2)’ 0.1 1 MLE
4 (1,1)’ 0.1 (2,2)’ 0.1 5 MLE
5 (1,1)’ 0.1 (2,2)’ 0.1 5 bias adjusted MLE
6 (1,1)’ 0.1 (2,4)’ 0.1 1 MLE
7 (1,1,1)’ 0.1 (2,2,2)’ 0.1 1 MLE
8 (1,1,1)’ 0.1 (2,4,6)’ 0.1 1 MLE
9 (1,1)’ 0.5 (0.2,4)’ 0.1 1 MLE
10 (1,1)’ 0.2 (0.5,2)’ 0.04 1 MLE
11 (1,1)’ 0.2 (2,2)’ 0.04 1 MLE
12 (1,1)’ 0.5 (2,4)’ 0.1 1 MLE
13 (1,1)’ 0.1 (0.2,4)’ 0.5 1 MLE
14 (1,1)’ 0.04 (0.5,2)’ 0.2 1 MLE
15 (1,1)’ 0.04 (2,2)’ 0.2 1 MLE
16 (1,1)’ 0.08 (2,4)’ 0.4 1 MLE
Scenarios 1-8 admit equal radii for both balls, whereas scenarios 9-12 have a five times
higher radius for Π1 than for Π2 and scenarios 13-16 have a five times higher radius for
Π2 than for Π1. In scenarios 4 and 5 the number of observations s is increased to five
and in scenario 5, we use - instead of the MLE αˆ - the bias adjusted MLE s−1s αˆ. As there
are infinitely many distributions in each class, we simulate over a grid on each of the two
balls, for each scenario. Therefore, we derive the maximum and minimum spreading of
each ball in each coordinate, xmin, xmax, ymin, ymax (and in the case of r = 3 also zmin, zmax)
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say. For the case of r = 2, the grid on the x-axis is an equally spaced sequence of length
13 starting at xmin + 10−10 and ending at xmax − 10−10 (and analogously for the y-axis). In
the case of r = 3, we only choose a length of 10 for all three coordinates. So, in the case
of r = 2, we end up with a grid of 106 up to 108 points for each ball and in the case of
r = 3 with a grid of 368 points. A visualization of the grids for two and three dimensions
can be found in Figure 5.8. In the two-dimensional plot, the crosses mark the grid points
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Figure 5.8.: Grid on the balls K(l)0.1((1, 1)′) and K(l)0.1((1, 1, 1)′).
that are an element of the left-sided KL-ball and in the three-dimensional plot only those
points that lie in the left-sided KL-ball are plotted.
Then, for each point, α∗ say, that lies on the grid and is an element of the ball K(l)Ri (α◦i ),
we simulate the probability of misclassifying an observation from fα∗ as coming from the
class Πj, i, j ∈ {1, 2}, i 6= j. We do this once, by using Approach 5.37 and once, by simply
comparing the respective KL divergence of the MLE αˆ to the balls’ midpoints α◦1 and α◦2
and then classifying to the one class that realizes the smaller distance. In other words, we
are using an approach similar to Approach 5.14, i), w.r.t. the balls’ midpoints α◦1 and α◦2 .
For abbreviation, we will refer to this simply as Approach 5.14, i)∗, until the end of this
section. The simulated probabilities of misclassification are based on 1,000,000 samples,
each.
The results for the two-dimensional scenarios are visualized in Figure 5.9 and in the Fig-
ures A.1 - A.13 in the appendix, section A.3. The plots show a two-dimensional contour
plot and a three-dimensional perspective plot for each of the two approaches. The col-
oring indicates the magnitude of the failure and one shade, e.g. yellow, corresponds to
the same value in all four images of each figure. I.e., if one shade appears in all four
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Figure 5.9.: Contour plot of the simulated probabilities of misclassification for scenario 1
from Table 5.4. The plots on the left show the results using Approach 5.37
and the ones on the right the results using Approach 5.14, i)*.
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images, then it indicates the same value in all four images. The crosses in the contour
plots indicate the balls’ midpoints. The plots where generated using the basic functions
image and contour and using the persp3D function from the plot3D library in R. In the
two-dimensional contour plots, the level differences between two adjacent lines in the
same ball are always equal.
Figures 5.9 and A.1 show that both procedures behave quite similar, if α◦1 = (1, 1)′ and
α◦21 ≈ 1α◦22 . Indeed, in scenario 2 the probabilities of misclassification of the two procedures
are exactly the same on each grid point. Further simulations indicate that this behavior
holds true, whenever
α◦1 = (d, d)′, d > 0, α◦2 =
(
cd,
d
c
)′
, c > 0, and R1 = R2 (5.67)
and that it is not preserved in the case of r > 2 dimensions. Figures A.7 and A.11 do also
show that the condition R1 = R2 is a necessary condition in (5.67). Figures A.1 - A.3 and
A.5 show that in the case of equal radii and αˆ being the MLE, Approach 5.14, i)∗, treats the
two classes more equally, than does Approach 5.37. This can for example be seen, when
we compare the legends next to the 3d plots that indicate the variation of the simulated
probabilities of misclassification. If on the other hand αˆ is chosen to be the bias adjusted
MLE, then Figure A.4 shows that the above described behavior reverses. This is due to
the fact that the bias adjustment shrinks the observed MLEs by 1s = 20% and therefore
„drags“ them closer to the ball K(l)0.1((1, 1)′). So, the probability of misclassifying an
observation from Π1 reduces and of an observation from Π2 increases.
Comparing scenarios 1, 9 and 13; 2, 10 and 14; 3, 11 and 15; 6, 12 and 16, we recognize
that Approach 5.37 treats the class with shrinking radius worse and with enlarging radius
better than in the case of equal radius and that Approach 5.14, i)∗, behaves just the other
way around. Herein, it does not matter which one of the two balls is enlarged and which
one is shrunken.
In Table 5.5 we state the average probability of misclassification for each scenario. There-
fore, we assume equal weights on each grid point, i.e., we derive the usual arithmetic
mean of the simulated probabilities. As there are more grid points on the upper right
part of each ball than on the lower left part, we also state the arithmetic mean of the grid
points in column „α¯◦“ to get an impression of the size of this asymmetry. The top entries
in the columns denoted by „P(Πi|Πj)“ are the probabilities of classifying an observa-
tion from Π1 as coming from Π2 and the bottom ones are the probabilities of classifying
an observation from Π2 as coming from Π1. When stating the overall probability of
misclassification, we will assume that the a-priori probabilities of the two classes are once
q1 = q2 = 0.5 and once chosen relatively to the balls’ radii, i.e. q1 =
R1
R1+R2
and q2 = R2R1+R2 .
The results are written in the respective column denoted by P(MC). Also, as there are
two different a-priori weights, each section of P(MC) contains two values, the top one
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being the one w.r.t. equal weights and the bottom one the one w.r.t. the relative weights.
If those two entries match, only one value is provided in the respective section.
Table 5.5.: Resulting probabilities of misclassification
Appr. 5.37 Appr. 5.14 i)∗
# α¯◦ P(Πi|Πj) P(MC) P(Πi|Πj) P(MC)
1
( 1.052 , 1.052 )’ 0.165
0.1858
0.1622
0.1858
( 0.2104 , 4.208 )’ 0.2067 0.2094
2
( 1.052 , 1.052 )’ 0.3366
0.3367
0.3366
0.3367
( 0.526 , 2.104 )’ 0.3367 0.3367
3
( 1.052 , 1.052 )’ 0.5042
0.3324
0.4177
0.3248
( 2.104 , 2.104 )’ 0.1606 0.2319
4
( 1.052 , 1.052 )’ 0.2752
0.1796
0.2008
0.1682
( 2.104 , 2.104 )’ 0.08402 0.1355
5
( 1.052 , 1.052 )’ 0.1192
0.1784
0.07899
0.2028
( 2.104 , 2.104 )’ 0.2377 0.3266
6
( 1.052 , 1.052 )’ 0.3931
0.2482
0.3253
0.2408
( 2.104 , 4.208 )’ 0.1033 0.1562
7
( 1.043 , 1.043 , 1.043 )’ 0.4634
0.2973
0.3571
0.2857
( 2.085 , 2.085 , 2.085 )’ 0.1311 0.2144
8
( 1.043 , 1.043 , 1.043 )’ 0.2498
0.148
0.1848
0.1373
( 2.085 , 4.17 , 6.256 )’ 0.04627 0.08983
9
( 1.267 , 1.267 )’ 0.09643 0.2038 0.1703 0.1899
( 0.2104 , 4.208 )’ 0.3111 0.1322 0.2095 0.1768
10
( 1.105 , 1.105 )’ 0.203 0.3478 0.3396 0.3372
( 0.5106 , 2.043 )’ 0.4927 0.2513 0.3347 0.3388
11
( 1.105 , 1.105 )’ 0.3935 0.3337 0.432 0.3329
( 2.043 , 2.043 )’ 0.2738 0.3736 0.2338 0.3990
12
( 1.267 , 1.267 )’ 0.351 0.266 0.3772 0.2667
( 2.104 , 4.208 )’ 0.1809 0.3226 0.1561 0.3403
13
( 1.052 , 1.052 )’ 0.2815 0.2052 0.1623 0.1962
( 0.2534 , 5.069 )’ 0.129 0.1544 0.2301 0.2188
14
( 1.021 , 1.021 )’ 0.4927 0.3479 0.3348 0.3372
( 0.5523 , 2.209 )’ 0.2031 0.2514 0.3397 0.3389
15
( 1.021 , 1.021 )’ 0.6567 0.3664 0.4094 0.3182
( 2.209 , 2.209 )’ 0.07616 0.1729 0.2269 0.2573
16
( 1.04 , 1.04 )’ 0.5778 0.3055 0.3223 0.2373
( 2.418 , 4.835 )’ 0.03331 0.1241 0.1523 0.1806
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One can see that Approach 5.14, i)∗, realizes the smaller probability of misclassification,
when the a-priori probabilities are equal, but if the weights are chosen relatively to the
balls radii, then Approach 5.37 is better, given that the radii are sufficiently different.
The assumption that the a-priori probabilities are chosen relatively to the radii is an
intuitive one, as a bigger class might appear more often than a smaller one. This results
are of course also influenced by the weights we lay over the grid points. So, we cannot
recommend one of the two approaches without knowing the exact scenario. Of course,
the calculations that come with Approach 5.37 are much more complex, than the ones
that come with Approach 5.14, i)∗, because we need to find the point on the boundary of
each ball that lies closest to αˆ.
5.2.3 Minimal Kullback-Leibler Balls and Chernoff Information in Ex-
ponential Families
In this section, we want to show an interesting connection between the midpoint of the
minimal enclosing left-sided KL-ball and the Chernoff information.
Assuming that P1 and P2 are distinct members of the same regular exponential family
of distributions with parameters α1 and α2, respectively. Then the Chernoff information
simplifies to (see (5.16))
C(P1, P2) = max
β∈[0,1]
βκ (α1) + (1− β)κ (α2)− κ (βα1 + (1− β)α2) .
Cover and Thomas (2006), Theorem 11.9.1, and Nielsen (2013b) show that the maximizing
β, β∗ say, fulfills
DKL
(
β∗α1 + (1− β∗)α2, α1
)
= DKL
(
β∗α1 + (1− β∗)α2, α2
)
.
So, by Lemma 5.53 we know that β∗α1 + (1− β∗)α2 is the midpoint of the smallest en-
closing left-sided KL-ball of α1 and α2.
We now want to analyze, if a generalized version of the Chernoff information fulfills the
same geometric property. Therefore, we define:
(5.58) Definition (Chernoff Information of n Distributions)
Let P1, . . . , Pn be n probability measures on the measurable space (X,B), X ⊆ Rr. Let
f1, . . . , fn be the corresponding Radon-Nikodym densities with respect to a dominating
measure ν. We define the Chernoff information between P1, . . . , Pn by
C(P1, . . . , Pn) := − log min
β1,...,βn≥0
∑ni=1 βi=1
∫
X
n
∏
i=1
f βii (x) dν(x).

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Note that the integral term in the above definition is Toussaint’s (cf. Toussaint (1974))
generalization of Matusita’s affinity (cf. Matusita (1967b)) for n distributions. Again,
assuming P1, . . . , Pn to be distinct members of the same regular exponential family of
distributions with parameters α1, . . . , αn, we can simplify the Chernoff information for n
distributions to
C(P1, . . . , Pn) = max
β1,...,βn≥0
∑ni=1 βi=1
n
∑
i=1
βiκ(αi)− κ
(
n
∑
i=1
βiαi
)
.
The maximum exists by Weierstrass’ theorem (cf. Jongen et al. (2004), p. 5), since
n
∑
i=1
βiκ(αi)− κ
(
n
∑
i=1
βiαi
)
is continuous as a function of the βi’s and since {β ∈ Rn : β1, . . . , βn ≥ 0,∑ni=1 βi = 1} is
a compact set. If we fix β1 = · · · = βn = 1n , then we obtain a Bhattacharyya information
of n distributions:
B(P1, . . . , Pn) := − log
∫
X
( n
∏
i=1
fi(x)
)1/n
dν(x) =
1
n
n
∑
i=1
κ(αi)− κ
(
1
n
n
∑
i=1
αi
)
. (5.68)
Then the following holds:
(5.59) Theorem
Given a regular exponential family P = {Pα : α ∈ Θ} and α1, . . . , αn ∈ Θ. For any point
β∗ = (β∗1, . . . , β∗n)′ that maximizes ∑
n
i=1 βiκ(αi)− κ (∑ni=1 βiαi) over the set B := {β ∈ Rr :
β1, . . . , βn ≥ 0,∑ni=1 βi = 1}, the following two statements are true:
i) ∑ni=1 β
∗
i αi is the midpoint α
∗ of the minimal enclosing left-sided KL-ball of
{α1, . . . , αn}.
ii) β∗i = 0, if αi does not lie on the boundary of the minimal enclosing left-sided KL-ball
of {α1, . . . , αn}.
On the other hand, any β◦ ∈ B that fulfills ii) and ∑ni=1 β◦i αi = α∗ maximizes ∑ni=1 βiκ(αi)−
κ (∑ni=1 βiαi) over B.
The Chernoff information between the n distributions Pα1 , . . . , Pαn is then given by the
radius of the minimal enclosing left-sided KL-ball around {α1, . . . , αn}. 
Proof
As stated above, the maximum is attained over B. We assume that the parameters
α1, . . . , αn are all distinct, because otherwise, we can consider the Chernoff information
between fewer distributions. Clearly, the maximum is obtained at a point β ∈ B with
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at least two entries greater than zero. That follows directly from Jensen’s inequality for
strictly convex functions (cf., e.g., Lemma A.1).
Assume now that β∗ = (β∗1, . . . , β∗n)′ is a point, at which the maximum is obtained. Then
there are m entries, 2 ≤ m ≤ n, w.l.o.g. the first m, that are greater than zero. Therefore,
max
β1,...,βn≥0
∑ni=1 βi=1
n
∑
i=1
βiκ(αi)− κ
(
n
∑
i=1
βiαi
)
= max
β1,...,βm≥0
∑mi=1 βi=1
m
∑
i=1
βiκ(αi)− κ
(
m
∑
i=1
βiαi
)
.
Furthermore, since ∑mi=1 βi = 1, one of the βi is redundant and we can replace βm by
1−∑m−1i=1 βi and maximize over the space
B′ :=
{
(β1, . . . , βm−1)′ ∈ Rm−1 : β1, . . . , βm−1 ≥ 0,
m−1
∑
i=1
βi ≤ 1
}
.
So, since β∗ = (β∗1, . . . , β∗m−1, 1−∑m−1i=1 β∗i , 0, . . . , 0)′ maximizes ∑ni=1 βiκ(αi)− κ (∑ni=1 βiαi)
over B, β∗(m−1) := (β
∗
1, . . . , β
∗
m−1)
′ ∈ int(B′) maximizes the function
g : B′ → R, (β1, . . . , βm−1) 7→ κ(αm) +
m−1
∑
i=1
βi [κ(αi)− κ(αm)]− κ
(
αm +
m
∑
i=1
βi [αi − αm]
)
.
Now, since g is differentiable on the interior of B′ and because β∗(m−1) ∈ int(B′) is a
maximum point, we can deduce that
∇g(β1, . . . , βm−1)|β∗(m−1) = 0
⇐⇒ κ(αi)− κ(αm)− (αi − αm)′pi(α∗) = 0, ∀ 1 ≤ i ≤ m− 1,
⇐⇒ DKL(α∗, αi)− DKL(α∗, αm) = 0, ∀ 1 ≤ i ≤ m− 1. (5.69)
I.e., each of the α1, . . . , αn that has a positive share in the construction of α∗ by means of
β∗, has equal distance to α∗. By using Lemma 5.53, we can deduce that α∗ is the midpoint
of the minimal enclosing left-sided KL-ball of the points α1, . . . , αm. To show that it is also
the minimal enclosing left-sided KL-ball of α1, . . . , αn, we need to show that
DKL(α∗, αj) ≤ DKL(α∗, α1), ∀ j = m + 1, . . . , n.
Therefore, we assume that there exists an index, w.l.o.g. n, s.t. DKL(α∗, αn) > DKL(α∗, α1).
Then we define the function
g(n) : B
′
(n) → R, (β1, . . . , βm−1, βn) 7→κ(αm) +
m−1
∑
i=1
βi [κ(αi)− κ(αm)] + βn [κ(αn)− κ(αm)]
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− κ
(
αm +
m−1
∑
i=1
βi [αi − αm] + βn [αn − αm]
)
,
B′(n) :=
{
(β1, . . . , βm−1, βn)′ ∈ Rm : β1, . . . , βm−1, βn ≥ 0,
m−1
∑
i=1
βi + βn ≤ 1
}
.
Now, since β∗ is a maximum point of ∑ni=1 βiκ(αi)− κ (∑ni=1 βiαi), (β∗(m−1)′, 0)′ is a max-
imum point of g(n), but
∂
∂βn
g(n)(β1, . . . , βm−1, βn)|(
β∗
(m−1)
′,0
)′ = DKL(α∗, αn)− DKL(α∗, αm) > 0 (5.70)
and, therefore, we can increase g(n) by increasing βn (and thus implicitly decreasing βm).
This is a contradiction to the fact that g(n) attains its maximum at
(
β∗(m−1)
′, 0
)′
. So,
all the parameters αm+1, . . . , αn lie in the left-sided KL-ball with radius DKL(α∗, α1) and
midpoint α∗ and the ball is minimal enclosing for α1, . . . , αn. This shows i) and ii).
Furthermore, the Chernoff information for n distributions is:
C(P1, . . . , Pn) = max
β1,...,βn≥0
∑ni=1 βi=1
n
∑
i=1
βiκ(αi)− κ
(
n
∑
i=1
βiαi
)
=
n
∑
i=1
β∗i κ(αi)− κ
(
n
∑
i=1
β∗i αi
)
ii)
=
m
∑
i=1
β∗i κ(αi)− κ (α∗)
∑ βi=1
=
m
∑
i=1
β∗i [κ(αi)− κ (α∗)]
=
m
∑
i=1
β∗i [κ(αi)− κ (α∗)] +
(
α∗ −
m
∑
i=1
β∗i αi
)′
︸ ︷︷ ︸
=0
pi(α∗)
∑ βi=1
=
m
∑
i=1
β∗i DKL(α
∗, αi)
(5.69)
= DKL(α∗, α1), (5.71)
the radius of the minimal enclosing left-sided KL-ball of {α1, . . . , αn}.
Assume now that β◦ ∈ B and fulfills ii) and ∑ni=1 β◦i αi = α∗. Then, analogously to (5.71),
we obtain:
n
∑
i=1
β◦i κ(αi)− κ
(
n
∑
i=1
β◦i αi
)
=
n
∑
i=1
β◦i [κ(αi)− κ (α∗)] =
n
∑
i=1
β◦i DKL(α
∗, αi) = C(P1, . . . , Pn).

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Therefore, there is a one to one connection between finding the smallest enclosing left-
sided KL-ball and finding the β that maximizes ∑ni=1 βiκ(αi) − κ (∑ni=1 βiαi) and thus
achieving the Chernoff information of n distributions from the same regular exponential
family. Theorem 5.59 implies the following property of C(Pα1 , . . . , Pαn):
(5.60) Corollary
Given a subset of n distributions {Pα1 , . . . , Pαn} from the same regular exponential family
P, then
C(Pαj1 , . . . , Pαjm ) ≤ C(Pα1 , . . . , Pαn)
for any subset {Pαj1 , . . . , Pαjm} ⊆ {Pα1 , . . . , Pαn} and any 2 ≤ m ≤ n. 
Proof
This follows immediately from the fact that the radius of the smallest enclosing left-sided
KL-ball of {αj1 , . . . , αjm} is smaller than or equal to the radius of the smallest enclosing
left-sided KL-ball of {α1, . . . , αn}. 
5.3 Classification into one of two possible Classes with un-
known Parameters
Assume again that we have two classes Π1 and Π2, each represented by a distribution Pα1
and Pα2 from the same exponential family P, and assume that the parameters α1 and α2
are unknown. Once again, the task is to classify the s realizations x1, . . . , xs of the random
vectors X1, . . . ,Xs
iid∼ fαj to the right class Πj, j ∈ {1, 2}. In the literature, in the case of
normal distributions, the authors usually propose the same classification rule as in the
case of known parameters and replace the unknown parameters by unbiased estimates
or MLEs (see, e.g., Anderson (2003), pp. 219 ff, Rencher (1998), pp. 232 f, McLachlan
(1992), pp. 54 ff and section 2.2). Those estimates are derived on the basis of the real-
izations x(1)1 , . . . , x
(1)
N1 of N1 random vectors X
(1)
1 , . . . ,X
(1)
N1
iid∼ fα1 and of the realizations
x(2)1 , . . . , x
(2)
N2 of N2 random vectors X
(2)
1 , . . . ,X
(2)
N2
iid∼ fα2 , i.e., we consider a group con-
ditional sampling scheme. We assume that X1, . . . ,Xs,X
(1)
1 , . . . ,X
(1)
N1 ,X
(2)
1 , . . . ,X
(2)
N2 are
jointly independent.
Proceeding in the same way for exponential families and assuming in the following that
all the used estimates are the MLEs and that they do exist (almost surely), then we end
up with (see (5.5))
(αˆ1 − αˆ2)′ 1s
s
∑
i=1
T(xi)− κ(αˆ1) + κ(αˆ2) = DKL(αˆ, αˆ2)− DKL(αˆ, αˆ1), (5.72)
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where αˆi is the MLE for αi, i ∈ {1, 2}. In general, not much can be said about the exact
distribution of (5.72).
If the numbers of observations grow infinitely large, using (5.6) and the continuity prop-
erty of pi−1 and of DKL in both components, we can deduce with the continuous mapping
theorem that
lim
N1,N2→∞
DKL(αˆ, αˆ2)− DKL(αˆ, αˆ1) d= DKL(αˆ, α2)− DKL(αˆ, α1), (5.73)
and that
lim
N1,N2,s→∞
DKL(αˆ, αˆ2)− DKL(αˆ, αˆ1)− 1s log
(
C(1|2)q2
C(2|1)q1
)
P-a.s.
= DKL(αj, α2)− DKL(αj, α1),
where j indicates the true underlying population of the observations X1, . . . ,Xs. So again,
if j = 1, then limN1,N2,s→∞ DKL(αˆ, αˆ2)− DKL(αˆ, αˆ1)− 1s log
(
C(1|2)q2
C(2|1)q1
) P-a.s.
> 0 and if j = 2,
then limN1,N2,s→∞ DKL(αˆ, αˆ2)− DKL(αˆ, αˆ1)− 1s log
(
C(1|2)q2
C(2|1)q1
) P-a.s.
< 0 and so the assignment
made will asymptotically be P-a.s. the right one and the procedure is consistent (cf. sub-
section 5.1.1).
In the case of SOSs, we know from Theorem 4.5 that the entries of the vectors αˆ, αˆ1 and
αˆ2 are independent and inverse-gamma distributed. So, in a simulation study we can
simulate the quantiles of the distribution of (5.72), but in practice we do not know the
true underlying parameters α1 and α2 and therefore we do not know the scale parameters
of the inverse-gamma distributions involved. However, exactly one of the two terms
DKL(αˆ, αˆ1) or DKL(αˆ, αˆ2) is always distribution free, depending on the true underlying
distribution of αˆ. We will use this fact to propose a test for class membership in Chapter
7.
Note that for SOSs
Eαi(αˆ) =
s
s− 1αi, i ∈ {1, 2}.
Therefore, if s > 1, N1 > 1 and N2 > 1, then s−1s αˆ,
N1−1
N1
αˆ1 and N2−1N2 αˆ2 are unbiased
estimates for the true parameters.
Of course, for general regular exponential families it is possible to state some asymp-
totic results for the distribution of (5.72). Conditionally on the value of αˆ, the following
asymptotic result holds:
(5.61) Lemma
With the previously defined notations it holds that
i)
√
Ni [DKL (α, αˆi)− DKL (α, αi)]
d−→
Ni→∞
N1
{
0, (pi(α)−pi(αi))′ [∇pi(αi)]−1 (pi(α)−pi(αi))
}
, i ∈ {1, 2},
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ii) 2Ni DKL (αi, αˆi)
d−→
Ni→∞
χ2r , the χ2-distribution with r degrees of freedom. 
Proof
i) This is a consequence of Salicrú et al. (1994), Corollary 3, where the asymptotic
distribution of (h,φ)-divergences is investigated. Choosing Λ = {1}, η(1) = 1,
h1(x) = x and φ1(x) = − log x, the (h,φ)-divergence of αˆi and α is
Dhφ(αˆi, α) =
∫
X
fα(x)φ1
(
fαˆi(x)
fα(x)
)
dν(x)− φ1(1) =
∫
X
fα(x)
fα(x)
fαˆi(x)
dν(x) = DKL(α, αˆi).
The regularity conditions of the corollary are satisfied (cf., e.g., the proof of Lemma
2.2.15 in Bedbur (2011)) and therefore, we only need to derive the expressions
tj =
∫
Λ
h′a
∫
X
fα(x)φa
(
fαi(x)
fα(x)
)
dν(x)− φa(1)
× ∫
X
∂ fαi(x)
∂αij
φ′a
(
fαi(x)
fα(x)
)
dν(x)dη(a)
=
∫
X
[
Tj(x)− pij(αi)
]
fαi(x)
(
− fα(x)
fαi(x)
)
dν(x) Thm 3.2= pij(αi)− pij(α),
1 ≤ j ≤ r. Using Lemma 3.26, we end up with the result.
ii) This is also a consequence of Salicrú et al. (1994), Corollary 3. We only need to
derive the integral ∫
Λ
h′a(0)φ′′a (1)dη(a)
i)
=
∫
Λ
1dη(a) = η(1) = 1.

Note that the expression in i) still depends on the unknown parameters, whereas the
expression in ii) is distribution free. Nevertheless, in practice we will almost surely not
end up with situation ii), because αˆ is almost surely unequal to αi, i ∈ {1, 2}.
Now, using the above lemma, the continuous mapping theorem (see, e.g., Shao (2007),
Theorem 1.10) and the independence of αˆ1 and αˆ2, we can state an asymptotic distribution
for DKL(αˆ, αˆ2)− DKL(αˆ, αˆ1) conditional on αˆ = α as follows:
√
N {[DKL(α, αˆ2)− DKL(α, αˆ1)]− [DKL(α, α2)− DKL(α, α1)]}
=
√
N
N2
√
N2 [DKL(α, αˆ2)− DKL(α, α2)]−
√
N
N1
√
N1 [DKL(α, αˆ1)− DKL(α, α1)]
d−→
N1,N2→∞
N1
{
0,
2
∑
i=1
λi(pi(α)−pi(αi))′ [∇pi(αi)]−1 (pi(α)−pi(αi))
}
,
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where N = N1 + N2 and NNi −→N→∞ λi ∈ R+, i ∈ {1, 2}.
So, if αˆ = α and
DKL(α, α2)− DKL(α, α1) > log C(1|2)q2C(2|1)q1 ,
then
P
(
DKL(α, αˆ2)− DKL(α, αˆ1) ≥ log C(1|2)q2C(2|1)q1
)
= P
(√
N [DKL(α, αˆ2)− DKL(α, αˆ1)− DKL(α, α2) + DKL(α, α1)]
>
√
N
[
log
C(1|2)q2
C(2|1)q1 − DKL(α, α2) + DKL(α, α1)
]
︸ ︷︷ ︸
<0
)
,
where the left hand side of the last inequations becomes a normal distributed random
variable with mean zero, for N → ∞, and the right hand side is a negative number going
to negative infinity as N increases.
If the number of observations s to be classified is large and N1 and N2 are large as well,
then the following results hold:
(5.62) Lemma
Given that
Nj
s+Nj
−→
s,Nj→∞
λ ∈ (0, 1).
i) If α 6= αj, then (
sNj
s + Nj
)1/2 [
DKL
(
αˆ, αˆj
)− DKL (α, αj)]
d−→
s,Nj→∞
N1
{
0,λt′ [∇pi(α)]−1 t+ (1− λ)s′ [∇pi(αj)]−1 s} ,
j ∈ {1, 2}, with t = ∇pi(α)(α− αj) and s = pi(αj)−pi(α).
ii) If α = αj, then
2
sNj
s + Nj
DKL
(
αˆ, αˆj
) d−→
s,Nj→∞
χ2r ,
the χ2-distribution with r degrees of freedom. 
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Proof
Again, the regularity conditions proposed in Salicrú et al. (1994) are valid here (cf., e.g.,
the proof of Lemma 2.2.15 in Bedbur (2011)).
i) This is a special case of Corollary 2, a), in Salicrú et al. (1994). From the proof of
Lemma 5.4, we know that an (h,φ)-divergences is equal to the KL divergence, if
Λ = {1}, η(1) = 1, h1(x) = x and φ1(x) = x log x and furthermore that
t′ = (t1, . . . , tr)
(5.8)
= (α− αj)′∇pi(α).
So, following Salicrú et al. (1994), we only need to derive the values
si =
∫
X
∂ fαj(x)
∂αji
φ1
(
fα(x)
fαj(x)
)
− φ′1
(
fα(x)
fαj(x)
)
∂ fαj(x)
∂αji
fα(x)
fαj(x)
dν(x)
=
∫
X
[
Ti(x)− pii(αj)
]
fα(x)
[
(α− αj)′T(x)− κ(α) + κ(αj)
]
− [1+ (α− αj)′T(x)− κ(α) + κ(αj)] [Ti(x)− pii(αj)] fα(x)dν(x)
=
∫
X
[
pii(αj)− Ti(x)
]
fα(x)dν(x) = pii(αj)− pii(α),
1 ≤ i ≤ r. Now, using (3.9) proves the first part.
ii) This is a special case of Corollary 2 b) in Salicrú et al. (1994). Since∫
Λ
h′a(0)φ′′a (1)dη(a) = 1,
the result follows. 
According to Salicrú et al. (1994), part ii) of the above lemma was obtained by Kupperman
(1957). Part ii) also provides that 2
sNj
s+Nj
DKL
(
αˆ, αˆj
)
is asymptotically distribution free, if
αj is the true underlying parameter for αˆ and converges in probability to an indefinitely
large number (cf. Kullback (1959), p. 99), if it is not, j ∈ {1, 2}. In practice, this result
can also be used to decide, if the observations to be classified do really belong to any of
the two assumed classes, for if both 2 sN1s+N1 DKL (αˆ, αˆ1) and 2
sN2
s+N2
DKL (αˆ, αˆ2) are large,
e.g., larger than the 0.95-quantile of the χ2r -distribution, then there is strong evidence that
none of the two classes is the true underlying one.
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5.3.1 Unknown Parameters with known Order Restrictions
Conde et al. (2005) analyze classification between two classes of exponential distribu-
tions with unknown parameters, but known order restrictions on the parameters. Again,
equal costs and equal a-priori probabilities are assumed. They show that the modified
classification rule that takes into account the order restrictions, outperforms the usual
Bayes procedure - where in both cases the unknown parameters are replaced by the usual
unrestricted MLEs - in the sense of overall probability of misclassification and that this
property does in general not hold for the probabilities of misclassification in each popu-
lation. They also analyze the case of type-II censoring in the training sets and the case of
more than two populations.
For the unknown parameter case, the Bayes procedure with plugged-in MLEs in the above
scenario is given by (cf. Basu and Gupta (1974)):
Classify x into

Π1, if (λˆ1 − λˆ2)x− log λˆ1 + log λˆ2 ≤ 0,
Π2, otherwise,
(5.74)
and the modified one, given the information that λ1 < λ2, with plugged-in MLEs by (cf.
Conde et al. (2005)):
Classify x into

Π1, if x− log λˆ1−log λˆ2λˆ1−λˆ2 ≥ 0,
Π2, otherwise.
(5.75)
Herein, λˆ1 is the MLE of the rate parameter λ1 of the exponential distribution belonging
to Π1 and λˆ2 the MLE of the rate parameter λ2 of the exponential distribution belonging
to Π2.
Now, we want to adopt this method to the model of SOSs, if q1 = q2 = 12 , C(1|2) =
C(2|1) and if the parameters α1 and α2 are unknown but admit the ordering α1 < α2,
elementwise. Therefore, we start of with the Bayes procedure (cf. (5.3)) with plugged-in
MLEs αˆ1 and αˆ2 :
Classify x1, . . . , xs into

Π1, if ∑ri=1(αˆ2i − αˆ1i)
[
1
s ∑
s
j=1 Ti(xj)
]
− log αˆ1i + log αˆ2i ≤ 0,
Π2, otherwise.
(5.76)
Following (5.75), one modified version of this procedure under order restrictions is sim-
ply
Classify x1, . . . , xs into

Π1, if ∑ri=1
[
1
s ∑
s
j=1 Ti(xj)
]
+
log αˆ1i−log αˆ2i
αˆ1i−αˆ2i
≤ 0,
Π2, otherwise.
(5.77)
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Now, looking at the modification done from (5.74) to (5.75), we realize that the inequality
of the Bayes rule with known parameters is divided by (λ1 − λ2), which is known to be
negative. The MLEs are then plugged into the resulting rule. We note that log λˆ1−log λˆ2
λˆ1−λˆ2 > 0.
This division might cause a problem in the case of the sum of r of such expressions,
especially, if the absolute differences α2i − α1i , 1 ≤ i ≤ r, vary a lot in magnitude. This
conjecture is supported by simulation results that are presented later on in this section.
To overcome this problem, we note that
x− log λˆ1 − log λˆ2
λˆ1 − λˆ2
≥ 0 ⇐⇒ |λˆ1 − λˆ2|x− | log λˆ1 − log λˆ2| ≥ 0,
where |a| is the absolute value of a ∈ R. So, a second possible modification is:
Classify x1, . . . , xs into

Π1, if ∑ri=1 |αˆ1i − αˆ2i |
[
1
s ∑
s
j=1 Ti(xj)
]
+ | log αˆ1i − log αˆ2i | ≤ 0,
Π2, otherwise.
(5.78)
For abbreviation, we denote (5.76) by RˆB, (5.77) by Rˆm1 and (5.78) by Rˆm2 . Using (5.6)
and the continuous mapping theorem, it is very easy to see that for N1, N2 → ∞ it holds
that
r
∑
i=1
|αˆ1i − αˆ2i |
[
1
s
s
∑
j=1
Ti(Xj)
]
+ | log αˆ1i − log αˆ2i |
d−→
N1,N2→∞
(α1 − α2)′
[
−1
s
s
∑
j=1
Ti(Xj)
]
+ κ(α1)− κ(α2), (5.79)
i.e., Rˆm2 becomes the Bayes procedure (5.4) as does RˆB (see (5.73)). So, for large enough
N1 and N2, RˆB and Rˆm2 will perform very similar.
The case of Rˆm1 is different though: Again, it is easy to see that
r
∑
i=1
[
1
s
s
∑
j=1
Ti(Xj)
]
+
log αˆ1i − log αˆ2i
αˆ1i − αˆ2i
d−→
N1,N2→∞
r
∑
i=1
[
1
s
s
∑
j=1
Ti(Xj)
]
+
log α1i − log α2i
α1i − α2i
.
This, however, is only the Bayes procedure, iff
α1i − α2i = α1j − α2j , 1 ≤ i < j ≤ r, (5.80)
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holds, because only then multiplication by the constant term α11 − α21(< 0) results in
the Bayes procedure. So, if (5.80) is not fulfilled and N1 and N2 are large, then Rˆm1 will
perform worse than Rˆm2 and RˆB. In Table 5.6, we compare the method Rm1 , which is
simply Rˆm1 with plugged in true parameters, with the Bayes procedure, RB say, to give
an impression of the performance of Rˆm1 for large N1 and N2. Therefore, we choose
different values of r, s, α1 and α2 and simulate the probabilities of error using 1,000,000
samples. Furthermore, as r is big in some cases, we use the notations
(a, . . . , b)′ =
(
a, a +
1
r− 1(b− a), a +
2
r− 1(b− a), . . . , a +
r− 2
r− 1(b− a), b
)′
∈ Rr+,
and P(MC|R) is the probability of misclassification of method R. For each case, one of
α1 and α2 is equal to (1, . . . , 1)′ ∈ Rr and the other one is given in the table. Of course,
α1 = (1, . . . , 1)′, if the α given in the table has all entries bigger than one and α2 =
(1, . . . , 1)′, if it has all entries smaller than one. Each section of the columns „RB“ and
„Rm1“ contains two entries, the top entry denotes the probability of classifying an object
from Π1 as coming from Π2 and the bottom entry the probability of an object from Π2
being classified as coming from Π1.
Table 5.6.: Comparison of Rm1 with the Bayes procedure RB in the case of known pa-
rameters.
α r s RB Rm1 P(MC|RB)
−P(MC|Rm1)
P(MC|Rm1 )−P(MC|RB)
P(MC|RB)
( 2 , . . . , 4 ) 2 1
0.3121 0.3206
-0.02028 0.08657
0.1564 0.1885
( 2 , . . . , 4 ) 10 1
0.05459 0.05938
-0.008496 0.1914
0.03417 0.04637
( 2 , . . . , 40 ) 2 1
0.08351 0.1875
-0.1495 2.815
0.0227 0.2177
( 1.2 , . . . , 3 ) 3 1
0.3394 0.3599
-0.04317 0.1643
0.1861 0.252
( 1.2 , . . . , 3 ) 5 1
0.254 0.2758
-0.03975 0.1943
0.1551 0.2129
( 1.2 , . . . , 3 ) 10 1
0.1435 0.1653
-0.03558 0.2988
0.09461 0.144
( 1.2 , . . . , 3 ) 20 1
0.05554 0.07163
-0.02603 0.5525
0.03868 0.07465
( 1.2 , . . . , 3 ) 3 3
0.157 0.197
-0.06295 0.4913
0.09924 0.1851
( 1.2 , . . . , 3 ) 3 5
0.08518 0.1237
-0.06058 0.8575
0.05611 0.1387
-see next page-
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Table 5.6 – continued
α r s RB Rm1 P(MC|RB)
−P(MC|Rm1)
P(MC|Rm1 )−P(MC|RB)
P(MC|RB)
( 1.2 , . . . , 3 ) 3 10
0.02165 0.04458
-0.03991 2.178
0.015 0.07188
( 1.2 , . . . , 10 ) 3 1
0.1274 0.202
-0.1246 1.383
0.05274 0.2273
( 1.2 , . . . , 10 ) 10 1
0.006992 0.01594
-0.0368 6.986
0.003542 0.06818
( 0.3 , . . . , 0.9 ) 3 1
0.357 0.3474
-0.01885 0.06978
0.1833 0.2306
We see that an increase in the dimensions r or in the number of observations s leads to a
smaller absolute difference in the probability of misclassification. Also, for a fixed value of
r, the larger the departure from condition (5.80) is, the larger the absolute and the relative
departure from the Bayes procedure appear to be. Furthermore, an increase of dimensions
or of the number of observations to be classified, s, leads to a lower absolute departure
from the Bayes procedure, but - due to a decrease in the probabilities of misclassification
- to an increase in the relative difference. So, for large N1 and N2 and an assumably big
variation in the values α1i − α2i , 1 ≤ i ≤ r, one should not use method Rˆm1 . We also note
that in opposition to the methods from subsection 5.1.4, Rm1 does not allow an ordering
of the probabilities of misclassification given that the observations are from Π1 and the
probabilities of misclassification given that the observations are from Π2, for α1 < α2,
elementwise.
Nevertheless, given that the assumption on the elementwise ordering of α1 and α2 holds
true, then Rˆm1 and Rˆm2 decide P-a.s. right, if N1, N2, s → ∞. For RˆB and Rˆm2 this is
obtained using (5.79) and (5.7). In the case of Rˆm1 , we note that each summand converges
P-a.s. to pii(αj) +
log α1i−log α2i
α1i−α2i
. Multiplying this expression by α1i − α2i < 0, we end up
with
(α1i − α2i)
(
− 1
αji
)
+ log α1i − log α2i
= DKL
(
f (SOS,1)αji , f
(SOS,1)
α2i
)
− DKL
(
f (SOS,1)αji , f
(SOS,1)
α1i
)
> 0, if j = 1,
< 0, if j = 2.
Herein, the superscript (SOS, 1) means that the density belongs to a one-parametric fam-
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ily of SOSs. Therefore,
pii(αj) +
log α1i − log α2i
α1i − α2i

< 0, if j = 1,
> 0, if j = 2,
for all 1 ≤ i ≤ r.
Now, we analyze the three proposed methods in a simulation study. We simulate the class
conditional probabilities of misclassification for each method and for different values of
r, s, N1, N2, based on 1,000,000 repetitions. We use the same notation as in Table 5.6. The
results are stated in Table 5.7.
We initially note that the methods Rˆm1 and Rˆm2 perform very good in some scenarios.
If (5.80) is fulfilled, then Rˆm1 seems to be the best of the three proposed methods, for
all choices of r, s, N1 and N2. Also, if the variation in the values α1i − α2i , 1 ≤ i ≤ r,
is moderate, then, for N1 and N2 not „too large“, method Rˆm1 still performs very good.
If, however, N1 and N2 grow larger, then the performance in comparison to RˆB becomes
worse and approaches the results stated in Table 5.6.
Now, looking at the results of Rˆm2 , we note that it almost always performs better than
RˆB. The only major departure to the negative appears, if the number of observations N1
and N2 is small, compared to the dimension r. So for N1 and N2 not too close to one,
method Rˆm2 seems to be a better choice than RˆB. Furthermore, we note that we found so
far no scenario, where RˆB clearly outperforms the other two methods at the same time.
Notice that RˆB in opposition toRB does in general not fulfill the ordering of the probabil-
ities we stated in Remark 5.30, ii), and proved in Theorem 5.29 for a special scenario. Also
remember that we chose the a-priori probabilities to be equal and that in some scenarios
a certain choice of them leads to a different ordering of the probabilities of misclassifica-
tion.
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Table 5.7.: Comparison of the methods (5.76), (5.78) and (5.78).
α r s N1 N2 RˆB Rˆm1 Rˆm2 P(MC|RˆB)
−P(MC|Rˆm1)
P(MC|RˆB)
−P(MC|Rˆm2)
( 1.2 , . . . , 1.2 ) 1 1 1 1
0.4982 0.4217 0.4217
0.02237 0.02237
0.4974 0.5292 0.5292
( 1.2 , . . . , 1.2 ) 5 1 1 1
0.4671 0.2637 0.1148
0.04984 0.01962
0.5255 0.6292 0.8386
( 1.2 , . . . , 1.2 ) 10 1 1 1
0.4549 0.1767 0.02939
0.06327 0.009535
0.5399 0.6915 0.9463
( 1.2 , . . . , 1.2 ) 40 1 1 1
0.4342 0.02828 2.9e-05
0.05766 -0.001944
0.5618 0.8523 0.9998
( 1.2 , . . . , 1.2 ) 40 1 3 3
0.3763 0.1349 0.02724
0.1452 0.0201
0.5783 0.5293 0.8872
( 1.2 , . . . , 1.2 ) 10 5 1 1
0.4462 0.07434 0.002042
0.06636 0.0005275
0.5491 0.7882 0.9922
( 1.2 , . . . , 1.2 ) 10 10 1 1
0.4451 0.05907 0.00096
0.06502 -9.95e-05
0.5509 0.8069 0.9952
( 1.2 , . . . , 1.2 ) 10 1 10 10
0.4587 0.388 0.3729
0.06948 0.04689
0.4608 0.3926 0.4529
( 1.2 , . . . , 1.2 ) 10 10 10 10
0.3329 0.1585 0.111
0.1712 0.09234
0.4864 0.3184 0.5236
( 1.2 , . . . , 1.2 ) 10 1000 10 10
0.2548 0.03747 0.0146
0.2412 0.08433
0.4939 0.2288 0.5654
( 1.2 , . . . , 1.2 ) 10 10 1000 10
0.04405 0.1749 0.08174
0.2015 0.07736
0.784 0.2502 0.5916
( 1.2 , . . . , 1.2 ) 10 10 10 1000
0.8048 0.1722 0.2667
0.22 0.1561
0.05501 0.2476 0.2808
( 1.2 , . . . , 3 ) 3 1 1 1
0.3809 0.2227 0.144
0.08357 0.0428
0.5056 0.4966 0.6568
( 1.2 , . . . , 3 ) 5 1 1 1
0.3436 0.1486 0.06419
0.1231 0.03292
0.5464 0.4953 0.76
( 1.2 , . . . , 3 ) 10 1 1 1
0.3037 0.06253 0.009986
0.1753 0.004584
0.6046 0.4952 0.8891
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Table 5.7 – continued
α r s N1 N2 RˆB Rˆm1 Rˆm2 P(MC|RˆB)
−P(MC|Rˆm1 )
P(MC|RˆB)
−P(MC|Rˆm2 )
( 1.2 , . . . , 3 ) 20 1 1 1
0.2727 0.01378 0.000331
0.2086 -0.02282
0.654 0.4958 0.972
( 1.2 , . . . , 3 ) 3 3 1 1
0.3412 0.1198 0.05208
0.1018 0.03521
0.5357 0.5535 0.7543
( 1.2 , . . . , 3 ) 3 5 1 1
0.332 0.09385 0.03464
0.1057 0.0305
0.5432 0.5699 0.7795
( 1.2 , . . . , 3 ) 3 1 3 3
0.3496 0.3016 0.2709
0.03802 0.03413
0.3716 0.3436 0.382
( 1.2 , . . . , 3 ) 3 1 10 10
0.338 0.3412 0.3256
-0.0157 0.006691
0.2523 0.2804 0.2513
( 1.2 , . . . , 3 ) 3 10 10 10
0.04986 0.0571 0.03293
-0.01941 0.007714
0.1258 0.1574 0.1273
( 1.2 , . . . , 3 ) 3 1000 10 10
0.008189 0.001663 0.000293
0.0004885 0.00322
0.05198 0.05752 0.05343
( 1.2 , . . . , 3 ) 3 10 1000 10
0.02183 0.05357 0.02321
-0.02054 0.002103
0.1107 0.1201 0.1051
( 1.2 , . . . , 3 ) 3 10 10 1000
0.0492 0.04941 0.03211
-0.04329 0.002205
0.0248 0.1112 0.03748
( 1.2 , . . . , 10 ) 3 1 1 1
0.1973 0.1301 0.06132
0.02677 0.01327
0.4266 0.4404 0.5361
( 1.2 , . . . , 10 ) 3 1 10 10
0.1211 0.1912 0.1187
-0.1141 0.000418
0.0917 0.2498 0.0933
( 1.2 , . . . , 10 ) 10 1 1 1
0.1092 0.007444 0.000664
0.1893 -0.02599
0.5843 0.3076 0.7449
( 1.2 , . . . , 10 ) 10 1 10 10
0.005949 0.01472 0.005776
-0.03587 -1.8e-05
0.02202 0.085 0.02223
( 0.3 , . . . , 0.9 ) 3 20 20 2000
0.005845 0.00472 0.004125
-0.005435 -0.000356
0.003915 0.01591 0.006347
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Rueda et al. (2009) suggest a modified discriminant procedure for the case, when the
observations from one of the two classes tend to be higher (elementwise) than the ones
from the other class. For example, if the mean vector of the distribution of the class Π1
is elementwise higher than the mean vector of the distribution of class Π2, one might
assume that a certain number, k say, of elements of an observation from Π1 should be
greater than the respective elements of an observation coming from Π2. The value k can
be chosen w.r.t. the prior beliefs of the experimenter and k = 0 leads to the usual Bayes
procedure. The approach makes no assumptions on the structure of the distributions and
can therefore be applied to SOSs. Note that, if the parameters α1 and α2 are ordered
elementwise, then the mean of the vectors T(X) under Pα1 respectively Pα2 are ordered as
well.
Conde et al. (2005) also apply their approach to type-II censored data in the training
samples. A known type-II censoring approach for SOSs can be found in Cramer and
Kamps (2001). They start of with m machines and specify the number of observed failures
for each of them beforehand. Amongst others, they derive the MLEs and their exact
distributions, which is again inverted gamma.
5.3.2 Additional Literature
In subsection 5.1.4 we used Matusita’s affinity and Jeffrey’s divergence for classification
purposes as well. The asymptotic distribution of Matusita’s affinity with plugged in MLEs
can for example be obtained using the results of Zografos (1998). Therein, the asymptotic
distribution of f -dissimilarities between several parametric distributions with plugged-in
MLEs is derived. In Menéndez et al. (1997) the asymptotic distribution of a generalized
Jeffrey’s divergence, suggested by Toussaint (1974), is derived. This generalized Jeffrey’s
divergence is given by:
D(Pα1 , . . . , Pαn) =
1
n2
n
∑
i=1
n
∑
j=1
DJ(Pαi , Pαj).
So, for n = 2 we end up with one half of the ordinary Jeffrey’s divergence. A critical
discussion of their results can be found in Vuong (2012), section 3.3. According to Kull-
back (1959), pp. 99 f, the asymptotic distribution of the Jeffrey’s divergence was initially
derived by Kupperman (1957).
Matusita (1956, 1967a) analyzes classification rules by means of minimum distance meth-
ods that allow a triangle inequality and especially by means of Matusita’s affinity, for
the case of unknown parameters. In Matusita (1967a), he treats several scenarios in the
multivariate normal case. Dillon and Goldstein (1978) modify Masutita’s approach by
comparing the distances between the two estimated class distributions, once assuming
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that the observations to be classified are actually from class Π1 and therefore are used
in the estimation of αˆ1 and once assuming that the observations to be classified are ac-
tually from class Π2 and therefore are used in the estimation of αˆ2. If αˆj is the estimate
when only the observations from Πj are used for the estimation and ˆˆαj the estimate when
the observations of Πj and the observations to be classified are used for the estimation,
j ∈ {1, 2}, then they decided for class Π1, if ρ2( f ˆˆα1 , fαˆ2) < ρ2( fαˆ1 , f ˆˆα2) and for Π2, if
ρ2( f ˆˆα1 , fαˆ2) > ρ2( fαˆ1 , f ˆˆα2). I.e., the classification is made in a way that the new estimated
class densities are as heterogeneous as possible (measured in terms of Matusita’s affinity),
given the observed data. Krzanowski (1987) compares the two approaches in the case of
multivariate normals, multinomials and a mixture of both.
Basu and Gupta (1974) investigate classification in the exponential distribution case under
the assumption of equal costs and equal a-priori probabilities. They treat the known and
unknown parameter case and analyze classification of censored data. Therefore, they
only assume the r smallest observations to be known. Furthermore, they investigate a
Bayesian approach, by assuming a prior distribution on the true underlying parameter of
each class.
Adegboye (1993) compares the performance of the Bayes procedure to that of Fisher’s
discriminant procedure, in the case of two class classification and underlying exponential
distributions, given the assumption of equal costs and equal a-priori probabilities. He
provides an explicit formula for the probability of misclassification for both methods.
Those do only depend on the ratio of the two parameters of the distributions. Adegboye
shows that the Bayes procedure has always smaller probabilities of misclassification than
Fisher’s discriminant procedure and that the difference in the probabilities enlarges, the
further the two parameters lie apart. The same is analyzed in the case of unknown
parameters and, again, the Bayes procedure with plugged in MLEs should be preferred
over Fisher’s discriminant procedure with plugged in MLEs. Adegboye also remarks that
observations from the class with higher rate parameter in the exponential distribution
have a smaller probability of being misclassified than observations from the class with
the lower rate parameter. This is also valid in a more general scenario, as we have already
mentioned in subsection 5.1.4.
Taniguchi (1994) analyzes the discriminant function in exponential families of distribu-
tions with plugged in estimators regarding first and second order asymptotic optimal-
ity.
In Bar-Hen (1996) a preliminary test based on the Jeffrey’s divergence is proposed, to
verify the hypothesis that the observation x is coming from a new population and in Kala
and Krzys´ko (2003) his results were further extended.
Schmid and O’Sullivan (2001) assume that the observation vector x and the parameter
vector α can be decomposed into subvectors x = (x1′, . . . , xm′)′ and α = (α1′, . . . , αm′)′
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such that
fα(x) =
m
∏
j=1
fαj(xj),
for some probability density functions fα1 , . . . , fαm , i.e., that there are independent compo-
nents in the parameter vectors. Then they propose a reduction method for the parameter
vector based on a thresholding technique that uses the KL divergence or the Jeffery’s
divergence as a distance measure. They also apply their method to the case where the
distributions fα1 , . . . , fαm are from the same exponential family of distributions, where
they are gamma distributions and where they are normal distributions. Since, for SOSs,
the $T-density of T(X) can be decomposed into the product of exponential distributions
f (SOS)α (t) =
r
∏
i=1
exp{αiti + log(αi)},
their reduction method can be applied here.
If we already know that the parameter vectors of the two possible classes have two iden-
tical entries in the same component, then this component has no discriminative power.
Further simulations indicate that the probability of misclassification, w.r.t. q1 = q2 = 12 , is
improved, if we leave this parameter out of the Bayes decision with plugged in MLEs. I.e.,
if the identical values appear in the first component, then we should prefer the decision
rule
Classify x1, . . . , xs into

Π1, if ∑ri=2(αˆ2i − αˆ1i)
[
1
s ∑
s
j=1 Ti(xj)
]
− log αˆ1i + log αˆ2i ≤ 0,
Π2, otherwise.
(5.81)
over (5.76). For different choices of q1 and q2, the probability of misclassification of (5.76)
can be smaller for some scenarios than that of (5.81).
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6. Clustering of unclassified Data in
Exponential Families
There are several reasons why clustering of unclassified data is useful for real life situa-
tions (cf. Duda et al. (2001), Chapter 10.1), e.g., if the labeling of observations is accom-
panied by high costs and therefore cannot be carried out. A comprehensive overview of
many of the existing methods in the field of clustering can be found in Duda et al. (2001),
Chapter 10. Another survey of many existing clustering approaches can be found in Bock
(1974, 2002). Clustering of data has gained major attention in the field of information
and computer science, for example in the fields of speech or image recognition. If, for
example, one has a very large number of pictures and wants to classify those containing
a certain object, e.g. a car, into one class, then one might prefer an automatic procedure to
sort out those pictures, over a manual one (cf., e.g., Vasconcelos (2004)). Therefore, in re-
cent literature, pictures are translated to probability density functions and then compared
by means of a distance measure.
In this chapter, we will first look at a clustering approach by means of Kullback-Leibler
and Bregman divergences in section 6.1. For this purpose, we present the so-called Breg-
man hard clustering algorithm. In section 6.2 maximum likelihood based approaches for
clustering are analyzed. Subsection 6.2.1 assumes a fixed-partition model and provides a
k-means type algorithm to get a locally optimal cluster. In the case of SOS an agglomera-
tive hierarchical clustering approach is suggested, to find a good starting partition for the
k-means algorithm. Subsection 6.2.2 deals with mixture models that, rather than finding a
single class for each observation, model the probability with which an observation comes
from one class, for all m classes.
Suppose now that we have n ∈ N unsupervised observations x1, . . . , xn, i.e., we do not
know the classes of origin of any of those observations. Our aim is to partition the
observations into m ∈ N, m ≤ n, classes Π1, . . . ,Πm. The elements of one class should
be homogeneous to each other in a certain way and inhomogeneous to the members of
other classes. On the basis of the so formed classes, a representative is derived for each
class.
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6.1 Clustering with Distances
In this section, a fixed partition model (cf., e.g., Bock (2002)) is assumed, i.e., that the obser-
vations from class Πj follow a class specific distribution Pαj ∈ P = {Pα : α ∈ Θ}, where
P is a regular exponential family, that the parameters αj are unknown, 1 ≤ j ≤ m, and
that the number of classes m is known beforehand. Furthermore, the distance function
used for the clustering approach is the Kullback-Leibler divergence. In the following, we
will mainly state results obtained by Banerjee, Merugu, Dhillon and Ghosh (2005) and
translate them to our setting. Additionally, we compare the variances of the left-sided and
the right-sided Bregman centroids (cf. (6.3) and (6.4)) in the model of SOSs. We find out
that the variances of the Ti(X), 1 ≤ i ≤ r, are larger for the left-sided Bregman centroid
than for the right-sided Bregman centroid. The clustering approach using distances is,
of course, not a new one. E.g., in Duda et al. (2001), section 10.7, several results for the
squared Euclidean distance are presented.
6.1.1 Natural Parameter Space
At first, we will assume clustering in the natural parameter space Θ. Therefore, we
suppose in addition that the MLE, pi−1(T(X)), exists almost surely for all P ∈ P, X ∼ P.
Since T is a minimal sufficient statistic and pi is bijective, it seems convenient to transfer
the observations to their corresponding MLEs. Thus, we define βi := pi−1(T(xi)) ∈ Θ,
1 ≤ i ≤ n, and cluster in the parameter space Θ. If all the observations are classified, we
determine one representative α∗j for each class Πj, 1 ≤ j ≤ m. Therefore, we define a loss
function
L : Θ×Θ→ [0,∞), (α, β) 7→ L(α, β).
If observation βi is assigned to class Πj and α∗j is chosen to be the representative of Πj,
then the loss connected with this assignment is given by L(α∗j , βi). So the overall loss of
our partition is given by
m
∑
j=1
∑
βi∈Πj
L(α∗j , βi).
Representative in the first Argument
In this section, we will define our loss function to be the Kullback-Leibler divergence with
the representative in the first component, i.e. L(α, β) := DKL(α, β). We will generalize the
above problem by weighting the observations βi, 1 ≤ i ≤ n, with values pi > 0, ∑ni=1 pi =
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1. Choosing different weights for different observations might be useful. Imagine for
example that we have the pre knowledge that some observations are quite close to the
real representatives of their class, then it can be convenient to put more weight onto them,
when calculating the group representative. In the following, we define B to be a discrete
random vector with P(B = βi) = pi, 1 ≤ i ≤ n.
Clearly, if m = n, i.e., if we have as many classes as observations, then the best partition is
attained, if every observation has its own class and is therefore the representative of that
class. The overall loss is then zero. On the other hand, if m = 1, then we need to find
arg min
α∗1∈Θ
n
∑
i=1
piL(α∗1 , βi) = arg min
α∗1∈Θ
n
∑
i=1
piDKL(α∗1 , βi) = arg min
α∗1∈Θ
E [DKL(α∗1 ,B)] . (6.1)
A solution to this problem is provided by the following lemma:
(6.1) Lemma
Let X be a discrete random vector that takes values in X = {xi}1≤i≤n ⊂ S ⊆ Rr , where
P(X = xi) = pi > 0, 1 ≤ i ≤ n, such that E(X) ∈ ri(S). Given a Bregman divergence
Dφ : S × ri(S) 7→ [0,∞), then the problem
min
α∈ri(S)
E[Dφ(X, α)]
has a unique minimizer given by α∗ = E(X). 
Proof
See Banerjee, Merugu, Dhillon and Ghosh (2005), Proposition 1. 
Banerjee, Guo and Wang (2005) showed that the reverse of the above lemma also holds
true. The above result for Dφ being the Itakura-Saito distance can also be found in Buzo
et al. (1980) and for the KL divergence acting on discrete distributions, i.e. xi ≥ 0, ele-
mentwise, and ∑ xij = 1, in Dhillon et al. (2003), Lemma 3.
Now, since for regular exponential families DKL(α, β) = Dκ(β, α), where S = Θ is open,
the lemma provides that the unique solution of the problem (6.1) is α∗1 = ∑
n
i=1 piβi =
E [B]. Setting all pi = 1n , then the representative α∗1 that minimizes (6.1) is just the
arithmetic mean over all the members in class. This result is also given in Onishi and
Imai (1998), Lemma 4.1, using the methods of information geometry (cf. section 3.4).
We take a look at the case 1 < m < n now. The function that we want to minimize over
the clusters and their representatives is then given by:
m
∑
j=1
∑
βi∈Πj
piDKL(α∗j , βi) =
m
∑
j=1
pij ∑
βi∈Πj
pi
pij
DKL(α∗j , βi) =
m
∑
j=1
pijE
[
DKL(α∗j ,Bj)
]
. (6.2)
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Herein pij := ∑βi∈Πj pi and Bj is a random vector with values in Πj and P(Bj = βi) =
1Πj(βi)
pi
pij
, 1 ≤ i ≤ n, 1 ≤ j ≤ m. Clearly
α∗j = ∑
βi∈Πj
pi
pij
βi = E(Bj), 1 ≤ j ≤ m, (6.3)
since otherwise, using Lemma 6.1, we could reduce the loss using those representatives.
Nielsen and Nock (2009) call (6.3) right-sided Bregman centroids. We want to minimize over
all possible partitions of the observations which can in general not be solved analytically,
since the representatives α∗j , 1 ≤ j ≤ m, change with the partitions. Note furthermore
that the distributions of the random vectors Bj change, when the partition is changed,
and so do the probabilities pij.
Before stating an algorithm to solve the above problem at least locally optimal, we pro-
vide a theorem obtained by Banerjee, Merugu, Dhillon and Ghosh (2005) to show that
minimizing equation (6.2) is equivalent to maximizing the loss in Bregman information
in a certain way. For this reason we define the Bregman information (cf. Banerjee, Merugu,
Dhillon and Ghosh (2005)) of a discrete random vector with finite support as follows:
(6.2) Definition (Bregman Information)
Given the assumptions of Lemma 6.1, then the Bregman information of X in terms of Dφ is
defined by
Iφ(X) = E
[
Dφ(X, E(X))
]
=
n
∑
i=1
piDφ(xi, E(X)). 
Note that the Bregman information is zero, iff X is a degenerated distribution, i.e., a
single value is attained with probability one. In this case there is no gain in information
when a series of realizations of X is transmitted, because the outcome was already known
beforehand.
So, in our clustering problem the Bregman information is zero, if m = n, because every
class contains only one observation and there is no probability involved. Furthermore,
the Bregman information is largest, if m = 1 and all observations are assigned to the same
class and so there is maximum uncertainty. The information related to this case is given
by Iκ(B) = E [DKL(E[B],B)].
Assume now that we have partitioned our observations into the m classes Π1, . . . ,Πm
with representatives α∗j = ∑βi∈Πj
pi
pij
βi, 1 ≤ j ≤ m, and define a random vector A with
values in {α∗j }1≤j≤m and P(A = α∗j ) = pij. A convenient way to rate partitions is to
minimize the loss in Bregman information:
Iκ(B)− Iκ(A) = Iκ(B)−
m
∑
j=1
pijDKL(E[B], α∗j ).
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This means that the cluster representatives are chosen in such a way that the uncertainty
between the clusters, measured in terms of Bregman information, is as large as possible.
So, the clusters are in that sense as inhomogeneous as possible.
Indeed, the approach in (6.2) and the one above lead to the same results:
(6.3) Theorem
Let B, B1, . . . ,Bm and A be as stated above. Then
Iκ(B)− Iκ(A) =
m
∑
j=1
pijE
[
DKL(α∗j ,Bj)
]
.

Proof
See Banerjee, Merugu, Dhillon and Ghosh (2005), Theorem 1. 
Banerjee, Merugu, Dhillon and Ghosh (2005) called Iκ(B) the total Bregman information,
Iκ(A) the between-cluster Bregman information and Iκ(B)− Iκ(A) the within-cluster Bregman
information. So, we want to find the partition that minimizes the within-cluster Bregman
information and our final partitions can be thought of as being homogeneous in this
way.
As said before, an explicit solution for the above problem cannot be derived directly, but
for a fixed group of representatives α∗j , 1 ≤ j ≤ m, the partition of the βi that minimizes
(6.2) is simply:
Assign βi to class Πj, if DKL(α∗j , βi) < DKL(α∗k , βi) for all 1 ≤ k ≤ m, k 6= j. If l ≥ 2
representatives realize minimal distance to βi, then we can assign this observation to any
of those l classes.
Furthermore, for a fixed partition the group representatives can be easily calculated using
Lemma 6.1.
This finding leads to the following algorithm, obtained by Banerjee, Merugu, Dhillon and
Ghosh (2005), p. 1715:
(6.4) Algorithm (Bregman Hard Clustering Algorithm)
The Bregman Hard Clustering Algorithm is defined by:
1.) Define a set of m representatives {α∗j }1≤j≤m.
2.) Assign the observations to the classes based on {α∗j }1≤j≤m.
3.) Update the representatives based on the partition from 2.).
4.) If converged or a pre specified number of iterations is reached: end - otherwise: go
to 2.). 
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The Bregman Hard Clustering algorithm has the following properties:
(6.5) Lemma
i) Every iteration of the algorithm decreases monotonically the within-cluster Bregman
information, i.e. our loss function.
ii) The algorithm terminates in a finite number of steps in a locally optimal partition.
Proof
See Banerjee, Merugu, Dhillon and Ghosh (2005), Propositions 2 and 3. 
Hence, the Bregman hard clustering algorithm only ensures to lead to a locally optimal
solution. The above algorithm is a version of the well-known k-means algorithm proposed
by Lloyd (1982) and MacQueen (1967) that can be found in many text books on pattern
recognition (see, e.g., Duda et al. (2001), subsection 10.4.3, Bishop (2006), section 9.1).
Here one also separates the assignment and the update step into two succeeding steps
that are repeated, until a local minimum is attained. For a nice illustration of several
successive steps of a k-means clustering algorithm w.r.t. the squared Euclidean distance
and m = r = 2 cf. Bishop (2006), Figures 9.1 and 9.2.
The above algorithm has already been stated for special Bregman divergences, e.g., in
Buzo et al. (1980) for Dφ being the Itakura-Saito divergence for applications in the field of
speech coding and in Dhillon et al. (2003) for KL divergences acting on discrete distribu-
tions in the field of text classification.
Representative in the second Argument
Following the idea in Banerjee, Merugu, Dhillon and Ghosh (2005), section 5.3, the prob-
lem with switched arguments
m
∑
j=1
∑
βi∈Πj
piDKL(βi, α∗j ),
βi, 1 ≤ i ≤ n, and α∗j , 1 ≤ j ≤ m, as above can be rewritten to
m
∑
j=1
∑
βi∈Πj
piDKL(βi, α∗j )
La 3.21
=
m
∑
j=1
∑
βi∈Πj
piDκ∗(pi(βi),pi(α∗j )) =
m
∑
j=1
∑
βi∈Πj
piDκ∗(T(xi), t∗j ),
where t∗j ∈ int(CT), 1 ≤ j ≤ m. So, the representative of the grouping Πj can again be
derived using Lemma 6.1 as
α∗j = pi−1
(
t∗j
)
= pi−1
 ∑
βi∈Πj
pipi(βi)
 , 1 ≤ j ≤ m. (6.4)
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Nielsen and Nock (2009) call (6.4) left-sided Bregman centroids. The same result was ob-
tained by Inaba et al. (1999) using the geometric structures of families of distributions (cf.
Amari (1985), Amari and Nagaoka (2000) and section 3.4).
6.1.2 Expectation Space
For any exponential family that allows a density representation of the form (see, e.g.,
Theorem 3.23)
exp{−Dκ∗(t, µ)} exp{−κ∗(t)}
it is possible to use the approach from subsection 6.1.1 for the transformed data T(x1),
. . . , T(xn) and replace the KL divergence by the Bregman divergence Dκ∗ . All results from
this section can be adopted. Note that the density of SOSs can be represented in the above
way (see Example 4.12). Following the calculations in subsection 6.1.1 „Representative in
the Second Argument“, we see that minimizing ∑mj=1∑βi∈Πj piDκ∗(T(xi), t
∗
j ) leads to the
same clustering as minimizing ∑mj=1∑βi∈Πj piDKL(βi, α
∗
j ) and, analogously, minimizing
∑mj=1∑βi∈Πj piDκ∗(t
∗
j , T(xi)) leads to the same clustering as minimizing
∑mj=1∑βi∈Πj piDKL(α
∗
j , βi).
6.1.3 Analyzing the Variance of the Bregman Centroids
We now want to analyze the representatives derived by the right-sided and left-sided
Bregman divergences. We start off with the following examples:
(6.6) Examples
i) Garcia and Nielsen (2010) derive the right-sided and the left-sided Bregman cen-
troid of the distributions N1(10, 6), N1(20, 6), N1(30, 6) and N1(40, 6) w.r.t.
Dκ and p1 = p2 = p3 = p4 = 0.25. The right-sided Bregman centroid, i.e.
arg minα∗R∈Θ
1
4 ∑
4
i=1 DKL(α
∗
R, βi), is given by the distribution
N1(25, 6)
and the left-sided Bregman centroid, i.e. arg minα∗L∈Θ
1
4 ∑
4
i=1 DKL(βi, α
∗
L), is given by
the distribution
N1(25, 131).
Herein, each βi, 1 ≤ i ≤ 4, stands for one of the above four normal distributions.
A graphical representation can be found in Garcia’s and Nielsen’s work, Figure 1.
Note that the term of left-sided and right-sided Bregman centroid are mixed up in
the original paper in some spots. This can for example be seen, when one compares
Garcia and Nielsen (2010), Figure 1, with Nielsen and Nock (2009), Figure 2.
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ii) In the case of SOSs for r = 3 and α1 = (1, 1, 1)′, α2 = (1, 1.2, 1.4)′, α3 = (1, 2, 3)′ and
α4 = (1, 2, 4)′ the right-sided Bregman centroid is the arithmetic mean
α∗R = (1, 1.55, 2.35)′
and the left-sided Bregman centroid is
α∗L ≈ (1, 1.41, 1.74)′,
which is just the elementwise harmonic mean of the respective entries of the above
four parameter vectors. It is very easy to recognize from the formula that a pa-
rameter that is equal in all distributions remains unchanged. Furthermore, we note
that the eigenvalues of the covariance matrix of T(X) are larger for the left-sided
Bregman centroid than for the right-sided Bregman centroid. 
We observe that the variance of the right-sided centroid in Example 6.6, i), is the same as
the variance of the initial four normal distributions. The right-sided centroid mimics the
form of the initial densities and centers it in the very middle of them. However, the left-
sided centroid provides the same mean as the right-sided one, but its variance is much
larger. It concentrates more on the support of the underlying distributions, than on their
shape.
In the case of SOSs, the same holds true because of the harmonic-arithmetic mean in-
equality (cf. Mitrinovic and Vasic´ (1970), subsection 2.1.1, for the case of equal weights).
Since α∗Rj = ∑
n
i=1 piαij ≥ 1∑ni=1 pi 1αij
= α∗Lj , 1 ≤ j ≤ r, and CovP(SOS)α T(X) = diag
(
1
α21
, . . . , 1
α2r
)
,
the variances of the Ti(X), 1 ≤ i ≤ r, are larger for the left-sided Bregman centroid than
for the right-sided Bregman centroid.
Nielsen and Nock (2009) call this property zero-forcing and zero-avoiding, respectively. They
give an explanation on the basis of discrete distributions in section 1 B. Furthermore, they
provide a sufficient condition on κ that implies an elementwise ordering of the centroids
in their Corollary 3.5.
6.1.4 Additional Literature
Carlson and Clements (1991) analyze centroids based on the COSH divergence and Veld-
huis (2002) analyzes centroids based on the Jeffrey’s divergence for discrete distribu-
tions.
Bishop (2006) explains how the k-means algorithm can be used for image compression in
subsection 9.1.1 and gives some nice examples of compressed images in Figure 9.3.
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Nielsen and Nock (2009) and Garcia and Nielsen (2010) also treat the case of symmetrized
Bregman centroids, where the symmetrization is analogously to the symmetrization of the
KL divergence that results in the Jeffrey’s divergence. So, replacing DKL in (6.1) by DJ , we
can use their results to obtain the minimizing parameter vector, which is a unique element
lying in the set
{
pi−1 (λpi(α∗R) + (1− λ)pi(α∗L)) : λ ∈ [0, 1]
}
(cf. Nielsen and Nock (2009),
Theorem 4.2).
Telgarsky and Dasgupta (2012) extend the approach of Banerjee, Merugu, Dhillon and
Ghosh (2005) by looking at degenerated divergences and exponential families with non
minimal representation. The case of degenerated divergences appears for example, if the
amount of data points in one class is not sufficient to calculate a non degenerated repre-
sentative (e.g., in the multivariate normal distribution, if there are too few observations
to make the estimated covariance matrices invertible). To solve this drawback, Telgarsky
and Dasgupta suggest a modification of 1|C| ∑x∈C T(x) to (1− β) 1|C| ∑x∈C T(x)+ βz, where
z lies in the relative interior of the expectation space and β ∈ (0, 1) s.t. ‖βz‖2 → 0 as |C|
increases.
For the case of non minimal representation, they show that the corresponding κ is well-
defined, closed and convex. Since the gradient of κ need not exist for every parameter
α ∈ Θ, they redefine the Bregman divergence, by replacing the gradient ∇κ(α) by the
subgradient of κ in α that maximizes the expression, i.e. DKL(α, β) = maxg∈G(κ;α)(α −
β)′g− κ(α) + κ(β), where G(κ; α) is the set of all subgradients of κ in α (for the definition
of closeness and subgradients, see Rockafellar (1970), § 7 and § 23).
6.2 Maximum Likelihood Approaches for Clustering
In opposite to the previous section, we are not going to transfer each observation to its
respective MLEs here, but use some sort of likelihood function that acts on the observa-
tions directly. Hence, it is not necessary in the following that the MLE for one observation
exists P-a.s., as long as the function to be maximized has a local maximum smaller than
infinity. The biggest of those local maxima with value smaller than infinity is then chosen
to be the best partition of the observations.
6.2.1 Classification Maximum Likelihood Approach
As before, we assume a fixed-partition model, i.e., that each observation comes from one
of m classes and that every class has an underlying distribution, each from the same regu-
lar exponential family. A straight forward way to deal with the fixed-partition problem is
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the maximum likelihood approach (cf., e.g., Bock (2002)), i.e., to maximize the function
L(Π1, . . . ,Πm, α1, . . . , αm) :=
m
∏
j=1
∏
xi∈Πj
fαj(xi) (6.5)
over all possible partitions Π1, . . . ,Πm of the data and α1, . . . , αm ∈ Θ. For fixed parti-
tions this is essentially the product of the likelihood functions for each group. Taking
logarithms, we obtain:
`(Π1, . . . ,Πm, α1, . . . , αm) : = logL(Π1, . . . ,Πm, α1, . . . , αm)
=
m
∑
j=1
∑
xi∈Πj
(
αj
′T(xi)− κ(αj) + log h(xi)
)
=
m
∑
j=1
∑
xi∈Πj
(
αj
′T(xi)− κ(αj)
)
+
n
∑
i=1
log h(xi).
Thus, it is sufficient to maximize
m
∑
j=1
∑
xi∈Πj
(
αj
′T(xi)− κ(αj)
)
. (6.6)
Again, it is very easy to find a locally optimal solution by using an algorithm similar to
the k-means algorithm, since for fixed partitions the maximizing parameters αˆ1, . . . , αˆm
are just given by the corresponding MLEs, i.e. αˆj := pi−1
(
1
|Πj| ∑xi∈Πj T(xi)
)
, 1 ≤ j ≤ m.
On the other hand, if the parameters are fixed, then the maximizing partition is given
by:
Assign xi to Πj, if fαj(xi) > fαk(xi) for all 1 ≤ k ≤ m, k 6= j. If there are two or more
densities that produce the same maximum value, then the observation can be assigned to
any of them.
Thus, the algorithm is just a simple k-means type (see, e.g., Duda et al. (2001), subsection
10.4.3) and can be stated as follows:
(6.7) Algorithm
1.) Define a set of m parameters {α∗j }1≤j≤m.
2.) Assign the observations to the classes based on {α∗j }1≤j≤m as stated above.
3.) Update the representatives based on the partition from 2.).
4.) If converged: end - otherwise: go to 2.). 
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If the MLEs of one observation exist P-a.s., then the algorithm has the same properties
(see Lemma 6.5) as the Bregman Hard Clustering algorithm. The proof is essentially the
same as the one for the Bregman Hard Clustering algorithm.
One can also incorporate the unknown a-priori probabilities qj, 1 ≤ j ≤ m, of the classes
into (6.5) by replacing fαj(xi) with qj fαj(xi). This model is known as the random-partition
model (cf., e.g., Bock (2002)).
Sequential Order Statistics
If we assume that the underlying regular exponential family is the one of SOSs, then
αˆj := pi−1
 1|Πj| ∑xi∈Πj T(xi)
 = (− |Πj|
∑xi∈Πj T1(xi)
, . . . ,− |Πj|
∑xi∈Πj Tr(xi)
)′
, (6.7)
1 ≤ j ≤ m, |Πj| is the number of observations in class j and T = (T1, . . . , Tr)′. By (6.6) and
the fact that in a local maximum the parameters will be equal to the respective MLEs, we
need to maximize
max
Π1,...,Πm,α1,...,αm
m
∑
j=1
∑
xi∈Πj
(
αj
′T(xi)− κ(αj)
)
= max
Π1,...,Πm
m
∑
j=1
∑
xi∈Πj
(
αˆj
′T(xi)− κ(αˆj)
)
, (6.8)
where the MLEs still depend on the partition. Plugging (6.7) into (6.8), we obtain:
max
Π1,...,Πm
m
∑
j=1
∑
xi∈Πj
(
αˆj
′T(xi)− κ(αˆj)
)
= max
Π1,...,Πm
−rn−
m
∑
j=1
|Πj|κ(αˆj).
So, we need to maximize
−
m
∑
j=1
|Πj|κ(αˆj) =
m
∑
j=1
r
∑
k=1
|Πj|
(
− log
{
∑xi∈Πj(−Tk(xi))
|Πj|
})
La A.1≤ −
n
∑
i=1
r
∑
k=1
log(−Tk(xi)),
which is the value for the partition where every observation has its own class, i.e. m = n.
Thus, instead of maximizing the likelihood, we can also minimize the loss in likelihood.
Taking into account the above discussion, a heuristic to find a starting partition for Al-
gorithm 6.7 can be generated as follows: If we start off with the case m = n and reduce
this number stepwise, then the loss in likelihood that arises when two observations, e.g.
xl and xs, are combined into one class, is
r
∑
k=1
[
− log(−Tk(xl))− log(−Tk(xs)) + 2 log
(
−Tk(xl) + Tk(xs)
2
)] log concave
≥ 0.
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More generally: If we join two classes, e.g. Πj1 and Πj2 , 1 ≤ j1, j2 ≤ m, j1 6= j2, then the
loss that arises is given by:
dMLCSOS (Πj1 ,Πj2) :=
r
∑
k=1
[
− |Πj1 | log
(
−
∑xi∈Πj1 Tk(xi)
|Πj1 |
)
− |Πj2 | log
(
−
∑xi∈Πj2 Tk(xi)
|Πj2 |
)
+ |Πj1 ∪Πj2 | log
(
−
∑xi∈Πj1∪Πj2 Tk(xi)
|Πj1 ∪Πj2 |
)]
≥ 0,
because log(tx + (1− t)y) ≥ t log(x) + (1− t) log(y), t ∈ [0, 1], x, y ∈ R+, and
x = −
∑xi∈Πj1 Tk(xi)
|Πj1 |
> 0, y = −
∑xi∈Πj2 Tk(xi)
|Πj2 |
> 0, t =
|Πj1 |
|Πj1 ∪Πj2 |
∈ (0, 1).
Note that Πj1 ∩Πj2 = ∅. Furthermore, we can deduce that
dMLCSOS (Πj1 ,Πj2) =
r
∑
k=1
[
|Πj1 | log
( |Πj1 |∑xi∈Πj1∪Πj2 Tk(xi)
|Πj1 ∪Πj2 |∑xi∈Πj1 Tk(xi)
)
+|Πj2 | log
( |Πj2 |∑xi∈Πj1∪Πj2 Tk(xi)
|Πj1 ∪Πj2 |∑xi∈Πj2 Tk(xi)
)]
.
Here, one can interpret the cardinality of the classes as a value that weights the logarithm
of the relative changes in the components of the MLE. The loss that occurs when we
generate a class Πj is given by
r
∑
k=1
− ∑
xi∈Πj
log(−Tk(xi))
+ |Πj| log
(
−∑xi∈Πj
Tk(xi)
|Πj|
) .
Using the above formulas, a starting partition can for example be derived by a greedy
heuristic: We start with n classes and then join stepwise the two classes Πj1 and Πj2 that
minimize the loss dMLCSOS (Πj1 ,Πj2) in likelihood until only m classes are left. This type of
approach is well-known in the literature as an agglomerative hierarchical clustering approach
(cf., e.g., Duda et al. (2001), section 10.9).
6.2.2 Mixture Maximum Likelihood Approach
A second maximum likelihood approach is based on a mixture density approach. The
density of each of the observations is assumed to be the mixture density
f(x|α1, . . . , αm, q) =
m
∑
j=1
qj fαj(x),
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where q = (q1, . . . , qr), qj ≥ 0 and ∑rj=1 qj = 1, are the prior probabilities of the respective
classes. This approach is also known as the mixture model (cf., e.g., Bock (2002)). Based on
our sample, we want to estimate the parameters α1, . . . , αm and q. This method is called
a soft clustering approach, as it does not classify an observation into one class only, but
rather determines the probability with which an observations comes from population Πj,
1 ≤ j ≤ m. In general, the parameters of mixture densities are not identifiable for the
distribution. Furthermore, it is possible that the likelihood function becomes infinitely
large, for a sequence of parameters {α1,j, . . . , αm,j}j∈N that converges to the border of Θm,
but the parameters that realize those infinite values are of no use for our purpose (for an
explanation in the case of normal mixtures cf. Bishop (2006), subsection 9.2.1). Therefore,
what we are looking for is a local maximum in α∗1 , . . . , α∗m, q∗, s.t. α∗1 , . . . , α∗m ∈ Θm. Such
a locally optimal solution can be obtained by means of the well-known EM algorithm of
Dempster et al. (1977). For a detailed monograph on the EM algorithm see for example
McLachlan and Krishnan (2008). A nice illustration of some consecutive iterations of the
EM algorithm for m = r = 2 can be found in Bishop (2006), Figure 9.8.
Redner and Walker (1984) propose an EM algorithm for mixtures of exponential families.
Therefore, using the mean value parametrization of the exponential family in the maxi-
mization step, an explicit formula of the maximizing mean value parameter is given (cf.
also Lemma 6.1), which reduces the computational expense significantly. In their Exam-
ple 5.4, they mention that the estimated variance (covariance matrix) of the mixture of
(multivariate) normal densities does not approach zero (or singularity), if enough labeled
observations are incorporated into the EM algorithm.
Banerjee, Merugu, Dhillon and Ghosh (2005) modify the algorithm using Theorem 3.23.
They call the resulting algorithm Bregman Soft Clustering algorithm. It is only applicable to
exponential families that admit a density representation of the form
exp{−Dκ∗(t, µ)} exp{−κ∗(t)}.
For the maximization step of the Bregman Soft Clustering algorithm, an explicit formula
for the updated parameters is provided using Lemma 6.1.
Banerjee, Merugu, Dhillon and Ghosh (2005) use simulations to analyze the quality of
clustering based on different Bregman divergences for normal, Poisson and binomial
mixture data. They conclude that the divergence induced by the respective model leads
to the best clustering results.
Banerjee, Merugu, Dhillon and Ghosh (2005) also mention that speech power spectra can
be modeled by densities of exponential distributions and that therefore the Itakura-Saito
divergence - as it is the KL divergence between two members of exponential distributions
- performs so well in this case.
So far, we assumed the number of densities m incorporated into the mixture density fixed
and known. Garcia and Nielsen (2010) propose a method to find the number m. They
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also develop a simplification method based on the Bregman hard clustering algorithm
(cf. Algorithm 6.4). I.e., they propose a method to reduce the number m of incorporated
mixtures of a given mixture distribution. To measure the quality of the simplification,
the KL divergence is used. They apply their findings to mixtures of multivariate normal
distributions that arise from images. Therefore, every pixel is identified with a five-
dimensional vector containing the red, green and blue color components in the first three
entries and the x and y coordinates in the fourth and fifth component. Some illustrations
of images and their corresponding mixture density for m = 32 can be found in Figure 2
of their work.
Furthermore, they use a combination of the Bregman soft and hard clustering algorithm
to reduce the number of colors in an image to the number of classes m.
In Vasconcelos (2004) several methods for image retrieval (also a normal mixture ap-
proach) are presented and compared, based on the KL divergence.
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SOSs
In Cramer and Kamps (1996) several tests are proposed to decide, whether a system can
be modeled via ordinary order statistics or whether the model of SOSs should be used to
describe the data. Bedbur et al. (2013) analyze the likelihood ratio test, Wald’s test, Rao’s
score test and a modified version of Wald’s test for the case of simple and composite null
hypothesis.
In this chapter we propose some exact tests for testing class membership of observations
in the model of SOSs. Therefore, we use the exact distribution of the MLEs, given in
Theorem 4.5.
Assume that we have s iid random vectors X1, . . . ,Xs and one unsupervised realization of
each vector denoted by x1, . . . , xs. Assume X1 ∼ Pβ, where Pβ is a member of the regular
exponential family of SOSs and β is the unknown parameter vector. We want to develop
a test statistic to decide the hypothesis test
H0 : (x1, . . . , xs) ∈ Π vs H1 : (x1, . . . , xs) /∈ Π,
where Π is a certain class. Let the distribution underlying the observations from this
class be Pα, also a member of SOSs. Then, since the parameters are identifiable for the
distributions, the test problem can be reformulated to
H0 : β = α vs H1 : β 6= α. (7.1)
First, we assume in addition that the parameter α of the distribution of class Π is known.
One intuitive short-cut test statistic for the above problem is then given by:
φ(x1, . . . , xs) = −α′
s
∑
i=1
T(xi).
Now, using −∑si=1 Tl(xi) ∼ Erl(s, βl), we can deduce that αl (−∑si=1 Tl(xi)) ∼ Erl
(
s, βlαl
)
,
1 ≤ l ≤ r. Hence, since −∑si=1 Tl(xi), 1 ≤ l ≤ s, are independent, −αj′ ∑si=1 T(Xi) d= Z ,
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where Z follows a hypoexponential distribution (cf. Theorem 5.5 and section A.2), if at
least two of βlαl , 1 ≤ l ≤ r, are distinct, and an Erlang distribution, otherwise. Under H0,−αj′ ∑si=1 T(Xi) is simply the sum of r independent Erlang random variables with shape
parameter s and rate parameter 1, i.e. −αj′ ∑si=1 T(Xi) ∼ Erl(rs, 1).
Assume now that the parameter α of the distribution of class Π is unknown, but that we
have a sample of n iid observations from class Π. Assume furthermore that αˆ is the MLE
based on those observations. Then a statistic for the above test problem is given by:
φˆ(x1, . . . , xs) = − 1n αˆ
′ s∑
i=1
T(xi).
Now since αˆln ∼ IΓ(n, αl), 1 ≤ l ≤ r, are independent, using Lemma A.12 we deduce
that αˆln [−∑si=1 Tl(Xi)] ∼ Zl, where Zl is a random variable with cdf FZl(z) = 1 −
∑s−1k=0 (
n+k−1
k )
(βlz)k(αl)n
(βlz+αl)n+k
. Under H0 the cdf becomes F
Zl
H0
(z) = 1−∑s−1k=0 (n+k−1k ) z
k
(z+1)n+k .
If s = 1, i.e., if there is only one observation that we want to classify, then the distribution
reduces to FZl(z) = 1− (αl)n
(βlz+αl)n
= 1−
(
βl
αl
z + 1
)−n
a shifted Pareto distribution with
parameters n and βlαl . Under H0:
βl
αl
= 1.
Thus, the distribution of our statistic is given by the convolution of the r independent
random variables Z1, . . . , Zr:
φˆ(X1, . . . ,Xs)
d
=
r
∑
l=1
Zl.
We reject H0, if the value of the statistic is too small or too large.
7.1 Matusita’s Affinity
In this section, we will use Matusita’s affinity to derive an exact test procedure for (7.1).
Again, first we assume that the parameter α is known. Let βˆ be the MLE based on
x1, . . . , xs. Then a test statistic for the above problem is given by
φ(x1, . . . , xs) = − log ρ2(α, βˆ) + r log 2 Cor 4.6=
r
∑
j=1
log
(
αj + βˆ j
2
)
− 1
2
log(αj βˆ j) + r log 2
=
r
∑
j=1
log
(
1+
αj
βˆ j
)
− 1
2
log
(
αj
βˆ j
)
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and
φ(X1, . . . ,Xs) =
r
∑
j=1
log
(
1+
αj
βˆ j
)
− 1
2
log
(
αj
βˆ j
)
d
=
r
∑
j=1
log
(
1+ Zj
)− 1
2
log
(
Zj
)
,
where Zj ∼ Erl
(
s, s
β j
αj
)
, 1 ≤ j ≤ r, are independent random variables. If H0 is true, then
the distribution does not depend on α and β.
If now α is unknown but we can construct a MLE based on a sample of n iid observations
from Pα, then a statistic is given by:
φˆ(x1, . . . , xs) = − log ρ2(αˆ, βˆ) + r2 log
( s
n
)
+ r log 2 =
r
∑
j=1
log
(
s
n
+
sαˆj
nβˆ j
)
− 1
2
log
(
sαˆj
nβˆ j
)
.
Then the statistic is distributed as the sum of independent transformed random vari-
ables
φˆ(X1, . . . ,Xs) =
r
∑
j=1
log
(
s
n
+
sαˆj
nβˆ j
)
− 1
2
log
(
sαˆj
nβˆ j
)
d
=
r
∑
j=1
log
( s
n
+ Zj
)
− 1
2
log
(
Zj
)
,
where Z1, . . . , Zr are independent random variables. Now, since sβˆ j
∼ Erl(s, β j) and αˆjn ∼
IΓ(n, αj) and because αˆ1, . . . , αˆr, βˆ1, . . . , βˆr are independent, using Lemma A.12, the cdf of
Zj is FZj(z) = 1− ∑s−1k=0 (n+k−1k )
(β jz)kαnj
(β jz+αj)n+k
. Again, if there is only one observation that
we want to classify, i.e. s = 1, then the random variables Zj follow a shifted Pareto
distribution with parameters n and
β j
αj
, 1 ≤ j ≤ r.
We reject H0, if the value of the statistic is too large.
7.2 Kullback-Leibler Divergence
From Corollary 4.6 we know that
DKL(α, β) =
r
∑
j=1
(
β j
αj
− log
(
β j
αj
)
− 1
)
.
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So by plugging in the MLEs as before, we know that under H0 our distribution is inde-
pendent of α and β. So, some other possible statistics are given by
φ1(x1, . . . , xn) = DKL(α, βˆ) =
r
∑
j=1
(
βˆ j
αj
− log
(
βˆ j
αj
)
− 1
)
and
φ2(x1, . . . , xn) = DKL(βˆ, α) =
r
∑
j=1
(
αj
βˆ j
− log
(
αj
βˆ j
)
− 1
)
,
if α is known and
φˆ1(x1, . . . , xn) = DKL(αˆ, βˆ) =
r
∑
j=1
(
βˆ j
αˆj
− log
(
βˆ j
αˆj
)
− 1
)
and
φˆ2(x1, . . . , xn) = DKL(βˆ, αˆ) =
r
∑
j=1
(
αˆj
βˆ j
− log
(
αˆj
βˆ j
)
− 1
)
,
if α is unknown. The corresponding distributions, as before, can be sampled by means of
convolutions of transformed independent random variables.
βˆ j
αj
and
αj
βˆ j
are inverse-gamma
respectively Erlang distributed and the distribution of
βˆ j
αˆj
and
αˆj
βˆ j
can simply be obtained
by Lemma A.12, 1 ≤ j ≤ r. Note that φ2(x1, . . . , xn) is just the likelihood ratio test for
simple null hypothesis (cf. Bedbur et al. (2013), section 3.1).
Again, we reject H0, if the value of the statistic is too large.
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In this thesis, methods of classification and discrimination for the case of two classes as
well as of clustering are developed for models of ordered data. The results are stated here
for the model of sequential order statistics with known baseline distribution, but they are
also valid for generalized order statistics, a model that incorporates several models of
ordered data, and for the Pfeifer record model with known baseline distribution, a record
model that allows for the underlying distribution to change after every new record. Each
of these models forms an exponential family and, throughout this thesis, this structure
is utilized. Consequently, several methods and results are presented for general expo-
nential families and are then applied to SOSs. In various cases, the special structure of
SOSs allows for further inference and is therefore used, especially when it comes to exact
distributional results.
The present thesis can be seen as a foundation for further classification approaches to
models of ordered data, and it provides several ideas and starting points for future re-
search.
It turns out that there is only a few literature that deals with the classification of ob-
servations that come from a general exponential family. As might be expected, a lot of
work is done for the multivariate normal and multinomial distributions, but so far only
a few results are available for other parametric distributions, especially in the multivari-
ate scenario. In this thesis, we propose a new classification approach for the case, when
each class has an underlying known set of distributions that forms a left-sided Kullback-
Leibler ball, and we analyze a method to estimate such balls, if only some points of them
are known. The proposed classification method is examined by means of a simulation
study, when the exponential family under consideration is the family of SOSs.
In contrast to that, the field of clustering approaches for exponential families has gained
major attention in recent years. This is mainly due to the scientific fields of information
and computer science that use clustering approaches for image segmentation and signal
processing purposes. In this thesis, we provide a summary of several existing methods
and transfer them to our setting.
Utilizing the special structure of SOSs, we learn that the Kullback-Leibler divergence of
two members of SOSs coincides with a well-known divergence measure, the Itakura-Saito
divergence, which originates in the analysis of speech signals. Moreover, we find an
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interesting structural link between the model of SOSs and that of multivariate normal
distributions with known mean and unknown diagonal covariance matrix. This link con-
nects tests based on r univariate normal distributions with known means to tests of SOSs
that model the failure of r components. We are able to provide an explicit representation
for the cdf of the discriminant function of SOSs and can utilize it to derive the probability
of misclassification in the scenario of known underlying distributions in the two classes.
Additionally, we are able to find an ordering of the probabilities of misclassification for
several classification methods based on divergence measures, when the parameter vectors
of the distributions underlying the two classes are ordered elementwise. Furthermore, if
the parameters are not known but still admit the elementwise ordering, then a simulation
study suggests that modified classification procedures, which use this information, have
smaller probabilities of misclassification than the common plug-in rule. Finally, some
new test procedures for two-sided hypothesis tests in the model of SOSs are proposed.
Those tests can be used to check, whether a given observation is likely to originate from
a certain class or not.
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A.1 Inequalities
In this section, some inequalities are shown that were used throughout the thesis.
(A.1) Lemma (Jensen Inequality for strictly convex functions)
Let f : Θ→ R be a strictly convex function, Θ ⊆ Rr convex, distinct points α1, . . . , αn ∈ Θ
and λi ≥ 0, 1 ≤ i ≤ n, s.t. ∑ni=1 λi = 1. Then
f
(
n
∑
i=1
λiαi
)
≤
n
∑
i=1
λi f (αi) ,
with equality if and only if one of the λ′s is equal to one. 
Proof
This is a special case of Theorem 7.5 in Lehmann and Casella (1998), p. 46, when applied
to discrete random variables with finite support. 
(A.2) Lemma (Inequality by J. Karamata)
If x > 0 and x 6= 1, then
log x
x− 1 <
1√
x 
and
lim
x→1
log x
x− 1 = limx→1
1√
x
= 1. (A.1)
Proof
See the proof of 3.6.15 in Mitrinovic and Vasic´ (1970), p. 272. 
(A.3) Corollary
Let a, b > 0, then
log
( a
b
)
a− b ≤
1√
ab
≤
1
b − 1a
log
( a
b
) ,
with equality if and only if a = b, seen as the limiting case. 
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Proof
By Lemma A.2, we know that for ab 6= 1:
log ab
a
b − 1
<
1√
a
b
⇐⇒ log
a
b
a− b <
1√
ab
and for ab → 1 we can deduce from (A.1) that both sides are equal to 1b in the limit. This
proves the first inequality. For the second inequality, we start of with x−1log x >
√
x, for x 6= 1
and substitute x = ab . Then, multiplying both sides by
1
a , we end up with
1√
ab
<
1
b − 1a
log
( a
b
) ,
which is the right inequality. Again for ab → 1 both sides become 1b . 
A.2 Some distributional Results
The present section provides some results on the sum of Erlang distributed random vari-
ables, on the sum of two iid inverse-exponential random variables and the product of
inverse-gamma and Erlang distributed random variables.
(A.4) Definition (Hypoexponential Distribution)
The hypoexponential distribution with shape parameters s1, . . . , sm ∈ N and pairwise dis-
tinct rate parameters β1, . . . , βm > 0 (notation: HExp(s1, . . . , sm, β1, . . . , βm)) has Lebesgue
density function:
f (x) =
m
∏
j=1
β
sj
j
m
∑
k=1
sk
∑
l=1
Φk,l(−βk)
(sk − l)!(l − 1)! x
sk−l exp(−βkx)1R+(x),
and distribution function:
F(x) =

0, x ≤ 0,
1−∏mj=1 β
sj
j ∑
m
k=1∑
sk
l=1
Φk,l(−βk)
(l−1)! βsk−l+1k
∑sk−lj=0
exp(−βkx)(βkx)j
j! , x > 0,
where Φk,l(t) := d
l−1
dtl−1
m
∏
j=1
j 6=k
(β j + t)−sj . 
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The following theorem provides that the sum of independent Erlang distributed random
variables follows a hypoexponential distribution. We need this results to obtain the distri-
bution of the term −1s
s
∑
i=1
(α1− α2)′T(Xi) for X1, . . . ,Xs iid∼ P(SOS)αj , j ∈ {1, 2}, in subsection
5.1.2 and especially for the proof of Theorem 5.5.
(A.5) Theorem
Let X1, . . . , Xm be independent Erlang distributed random variables with shape param-
eter si ∈ N, 1 ≤ i ≤ m, and pairwise distinct rate parameters β1, . . . , βm, respectively.
Then the sum X := m∑
j=1
Xi follows a hypoexponential distribution with shape parameters
s1, . . . , sm ∈N and rate parameters β1, . . . , βm > 0. 
Proof
See Scheuer (1988). 
The following corollary will be used in Example 5.7.
(A.6) Corollary
Given the situation from Theorem A.5. If s1 = · · · = sm = 1, then
fX (x) =
m
∑
i=1
 m∏j=1
j 6=i
β j
β j − βi
 βi exp(−βix)1R+(x)
and
FX (x) =

0, x ≤ 0,
1−∑mi=1
∏mj=1
j 6=i
β j
β j−βi
 exp(−βix), x > 0,

Proof
See Cox (1962), p. 17 and using 1 =
∞∫
0
fX (x)dx =
m
∑
i=1
m
∏
j=1
j 6=i
β j
β j−βi . 
Amari and Misra (1997) found another representation for the cdf of the hypoexponential
family and a closed form expression for Φk,l(t) from Definition A.4. We state their results
for completeness:
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(A.7) Lemma
i) The cdf of an hypoexponential distribution with shape parameters s1, . . . , sm ∈ N
and pairwise distinct rate parameters β1, . . . , βm > 0 is given by:
F(x) =

0, x ≤ 0,
1−∏mj=1 β
sj
j ∑
m
k=1∑
sk
l=1
Ψk,l(−βk)xsk−l
(sk−l)!(l−1)! exp(−βkx), x > 0,
where Ψk,l(t) = − dl−1dtl−1
m
∏
j=0
j 6=k
(β j + t)−sj , s0 := 1 and β0 := 0.
ii) Φk,l(t) = (−1)l−1(l − 1)! ∑
(i1,...,im)∈ΩΦ,k
m
∏
j=1
j 6=k
(
ij+sj−1
ij
)τj,
where τj := (β j + t)−(sj+ij) and ΩΦ,k :=
{
i ∈Nm0 :
m
∑
j=1
j 6=k
ij = l − 1, ik = 0
}
.
iii) Ψk,l(t) = (−1)l−1(l − 1)! ∑
(i1,...,im)∈ΩΨ,k
m
∏
j=0
j 6=k
(
ij+sj−1
ij
)τj,
where τj := (β j + t)−(sj+ij) and ΩΨ,k :=
{
i ∈Nm0 :
m
∑
j=0
j 6=k
ij = l − 1, ik = 0
}
. 
Proof
See Amari and Misra (1997). 
The following two statements provide the distribution of the difference of two hypoexpo-
nentially distributed random variables that is needed in Theorem 5.6. Note that Lemma
A.8 is just a special case of Lemma A.9.
(A.8) Lemma
Let Z+ and Z− be independent hypoexponential random variables with all shape pa-
rameters equal to one and rate parameters β+1 , . . . , β
+
m and β
−
1 , . . . , β
−
n , respectively. Then
the pdf and cdf of Z+ −Z− are given by
fZ
+−Z−(t) =

∑mi=1∑
n
k=1
β+i β
−
k
β+i +β
−
k
A+i A
−
k exp(tβ
−
k ), t < 0,
∑mi=1∑
n
k=1
β+i β
−
k
β+i +β
−
k
A+i A
−
k exp(−tβ+i ), t ≥ 0,
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and
FZ
+−Z−(t) =

∑mi=1∑
n
k=1
β+i
β+i +β
−
k
A+i A
−
k exp(tβ
−
k ), t < 0,
1−∑mi=1∑nk=1
β−k
β+i +β
−
k
A+i A
−
k exp(−tβ+i ), t ≥ 0,
where A+i =
m
∏
j=1
j 6=i
β+j
β+j −β+i
and A−k =
n
∏
j=1
j 6=k
β−j
β−j −β−k
. 
Proof
Using convolution we get:
fZ
+−Z−(t) =
∞∫
−∞
fZ
+
(t− x) f−Z−(x)dx
=
∞∫
−∞
m
∑
i=1
β+i e
−β+i (t−x)A+i
n
∑
k=1
β−k e
β−k x A−k 1(0,∞)(t− x)1(−∞,0)(x)︸ ︷︷ ︸
⇔−∞<x<min{t,0}
dx
=

∑mi=1∑
n
k=1
β+i β
−
k
β+i +β
−
k
A+i A
−
k exp(tβ
−
k ), t < 0,
∑mi=1∑
n
k=1
β+i β
−
k
β+i +β
−
k
A+i A
−
k exp(−tβ+i ), t ≥ 0.
The cdf follows by integrating and using ∑mi=1 A
+
i ∑
n
k=1 A
−
k = 1 (see, e.g., the proof of
Corollary A.6). 
(A.9) Lemma
Let Z+ and Z− be independent hypoexponential random variables with shape parame-
ters s+1 , . . . , s
+
m and s
−
1 , . . . , s
−
n and rate parameters β
+
1 , . . . , β
+
m and β
−
1 , . . . , β
−
n , respectively.
Then the pdf of Z+ −Z− is given by
fZ
+−Z−(t) =

B+B−
m
∑
i=1
s+i
∑
j=1
n
∑
k=1
s−k
∑
l=1
Φ+i,j(−β+i )Φ−k,l(−β−k )
(j−1)!(l−1)! e
−β+i t
×
s+i −j
∑
r=0
(s
−
k −l+r
r )
1
(s+i −j−r)!
ts
+
i −j−r(β+i + β
−
k )
l−s−k −r−1, t ≥ 0,
B+B−
m
∑
i=1
s+i
∑
j=1
n
∑
k=1
s−k
∑
l=1
Φ+i,j(−β+i )Φ−k,l(−β−k )
(s+i −j)!(j−1)!(s−k −l)!(l−1)!
eβ
−
k t
×
s+i −j
∑
r=0
(s
+
i −j
r )t
s+i −j−r
×
s−k −l+r
∑
p=0
(s−k −l+r)!
(s−k −l+r−p)!
(β+i + β
−
k )
−(p+1)(−t)s−k −l+r−p, t < 0,
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where B+ =
m
∏
j=1
(
β+j
)s+j and B− = n∏
j=1
(
β−j
)s−j . 
Proof
By convolution:
fZ
+−Z−(t) =
∞∫
−∞
fZ
+
(t− x) f−Z−(x)dx
=
∞∫
−∞
B+
m
∑
i=1
s+i
∑
j=1
Φ+i,j(−β+i )
(s+i − j)!(j− 1)!
(t− x)s+i −j e−β+i (t−x)1(0,∞)(t− x)
× B−
n
∑
k=1
s−k
∑
l=1
Φ−k,l(−β−k )
(s−k − l)!(l − 1)!
(−x)s−k −l eβ−k x1(−∞,0)(x) dx
= B+B−
m
∑
i=1
s+i
∑
j=1
n
∑
k=1
s−k
∑
l=1
Φ+i,j(−β+i )Φ−k,l(−β−k )
(s+i − j)!(j− 1)!(s−k − l)!(l − 1)!
e−β
+
i t
×
min{0,t}∫
−∞
(t− x)s+i −j(−x)s−k −le(β+i +β−k )xdx
︸ ︷︷ ︸
=:Ii,j,k,l
and
Ii,j,k,l =
s+i −j
∑
r=0
(
s+i − j
r
)
ts
+
i −j−r
min{0,t}∫
−∞
(−x)s−k −l+r e(β+i +β−k )x dx
=
s+i −j
∑
r=0
(
s+i − j
r
)
ts
+
i −j−r
∞∫
max{0,−t}
ys
−
k −l+re−(β
+
i +β
−
k )y dy
=
s+i −j
∑
r=0
(
s+i − j
r
)
ts
+
i −j−r(β+i + β
−
k )
l−s−k −r−1
∞∫
max{0,−(β+i +β−k )t}
zs
−
k −l+re−z dz,
where the last integral is the gamma function, if t ≥ 0, and the upper incomplete gamma
function, Γ(s−k − l + r + 1,−(β+i + β−k )t), if t < 0. Furthermore, since s−k − l + r ∈ N, we
obtain by combining 6.5.1-6.5.3 and 6.5.13 from Abramowitz and Stegun (1972):
Γ(s−k − l + r + 1,−(β+i + β−k )t)
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=
s−k −l+r
∑
p=0
(s−k − l + r)!
(s−k − l + r− p)!
(−(β+i + β−k )t)s
−
k −l+r−p e(β
+
i +β
−
k )t. (A.2)

(A.10) Remark
The density in Lemma A.9 allows a closed form expression (see Lemma A.7 ii)). Fur-
thermore, it is possible to derive a closed form expression for the cdf. Using the special
structure of the pdf, to integrate over t from negative infinity to z, we only need to derive
the integrals
z∫
−∞
eβ
−
k tts
+
i −j−r(−t)s−k −l+r−pdt
=(−1)s+i −j−rβ−k
−(s+i +s−k −j−l−p+1)Γ(s+i + s
−
k − j− l − p + 1,−β−k z)
(A.2)
= (−1)s+i −j−rβ−k
−(s+i +s−k −j−l−p+1)
×
s+i +s
−
k −j−l−p
∑
q=0
(s+i + s
−
k − j− l − p)!
(s+i + s
−
k − j− l − p− q)!
(−β−k z)s
+
i +s
−
k −j−l−p−q eβ
−
k z
=(−1)s+i −j−rβ−k
−(s+i +s−k −j−l−p+1)
×
s+i +s
−
k −j−l−p
∑
q=0
(s+i + s
−
k − j− l − p)!
q!
(−β−k z)q eβ
−
k z, (A.3)
for 1 ≤ i ≤ m, 1 ≤ j ≤ s+i , 1 ≤ k ≤ n, 1 ≤ l ≤ s−k , 0 ≤ r ≤ s+i − j and 0 ≤ p ≤ s−k − l + r,
if z ≤ 0, and the integrals
0∫
−∞
eβ
−
k tts
+
i −j−r(−t)s−k −l+r−pdt
(A.3)
= (−1)s+i −j−rβ−k
−(s+i +s−k −j−l−p+1)(s+i + s
−
k − j− l − p)!
and
z∫
0
e−β
+
i tts
+
i −j−rdt = β+i
−(s+i −j−r+1)γ(s+i − j− r + 1, β+i z)
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(A.3)
= β+i
−(s+i −j−r+1)
(s+i − j− r)!− s
+
i −j−r
∑
q=0
(s+i − j− r)!
q!
(β+i z)
qe−β
+
i z
 ,
for 1 ≤ i ≤ m, 1 ≤ j ≤ s+i , 1 ≤ k ≤ n, 1 ≤ l ≤ s−k , 0 ≤ r ≤ s+i − j and 0 ≤ p ≤ s−k − l + r,
if z > 0. Herein γ is the lower incomplete gamma function. 
To obtain the distribution of method ii) from subsection 5.1.4, at least for the scenario
where the underlying family of distributions is the one of SOSs and the parameters are
chosen in a specified way (see Remark 5.21), we need the following lemma.
(A.11) Lemma
Assume X1 and X2 are iid random variables with exponential distribution and rate pa-
rameter λ > 0, then
F
1
X1
+ 1X2 (z) = 2
λ
z
e−2
λ
z K1
(
2
λ
z
)
1(0,∞)(z).
Herein Kν(z) is the modified Bessel function of the second kind. Since ν is real we have
Kν(z) =
∞∫
0
e−z cosh(t) cosh(νt)dt.

Proof
For t ≤ 0: f 1X1 + 1X2 (t) = 0, so we look at t > 0:
f
1
X1
+ 1X2 (t) =
∞∫
−∞
λ(t− x)−2e− λt−x1(0,∞)(t− x)λx−2e−
λ
x 1(0,∞)(x)dx
=
t∫
0
λ2((t− x)x)−2e−λ t(t−x)x dx.
Thus for z ≤ 0: F 1X1 + 1X2 (z) = 0 and for z > 0:
F
1
X1
+ 1X2 (z) =
z∫
0
t∫
0
λ2((t− x)x)−2e−λ t(t−x)x dx dt =
z∫
0
z∫
x
λ2((t− x)x)−2e−λ t(t−x)x dt dx
=
z∫
0
λ2
λx2
[
e−λ
t
(t−x)x
]z
t=x
dx = λ
z∫
0
1
x2
e−λ
z
(z−x)x dx
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and substituting y = zx :
=
λ
z
∞∫
1
e−
λ
z
y2
y−1 dy.
Since y
2
y−1 is strictly monotone on (1, 2) and on (2,∞), we can split the integral and sub-
stitute s = y
2
y−1 :
=
λ
z
4∫
∞
e−
λ
z s
1
2
1− s2 − 1(
s2
4 − s
)1/2
 ds + λz
∞∫
4
e−
λ
z s
1
2
1+ s2 − 1(
s2
4 − s
)1/2
 ds
=
λ
z
∞∫
4
e−
λ
z s
s− 2
(s2 − 4s)1/2 ds
=
λ
z
 e− λz s√s2 − 4s∣∣∣∞
s=4
+
∞∫
4
λ
z
e−
λ
z s
√
s2 − 4s ds

=
λ2
z2
∞∫
4
√
s
√
s− 4e− λz sds (∗)= λ
2
z2
pi−1/2 4z
λ
Γ
(
3
2
)
e−2
λ
z K1
(
2
λ
z
)
=
λ
z
2e−2
λ
z K1
(
2
λ
z
)
,
where (∗) is taken from Glasser et al. (2012), Example 3.8. The last statement is taken
from Abramowitz and Stegun (1972), 9.6.24. 
The following two results are used in Chapter 7, in order to analyze the distribution of
the test statistics.
(A.12) Lemma
Given two independent random variables Y ∼ IΓ(n,λ) and Z ∼ Erl(n˜, λ˜), then the cdf of
the random variable X := YZ is given by:
FX(x) =
1−
n˜−1
∑
k=0
(n+k−1k )
(λ˜x)kλn
(λ˜x+λ)n+k
, x > 0,
0, else. 
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Proof
For x ≤ 0 clearly P(X ≤ x) = 0. So let x > 0. Then:
P(X ≤ x) = P(YZ ≤ x) =
∞∫
0
P(YZ ≤ x|Y = y)dPY(y)
=
∞∫
0
P
(
Z ≤ x
y
∣∣∣ Y = y) dPY(y) = 1− ∞∫
0
e−λ˜
x
y
n˜−1
∑
k=0
(
λ˜ xy
)k
k!
λn
Γ(n)
y−(n+1)e−
λ
y dy
= 1−
n˜−1
∑
k=0
(
λ˜x
)k
k!
λn
Γ(n)
∞∫
0
y−(n+k+1)e−
λ˜x+λ
y dy
= 1−
n˜−1
∑
k=0
(
n + k− 1
k
)
(λ˜x)kλn
(λ˜x + λ)n+k
. 
(A.13) Corollary
Given the assumptions from Lemma A.12. Then:
i) The distribution of 1X is given by:
F
1
X (x) =
1−
n−1
∑
k=0
(n˜+k−1k )
(λx)kλ˜n˜
(λx+λ˜)n˜+k
, x > 0,
0, else.
ii) If n˜ = 1: FX(x) =
1− λ
n
(λ˜x+λ)n
= 1−
(
λ˜
λx + 1
)−n
, x > 0,
0, else,
a shifted Pareto distribution with parameters n and λ˜λ .
iii) If n = 1: FX(x) =

(
1+ λ
λ˜x
)−n˜
, x > 0,
0, else,
an inverse shifted Pareto distribution with parameters n˜ and λ
λ˜
.
iv) If λ = λ˜: FX(x) =
1−
n˜−1
∑
k=0
(n+k−1k )
xk
(x+1)n+k , x > 0,
0, else.

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This section contains several pictures of the simulation study from subsection 5.2.2.
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Figure A.1.: Contour plot of the simulated probabilities of misclassification for sce-
nario 2 from Table 5.4. The plots on the left show the results using Ap-
proach 5.37 and the ones on the right the results using Approach 5.14,
i)*.
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Figure A.2.: Contour plot of the simulated probabilities of misclassification for sce-
nario 3 from Table 5.4. The plots on the left show the results using Ap-
proach 5.37 and the ones on the right the results using Approach 5.14,
i)*.
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Figure A.3.: Contour plot of the simulated probabilities of misclassification for sce-
nario 4 from Table 5.4. The plots on the left show the results using Ap-
proach 5.37 and the ones on the right the results using Approach 5.14,
i)*.
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Figure A.4.: Contour plot of the simulated probabilities of misclassification for sce-
nario 5 from Table 5.4. The plots on the left show the results using Ap-
proach 5.37 and the ones on the right the results using Approach 5.14,
i)*.
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Figure A.5.: Contour plot of the simulated probabilities of misclassification for sce-
nario 6 from Table 5.4. The plots on the left show the results using Ap-
proach 5.37 and the ones on the right the results using Approach 5.14,
i)*.
209
A. Appendix
0.5 1.0 1.5 2.0
1
2
3
4
5
6
1st coord
2n
d 
co
or
d
0.5 1.0 1.5 2.0
1
2
3
4
5
6
1st coord
2n
d 
co
or
d
1st
 co
ord
0.5
1.0
1.5
2.0
2nd coord
1
2
3
4
5
6
prob of m
isclassification
0.0
0.2
0.4
0.6
0.8
1.0
0.1
0.2
0.3
0.4
1st
 co
ord
0.5
1.0
1.5
2.0
2nd coord
1
2
3
4
5
6
prob of m
isclassification
0.0
0.2
0.4
0.6
0.8
1.0
0.05
0.10
0.15
0.20
0.25
0.30
0.35
Figure A.6.: Contour plot of the simulated probabilities of misclassification for sce-
nario 9 from Table 5.4. The plots on the left show the results using Ap-
proach 5.37 and the ones on the right the results using Approach 5.14,
i)*.
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Figure A.7.: Contour plot of the simulated probabilities of misclassification for sce-
nario 10 from Table 5.4. The plots on the left show the results using
Approach 5.37 and the ones on the right the results using Approach 5.14,
i)*.
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Figure A.8.: Contour plot of the simulated probabilities of misclassification for sce-
nario 11 from Table 5.4. The plots on the left show the results using
Approach 5.37 and the ones on the right the results using Approach 5.14,
i)*.
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Figure A.9.: Contour plot of the simulated probabilities of misclassification for sce-
nario 12 from Table 5.4. The plots on the left show the results using
Approach 5.37 and the ones on the right the results using Approach 5.14,
i)*.
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Figure A.10.: Contour plot of the simulated probabilities of misclassification for sce-
nario 13 from Table 5.4. The plots on the left show the results using
Approach 5.37 and the ones on the right the results using Approach
5.14, i)*.
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Figure A.11.: Contour plot of the simulated probabilities of misclassification for sce-
nario 14 from Table 5.4. The plots on the left show the results using
Approach 5.37 and the ones on the right the results using Approach
5.14, i)*.
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Figure A.12.: Contour plot of the simulated probabilities of misclassification for sce-
nario 15 from Table 5.4. The plots on the left show the results using
Approach 5.37 and the ones on the right the results using Approach
5.14, i)*.
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Figure A.13.: Contour plot of the simulated probabilities of misclassification for sce-
nario 16 from Table 5.4. The plots on the left show the results using
Approach 5.37 and the ones on the right the results using Approach
5.14, i)*. Here, two adjacent contour lines in the small balls differ by
0.02.
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B. Acronyms
B(P1, P2) Bhattacharyya information between the distributions P1 and P2
C(P1, P2) Chernoff information between P1 and P2 (see Definition 2.6)
|A| cardinality of the set A
cdf cumulative distribution function
d−→ convergence in distribution
conv(A) convex hull of the set A
|A| determinant of the matrix A
DH(α, β) Hellinger’s distance between Pα and Pβ (see (4.4))
DJ(P1, P2) Jeffrey’s divergence of P1 and P1 (see Definition 3.12)
DJ(α, β) Jeffrey’s divergence of Pα and Pβ
DKL(P1, P2) Kullback-Leibler divergence of P1 and P1 (see Definition 3.12)
DKL(α, β) Kullback-Leibler divergence of Pα and Pβ
D(α)R (P1, P2) Rényi’s divergence of P1 and P1 (see Definition 3.12)
D(α)R (α, β) Rényi’s divergence of Pα and Pβ
dom( f ) effective domain of the function f , i.e. {x ∈ Rk : f (x) < ∞}
EDP(β1, . . . , βm)
{
y ∈ Θ : DKL(y, βi) = DKL(y, βj), 1 ≤ j < i ≤ m
}
set of equal
distance points
Erl(k,λ) Erlang distribution: density
f X(x) = λ
k
(k−1)! x
k−1 exp(−λx)1(0,∞)(x), k ∈N and λ > 0
Exp(λ) exponential distribution: density f (x) = λ exp(−λx)1(0,∞)(x),
λ > 0
exp(x) exponential function evaluated at x, i.e. ex
f (SOS)α density of SOSs with parameter α (see Theorem 4.3)
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B. Acronyms
f (SOS,1)α density of one-parametric SOSs with parameter α
Γ(k,λ) gamma distribution: density f (x) = λ
k
Γ(k)x
k−1 exp(−λx)1(0,∞)(x),
k > 0 and λ > 0
HExp(s1, . . . , sm, β1, . . . , βm) hypoexponential distribution (see Definition A.4)
Iφ(X) Bregman information of X (see Definition 6.2)
i.e. that is
IΓ(k,λ) inverse-gamma distribution with density
f X(x) = λ
k
Γ(k)x
−(k+1) exp
(
−λx
)
1(0,∞)(x), k > 0 and λ > 0
iid independent identically distributed
int(A) interior of the set A
κ normalizing function (see Definition 3.1)
κ∗ conjugate function of κ (see Definition 3.17)
λ one-dimensional Lebesgue-measure
λr r-dimensional Lebesgue-measure
log the natural logarithm
‖x− y‖Σ Mahalanobis distance between x and y: (x− y)′Σ−1(x− y)
MLE Maximum Likelihood Estimator
∇κ the gradient of the function κ
∇2κ the Hessian matrix of the function κ
N1(µ, σ2) one-dimensional normal distribution with mean µ and variance
σ2
Nr(µ,Σ) r-dimensional normal distribution with mean vector µ and
covariance matrix Σ
(Ω,A,P) probability space
P probability measure A→ [0, 1]
P, Pi probability measure B→ [0, 1]
P parametric family of distributions, almost always an exponential
family (see Definition 3.1)
P(SOS) exponential family of SOSs (see Theorem 4.3)
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∂A boundary of the set A
pdf probability density function
φ convex function φ : S → R
φ∗ conjugate function of φ (see Definition 3.17)
Π1, . . . ,Πm populations/ classes
pi ∇κ (see (3.2))
qi a-priori probability for class Πi
R (R1, . . . , Rm) classification rule
R (−∞,∞)
R+ (0,∞)
R− (−∞, 0)
ρ2(P1, P2) Matusita’s affinity of P1 and P2 (see Definition 3.12)
ρ2(α, β) Matusita’s affinity of Pα and Pβ
ri relative interior
Rj classification regions
SOS Sequential Order Statistic
∼ distributed as
iid∼ independent identically distributed as
(X,B) measurable space with X ⊆ Rr and B the respective
Borel-σ-algebra
w.l.o.g. without loss of generality
w.r.t. with respect to
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