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Strongly correlated quantum systems often display universal behavior as, in certain regimes,
their properties are found to be independent of the microscopic details of the underlying system.
An example of such a situation is the Tomonaga-Luttinger liquid description of one-dimensional
strongly correlated bosonic or fermionic systems. Here we investigate how such a quantum liquid
responds under dissipative dephasing dynamics and, in particular, we identify how the universal
Tomonaga-Luttinger liquid properties melt away. Our study, based on adiabatic elimination, shows
that dephasing first translates into the damping of the oscillations present in the density-density
correlations, a behavior accompanied by a change of the Tomonaga-Luttinger liquid exponent. This
first regime is followed by a second one characterized by the diffusive propagation of featureless
correlations as expected for an infinite temperature state. We support these analytical predictions
by numerically exact simulations carried out using a number-conserving implementation of the
matrix product states algorithm adapted to open systems.
I. INTRODUCTION
In equilibrium many-body systems, the insensitivity of
large scale macroscopic observables to the microscopic
details of the system is indicative of the emergence of
universal behaviors [1]. For instance, such universal
behavior is apparent in many one-dimensional systems
where the low energy properties can be described by the
Tomonaga-Luttinger liquid theory both for fermions and
bosons [2]. Investigating the emergence of such behav-
iors is not restricted to equilibrium correlated systems.
In fact, understanding how universality arises in out-of-
equilibrium systems is both of fundamental and practical
interest. For example, developing the next generation of
quantum technologies will very likely require a thorough
understanding of the response of large many-body quan-
tum systems to both unitary and dissipative perturba-
tions and drivings.
In this context, one important question relates to the
robustness of the universal behavior of a Tomonaga-
Luttinger liquid to environmental couplings. A direc-
tion pursued, for instance, in [3] where the evolution of a
Tomonaga-Luttinger liquid in contact with a dephasing
environment was considered using a Keldysh functional
approach [4, 5], and in [6] where a Tomonaga-Luttinger
liquid coupled quadratically to a finite temperature bath
was studied. These works underline that it is now pos-
sible to consider the combined influence of universality
and quantum dissipation on the non-equilibrium dynam-
ics of strongly correlated systems. Theoretical predic-
tions made from newly available numerical and analytical
methods can even be tested in state-of-the-art ultracold
atoms experiments. For example, ultracold atoms un-
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der the effect of dephasing were studied in [7–9], and the
dissipative dynamics of Rydberg atoms were investigated
in [10–12].
On the theoretical side, one method has come to promi-
nence to study many-body open quantum systems and
relies on adiabatically eliminating fast decaying or deco-
hering modes (see for instance [13–15]). This so-called
adiabatic elimination technique was successfully applied
to explain the nature of the dephasing dynamics of a
bosonic gas, and led to the prediction of interaction-
induced impeding. This phenomenon is characterized
by the “slowing down” of a system relaxation dynamics
due to the interplay of interaction, kinetic and dissipa-
tion effects [15]. This impeding can take various forms
as it can give rise to emerging power-law [15, 16] and
stretched exponential [17] relaxations, and can even lead
to the occurrence of aging [18, 19]. In fact, the power-
law relaxation dynamics predicted analytically by adi-
abatic elimination in [15, 17] has by now been observed
experimentally in [9]. One should also note that impeded
relaxation dynamics were also predicted to occur in the
presence of disorder [20, 21] or kinetic constraints [22, 23].
In addition, important progress has recently been
made to optimize the matrix product states (MPS) al-
gorithm [24, 25] to study open quantum systems. While
MPS has been used to investigate such dissipative sys-
tems for several years [25–28], a number-conserving algo-
rithm for open quantum systems was only implemented
recently (see e.g. [19, 29, 30]). For a certain class of sys-
tems, this approach was found to significantly reduce the
size of the matrices that need to be manipulated, thus
allowing one to consider larger systems.
Here we use both adiabatic elimination and a number-
conserving MPS algorithm for open systems to study
the relaxation dynamics of a Tomonaga-Luttinger liquid
under the effect of dephasing. From adiabatic elimina-
tion, we predict that the spatial decay of the correla-
tions is altered from its initial universal algebraic be-
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2havior and adopts the algebraic scaling expected for a
non-interacting gas. At later times, a second regime
diffusively takes over, and is characterized by feature-
less correlations corresponding to the infinite tempera-
ture state. We complement the adiabatic elimination
study with quasi-exact numerical simulations based on a
number-conserving MPS algorithm. Using this method,
we study open quantum systems of up to 84 sites and
21 hard-core bosonic particles. Within the time interval
numerically reachable, we find our simulations to be con-
sistent with the predictions from adiabatic elimination.
While the Tomonaga-Luttinger liquid long-range corre-
lations appear to be maintained over short times, the
propagation of a dissipation-induced perturbation can be
clearly seen. We also detect a likely change of the alge-
braic exponent characterizing the spatial decay of the
Tomonaga-Luttinger correlations.
The manuscript is structured in the following man-
ner: In Sec. II, we introduce the model and describe the
properties of the ground state of a system of hard-core
bosons which we use as the initial condition for our study.
In Sec. III, we provide an overview of the methods used:
the adiabatic elimination technique and the matrix prod-
uct states algorithm with number conservation applied
to the study of open systems. In Sec. IV, we present
how the Tomonaga-Luttinger-like properties are affected
by the dephasing dynamics first using adiabatic elimina-
tion IV A, and then, in Sec. IV B, we show how these
results are supported by numerically exact MPS simula-
tions. We conclude in Sec. V.
II. MODEL
We study the effects of dephasing on the short time
dynamics of hard-core bosons in an optical lattice. The
Hamiltonian of the system is given by
Hˆ = −J
L−1∑
l=1
(bˆlbˆ
†
l+1 + bˆ
†
l bˆl+1) + V
L−1∑
l=1
nˆlnˆl+1, (1)
where J is the hopping magnitude, V is the strength of
the nearest-neighbour repulsion, L is the number of sites.
Here we wrote down the Hamiltonian for open boundary
conditions as will be considered in our numerical treat-
ment using MPS methods. bˆl and bˆ
†
l respectively annihi-
late and create a hard-core boson at site l. The operator
nˆl = bˆ
†
l bˆl counts the number of hard-core bosons at site
l, and due to the hard-core bosons conditions bˆ†l bˆ
†
l = 0,
nˆl = 0, 1. We consider the evolution of the density oper-
ator ρˆ to be described by a Lindblad master equation [31–
33] with local dephasing on all sites of the system,
dρˆ
dt
= − i
~
[Hˆ, ρˆ] +D(ρˆ), (2)
where the dissipator D(ρˆ) takes the form
D(ρˆ) = γ
L∑
l=1
2nˆlρˆnˆl − nˆ2l ρˆ− ρˆnˆ2l . (3)
The jump operators nˆl, being Hermitian, drive the sys-
tem towards the infinite temperature state which, given
the interplay between the Hamiltonian and the dissipa-
tor, is the only steady state of the system. In fact, this
dissipator is relevant to the study of ultracold atoms un-
der the effect of fluorescent scattering [34, 35], and was
also realized experimentally [7–9].
We prepare initially the system in the ground state of
the Hamiltonian, Eq. (1), and then switch on the dissi-
pation at t > 0. For the chosen fillings, n¯ =
∑
l〈nˆl〉/L,
and interaction strength, 0 ≤ V ≤ J , the initial state
is typically well described as a Tomonaga-Luttinger liq-
uid [2, 36].
In order to facilitate the use of the many-body adia-
batic elimination method, we rewrite the lattice system
of hard-core bosons confined to an optical lattice and
subjected to local dephasing noise to the spin-1/2 XXZ
chain coupled to dephasing. Using the mapping,
bˆ†l → Sˆ+l ,
bˆl → Sˆ−l ,
nˆl − 1
2
→ Sˆzl ,
where Sˆαl is the α-direction spin operator at site l, to-
gether with the transformation
Sˆ+l → (−1)lSˆ+l ,
Sˆ−l → (−1)lSˆ−l ,
Sˆzl → Sˆzl ,
the evolution of the density operator ρˆ can now be de-
scribed by the Lindblad master equation
dρˆ
dt
= − i
~
[HˆXXZ, ρˆ] +DZ(ρˆ) .
Here, the XXZ Hamiltonian with periodic boundary con-
ditions is
HˆXXZ =
L∑
l=1
[
J
(
Sˆ+l Sˆ
−
l+1 + Sˆ
+
l+1Sˆ
−
l
)
+ V Sˆzl Sˆ
z
l+1
]
,
where J and V are the exchange couplings along the dif-
ferent spin directions, L is the length of the chain, and
SˆαL+1 = Sˆ
α
1 . The dissipator takes the form
DZ(ρˆ) = 2γ
L∑
l=1
(
Sˆzl ρˆSˆ
z
l −
1
4
ρˆ
)
,
where γ is the dissipation strength. In this notation the
dissipation induces spin fluctuations.
3As we consider a situation where the system is initially
prepared as a Tomonaga-Luttinger liquid, we briefly dis-
cuss the structure of the correlations associated with this
state as they are used as inputs within adiabatic elimi-
nation. In this liquid, for L → ∞, the spin correlations
along the z-direction decay algebraically as
〈Sˆzl (0)Sˆzl+d(0)〉 =
(
n¯− 1
2
)2
+Az(−1)d cos(qd)|d|1/η
− 1
4pi2η|d|2 (4)
where q = 2pi
(
n¯− 12
)
, η = 1/(2K), with K the
Tomonaga-Luttinger parameter, and Az is a function of
the interaction strength V [36]. As for finite interaction
strengths, V > 0, the Tomonaga-Luttinger parameter
K < 1, the term in d−1/η = d−2K dominates. The corre-
lations present oscillations whose period depends on the
filling, and the leading corrections go as d−2. These spin
correlations can be mapped back to the density-density
correlations as
〈Sˆzl Sˆzl+d〉 → 〈nˆlnˆl+d〉 − n¯+
1
4
.
Theoretically, this dissipative system has been the
subject of a number of studies. The evolution of var-
ious equal-time correlations were investigated in [16]
whereas two-time density-density correlations, or equiv-
alently spin-spin correlations, were considered in [19].
III. METHODS
In this work we employ two complementary ap-
proaches. First, we use an approximate approach based
on many-body adiabatic elimination [13–15] to build up
an analytical understanding of the correlation propaga-
tion regimes encountered at intermediate to long times.
This method is described in Sec.III A. While adiabatic
elimination provides deep insights into the evolution of
this correlated system under the effect of dephasing, it
does not correctly capture the initial propagation dynam-
ics and does not assign the appropriate timescales to the
different regimes. To fill some of these gaps, we compute
the short to intermediate time evolution of our system us-
ing a matrix product state (MPS) algorithm [25] for open
systems. This quasi-exact numerical method allows for
accurate estimations of the computational error which,
in principle, can be made arbitrarily small. We describe
this approach in Sec.III B.
A. Adiabatic Elimination
To gain analytical insights into the evolution of the sys-
tem, we employ many-body adiabatic elimination. This
method relies on the observation that, for sufficiently
large times and irrespective of the system parameters,
the dissipation-free subspace will be reached. While this
subspace is highly degenerate with respect to the dissi-
pator, the Hamiltonian lifts this degeneracy. Performing
adiabatic elimination helps identifying how virtual ex-
citations around the dissipation-free subspace affect the
system dynamics.
For the system considered here, the dissipation-free
subspace formed by all ρˆ0 for which DZ(ρˆ0) = 0, takes the
form ρˆ0 =
∑
~σ ρ0,~σ|~σ〉〈~σ| where the different spin config-
urations are labeled within the z-component basis such
that ~σ = (σ1, σ2, · · · , σL) with σl = ±1/2. Adiabatic
elimination allows one to describe the effective dynamics
within this subspace by considering the effect induced by
virtual excitations. As described in [19], for times larger
than 1/γ, the evolution of the different elements of the
density matrix is effectively described by the set of dif-
ferential equations
∂ρ0,~σ
∂t
=
L∑
l=1
J2γ[
(V α~σ,l)
2
+ (~γ)2
] δσl,σ¯l+1 (ρ0,~σl − ρ0,~σ) ,
where α~σ,l = (σl−1σl + σl+1σl+2), ~σl is the spin configu-
ration ~σ with swapped spins at site l and l + 1.
We then use this set of differential equations for ρ0
to write down a set of coupled differential equations for
the spin correlations Cl,l+d(t) = 〈Sˆzl (t)Sˆzl+d(t)〉. Together
with periodic boundary conditions, these equations, valid
for ~γ  V (as these expressions were obtained by for-
mally taking the limit V → 0), take the form
∂
∂t
Cj,j±1 = D (Cj∓1,j±1 + Cj,j±2 − 2 Cj,j±1) ,
∂
∂t
Cj,j+d = D (Cj+1,j+d + Cj−1,j+d + Cj,j+d+1
+ Cj,j+d−1 − 4 Cj,j+d) , for |d| > 1,
where D = J2/(~2γ) and we dropped here the time from
Cl,l+d(t) to simplify the notation. As the system is ini-
tially prepared as a Tomonaga-Luttinger liquid, the cor-
relations are translationally invariant, Cd(t) = Cj,j+d(t),
such that the system of equations can be simplified to
∂
∂t
C±1 = 2D (C±2 − C±1) , (5)
∂
∂t
Cd = 2D (Cd+1 + Cd−1 − 2 Cd) ,
where, for the second equation, −L/2 + 1 ≤ d < − 1
or 1 < d ≤ L/2.
To solve this system of differential equations for which
Cd(t) = C−d(t), it is convenient to redefine the correla-
tions such that the evolution for all distances is described
by differential equations of the same form. To do so, we
redefine the correlations as C˜d(t) = Cd(t) for 1 ≤ d ≤ L/2
and C˜d+1(t) = Cd(t) for −L/2 + 1 ≤ d ≤ −1 implying
that C˜d(t) = C˜−d+1(t) for 1 ≤ d ≤ L2 . One can then write
down a diffusion equation for C˜d with diffusion constant
4D
∂
∂t
C˜d = 2D
(
C˜d+1 + C˜d−1 − 2 C˜d
)
valid for −L/2 + 2 ≤ d ≤ L/2.
This differential equation can be solved analytically in
terms of the modified Bessel functions In(x), and has for
solution
C˜d(t) =
(
n¯− 1
2
)2
+ e−4Dt
 L/2∑
d′=1
Cd′(0) Id′−d(4Dt)
+
L/2−1∑
d′=1
Cd′(0) Id′+d−1(4Dt)
 , (6)
where Cd(0) = 〈Szl (0)Szl+d(0)〉 are the spin correlations
in the z-direction. For d ≥ 1, in the limit where L  1,
the correlations can be written as
Cd(t) =
(
n¯− 1
2
)2
(7)
+ e−4Dt
( ∞∑
d′=1
Cd′(0) [Id′−d(4Dt) + Id′+d−1(4Dt)]
)
.
Using the initial conditions given by Eq. (4), it is instruc-
tive to consider two limits. For d >
√
4Dt, we find that
these correlations are well approximated by the expres-
sion
Cd(t) =
(
n¯− 1
2
)2
+Az
(−1)d
d1/η
e−4Dt(1+cos q) cos(qd)
− 1
4pi2η
1
d2
, (8)
whereAz is a constant. This result suggests that the alge-
braic decay characterized by the Tomonaga-Luttinger liq-
uid exponent and the associated oscillations are damped
out on a timescale set by 4D(1 + cos q). However, one
should note that the validity of these results at short
times need to be confirmed using more robust methods
as, initially, the system might not be close enough to the
dissipation-free subspace. For longer times, as only the
term in d−1/η is damped, the correlations will remain al-
gebraic for distances larger than
√
4Dt, but their scaling
exponent will change. In fact, irrespective of the initial
interaction strength V , there exists a certain intermedi-
ate regime, in distance and time, where the correlations
will scale as d−2.
At very long times, the correlations become uniform
over all distances and their value varies as
Cd(t) =
(
n¯− 1
2
)2
+
1√
2piDt
S0, (9)
where
S0 =
Az
2
(
Li 1
η
(−e−iq) + Li 1
η
(−eiq)
)
− 1
24η
,
with Lin(x), the polylogarithm function. One sees here
that the correlations along the z-direction approach their
final value (n¯−1/2)2 following a scaling t−1/2. We detail
further the evolution of these correlations in Sec. IV A
where we discuss the results obtained within the adia-
batic elimination formalism.
B. Matrix Product States
Simulating exactly the time evolution of interacting
lattice bosons under the effects of dephasing would re-
quire a very large amount of memory since we are dealing
with density matrices which require the square of the el-
ements needed when considering wavefunctions. In order
to circumvent this problem, we use a number-conserving
MPS algorithm adapted to dissipative systems. We re-
shape the density matrix to a vector which we then rep-
resent within the MPS formalism (for the first works in
this direction, although without number conservation,
see [26, 27]). Methods based on matrix product states
rely on rewriting a quantum states as [25]
|ψ〉 =
∑
σ1...σL
Fσ1 . . . FσL |σ1 . . . σL〉, (10)
where σl represents the physical degree of freedom on
the l-th site. For a system with a U(1) symmetry, e.g.
particle number conservation, each Fσl can be taken as
a matrix Fσl(al,αl),(al+1,αl+1), with auxiliary indices al and
al+1, and labelled by quantum numbers αl and αl+1. In
the case of a sufficiently large matrix dimension, the rep-
resentation of the state is exact. The idea which makes
the MPS methods feasible is the truncation of the max-
imum sizes of the auxiliary dimensions using singular
value decompositions, while the quantum numbers are
constrained by αl + σl = αl+1, with αL = N , where N is
the total number of atoms.
In order to deal with density matrices, we rewrite ρˆ =
|ψ〉〈ψ| as a vector |ρ〉〉, and then in close analogy as for
the vector that describes a quantum state, we can write
|ρ〉〉 =
∑
σ1...σL
σ′1...σ
′
L
Mσ1σ
′
1 . . .MσLσ
′
L |σ1σ′1 . . . σLσ′L〉〉, (11)
where now the system has a U(1)⊗U(1) symmetry. The
l−th site is, more precisely, represented by the tensor
M
σlσ
′
l
(bl,αl,α′l),(bl+1,αl+1,α
′
l+1)
where αl + σl = αl+1 and α
′
l +
σ′l = α
′
l+1 to ensure number conservation, while bl and
bl+1 are auxiliary indices. Here σ
′
l indicates the physical
degree of freedom on the l-th site of the bra of the density
operator. The average value of a generic observable Oˆ
is computed as 〈Oˆ〉 = tr(Oˆρˆ), which can be rewritten
for the vectorized |ρ〉〉 as 〈Oˆ〉 = 〈〈1|Oˆ|ρ〉〉, where |1〉〉 is
the vectorized identity operator labelled with the same
symmetries as |ρ〉〉.
At the initial time, the MPS Mσlσ
′
l for the density
matrix are converted from the MPS in Eq.(10) which
5represent the ground state by the following relation
M
σlσ
′
l
(bl,αl,α′l),(bl+1,αl+1,α
′
l+1)
=Fσl(al,αl),(al+1,αl+1)
⊗ Fσ′l(a′l,α′l),(a′l+1,α′l+1).
In our calculation we consider a bond dimension χ, given
by the sum of all the local auxiliary indices bl, of up to
8000 levels, and we remove singular values smaller than
ε = 10−7. In order to ensure that the ground state is
well represented after conversion to the density operator
ρˆ, we have evolved ρˆ in absence of dephasing, i.e. γ = 0,
to a time Jt/~ = 1 and verified that observables such as
local density and local fluctuations remain constant up
to an absolute accuracy of 10−9.
This way of setting up the MPS representation of |ρ〉〉
allows one to write Eqs.(2) and (3) in order to calculate
the time-evolution using
d|ρ〉〉
dt
= L|ρ〉〉 (12)
with the superoperator L given by
L = − i
~
(
Hˆ ⊗ 1ˆ− 1ˆ⊗ Hˆ
)
+ γ
∑
l
(
2nˆl ⊗ nˆl − nˆ2l ⊗ 1ˆ− 1ˆ⊗ nˆ2l
)
. (13)
Note that the operators Hˆ and nˆl are symmetric, and
hence we do not need to take the transpose of the oper-
ators which would be acting on the bra.
Given the representation chosen for |ρ〉〉 in Eq.(11),
with MPS taking into account the local indices of the
ket and bra, respectively σl and σ
′
l, Eqs.(12) and (13)
result in operators acting only locally, or only coupling
two nearest neighboring sites. We can thus decompose
L = LE+LO where LE and LO act, respectively, only on
the even or the odd bonds. We can then approximate the
evolution of the density matrix over a small time interval
dt using a fourth-order Trotter decomposition [37], which
can be implemented using standard time-evolution MPS
techniques, see for instance [25].
IV. RESULTS
A. Dephasing dynamics within adiabatic
elimination
Investigating within adiabatic elimination the dissi-
pative evolution of the density-density correlations, or
correspondingly, for the XXZ Hamiltonian, the spin cor-
relations along the z-direction, we identify two distinct
regimes. Considering Eq. (7), one sees that these correla-
tions are functions of the dimensionless time Dt where D
is the diffusion constant defined earlier as D = J2/(~2γ).
We therefore use this quantity to delineate the differ-
ent regimes. While adiabatic elimination is unlikely to
capture the exact timescales as it notoriously underesti-
mates the coherence initially present in the system, we
can be fairly confident that for t  1/γ, or in other
words Dt  [J/(~γ)]2, this approach provides a faithful
description of the dynamical regimes occurring under the
effect of dephasing.
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FIG. 1: Spin correlations along the z-direction, Cd(t), for a
system of length L = 2000, filling n¯ = 1/8, initial interaction
strength V = J , and dissipative strength ~γ = 5J corre-
sponding to ~2D = 0.2J2. The curves represent (i) Dt = 0,
(ii) Dt = 0.34, (iii) Dt = 0.95, (iv) Dt = 2.44, (v) Dt = 11.24,
(vi) Dt = 62.98, (vii) Dt = 995.54. Inset: same labelling as in
the main figure, curves (i) to (vi) are ordered from top to bot-
tom, curve (vii) is not shown. The spatial oscillations of the
Tomonaga-Luttinger correlations are damped under the effect
of dephasing. The correlations are obtained by numerically
solving the set of differential equations, Eqs. (5).
For short to intermediate dimensionless times, we find
that the algebraic decay of the correlations is main-
tained for all distances, albeit with decreased amplitude
and changing exponent. Considering Eq. (8), valid for
d >
√
4piDt, one can see that for small Dt the term in
d−1/η is only weakly damped such that the correlations
are still dominated by the same algebraic term, and con-
tinue to present oscillations albeit with reduced ampli-
tude. As time progresses, the window over which Eq. (8)
does not apply widens and, in fact, the initial correla-
tion structure completely melts away in this region. For
d ≤ √4piDt, the correlations adopt a flat plateau-like
structure described by Eq. (9) and the plateau height
decreases in time as t−1/2. In contrast, for d >
√
4piDt,
the correlations still decay algebraically but with a dif-
ferent exponent: the first term is completely damped out
due to dephasing while the second term, in d−2, remains
unaffected. We present in more details these two regimes
below using different graphical representations.
Focusing first on the short to intermediate distance
behavior, one sees from Fig. 1 that the spatial oscilla-
tions present in the initial Tomonaga-Luttinger liquid
correlations are damped under the effect of dephasing.
6For larger Dt, at small distances one can notice a slow
build-up as the correlations approach their final value
(n¯2 − 1/2)2. In Fig. 1, this build-up and the melting of
the algebraically decaying character is seen to propagate
to larger correlation distances with increasing time.
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FIG. 2: Spatial scaling of the spin correlations along the z-
direction, Cd(t), for short to intermediate times. The same
system parameters as in Fig. 1 are used. In (a), the numeri-
cal solution (solid line) is compared to the analytical solution
(circle markers), Eq. (6). In (b) and (c), the numerical so-
lution (solid line) is compared to the simplified expression,
Eq. (8) (diamond markers).
Useful information about the evolution of the system
can be extracted by considering the correlations over
longer distances. At early times, as shown in Fig. 2
(a) and (b), the correlations in the tail scale as d−1/η
as expected from Tomonaga-Luttinger theory. However,
for increasing times, as seen in (c), the scaling changes
to d−2. This behavior is in agreement with Eq. (8), an
approximated expression for Cd(t), valid for d >
√
4piDt
which, as explained earlier, highlights that only the d−1/η
term is exponentially damped while the d−2 is unaffected.
In Fig. 2, we further compare the correlations obtained
from numerically solving the set of differential equations,
Eqs. (5), to two analytical solutions Eqs. (6) and (8).
In panel (a), one sees that the correlations obtained
from the full analytical solution, Eq. (6), (circle markers)
agree perfectly with the numerical solution (solid line).
Whereas, in panels (b) and (c), one can see that the sim-
plified analytical expression, Eq. (8), (diamond markers)
captures very well the correlations for d >
√
4piDt.
For larger Dt, a second regime sets in. In this
regime, the correlations initial algebraic decay is com-
pletely obliterated for d ≤ √4piDt. For these distances,
the amplitude of the correlations becomes spatially uni-
form and is only a function of time. As shown in Fig. 3,
the range of distances over which the correlations are fea-
tureless increases as a function of time, and their ampli-
tude decreases as t−1/2 towards their steady-state value
of (n¯− 1/2)2 as described by Eq. (9). Beyond this prop-
agation front, the spin correlations along the z-direction
still scale as d−2 as found in the previous regime.
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FIG. 3: Appearance, at longer times, of a second regime char-
acterized by spatially uniform correlations. The same system
parameters as in Fig. 1 are used. The curves are labelled in
order of appearance at d = 1 from top to bottom. The value of
the correlation plateau scales as t−1/2, and beyond the prop-
agation front the correlations scale as d−2. For Dt = 11.24,
one sees that, in this second regime, the correlations obtained
from Eq. (6) (circle markers) also agree perfectly with the
numerical solution (solid line).
As alluded to earlier, when considering Fig. 1, the al-
gebraically decaying character of the correlations melts
away over larger distances as time progresses. We want to
understand here the mechanism by which the initial alge-
braically decaying correlation structure is being replaced
by spatially uniform correlations under the effect of dis-
sipation. To do so, one can notice from Fig. 3 that, for a
given distance, |Cd(t)−(n¯−1/2)2| is maximal around the
time when the propagation front, the flat region bound-
ary, reaches this distance. The time-dependence of the
spin correlations along the z-direction for 3 ≤ d ≤ 50
is shown in Fig. 4. The correlations peak at the pas-
sage of the front, at a value we denote as tmax, and then
decay algebraically, as t−1/2, towards their steady-state
value, (n¯ − 1/2)2. Plotting d as a function of Dtmax, as
presented in the inset of Fig. 4, one sees that the front
propagates as d ∼ √Dtmax. This result indicates that
the second regime, characterized by featureless correla-
tions, propagates diffusively through the system. In other
words, the regime characterized by algebraically decaying
correlations disappears through the action of a diffusive
process.
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FIG. 4: Evolution of the spin correlations along the z-
direction, Cd(t), as a function of time for 3 ≤ d ≤ 50 (from
the right, top to bottom). The same system parameters as in
Fig. 1 are used. For each distance, a circle marks the time,
tmax, at which the correlations are maximum. This maximum
corresponds to the passage of the propagation front separat-
ing the regions displaying uniform and algebraically decay-
ing correlations. Inset: the front propagates diffusively as
d ∼ √Dtmax.
B. Dephasing dynamics within matrix product
states
As explained in the previous section, adiabatic elimi-
nation underestimates the coherence initially present in
the correlated system. Consequently, in order to put our
previous results on a more solid ground, particularly the
regime identified at short times, we conduct full-fledged
MPS simulations on systems with fillings n¯ = 1/8, 11
bosons on 88 sites, and n¯ = 1/4, 21 bosons on 84 sites,
and focus on the evolution of the density profile and
density-density correlations.
Using this approach, we investigate the fate of the
Tomonaga-Luttinger liquid as the system is subjected to
dephasing, and consider times up to tJ = 5~. We first
consider the evolution of the density profiles. In Fig. 5
we present the density of the atoms 〈nˆl〉 as a function of
the site l both for 1/4 filling, panels (a) and (b), and fill-
ing 1/8, panels (c) and (d). We consider both hard-core
bosons without nearest-neighbor interaction, V = 0 in
panels (a) and (c), and with interaction strength V = J
in panels (b) and (d). Each line corresponds to a different
time, namely tJ = 0 for the blue dashed line, tJ = 3~ for
the orange dash-dotted line and tJ = 5~ for the violet
solid line. Note that we only show half the system, as
the other half is mirror-symmetric. In Fig. 5, we observe
that the initial density profile has a strong oscillatory
behavior. One can notice that their amplitude is larger
when the nearest-neighbor interaction is finite, and that
their period is shorter for larger fillings. The presence
of these Friedel oscillations is due to the use of open-
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FIG. 5: Local density 〈nˆl〉 versus site number l, for different
times: tJ = 0 (blue dashed line), tJ = 3~ (orange dash-
dotted line) and tJ = 5~ (violet solid line). Panels (a) and
(b) are for filling n¯ = 1/8 (L = 88, N = 11), V = 0 and
V = J ; (c) and (d) are for filling n¯ = 1/4 (L = 84, N = 21),
V = 0 and V = J . For all panels ~γ = 0.05J corresponding
to ~2D = 20J2. The amplitude of the density oscillations
are damped due to dephasing. Results obtained via MPS
simulations with χ = 8000, dtJ = 0.01~ and cut-off ε = 10−7.
boundary conditions, and their structure at t = 0 is in
excellent agreement with the density profile expected for
a finite-size Tomonaga-Luttinger liquid. In an intermedi-
ate region slightly away from the system edge the initial
density profile follows the expected expression
〈nˆl〉 = 1
2
+
q
2pi
+
√
2Az (−1)l sin(ql)
(2l)1/(2η)
where, for a finite size system, q = 2pi LL+1
(
n¯− 12
)
[36],
implying that the decay of the Friedel oscillations is dom-
inated by the Tomonaga-Luttinger exponent.
As the dephasing dynamics sets in, the oscillations
start to damp out, but the time-evolved density profiles
appear to overall retain their initial shape. Motivated
by this observation, we analyze further whether the evo-
lution of the density profile keeps indeed a self-similar
dependence on position. To check if this is the case, we
rescale each profile within a given parameter set using
the following procedure: we subtract from each profile
the density at which all three profiles of the set intersect,
we then divide each newly obtained profile by a single
density, chosen from a site in the bulk of the system, for
its maximal value. The result of this simple shift and
rescaling is presented in Fig. 6. One can see that the
profiles at different times collapse onto a single curve for
sites slightly away from the edges. As the initial profile is
the ground state density configuration for a Tomonaga-
Luttinger liquid, our results support that the functional
form predicted by Tomonaga-Luttinger liquid theory is
well preserved for times up to Jt = 5~, although the
oscillations are damped under the effect of dissipation.
To obtain a more definite picture, we also consider the
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FIG. 6: Rescaled local density 〈nˆl〉rscd versus site number l,
for different times: tJ = 0 (blue dashed line), tJ = 3~ (orange
dash-dotted line) and tJ = 5~ (violet solid line). Panels (a)
and (b) are for filling n¯ = 1/8 (L = 88, N = 11), V = 0
and V = J ; (c) and (d) are for filling n¯ = 1/4 (L = 84,
N = 21), V = 0 and V = J . For all panels ~γ = 0.05J .
For all system parameters and times considered, the bulk of
the evolved profiles can be collapsed into the corresponding
initial density profile. Results obtained via MPS simulations
using the same parameters as in Fig. 5.
evolution of the density-density correlations, 〈nˆlnˆl+d〉 −
〈nˆl〉〈nˆl+d〉. Just as we did in our study of the results
from adiabatic elimination, we first take a look at these
correlations for short to intermediate distances. One sees
here too, from Fig. 7, that spatial oscillations present ini-
tially in the Tomonaga-Luttinger liquid correlations are
preserved for a certain time, but are damped out under
the effect of dephasing. One can further notice a slow
build-up of the correlations for short distances and hints
of a breakdown of the algebraic character propagating
towards larger distances as time goes on. This behav-
ior is clearly reminiscent of the evolution identified for
the corresponding correlations within adiabatic elimina-
tion. However, as expected, the time scales are different.
While from adiabatic elimination, the oscillations appear
to have totally vanished by Dt ≈ 10, when the evolution
is carried out using MPS, properly taking in account the
initial coherence and the interaction, oscillations are still
present, as seen from Fig. 7, at Dt ≈ 100 (corresponding
here to tJ = 5~).
Considerable information can be further gained by con-
sidering how the spatial algebraic decay of the density-
density correlations is affected by dephasing. Before an-
alyzing the evolution of this decay as function of time,
we first study the structure of the initial correlations.
In Fig. 8, we show that for various starting locations, l,
the correlations are in very good agreement if the initial
sites correspond to a maximum of the density profile near
the center of the lattice. In particular, we find that the
exponent associated with the correlations decay agrees
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FIG. 7: Density-density correlation 〈nˆlnˆl+d〉 − 〈nˆl〉〈nˆl+d〉 as
a function of distance d (l = 37) for L = 88, N = 11, V = J
and ~γ = 0.05J . Times considered: tJ = 0 (blue dashed
line), tJ = 3~ (Dt = 60, orange dash-dotted line), tJ = 4~
(Dt = 80, yellow dotted line) and tJ = 5~ (Dt = 100, violet
solid line). Inset: the spatial oscillations of the Tomonaga-
Luttinger correlations are damped under the effect of dephas-
ing. Results obtained via MPS simulations using the same
parameters as in Fig. 5.
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FIG. 8: Absolute value of the initial density-density corre-
lations |〈nˆlnˆl+d〉 − 〈nˆl〉〈nˆl+d〉| as a function of distance d for
three different locations. Panels (a) and (b) are for filling
n¯ = 1/8 (L = 88, N = 11), V = 0 and V = J ; (c) and
(d) are for filling n¯ = 1/4 (L = 84, N = 21), V = 0 and
V = J . As well known from Tomonaga-Luttinger theory, the
exponent η in d−1/η is function of the filling and interaction
strength. Results obtained from MPS simulations using the
same parameters as in Fig. 5.
with the value expected from Tomonaga-Luttinger the-
ory [36], even though for the largest distances considered
finite size effects are noticeable.
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FIG. 9: Absolute value of the density-density correlations
|〈nˆlnˆl+d〉− 〈nˆl〉〈nˆl+d〉| as a function of distance d for n¯ = 1/8
(L = 88, N = 11) at three times: tJ = 0 (blue dashed line),
tJ = 3~ (orange dash-dotted line) and tJ = 5~ (violet solid
line). Panel (a): V = 0, panel (b): V = J . For all panels
~γ = 0.05J . Results obtained via MPS simulations using the
same parameters as in Fig. 5.
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FIG. 10: Absolute value of the density-density correlations
|〈nˆlnˆl+d〉− 〈nˆl〉〈nˆl+d〉| as a function of distance d for n¯ = 1/4
(L = 84, N = 21) at three times: tJ = 0 (blue dashed line),
tJ = 3~ (orange dash-dotted line) and tJ = 5~ (violet solid
line). Panel (a): V = 0, panel (b): V = J . For all panels
~γ = 0.05J . Results obtained via MPS simulations using the
same parameters as in Fig. 5.
We are now in a position to investigate the evolution
of the tail of the density-density correlations consider-
ing both fillings n¯ = 1/8 and n¯ = 1/4 and interaction
strengths V = 0 and V = J . In all cases displayed in
Figs. 9 and 10, one sees that the amplitude of the corre-
lations flattens over time and that this flat region grows.
This result hints at the existence of the second regime
identified within adiabatic elimination, described using
Eq. (9), where a featureless region propagates diffusively
through the system. We also notice that for larger dis-
tances the exponent associated with the algebraic decay
seems, in some cases, to change as dephasing sets in. This
is particularly noticeable in Fig. 10(b), for n¯ = 1/4 and
V = J , where the initial decay in d−1.47 changes with
time and appears to adopt the scaling form d−2. A sim-
ilar situation likely occurs for n¯ = 1/8 and V = J shown
in Fig. 9(b); however, in this case the initial algebraic be-
havior is in d−1.81 so the evolution towards d−2 is much
harder to confidently ascertain. In the absence of interac-
tion, the decay remains proportional to d−2 as predicted
by Eq. (8). These results are therefore in agreement with
the regimes predicted from adiabatic elimination.
V. CONCLUSIONS
We considered a system of interacting bosons under the
effect of dephasing. The system starts as a Tomonaga-
Luttinger liquid and then, due to dephasing, heats up.
We investigated the quantum dissipative evolution of this
system using an approach based on adiabatic elimination
and counterchecked our analytical findings by conducting
matrix product states simulations.
We found the dephasing to act in two concurring ways:
at short to intermediate times, the oscillatory nature of
both the density profile and density-density correlations
damps out, but their overall algebraic decay, as expected
for a Tomonaga-Luttinger liquid, is maintained. How-
ever, dephasing is found to alter the interaction and
filling-specific exponent associated with the initial al-
gebraic decay. In fact, the correlations scaling, while
remaining algebraic, evolves towards the exponent ex-
pected for a non-interacting system. Then, at larger
times, the algebraic scaling diffusively melts away and
is replaced by featureless correlations as expected in the
infinite temperature state.
Our work shines a different light on the persistence of
universal behaviors in strongly interacting systems under
the effect of dissipation, a difficult but important subject
that will surely benefit greatly from further refinements
of both the theoretical tools and experimental setups in
coming years.
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