Abstract: The energy minimisation problem for system-on-chip testing is addressed. A hybrid built-in self-test architecture is assumed where a combination of deterministic and pseudorandom test sequences are used. The objective of the proposed technique is to find the best ratio of these sequences so that the total energy is minimised and the memory requirements for the deterministic test set are met without sacrificing test quality. Unfortunately, exact algorithms for finding the best solutions to the above problem are computationally very expensive. Therefore, an estimation methodology for fast calculation of the hybrid test set and two different heuristic algorithms for energy minimisation were proposed. Experimental results have shown the efficiency of the proposed approach for finding reduced energy solutions with low computational overhead.
Introduction
The latest advance in microelectronics technology has enabled the integration of an increasingly large number of transistors into a single die. This has imposed a major production challenge, due to the increased density of such chips and the increased power dissipation. At the same time the number of portable, battery operated devices (such as laptops, PDAs and mobile phones) is rapidly increasing. These devices require advanced methods for reducing power consumption in order to prolong the life of the batteries and thus increase the length of their operating periods. There are several well-investigated techniques for handling power dissipation during the normal operation of such devices. And various researches have shown that the switching activity, and consequently the power dissipation, during the test mode may be several times higher than during the functional mode [1, 2] . The self-tests, regularly executed in portable devices, can hence consume significant amounts of energy and consequently reduce the lifetime of the batteries [3] . Excessive switching activity during the test mode can also cause problems with circuit reliability [4] . Increased current levels can lead to serious silicon failure mechanisms (such as electromigration [5] ) and may need expensive packages for the removal of the excessive heat. Therefore, it is important to find ways for reducing circuit power dissipation during the testing process.
There are several components that contribute to the power consumption of standard CMOS technology, including dynamic power dissipation caused by the switching activity, and static power dissipation caused mainly by leakage. The leaks contribute usually only marginally to the total power consumption and can therefore be neglected. The main contributing factor is the dynamic power dissipation caused by switching of the gate outputs. This activity accounts for more than 90% of the total power dissipation for current technology, even though the importance of static power dissipation will increase with the scaling down of feature sizes [6] . For every gate, the dynamic power, P d , required to charge and discharge the circuit nodes, can be calculated as follows
where C load is the load capacitance, V DD the supply voltage, T cyc the global clock period and N G the switching activity, that is, the number of gate output transitions per clock cycle. While assuming that the V DD as well as T cyc remain constant during testing and that the load capacitance for each gate is proportional to the number of its fan-outs, we can define switching activity as a quantitative measure for power dissipation. Therefore the most straightforward way to reduce the dynamic power dissipation of the circuit during testing is to minimise the circuit's switching activity.
Several approaches have been proposed to handle the power issues during test application. They can be divided into three categories: energy, average power and peak power reduction techniques. Energy reduction techniques aim at the reduction of the total switching activity generated in the circuit during the whole test application process and have thus impact on the battery lifetime [7 -9] . Average power dissipation is the amount of dissipated energy divided over the test time. The reduction of average power dissipation can improve the circuit's reliability by reducing temperature and current density. Some of the methods to reduce average power dissipation have been proposed by Wang and Gupta [10] and Chakravarty and Dabholkar [11] . The peak power corresponds to the maximum sustained power in a circuit. The peak power determines the thermal and electrical limits of the components and the system packaging requirements. If the peak power exceeds certain limits, the correct functioning of the entire circuit is no longer guaranteed. Methods for peak power reduction are described in various studies [12 -16] .
In a system-on-chip (SoC) testing environment, several test-power related problems are usually handled at the core level. However, the high degree of parallelism in SoCs facilitates parallel testing to reduce the test application time, and might also lead to excessive power dissipation. In such cases, the system-wide peak power values can be controlled with intelligent test scheduling [17 -20] .
We focus on total test energy minimisation for SoC testing. We assume a hybrid built-in self-test (BIST) architecture, where the test set for each core is composed of core-level locally generated pseudorandom patterns and additional deterministic test patterns that are generated offline and stored in the system. Here, the lengths of the pseudorandom tests are an important design parameter that determines the behaviour of the whole test process. For a given core, a shorter pseudorandom test sequence implies a larger deterministic test set. This requires additional memory space, but at the same time, shortens the overall test time. A longer pseudorandom test, in contrast, will lead to a larger test application time with reduced memory requirement.
The exact composition of these test patterns defines not only the test length and test memory requirements but also the energy consumption. In general, as a deterministic test pattern is more effective in detecting faults than a pseudorandom pattern, using more deterministic test patterns for a core will lead to a short test sequence, and consequently less energy on the average case. However, the total number of deterministic test patterns is constrained by the test memory requirements, and at the same time, the deterministic test patterns of different cores of an SoC have different energy and fault detection characteristics. A careful trade-off between the deterministic pattern lengths of the cores must therefore be made in order to produce a globally optimal solution. We propose two heuristics that try to minimise the total switching energy while taking into account the assumed test memory constraint. The solutions are obtained by modifying the ratio of pseudorandom and deterministic test patterns for every individual core such that the total energy dissipation is minimised [21] .
2
Hybrid BIST and energy reduction A classical BIST architecture consists of a test pattern generator (TPG), a test response analyser and a BIST control unit (BCU), all implemented on the chip. Different implementations of such a BIST architecture have been available, and some of them have wide acceptance. One of the major problems of the classical BIST implementations is related to the TPG design. Typically, such a TPG is implemented by linear feedback shift registers (LFSR) [22, 23] . As the test patterns generated by an LFSR are pseudorandom by nature and have linear dependencies [24] , the LFSR-based approach often does not guarantee a sufficiently high fault coverage (especially in the case of large and complex designs), and demands very long test application times in addition to high area overheads. Therefore different hybrid approaches have been proposed, where pseudorandom test patterns, generated by LFSRs, are complemented with a set of deterministic test patterns. These approaches are generally referred to as hybrid BIST [25 -32] . Such a hybrid approach reduces the memory requirements compared to the pure deterministic testing, while providing higher fault coverage and reduced test times compared to the stand-alone BIST solution.
In the current work, we have assumed a hybrid BIST test architecture where all cores have their own dedicated BIST logic that is capable to produce a set of independent pseudorandom test patterns, that is, the pseudorandom tests for all cores can be carried out concurrently. The deterministic tests, in contrast, are applied from an on-chip memory, one core at a time. And we have also assumed for test data transportation an AMBA (advanced microcontroller bus architecture)-like test bus [33] . AMBA integrates an on-chip test access technique that re-uses the basic bus infrastructure [34] . An example of a multi-core system with such test architecture is given in Fig. 1 .
For portable systems with such a test architecture, one of the most important test constraints is the total amount of on-chip test memory. Methods for test time minimisation under given test memory constraint for test-per-clock and test-per-scan schemes are proposed [27, 35] . If the objective is only test time minimisation and power/energy is not taken into account, then the shortest test schedule for such a test architecture (Fig. 1) is the one where all cores are tested concurrently and have the same tests lengths, as depicted in Fig. 2 .
In a hybrid BIST approach, the test set is composed of pseudorandom and deterministic test patterns, where the ratio of these patterns is defined by different design constraints, such as test memory and test time. In general, a shorter pseudorandom test set implies a larger deterministic test set. This requires additional memory space, but at the same time, shortens the overall test process, as deterministic test vectors are more effective in covering faults than the pseudorandom ones. A longer pseudorandom test, in contrast, will lead to longer test application time with reduced memory requirements [26] . From an energy perspective, different cores have different energy dissipation while applying the same amount of test patterns. Furthermore, the pseudorandom and deterministic test sequences for the same core have different power characteristics. Therefore for total energy minimisation, it is important to find, for every individual core, such ratio of the pseudorandom and deterministic test patterns that leads to the overall reduction of switching energy. At the same time, the basic design constraints such as test memory should not be violated. Once a low-energy hybrid BIST solution has been found, appropriate test scheduling methods can be used for managing peak power related problems.
Basic definitions and problem formulation
Let us assume that a system S consists of n cores, C 1 , C 2 , . . . , C n . For every core C k [ S, a complete sequence of deterministic test patterns TD F k and a complete sequence of pseudorandom test patterns TP F k will be generated. It is assumed that both test sets can obtain by itself the maximum achievable fault coverage F max .
Definition 1: A hybrid BIST set TH k ¼ fTP k , TD k g for a core C k is a sequence of tests, constructed from a subset of the complete pseudorandom test sequence TP k # TP k F , and a subset of the deterministic test sequence TD k # TD F k . The test sequences TP k and TD k complement each other to achieve the maximum achievable fault coverage F max , and define the hybrid test set TH k .
By knowing the length jTP k j and the fault coverage value of the pseudorandom test sequence TP k , we can find the amount of additional deterministic patterns TD k [26] . Therefore we can say that the pseudorandom test sequence TP k uniquely defines the structure of the entire hybrid test set.
Definition 2:
When assuming the test architecture described above, a hybrid test set TH ¼ fTH 1 , TH 2 , . . . , TH n g for a system S ¼ fC 1 , C 2 , . . . , C n g consists of hybrid tests TH k for each individual core C k , where the pseudorandom components of the TH can be scheduled in parallel, whereas the deterministic components of TH must be scheduled in sequence due to the shared test resources.
, is called the characteristic vector of a hybrid test set TH ¼ fTH 1 , TH 2 , . . . , TH n g. j k denotes the length of the pseudorandom test sequence TP k # TH k .
According to these definitions, for a given core C k , different values of j k correspond to pseudorandom subsequences of different lengths. Given a value of j k , we have a pseudorandom subsequence of length j k for the core C k . In order to form a hybrid test sequence TH k , this subsequence should be complemented with a deterministic test sequence, which is generated such that the hybrid sequence TH k reaches to the maximal achievable fault coverage. On this basis, we can conclude that the characteristic vector J determines entirely the structure of the hybrid test set TH k for all cores C k [ S.
Definition 4: Let us denote with M k ( j k ) and E k ( j k ), respectively, the memory cost and energy cost of the hybrid BIST set TH k ¼ fTP k , TD k g of the core C k [ S as functions of the length j k of its pseudorandom test sequence.
Note that it is very time-consuming to calculate the exact values of M k ( j k ) and E k ( j k ) for any arbitrary hybrid BIST set TH k , as it requires exact calculation of the corresponding hybrid test set which is an expensive procedure [27] . To overcome the problem, we propose to use an estimation method for memory and energy calculation that is based only on a few critical point calculations.
Definition 5: Let us denote with M(J ) and E(J ), respectively, the total memory cost and energy cost of the corresponding hybrid BIST set TH with characteristic vector J for a given system with n cores. These costs can be calculated using the following formulas
A hybrid BIST set TH ¼ fTH 1 , TH 2 , . . . , TH n g for a system S ¼ fC 1 , C 2 , . . . , C n g consists of hybrid BIST set TH k for each individual core C k (k ¼ 1, 2, . . . , n). In our approach, the pseudorandom components of the TH are going to be scheduled in parallel, whereas the deterministic components of the TH, based on the given test architecture (Fig. 1) , have to be scheduled in sequence.
Our objective can be thus formulated as to find a hybrid test set TH with a characteristic vector J for a given system S, such that E(J ) is smallest possible and the memory constraint M(J ) M LIMIT is satisfied.
Next, we are going to describe the estimation method that is going to be used for fast calculations of the hybrid BIST structure, that is, the amount of pseudorandom and deterministic test patterns in the hybrid test set.
4
Hybrid BIST structure estimation
For hybrid BIST energy minimisation at a given memory constraint, we should calculate for every core C k [ S for any possible pseudorandom test sequence length j k , the size of the memory M k ( j k ) and the amount of dissipated energy E k ( j k ). This would give us a possibility to compare memory and energy values of different alternatives and to find the optimal solution. However, the procedure to calculate the cost functions M(J ) and E(J ) exactly is very time-consuming, as it assumes that the deterministic test sets TD k for all possible values of the characteristic vector J are available. This means that for each possible pseudorandom test TP k , a set of not-yet-detected faults F NOT (TP k ) should be calculated, and the needed deterministic test set TD k has to be found. This can be done either by repetitive use of an automatic TPG or by systematically analysing and compressing the fault tables for each TP k [36] . These two procedures are both time-consuming and therefore not feasible for larger designs.
To overcome the complexity explosion problem, we propose an iterative algorithm, where the memory and energy costs for the deterministic test sets TD k are calculated based on estimates in a similar way described by Jervan et al. [37] . The estimation method is based on fault coverage figures and does not require accurate calculations of the deterministic test sets for not-yet-detected faults
The estimation method is described in Algorithm 1 given below. We analyse first the fault detection capabilities of both sequences, pseudorandom and deterministic, in isolation and use this information for estimating the composition of the combined hybrid BIST test set. In the following, we will use FD k (i ) and FP k ( j ) to denote the fault coverage figures of the test sequences TD k with length i and TP k with length j, respectively.
Algorithm 1: Estimation of the length of the deterministic test set TD k :
1. Calculate, by fault simulation, the fault coverage func- Fig. 3a ). 3. By solving the equation
Ã is the length of the deterministic sequence TD k that can achieve the same fault coverage F Ã .
Calculate the value of jTD
which is the number of test patterns needed in addition to the pseudorandom patterns to reach to the maximum achievable fault coverage.
The value jTD
calculated by Algorithm 1, can be used to estimate the length of the deterministic test sequence TD k in the hybrid test set
The algorithm is illustrated with the example given in Figs 3b and c. In the given example, if i Ã ¼ 524 then the fault coverage is F Ã ¼ 97.5%. From the fault simulation table (Fig. 3b) we can find that similar fault coverage can be achieved by 60 deterministic test patterns ( j Ã ¼ 60). On the basis of the fourth step of Algorithm 1, we can say that it takes approximately 90 -60 ¼ 30 deterministic test patterns in addition to the 524 pseudorandom test patterns in order to reach the maximum achievable fault coverage. Obviously, the algorithm produces only an estimate and therefore it is important to consider this fact while generating the final result.
On the basis of the created relationships between the pseudorandom test sequence length jTP k j and estimated deterministic test length jTD k E j, we can easily solve the equation jTD k E j ¼ f (jTP k j) also in the opposite direction when TD k E is given and jTP k j has to be found. These calculations will be used in the next section, where the energy minimisation heuristics will be described.
Heuristic algorithms for hybrid BIST energy minimisation
To minimise the energy consumption at the given memory constraint, we have to create a hybrid test TH with characteristic vector J for the system S, so that E(J ) is minimal and the constraint M(J ) M LIMIT is satisfied.
To solve this complex combinatorial task, we propose two fast heuristic algorithms: local gain algorithm and average gain algorithm [21] . These algorithms are alternatives to each other and are based on the estimation methodology described in Algorithm 1. The general concept of our proposed technique is depicted in Fig. 4 . The main idea of both algorithms is to start with the pure deterministic test set
This is a solution where the maximum achievable fault coverage is guaranteed but the memory constraint is usually not satisfied. Next, the deterministic test patterns are gradually substituted by corresponding sequences of pseudorandom patterns PR i # TP k F until the memory constraint is satisfied. For every deterministic test pattern substitution, a core C k [ S with the maximum memory -energy ratio (DM k,i / DE k,i ) is selected. The idea is that with every iteration, we try to reduce the memory requirements such that the energy increase is the smallest.
Local gain algorithm
In this algorithm, DM k,i corresponds to the estimated memory gain when deterministic test pattern DP i [ TD k F is removed from the memory, and DE k,i corresponds to the estimated increase in energy dissipation by the sequence of pseudorandom patterns PR i # TP k F that are substituting the deterministic test pattern DP i [ TD k F . In other words, at any iteration of the algorithm, we always select a core that provides the best local gain in terms of DM k,i /DE k,i and substitute, in the hybrid test set of this core, one deterministic test pattern with appropriate number of pseudorandom patterns. The number of inserted pseudorandom test patterns is estimated so that the fault coverage of the core is not reduced and thus the maximum achievable fault coverage is always guaranteed. 
Max % Fig. 3 Estimation of the length of the deterministic test sequence Let us introduce the following additional notations: M, the current memory cost; L, the current pseudorandom test length. The algorithm starts with initial values: L ¼ 0 and
is the memory cost of the complete deterministic test set of core C k [ S. Initially: TH k ¼ fTP k ¼ 1, TD k F g, as mentioned before, and the local index in each core, i, is set to be 1. The algorithm is illustrated with the example given in Fig. 5 . At every improvement iteration, we calculate the memory -energy ratio for all cores assuming that one deterministic test pattern for each core (denoted as white boxes in Fig. 5a ) would be replaced with pseudorandom patterns. The core with the highest DM k,i /DE k,i value is selected and a deterministic test pattern in this core's test set is replaced with a set of pseudorandom patterns. In this example, Core 3 was selected and the deterministic pattern denoted as a white box, belonging to Core 3, has been replaced by several pseudorandom patterns, as illustrated in Fig. 5b . At the end of every iteration, we calculate the new memory (M ) and energy (E) values for the entire system. This procedure is then repeated until M M LIMIT .
Average gain algorithm
The alternative heuristic is called the average gain algorithm. The main idea of the average gain algorithm is to guide the selection of cores based on the highest average ratio of DM k /DE k over all iterations of the algorithm. Here, DM k denotes the estimated memory gain from the beginning of the algorithm, including the selected substitution for the core C k [ S, and DE k denotes the estimated increase of energy dissipation for the same core from the beginning of the algorithm, including the current selected substitution.
The algorithm starts also with initial values: 
5. Update the total energy dissipation for the selected core:
The main difference between the above two heuristics is that Algorithm 2 takes into account only the immediate effect of the test pattern substitution. Algorithm 3, in contrast, takes into account the entire history of pattern substitutions. In Section 6, the results of both algorithms will be presented, and compared to each other.
Generation of the final solution
Both Algorithms 2 and 3 create an energy-optimised hybrid BIST solution TH k ¼ fTP k , TD k g where energy consumption is minimised with respect to the given memory constraint. However, the algorithms are based on estimated memory and energy values for TD k , and therefore the final results usually do not correspond to the optimal solutions. We refer them as quasi-optimal solutions. After obtaining a quasi-optimal solution, the cost estimates should be improved and another, better, quasi-optimal solution can be generated. The algorithm for this improvement is similar to the one proposed by Jervan et al. [27] .
Both Algorithms 2 and 3 substitute deterministic test patterns with pseudorandom ones. As discussed earlier, many faults cannot be detected by pseudorandom patterns and thus also the final hybrid test set might not cover all faults if this aspect is not considered explicitly. Therefore the final solution, calculated based on the estimated pseudorandom test set, will be improved with deterministic test patterns until the fault coverage is the maximum achievable one. The algorithm uses as a starting point the result (the estimated amount of pseudorandom test vectors) obtained with Algorithm 2 or 3.
Algorithm 4: Calculation of final test sets: 
M=1420 E=20560
The best ratio 
Algorithm 4 transfers a solution that was generated based on estimates to the solution that is calculated based on real test sets. This iterative algorithm is illustrated in Fig. 6 . It is easy to see that Algorithm 4 always converges. By each iteration, we get closer to the memory constraint level, and also closer to the minimal energy consumption at a given constraint. The outcome of this algorithm is the final solution.
6
Experimental results
At first, we analysed the quality of the proposed estimation algorithm and performed therefore experiments with all designs from the ISCAS85 benchmark family. Some of the results are illustrated in Fig. 7 . In those charts, we have depicted the memory requirement (the size of the deterministic test set) for every pseudorandom test length. Obviously, the longer the pseudorandom test sequence, the smaller the memory requirement. We have compared our earlier estimation methodology [26] , labelled as 'old approximate,' against the estimation methodology proposed in this paper, labelled as 'new approximate.' In addition, we have also depicted the real memory cost in Fig. 7 . This has been obtained by the repetitive use of an ATPG algorithm [26] . As it can be seen from the results, the improved estimation methodology gives better estimates than the previous one (the curve 'new approximate' is much closer to the 'real' than the 'old approximate'), mainly in the situations when the hybrid test set contains smaller amount of pseudorandom test patterns. Thereafter, we have used the improved estimation method in the proposed algorithms for hybrid BIST energy minimisation. We have performed experiments with different designs containing the ISCAS'89 benchmarks as cores. It was impossible to use ITC'02 SoC test benchmarks as the proposed approach relies on structural information about each core for test generation and fault simulation. Such detailed information about ITC'02 benchmarks is unavailable and therefore the ISCAS benchmarks were chosen. The complexity of these designs ranges from system with six cores to system with 20 cores. All cores were redesigned in order to include a scan chain. For simplicity, we assumed that all flip-flops are connected into one single scan chain. This assumption simplifies only the test controlling process and does not have any impact to the proposed algorithms. For the BIST part, STUMPS architecture was used.
In Table 1 , we have listed the results for every system with three different memory constraints. We have listed results generated by the approach discussed by Jervan et al. [27] , which provide the shortest possible test length without considering energy consumption, by our two algorithms (the local gain algorithm is denoted by A2, and the average gain algorithm by A3, both improved with Algorithm 4), and by simulated annealing (SA). In every experiment, the minimised test time produced by Jervan et al. [27] is taken as a baseline (100%) and all other solutions are compared against this result.
As shown in Table 1 (columns 3 and 4) both proposed algorithms lead to reduced energy solutions (in some cases up to 63% reduction of the total switching activity). When compared to the SA algorithm, our heuristics have significantly lower execution time, while maintaining acceptable accuracy.
To understand the impact of our algorithms on the test length, we have also collected these data and reported them in Table 1 (columns 5 and 6). As can be expected in all these solutions generated by our techniques, the test time has increased compared to the technique that targets towards test length minimisation [27] . Nevertheless, if the main objective is to reduce energy dissipation during the test mode (for example, in portable devices) the increase of the test length is tolerable. A future work is to design a technique to make trade-offs of all parameters, including energy, power, test time and test memory requirements.
The experiments show also that the number of iterations made by Algorithm 4 was in all cases below 10, illustrating the efficiency of the proposed estimation method.
Conclusions
We have proposed two heuristics for test energy reduction for hybrid BIST. Both algorithms modify the ratios between pseudorandom and deterministic test patterns.
We have also proposed a fast estimation mechanism to guide the modification of these ratios together with an iterative procedure for transforming the estimated results to the final results. Experimental results have shown the efficiency of these heuristics for energy reduction under test memory constraints.
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