Abstract. We develop and analyze a meshfree discretization method for Darcy's problem. Our approximation scheme is based upon optimal recovery which leads to a collocation scheme using divergence-free positive definite kernels. Besides producing analytically incompressible flow fields, our method can be of arbitrary order, works in arbitrary space dimension and for arbitrary geometries. After deriving the scheme, we investigate the approximation error for smooth target functions and derive optimal approximation orders. Finally, we illustrate the method by giving numerical examples.
Introduction
Darcy's law is often used to describe the creeping flow of Newtonian fluids in porous media [3] . It is given by
where the viscosity μ > 0 and the permeability tensor K are given and the velocity u and the pressure p have to be determined. We will incorporate the viscosity into the permeability tensor. Furthermore, we will assume that the velocity field is incompressible. Then, appropriate boundary conditions are Neumann-boundary conditions, such that Darcy's problem can be stated in the following way:
Here, n denotes the outer unit normal vector of the boundary ∂Ω ⊆ R d . The right-hand sides f and g · n and the tensor K are given. The boundary function g must satisfy the compatibility condition
The tensor K is supposed to be symmetric, K = K T , and strongly elliptic in the sense that there is a constant α > 0 such that
The velocity u : Ω → R d and the pressure p : Ω → R are sought.
In the particular form of K = const·I, which refers to isotropic and homogeneous material, Darcy's law also plays an important role in projection methods for discretizing the Navier-Stokes equations for incompressible Newtonian fluids, where it is usually solved by converting it into a Poisson problem with Neumann boundary conditions for the pressure and then defining the velocity by (1.2). However, there are also good reasons for dealing with Darcy's problem directly.
The goal of this paper is to derive a high-order method for solving Darcy's problem efficiently. We will use methods based on analytically divergence-free kernels, as they have been developed in [15] and further studied in [13, 12, 7, 6, 5] . Our method will follow ideas from [22] .
For this purpose the paper is organized as follows. In the rest of this section we collect the necessary notation on vector-valued Sobolev spaces. The next section is devoted to our discretization scheme, hence covering matrix-valued kernels, their reproducing kernel Hilbert spaces and optimal recovery. In the third section, we analyze the discretization scheme and derive error estimates. In the final section, we give numerical examples to corroborate our theoretical estimates.
1.1. Sobolev spaces. We will work with the usual scalar-valued Sobolev spaces.
We will also work with fractional order Sobolev spaces W τ r (Ω), particularly with τ > d/2 so that we have continuous functions. For the introduction of such fractional order Sobolev spaces we refer, for example, to [1, 4, 21] .
Since the pressure p in the solution of (1.2)-(1.4) is determined only up to a constant we will work with the quotient spaces W τ r (Ω)/R equipped with the norm
We define the vector-valued Sobolev space W 
for r = ∞.
Note that we do not use an index to indicate the dimension n since it will become clear from the context. We only distinguish between scalar-valued function spaces and vector-valued function spaces by using boldface for the latter. Finally, in the case r = 2, we will also use the notation
The discretization scheme
In this section, we will review the necessary material on matrix-valued kernels and the way we will use them for discretizing Darcy's problem.
First, we will discuss the kernels, their reproducing Hilbert spaces and optimal recovery in general form and then adapt them to our problem. For this, we will mainly rely on material from [7, 6, 5, 22] . In the last part of this section, we will modify the general theory such that it fits to our problem.
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is positive. More generally, a matrix-valued function Φ :
T and satisfies
for all pairwise distinct x j ∈ R d and all α j ∈ R n such that not all α j are vanishing.
The theory of the associated function spaces can be formulated for positive definite matrix-valued functions as it can also be done for scalar-valued functions. First, we introduce the function space
and equip it with the natural inner product ⎛
Then, the closure of F Φ (Ω) with respect to the norm stemming from this inner product is the associated native Hilbert space. For every vector-valued function f ∈ N Φ (Ω) and every α ∈ R n and every x ∈ Ω, we have the relations
which generalize the reproducing kernel properties of the scalar-valued case.
For us, it will be important that for specific kernels these spaces can be identified to be norm equivalent to classical Sobolev spaces. The kernels we are interested in are defined as follows. Let φ, ψ : R d → R be positive definite functions, where φ is at least twice continuously differentiable. Then, we define
where Δ is the usual Laplace operator, ∇ denotes the gradient and I the identity matrix. It is well known (see [15, 6, 5, 22] ) that both matrix-valued kernels (
with the norm for
We are particularly interested in reproducing kernel Hilbert spaces that are norm equivalent to Sobolev spaces.
with two constants 0 < c 1 ≤ c 2 .
Corollary 2.4. Assume φ generates H
τ +1 (R d ) and ψ generates H σ (R d ), i.e., N φ (R d ) = H τ +1 (R d ) and N ψ (R d ) = H σ (R d )
with equivalent norms. The associated reproducing kernel Hilbert space of the combined kernel is given by
Here,
Finally, since we mainly work on bounded domains, we need, for technical reasons, to extend our locally defined Sobolev functions to globally defined functions. We will use the following result from [22] . 
The extension operator for the pressure part is the standard Stein extension operator E S ; see [19] .
2.2.
Optimal recovery to build the approximant. We will use functionals from the dual space N Φ (Ω) * = {λ : N Φ (Ω) → R : λ is linear and continuous} to describe our discretization scheme.
Since f = Φ(· − y)e j belongs to N Φ (Ω), where e j is the jth unit vector, we see that the columns of Φ and, since Φ is symmetric, its rows also belong to N Φ (Ω). Thus, we can define λ y Φ(x − y) as the vector-valued function, which is generated by applying λ with respect to y to every column of Φ. The resulting vector-valued function is the Riesz representer of λ in N Φ (Ω) in the sense of
Thus the following result, which is well known in the context of scalar-valued kernels, remains true for matrix-valued kernels.
* are linearly independent and f 1 , . . . , f N ∈ R are given. Then, the problem of finding the solution of
has a unique solution, which has the representation
The coefficients α j are determined via the interpolation conditions
To apply this result to Darcy's problem, we pick discretization points X = {x 1 , . . . , x N } ⊆ Ω in the interior and Y = {y 1 , . . . , y M } ⊆ ∂Ω on the boundary. For v = (u, p) we define the functionals
such that the approximant according to Proposition 2.6 becomes
The following result ensures that the so-defined functionals are linearly independent. 
8) is well defined and uniquely determined by the interpolation conditions (2.6) and (2.7). It satisfies Ls
Licensed to AMS.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use
DANIELA SCHRÄDER AND HOLGER WENDLAND
Proof.
. Hence, the kernel is sufficiently smooth and the functionals indeed belong to the dual of the native space. Thus, we only have to show that the functionals are linearly independent over
Let us assume that there are coefficients α
We will now pick a specific test function γ for every index pair (i,
Since we have not yet exploited the second index , we can now modify γ such that (Lγ) k (x i ) = δ k, , which gives α 
Error analysis
Our error analysis is mainly based on a "shift" type theorem for the analytical solution of Darcy's problem, which can be easily derived from a corresponding result for elliptic problems with Neumann boundary conditions. This immediately follows by taking the divergence of (1.2) and incorporating (1.3). The boundary conditions follow by taking the inner product of (1.2) with the unit outer normal vector n of ∂Ω and to also use (1.4). In doing so, we see that (1.2)-(1.4) is equivalent to solving
and defining
The compatibility conditions for the Neumann problem are satisfied since we have with the divergence theorem and (1.5) that
For the elliptic Neumann problem (3.1) and (3.2) the following existence and smoothness result is well known. For integer order τ and K = I, its proof can be found in [10, Theorem 1.10], the integer case for general tensor K follows from [11] and the general fractional order case follows by interpolation theory in Sobolev spaces. Though the result was originally derived for weak solutions, the higher regularity assumption on the given data implies that it also holds for classical solutions. 
with a constant C = C(τ, r, Ω).
Applying this to our special situation, the existence and smoothness of the solutions of Darcy's problem follow.
Theorem 3.2. Let Ω be a bounded open subset of
.
Proof. Our assumptions on the given data immediately yield
Since the boundary is also assumed to be smooth enough, we have
∂Ω). Furthermore, we have the obvious estimates f
(Ω) and, since the boundary is sufficiently smooth,
, where we have used the standard trace theorem for Sobolev spaces. From (3.3), we see that
All of this, together with Proposition 3.1, gives
, which is the desired estimate.
Using again the notation v = (u, p) and Lv = u + K∇p, the estimate from Theorem 3.2 can be rewritten in the form 
To estimate the two terms on the right-hand side of the last equation, we first observe that we have
Hence, we are dealing with smooth functions that have a large number of zeros. In the first case we have functions defined on a bounded region of R d , while in the second case we are dealing with functions on a manifold. For such functions, we can apply the following "sampling inequalities".
To state them, we have to introduce a measure for the data density on Ω and ∂Ω. In the first case we introduce the "fill distance"
The following result comes from [2, 16, 17] in its vector-valued form from [22] . 
Proof. First, we have
To bound the latter norm we first extend the function v to Ev = (
and note that the generalized interpolant s v coincides with s Ev on Ω. Furthermore, if we pick the representer p for the pressure such that
where we have used Theorem 3.2 in the last step.
To bound the boundary part (u − s u ) · n W η+1−1/r r (∂Ω) in the estimate (3.4) we have to carry the concept of Lemma 3.3 to the manifold ∂Ω. This has been done in [8] for the special case of ∂Ω being the sphere in R d and in a more general context in [9] .
We will represent the boundary ∂Ω by a finite atlas consisting of smooth diffeomorphisms with a slight abuse of terminology. To be more precise, we assume that
where B = B(0, 1) denotes the unit ball in R d−1 and k and s are to be specified. Finally, suppose {w j } is a partition of unity with respect to {V j }. Then, the Sobolev norms on ∂Ω can equivalently be defined via
. It is well known that this norm is independent of the chosen atlas {V j , ϕ j } but this is of less importance here, since we will assume that the atlas is fixed.
We will measure the density of the points Y on ∂Ω by introducing the mesh norm
As mentioned before, we will assume the atlas is fixed and hence we do not have to worry about the dependence of h Y,∂Ω on the atlas.
If
(∂Ω) and if τ > d/2, then this together with the Sobolev embedding theorem guarantees that u is continuous on the boundary ∂Ω.
The proof of [9, Theorem 3.10] implies the following result. We give an extended version which also deals with non-integer orders η. Its proof can be found in [22] . 
Numerical examples
We will test the theoretical error estimates for two numerical examples. Our first example will deal with homogeneous and isotropic permeability, where K reduces to a constant times the identity matrix. Our second example will deal with inhomogeneous but still isotropic material.
We will employ Wendland functions φ 2, ∈ C 2 (R 2 ) for both φ and ψ, which generate Sobolev spaces H +3/2 (R 2 ). Thus by choosing φ = ψ = φ 2, , we have
which means τ = + 1/2. To ensure that a sufficient amount of collocation points is in the support of the basis functions, we scale them with δ := 10. Moreover, since the error estimates only exist for the case φ = ψ, we choose φ = ψ = φ 2, ( · δ ) for all numerical examples. We will concentrate on the L ∞ and L 2 error only. Hence, we want to verify the estimates
Note that the first estimate was only shown for k ≥ 1 in Theorem 3.7. Moreover, the second estimate is actually not justified by our theoretical analysis. In all cases the notation e u = u−s u and e p = p−s p is used. The numerical tests were run on a sequence of equidistant grids X n = (
2 ∩ Ω. The computational approximation orders are derived by log(e n /e n+1 ) log(n/(n + 1)) , where e n is the error on an n × n input grid. and K = I and f and g such that the true solution is given by
We tested this for a variety of basis functions as explained above. The error has been computed using discretized versions of the various norms on a fine 300 × 300 grid. From the classical stability analysis for radial basis function interpolation (see [14, 18, 6] ) we have to expect ill-conditioned matrices. Hence, to avoid any negative influence from such ill-conditioning, as a precaution, all computations were done using quad double precision.
The results are presented in Tables 1 to 4 and in Figure 1 . They indicate that the numerical approximation orders more than match the theoretical ones. Licensed to AMS.
