Motivation: Gillespie's stochastic simulation algorithm (SSA) is often the most tractable method to study stochastic models of biochemical systems. The algorithm itself is very simple and a natural target for implementation on specialized architectures such as the Cell Broadband Engine (Cell/BE). We have developed CellMC, a multiplatform SBML model compiler implementing a vectorized version of SSA for use on Cell/BE or ×86 PCs. Availability: The code is freely available from http://www.cellmc.org. It will run on a wide variety of ×86 computers running Linux/MacOSX (Darwin) and on Cell/BE computers such as the Sony PlayStation3 (PS3) and the IBM BladeCenter QS22. CellMC requires gcc, libxml2 and libxslt, all of which are installed by default on most of the supported platforms. Contact:
INTRODUCTION
Stochastic, mesoscale models have gained popularity in the field of systems biology since they capture effects that the corresponding deterministic, macroscale models cannot, while they are simple enough to simulate on the time scale of interest at a systems level. The most commonly used model is a continuous-time discrete-space Markov process, and the state variable is the number of discrete particles of each species at a given time. For small, simple systems with few participating species, the chemical master equation can be solved for the probability density function but for models with many species, however, Gillespie's stochastic simulation algorithm (SSA; Gillespie, 1976 ) is the method of choice. SSA generates exact samples, or trajectories, of the process, and by generating ensembles of independent trajectories the system may be studied in a Monte Carlo fashion.
Because of the importance of SSA many improved versions of the original algorithm have appeared (Cao et al., 2004; Gibson and Bruck, 2000; McCollum et al., 2005) and attempts have been made to use specialized hardware to speed up generation of ensembles (Li and Petzold, 2009; Yoshimi et al., 2008) . Cell Broadband Engine (Cell/BE) is another candidate for fast generation of ensembles of realizations in parallel. In order to make use of the Cell/BE, SSA must be formulated * To whom correspondence should be addressed.
to use the multimedia vector instructions available on both Cell/BE and PC. In this note, we present CellMC, to the best of our knowledge, the first publically available SSA software for Cell/BE, and the first for PC that uses multimedia vector instructions.
When CellMC is used to generate ensembles on PCs, it takes advantage of more of the PC's capability than the usual singlethreaded unvectorized implementation by allowing for each CPU to generate trajectories in parallel. This is especially important when comparing implementations on specialized hardware such as the Cell/BE (Caulfield, 2009) , field-programmable gate arrays (FPGA; Yoshimi et al., 2008) and the graphics processing unit (GPU; Li and Petzold, 2009 ) to the corresponding PC performance.
OVERVIEW
CellMC is a command-line tool with focus on simulation speed. The underlying SSA implementation builds on the optimized direct method (ODM; Cao et al., 2004) , as it is currently believed to be the fastest implementation of exact SSA for small-to medium-sized models. Both on Cell/BE and PC, CellMC achieves improved performance by using multimedia vector instructions (SSE2/AltiVec) to generate four trajectories in parallel (single precision) or two (double precision) per CPU (PC) or SPU (Cell/BE). For an overview of the Cell/BE architecture, see Supplementary Material 2.
CellMC acts as a model compiler that transforms SBML (L2V3 syntax elements; Hucka et al., 2003) into vectorized C code, using inline assembly and intrinsics where necessary, by XSL-T transformations. The generated code is then compiled using the GNU compiler gcc internally to produce an executable realizing vectorized SSA for that model. CellMC is easy to use since it follows the usual command-line argument conventions (Section 3).
Vectorization is applied to all major parts of the algorithm, except the 'select the next reaction' branch, which is inherently serial. The major gains comes from using a vectorized random number generator and log() function to generate the exponentially distributed waiting time, but improvement also comes from computing reaction propensities and summing them in a vectorized manner. More details on the implementation can be found in Caulfield (2009) .
As Cell/BE in practice only supports single precision arithmetic on PS3 (double precision comes with a huge performance penalty), care has to be taken to ensure correctness. Sensitive parts of the algorithm uses Kahan compensated summation to avoid truncation.
In a study on GPU, which also uses only single precision, any statistically significant difference due to precision could not be found for the model used (Li and Petzold, 2009 ). Ultimately, whether single precision is sufficient will depend on the model under study. On PC, CellMC admits the use of double precision, which easily lets the user compare single and double results for any given model.
EXAMPLE
In this section, we provide a step-by-step example of how CellMC is used to simulate a model expressed as SBML. An in-depth description of the implementation and more detail on the different options that can be passed to CellMC can be found in Caulfield (2009) .
CellMC ships with a few example model files, and below we simulate a model of the heat shock response in Escherichia coli that has been used as a benchmark model in the SSA literature (Cao et al., 2004; McCollum et al., 2005; Yoshimi et al., 2008) .
The main idea behind ODM is to order the reactions according to the frequency of their occurrences and in that way minimize the average time to sample the reaction to execute in the next step. This works especially well for stiff models. CellMC is first invoked in order to generate profiling data. This is done in two steps: first the model is compiled into a profiling executable and then it is simulated over a time interval of interest to gather statistics of the frequency of the reactions.
The commands below generate a profiling executable and uses it to reorder the reactions in the original SBML file, hsr.xml, in order to produce an optimally ordered model file, hsr-opt.xml. The profiling is based on four trajectories run to the final time t = 500 s.
$ ./cellmc -po hsr-prof hsr.xml $ ./hsr-prof -o hsr-prof.xls 4 500 $ xsltproc -o hsr-opt.xml hsr-prof.xls hsr.xml Then, to generate the order optimized executable with multicore support $ ./cellmc -mo hsr hsr-opt.xml And finally, we generate a large ensemble (10 4 ) by invoking the executable, hsr. The trajectories, together with detailed performance statistics (Caulfield, 2009) 
BENCHMARK
The hsr model mentioned in the previous section consists of 28 chemical species and 61 reaction channels. In Table 1 , we illustrate the speed of CellMC when used on different platforms (both Cell/BE and PC), for hsr and another, smaller model problem with three species and four reactions, 'dimer-decay' (dd), which occur frequently in the literature (see e.g Gillespie, 2001; Li and Petzold, 2009) . Results from two additional, intermediate sized models can be found in Caulfield (2009) . All simulations were conducted in single precision floating point arithmetic and all CPU/SPUs were used (when applicable). All different machines are associated with a host name, and details concerning that specific machine, such as processor type and clock frequency can be found in Supplementary Material 1. The PC workstations represent one modest dual core machine, one modern quad-core machine and one high-end octo-core machine. In all timings in this section, Note how a single PS3 game console outperforms a quad-core PC by almost a factor of two. The timings are for 10 3 hsr trajectories run to 500 s and 3 × 10 4 dd trajectories run to 10 s. Timings are given in seconds (dd) and minutes and seconds (min:sec, hsr).
ensembles were collected at the final time 500 s. Performance is measured in minutes and seconds as well as million reactions per second (Mrps). As a comparison, the SSA implementation on FPGA (Yoshimi et al., 2008) measures 8.98 Mprs for the hsr model. As pointed out in Mauch and Stalzer (2009) , the performance of stochastic simulation is highly dependent on the implementation, and the best method varies with the model under study. A number of software packages capable of performing stochastic simulation with SSA are publically available and a comprehensive list of such software can be found at http://www.sbml.org. The main focus of most of them is to provide interactive tools that are easy to use for non-computer scientists and have less focus on speed.
To further illustrate the speed advantage of the vectorized SSA implementation, we show a single core PC comparison of CellMC to our in-house 'typical' C implementation of ODM (using a dependency graph and stoichiometry matrix, both sparse) and another publically available and capable SSA software package that emphasizes simulation efficiency, Cain (http://www.cain.sourceforge.net). The comparison was made on a single platform, macbook. The SSA implementation in Cain has previously been shown to be much faster than that in two other popular stochastic simulation tools (Mauch and Stalzer, 2009 ). Since Cain does not implement ODM, we use the order-optimized SBML model file obtained from the profile step by CellMC as input to Cain, and choose the exact direct solver that gives the best performance for that model file. This makes the simulations made in Cain and those in CellMC comparable.
As can be seen from Table 2 , Cain outperforms our own baseline implementation. CellMC, in turn, by using the multimedia vector instructions, is 3.9 times faster than Cain. It should be noted that this is using single precision arithmetic and that we need to generate at least four trajectories (single) or two (double) in order for CellMC to show its advantage.
Finally, with the current implementation, CellMC when run on Cell/BE will perform best for small-(like dd) to medium-sized models (like hsr) due to limitations in the register allocation scheme. On PC, it is expected to scale better, but ultimately, for very large models like those arising in spatial stochastic simulations, software implementing SSA versions with lower complexity, like the next reaction method (Gibson and Bruck, 2000) , will eventually be faster. Simulations were done on macbook and 32 trajectories were generated for hsr and 3 × 10 4 for dd.
