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We consider random processes whose distribution satisfies a sym-
metry property. Examples of such properties include exchangeability,
stationarity, and various others. We show that, under a suitable mix-
ing condition, estimates computed as ergodic averages of such pro-
cesses satisfy a central limit theorem, a Berry-Esseen bound, and a
concentration inequality. These are generalized further to triangular
arrays, to a class of generalized U-statistics, and to a form of random
censoring. As applications, we obtain new results on exchangeabil-
ity, and on estimation in random fields and certain network models;
extend results on graphon models to stochastic block models with a
growing number of classes; give a simpler proof of a recent central
limit theorem for marked point processes; and establish asymptotic
normality of the empirical entropy of a large class of processes. In cer-
tain special cases, we recover well-known properties, which can hence
be interpreted as a direct consequence of symmetry. The proofs adapt
Stein’s method.
1. Introduction. Models characterized by transformation invariance,
or symmetry, have recently garnered considerable attention in statistics.
They include graphon models [6, 26, 2, 1, 23], their relatives such as graphex
models [11, 35, 7] and edge-exchangeable graphs [14, 10, 19], and various
models for relational data and preference prediction used in machine learning
[e.g. 27]. More classical examples are stationary time series, the exchange-
able random partitions that underpin much of Bayesian nonparametrics [e.g.
18, 29], and rotation- and shift-invariant random fields [4, 20]. All of these
admit some form of canonical sample average that plays a role analogous to
the empirical measure of an i.i.d. sample. These averages admit a common
representation, and a result of ergodic theory, the point-wise theorem of Lin-
denstrauss [24], implies the estimators they define are generically consistent.
We extend the point-wise theorem to asymptotic normality, a Berry-Esseen
bound, and concentration, and apply this new set of tools to obtain several
new results.
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21.1. Result summary. A random element X of a space X is invariant or
symmetric if there is a group G of transformations of X such that φX d= X
for all φ ∈ G. For a given symmetry group G, choose a suitable sequence
A1,A2, . . . of finite subsets of G, and define
(1) Fn(f,X) =
1
|An|
∑
φ∈An
f(φX) for any f ∈ L1(X) .
The average Fn is the quantity we will be interested in throughout. Under
suitable conditions, it satisfies
(2) Fn(f,X)
n→∞−−−→ E[f(X)] a.s. for f ∈ L1(X) .
The estimators fˆn := Fn(f,X) are then (strongly) consistent for E[f(X)]. If
X = (X(1), X(2), . . .) is an i.i.d. sequence, it is in particular invariant (since
it is exchangeable). If f is chosen as some function f(x) = g(x(1)) of the first
entry, and An as the set of permutations of N that move at most the first n
elements, then
Fn(f,X) =
1
n!
∑
φ∈An
g(X(φ(1))) =
1
n
∑
i≤n
g(X(i)) ,
and (2) is simply the (strong) law of large numbers. One can hence read
Fn as a generalization of the empirical measure of an i.i.d. sample to the
invariant case.
To clarify when (2) holds, we need two concepts, ergodicity and amenabil-
ity. An invariant element X is ergodic if its law is completely determined
by a single realization of X. Table 1 lists examples of invariances and their
ergodic measures. Ergodic distributions are characterized by the ergodic de-
composition theorem [22]: Let IG be the set of all G-invariant distributions
on X, and EG the set of ergodic ones. Then IG is a convex set. Under suit-
able conditions on G, the ergodic measures are precisely the extreme points
of IG, and for any probability measure P on X,
(3) P ∈ IG ⇔ P ( • ) =
∫
EG
m( • )νP(dm) for some law νP on EG .
Table 1
invariant objects X ergodic measures eq. (3) specializes to eq. (2) specializes to
exchangeable sequences i.i.d. sequences de Finetti’s theorem law of large numbers
stationary time series ergodic processes Birkhoff’s theorem
exchangeable graphs graphon models Aldous-Hoover theorem graph limit convergence
graphs generated by graphex models Kallenberg’s represen- empirical graphex
inv. point processes tation theorem [22]
exchangeable arrays dissociated arrays Aldous-Hoover theorem Kallenberg’s LLN
3Well-known special cases of (3) include de Finetti’s theorem, Kingman’s
paint-box theorem, and others (Table 1). Section 2 provides details.
If X is G-ergodic, it is straightforward to formulate a necessary condition
on the sequence (An) for (2) to hold (see Section 2). A group that contains
such a sequence is called amenable. Amenable groups are ubiquitous in er-
godic theory, and are known in statistics as those groups that satisfy the
Hunt-Stein theorem on minimax properties of invariant tests [5].
The foundation of our results is one of the key results of ergodic theory,
the point-wise ergodic theorem of Lindenstrauss [24]: If G is amenable, (2)
holds whenever X is G-ergodic. As will be explained later in detail, the result
remains valid if X is not ergodic, in which case E[f(X)] must be replaced
by a suitable conditional expectation. We extend Lindenstrauss’ theorem
to show the following: If f has a second moment and satisfies a mixing
condition, Theorem 3 shows√
|An|
(
Fn(f,X)− E[f(X)]
) d−→ ηZ where Z ∼ N(0, 1) ,
for an asymptotic variance η2 that is finite almost surely. The rate of con-
vergence in Lindenstrauss’ theorem is hence 1/
√|An|. Consequently, gen-
eralizing from an i.i.d. sequence X = (X1, X2, . . .) to a G-ergodic random
structure X replaces the familiar empirical process
√
n
(
1
n
∑
i≤n g(X
(i))− E[g(X(1))] ) by √|An|(Fn(f,X)− E[f(X)]) .
If a third and fourth moment of f(X) also exist, Theorem 4 bounds the
speed of convergence to the limiting normal variable as
(4) dW
(√|An|
η Fn(f,X), Z
)
≤ ρ(An, d, η)
for a suitable function ρ, the Wasserstein distance dW, and a metric d on the
group. If X is an i.i.d. sequence, (4) specializes to the Berry-Esseen theorem
[e.g. 31]. Section 4 further extends these results along three lines:
(i) To triangular arrays of symmetric variables, which permits the distri-
bution of X and the function f in Fn(f,X) to change with n.
(ii) To a form of generalized U -statistics.
(iii) To randomly subsampled averages that replace each set An in (2) by
a random subset.
In each of these cases—or for any combination of (i), (ii) and (iii)—we
again obtain a central limit theorem (Theorem 6) and a Berry-Esseen bound
4(Theorem 7). Section 5 considers the non-asymptotic setting, for which we
establish the concentration inequality
P
(
Fn(f,X) ≥ t
) ≤ 2e−τnt2 for all t > 0 .
The sequence (τn) is determined by two conditions: One is a standard self-
bounding requirement [e.g. 8]. The other controls the interactions between
f(φX) and f(X), for φ ∈ G. For discrete groups, these can be quantified
by Dobrushin coefficients, as used in the context of log-Sobolev inequalities
[33]. For uncountable groups, the Dobrushin coefficients are replaced by a
limit interpretable as a form of curvature.
1.2. Applications and extensions. A basic example of our results are sta-
tionary random fields (Section 6.1), for which we extend the central limit
theorem of Bolthausen [4] from discrete to continuous fields. A more di-
verse class of applications are those to exchangeable random structures—
exchangeable sequences and partitions, graphon models, jointly and sepa-
rately exchangeable arrays, and edge-exchangeable graphs. Section 6.2 gives
a general central limit and Berry-Esseen theorem for such structures, which
subsumes results e.g. of Bickel, Chen, and Levina [2], of Ambroise and Ma-
tias [1], and a classic theorem of H. Bu¨hlmann [9]. In Section 6.3, we extend
known results for graphons [1, 2] to stochastic block models whose number of
classes grows with sample size [e.g. 13]. Section 6.4 considers network models
developed by Caron and Fox, and others [11, 7, 35]. An interesting technical
aspect of the latter is the relevant symmetry group, which is considerably
more complicated than that of exchangeable models. Section 6.5 concerns es-
timation under a family of marked point processes that has recently received
substantial attention in probability. Properties of these that are known, but
rather cumbersome to prove directly, are corollaries of our results. Section 7
approximates an uncountable symmetry group by discretization, and we il-
lustrate the idea by discretized estimation from a continuous random field. In
Section 8, we again draw on ergodic theory, and show the empirical entropy
of a large class of stochastic processes is asymptotically normal.
2. Background and definitions. Let G be a locally compact, second-
countable (lcsc) group. A metric d on G is left-invariant if d◦(φ⊗φ)−1 = d
for all φ ∈ G. An lcsc group can always be equipped with a left-invariant
metric that generates its topology. By | • |, we denote Haar measure on G. If
G is countable, the topology to be discrete, and Haar measure is counting
measure: Compact subsets are finite, and | • | is cardinality. We denote by
Bt = {φ ∈ G|d(φ, e) ≤ t} the d-ball around the origin, and require
(5) |Bn+1\Bn||Bn\Bn−1| = O(1) .
5This (mild) condition is not necessary, but considerably simplifies proofs,
and every amenable lcsc group admits a left-invariant metric with this prop-
erty. We specifically denote by S∞ the finitary symmetric group of all
permutations of N that move at most finitely many elements.
2.1. Group actions. Let X be a standard Borel space with Borel sets
B(X). How elements of G affect elements of X is explained by a group
action: A measurable action of G on X is a jointly measurable map
(φ, x) 7→ φx such that (φφ′)x = φ(φ′x) and ex = x
if e is the unit element of G. All forms of exchangeability, for example, are
different actions of the group S∞. As we will see, some statistical properties
depend only on the group, rather than the space X or the action. Given a
measurable action of G, a probability measure P on B(X) is G-invariant
if P ◦ φ−1 = P for all φ ∈ G. We denote the set of all such measures IG.
Assumption. Throughout, G denotes an lcsc group, with a left-invariant
metric satisfying (5), and acts measurably on a standard Borel space X.
2.2. Ergodic measures. A Borel set A ∈ B(X) is almost invariant if
P (A M φA) = 0 for all P ∈ IG and φ ∈ G .
The collection σ(G) of all almost invariant sets is a σ-algebra. We abbreviate
conditioning on σ(G) as e.g. E[ • |G] := E[ • |σ(G)]. A probability measure P
is ergodic if it is (i) invariant and (ii) trivial on σ(G), that is, P (A) ∈ {0, 1}
whenever A ∈ σ(G). Recall that a σ-algebra S is sufficient for a set of
probability measures if all measures in the set have the same conditional
distribution given S. The ergodic decomposition theorem [22] states that IG
is convex set, that the ergodic measures are precisely its extreme points, and
that σ(G) is sufficient for IG. That implies a distribution P is invariant if
and only if there exists a random ergodic measure ξP such that
P [ • |G] = ξP( • ) a.s.
In expectation, this turns into the integral representation (3), familiar from
de Finetti’s theorem. Let X be an invariant random element of X, and
f ∈ L1(X) a real-valued function. In the following, we are interested in con-
ditional expectations E[ • |G]. These satisfy
E[f(X)|G] =a.s. ξP(f) and, if X is ergodic, E[f(X)|G] =a.s. E[f(X)] .
6We can hence read conditional quantities E[ • |G] and P [ • |G] as conditioning
on the ergodic component selected by ξP. In other words, any invariant X
can be generated in two steps, by first selecting an ergodic measure ξP at
random, followed by a draw X|ξP ∼ ξP from this measure.
2.3. Laws of large numbers. Let A1,A2, . . . ⊂ G be a sequence of com-
pact subsets of G. We define
Fn(f, x) :=
1
|An|
∫
An
f(φx)|dφ| ,
and call (Fn) the empirical measure defined by (An). If G is discrete, | • |
is set size, the sets An are finite, and Fn is the sum (1). We first ask for a
law of large numbers: Under what conditions can we assume
(6) Fn(f,X)
n→∞−−−→ E[f(X)|G] a.s.
for a G-invariant random variable X and f ∈ L1(X)? For (6) to hold for any
f ∈ L1(P ), one must certainly require
(7)
|An ∩ φAn|
|An|
n→∞−−−→ 1 for all φ ∈ G .
A sequence (An) of compact sets satisfying (7) is called almost invariant,
or a Følner sequence, and G is amenable if such a sequence exists. A
Følner sequence is tempered if
(8)
∣∣∣⋃
k<n
A−1k An
∣∣∣ ≤ c|An| for some c > 0 and all n ∈ N .
Not every Følner sequence is tempered, but every group containing a Følner
sequence also contains one that is tempered [24, Proposition 1.4]. The point-
wise theorem for amenable groups, the culmination of a long line of work
by Ornstein, Weiss, Furstenberg, and others [see e.g. 37], states that the
necessary condition (7) is essentially sufficient:
Theorem 1 (E. Lindenstrauss [24]). If X is invariant under a measur-
able action of an amenable lcsc group, and f ∈ L1(X), the empirical measure
defined by a tempered Følner sequence satisfies (6).
Condition (7) is, at least in spirit, well-known in statistics: Consider a
stationary random field on the grid Z2. Limit theorems for random fields
typically constrain dependence between disjoint regions of the grid. The size
7(0, 0)Ω3
φΩ3
(0, 0)
Fig 1. The amenability condition (7) illustrated on the grid Ω := Z2: The shift group on
Ω is G = Z2, acting by addition. The centered subgrid Ωn of radius n can be represented
as Ωn = An(0, 0), and |∂Ωn| ≈ |An4φAn| for φ = (+1,+1).
of the boundary through which a subgrid Ωn := {−n, . . . , n}2 interacts with
its environment can be controlled using a condition of the form
(9) |∂Ωn| / |Ωn| n→∞−−−→ 0 where ∂Ωn = Ωn\Ωn−1 ,
see [4, Eq. (1)]. Stationarity is invariance under shifts, and hence under the
group G = Z2, acting by addition. The sets An = {(i, j) | |i|, |j| ≤ n} are a
Følner sequence for this group. Since Ωn is just the image of the origin under
An, condition (7) implies (9), as illustrated in Fig. 1.
3. Limit theorems. This section states central limit and Berry-Esseen
theorems for amenable group actions. Theorem 1 assumes only a first mo-
ment. Higher-order results require additional moments, and—in analogy to
ergodic theorems for shift-invariant sequences—a notion of mixing.
3.1. Mixing. A sequence φ1, φ2, . . . ∈ G is divergent if it visits every
compact subset of G at most a finite number of times. An invariant measure
P is mixing if
P (A ∩ φ−1n A′) n→∞−−−→ P (A)P (A′) for all A,A′ ∈ B(X) if (φn) is divergent,
see e.g. [16]. The Hausdorff metric d on subsets of G corresponding to
d is defined in the usual way, as d(G,G′) := inf {d(φ, φ′)|φ ∈ G,φ′ ∈ G′}.
For a given function f on X and a subset G ⊂ G, define the σ-algebra
σf (G) = σ(f ◦ g, g ∈ G). For n, k ∈ N, define a system of pairs of sets as
C(t, k) := {A ∈ σf (F ), B ∈ σf (G)∣∣F,G ⊂ G with |F | ≤ k and d(F,G) ≥ t}.
We then call the sequence (αk) of functions R≥0 → (0,∞) defined by
αk(t) := sup
{|P (A)P (B)− P (A ∩B)| ∣∣ (A,B) ∈ C(t, k)}
8the mixing coefficient for f and P , and P is α-mixing if αk(n)
n→∞−−−→ 0
for every k ∈ N as n→∞. Clearly, P is ergodic if it is mixing, and mixing
if α-mixing. This definition can be fairly restrictive, and it will prove useful
to weaken it to
αk(t|G) := sup
{
E[|P (A|G)P (B|G)− P (A ∩B|G)|] ∣∣ (A,B) ∈ C(t, k)} ,
the conditional mixing coefficient. Two hypotheses will repeatedly ap-
pear in our results: We either require
(i) E[f(X)2] <∞ (ii) α2(n|G) = 0 for some n ∈ N ,(10)
or that there exists an ε > 0 such that
(i) E[f(X)2+ε] <∞ (ii)
∫
G
α2(d(e, φ)|G)
ε
2+ε |dφ| <∞ ,(11)
where e is the unit element of G. If G is countable, (11ii) becomes∑
n∈N
|Bn+1\Bn|α2(n)ε/(2+ε) <∞ .
The sequence (|Bn\Bn|) is the d-growth rate of G. If d is chosen as the
word metric, it coincides with the usual, group-theoretic growth rate [16].
If the latter is subexponential, the group is always amenable, but there are
important examples of amenable groups that exhibit exponential growth.
Requiring α2(n|G) = 0 is strictly weaker than α2(n) = 0, as the next
lemma shows. We measure the “spread” of a subset G ⊂ G within the group
by defining N(G) := min {d(φ, φ′)|φ, φ′ ∈ G distinct}.
Lemma 2. (i) The mixing coefficients satisfy αk(n|G) ≤ 2αk(n) for all
k, n ∈ N. (ii) Let G be discrete. Then αk(n|G) = 0 holds for some k ∈ N
and all n if and only if, for all subsets G ⊂ G with N(G) ≥ k, the law of the
sequence (f(φiX))φi∈G does not depend on the enumeration φ1, φ2, . . . of G.
3.2. Central limit theorem. To keep expressions simple, we assume with
no loss of generality that f is centered, in the sense that E[f(X)|G] = 0,
and write L1(X) for the set of all such centered f ∈ L1(X). We define an
element-wise and a total variance as
η2(φ) := E[f(X)f(φX)|G] for φ ∈ G and η2 :=
∫
G
η2(φ)|dφ| .
9Theorem 3. Let Fn be the empirical measure defined by a tempered
Følner sequence in G, X a G-invariant random element, and f ∈ L1(X). If
either (10) or (11) is satisfied, Fn(f,X) has a normal limit
(12)
√
|An| Fn(f,X) d−−→ ηZ for Z ∼ N(0, 1) ,
with variance η2 <∞ almost surely.
The rate of convergence in Lindenstrauss’ theorem is thus |An|− 12 , and
only depends on the group, not on the choice of action or the space X.
3.3. Approximation rates. The next result is a Berry-Esseen type bound,
which quantifies how closely the nth sample average in the central limit
theorem resembles the limiting normal law. The Wasserstein metric dW of
order 1 is used to compare laws. We decompose the integral in (11ii) as
τ(r) :=
∫
G\Br
α2(d(e, φ)|G)
ε
2+ε |dφ| ,
so that condition (11ii) is τ(0) <∞.
Theorem 4. Let Fn be the empirical measure defined by a tempered
Følner sequence in G, X G-invariant, f ∈ L1(X), and Z an independent
standard normal variable. Abbreviate sp := ‖f(X)/η‖p. If (10) holds,
dW
(√|An|
η
Fn(f,X), Z
)
≤ κ1√|An| + κ2 |An4BkAn||An|
for constants κ1 of order O(s
3
4|Bk|2) and κ2 = O(s22). If (11) holds instead
for some ε > 0, then for any sequence 0 < b1 < b2 < . . .,
dW
(√|An|
η
F(f,X), Z
)
≤ κ3τ(bn) + κ4|Bbn |√|An| + κ3 |An| − |An ∩BbnAn||An|
for constants κ3 = O(s
2
2+ε) and κ4 = O(s
3
4+2ετ(0)). In either case, the asymp-
totic variance η2 is finite almost surely.
Observe that, if α1(k) = 0 for some k and τ( • ) hence bounded, the re-
maining quantity is of order |An|−1/2, which matches the Berry-Esseen
bound n−1/2 for n i.i.d. variables [e.g. 31]. Condition (10) is the stronger
one and results in a simpler bound. Why (11) complicates matters is ex-
plained for the discrete case by Lemma 2: The laws of sequences (f(φiX)i)
10
now depend on the enumeration of the elements φi. The final term in ei-
ther bound is a variance correction, required since the empirical measure is
scaled by the overall standard deviation η, rather than that given by An.
The choice of the sequence (bn) is subject to a trade-off, since τ(b) decreases
with b, whereas |Bb| increases.
The bound may simplify if G has additional properties. For example:
Corollary 5. Let G be a finitely generated, nilpotent group of rank
r, and d the word metric with respect to a finite generator. Then An := Bn
defines a tempered Følner sequence, and hence an empirical measure Fn. Let
X be an invariant random element, and f ∈ L1(X). If there exist ε, δ > 0
such that α1(n|G) = O(nr+δ) and f(X)/η ∈ L4+2ε(X), then
dW
(√|An|
η Fn(f,X), Z
)
= O(n−r/(2(r+δ))) for Z ∼ N(0, 1) .
The right-hand side decreases both in r, since the sets An grow with r,
and in δ, since a larger value of δ implies stronger mixing. Informally, X is
closer to being exchangeable for a larger value of δ, and as we will see in
Section 6.2, the mixing condition vanishes entirely in the exchangeable case.
4. Generalizations. This section generalizes Theorems 3 and 4 in three
ways: To triangular arrays of random variables, to generalized U-statistics,
and to randomly subsampled averages. In more detail:
(1) Triangular arrays. The elementary central limit theorem of Lindeberg
concerns the partial sums
∑
j≤n ζj of an i.i.d. sequence (ζj) of random vari-
ables. It can be generalized to triangular arrays of the form (ζij), where
the sequence (ζij)i is i.i.d. for each i: Under suitable conditions, central limit
theorems hold for a diagonal sequence of partial sums
∑
j≤n ζnj . Kallenberg
[21] treats i.i.d. central limit theorems comprehensively in terms of trian-
gular arrays. In the invariant world, a single invariant random variable Xi
assumes the role of the entire sequence (ζij) above. We consider a sequence
(Xi) of such variables—which all satisfy the same invariance, but need not
have the same distribution—and extend our results to diagonal sequences
of the form fn(Xn).
(2) Generalized U-statistics. If ζ := (ζi) is an i.i.d. sequence and g a sym-
metric function with k arguments, the quantity
1
|Sk|
∑
φ∈S(k)
g(ζφ(1), . . . , ζφ(k))
is called a U-statistic, and it is well-known that such statistics generically
satisfy central limit theorems [e.g. 34]. Here, Sk is the finite symmetric group
11
of order k. The finitary symmetric group S∞ is amenable, and An := Sn
defines a Følner sequence in S∞. If an action of S∞ is defined as φζ := (ζφ(i))i,
the U-statistic above can be rewritten as
1
|Ak|
∑
φ∈Ak
g((φζ)1, . . . , (φζ)k)
For an invariant random variable X, we can hence regard Følner averages
of hn(φX) as a form of generalized U-statistic.
(3) Randomized averages. Rather than averaging over all transformations in
a Følner set An, one might consider using only a random subset Ân. In the
discrete case, the empirical measure Fn then becomes
(13) F̂n(f, x) = |Ân|−1
∑
φ∈Ân
f(φx) ,
and we also consider the non-discrete case below. Limit theorems hold under
suitable conditions on the random sets Ân.
4.1. Definitions. Throughout, (kn) is a sequence of integers, typically
chosen such that 0 < k1 ≤ k2 ≤ . . .. Let Y be a standard Borel space, and
consider two sequences of Borel functions fn : X→ Y and gn : Ykn → R. For
an element φ = (φ1, . . . , φkn) ofGkn , we abbreviate φx := (φ1x, . . . , φknx) for
x ∈ X. The object of interest in the following is the triangular array(
gn(fn(φ1x), . . . , fn(φknx))
)
n∈N .
For a random element X of X, we center the array, and write
hn(φX) := gn(fn(φ1X), . . . , fn(φknX))− E[gn(fn(φ1X), . . . , fn(φknX))|G] .
To measure smoothness of gn with respect to the group action, we consider
vectors φ ∈ Gkn of group elements, and control how sensitive the composition
gn ◦ φ is if we manipulate a single entry of φ: A function gn is p-Lipschitz
in its ith argument, with Lipschitz coefficient cip(gn), if
sup
φ,φ′∈Gkn
φj=φ
′
j for j 6=i
1
2
∥∥gn ◦ φ− gn ◦ φ′∥∥p ≤ cip(gn) .
Hypotheses (10) and (11) are then replaced by one of the following con-
ditions, which use uniform integrability (UI). There either is a k ∈ N such
that
(i) α2(k|G)=0 (ii) sup
n
∑
i≤kn
ci,2(gn)<∞ (iii)
(
hn(φXn)
2
)
φ∈Gkn is UI(14)
12
or an ε > 0 such that
(i) τ(0)<∞ (ii) sup
n
∑
i≤kn
ci,2+ε(gn)<∞ (iii)
(
hn(φXn)
2+ε
)
φ∈Gkn is UI.(15)
4.2. Subsampling of Følner sets. For a probability measure P , denote
by EP the expectation taken with respect to P . More generally, if m is a
σ-finite measure and A a Borel set with 0 < m(A) <∞, we write
Em[f(Φ)|Φ ∈ A] := 1
m(A)
∫
A
f(φ)m(dφ) .
The empirical measure Fn can then be written as
Fn(f,X) = E| • |[f(ΦX)|Φ ∈ An] .
To randomize these averages, we substitute Haar measure by a random
measure µ, or more generally—in the context of triangular arrays—by a
sequence (µn) of random measures satisfying
(16) µn is σ-finite on Gkn and µn(Aknn ) > 0 a.s. for all n ∈ N .
For a sequence (Xn) of G-invariant random variables, we then replace Fn by
the randomized empirical measure
(17) F̂n(hn, Xn) := Eµn [hn(ΦXn)|Φ ∈ Aknn ] .
The subsample represented by the random measure µn must cover A
kn
n
sufficiently well—for example, if the group in question is (R,+), it must
not concentrate on a hyperplane in Rkn . Formally, that can be ensured
as follows: For φ ∈ Gkn and a permutation pi of the set [kn], we denote
φpi = (φpi(1), . . . , φpi(kn)). LetAk := {A ∈ B(Gk) | |priA| ≥ 1 for i ≤ k}, where
pri denotes projection onto the ith coordinate in Gk. The sequence (µn) is
well-spread if the families( |An|
|A| E
[
Eµn
[
IA(Φ−1j Φi)|Φ ∈ Aknn
]])
i,j,n,A∈A1
and
( |Aknn |
|A| E
[
Eµn⊗µn
[
IA(Φ−1pi Ψ)|Φ,Ψ ∈ Aknn
]])
n,A∈Akn ,pi∈Skn
are uniformly integrable. If only a single random variable X is considered
(rather than (Xn)), we similarly call a random measure µ on Gk well-spread
if the above condition holds for the sequences (kn) and (µn) defined by
kn := k and µn := µ.
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Well-spreadness is a second-order property—note the product measure
µn ⊗ µn in the definition—which suffices for asymptotic normality. General-
izing the Berry-Esseen bound requires a third-order condition. For φ ∈ Gkn ,
we denote φ¬ i := (φ1, . . . , φi−1, φi+1, . . . , φkn). Define
Sn1 := sup
A∈A1
C∈Akn−1
sup
pi∈Skn
i,j≤kn
E
[ |Aknn |3
|A|3|C|3µn
(
Φ−1j Φi∈A, (Φ−1Ψ)¬ i∈C
∣∣Φ,Ψ∈Aknn )3]
Sn2 := sup
A∈Akn
sup
pi∈Skn
E
[ |Aknn |3
|A|3 Eµn
[
µn
(
Φ−1pi Ψ(A)
∣∣Φ ∈ Aknn ,Ψ)3 |Ψ ∈ Aknn ]] ,
and let
S1 := sup
n
3
√Sn1 and S2 := sup
n
3
√Sn2 .
We call (µn) strongly well-spread with spreading coefficients S1 and S2
if S1,S2 <∞. If a sequence is strongly well-spread, it is well-spread.
Examples. (1) Let Π be a Poisson point process on Gk. Then the random
measure µ( • ) := |Π ∩ • | is strongly well-spread if
sup
A⊂Gk, |A|<∞
E
[|Π ∩A|]
|A| < ∞ .
(2) Let G be discrete. For each n, let Πn be a point process on Gkn with
Πn ∩Aknn
∣∣∣(|Πn ∩Aknn | = m) d= (Φ1, . . . ,Φn) ,
where the variables Φi are uniformly drawn from A
kn
n either with or without
replacement. Then the random measures µn( • ) := |Πn ∩ • | form a strongly
well-spread sequence.
4.3. Generalized limit theorems. As previously, we associate variance
contributions with each component F̂n. To this end, we consider a restricted
average, in which one coordinate j in the group Gkn is fixed to ψ ∈ G: For
a random element Φ of Gkn , write Φj:ψ = (Φ1, . . . ,Φj−1, ψ,Φj+1, . . . ,Φkn),
and let µnj be the marginal of µn with jth coordinate integrated out. Define
F̂nj(f, x, ψ) := Eµnj [f(Φ
j:ψx)|Φ ∈ Aknn ] and F̂∞,j(f, x, ψ) := limn→∞ F̂nj(f, x, ψ) .
For a random element Ψ of G with law
µi−jn := |An|Eµn⊗µn
[
1{Φ−1j Φ′i ∈ • }
∣∣Φ,Φ′ ∈ Akn−1n ] ,
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define the random variance contribution
η̂2nm :=
∑
ij
E
µi−jn
[
E
[
F̂∞,i(hn, Xn, e)F̂∞,j(hn, Xn,Ψ)|G
] ∣∣ d(e,Ψ)≤m] .
Theorems 3 and 4 can then be restated more generally as follows:
Theorem 6. Let (An) be a tempered Følner sequence in G, and (Xn) a
sequence of G-invariant random elements of X. Define (kn) and (hn) as in
Section 4.1. For each n, let µn be an almost surely σ-finite random measure
on Gkn, and require: (1) The sequence (µn) is well-spread and independent
of (Xn). (2) The constants kn satisfy kn = o(|An| 14 ), and αk(n|G) n→∞−−−→ 0
for all k ≤ lim sup kn. (3) Either condition (14) or (15) holds. If the limits
η̂nm
p−−→ ηm as n→∞ and ηm L2−−→ η as m→∞
exist, then
√|An| F̂n(hn, Xn) d−−→ ηZ holds as n→∞, for Z ∼ N(0, 1).
Theorem 7. Assume the conditions of Theorem 6 hold, and require
that (µn) is even strongly well-spread, with spreading coefficients S1,S2. If
condition (14) holds for some k ∈ N, there is a constant κ1 such that
dW
(√|An|
η
F̂n(hn, Xn), Z
)
≤ κ1 k
2
n√|An| +
∥∥∥ η̂2n,kn − η2
η2
∥∥∥ ,
where κ1 is of order O
(S22 ∧ 1)(∑i ci,4)3|Bkn |2). If (15) holds instead, set
R(b) :=
∑
n≥b
|Bn|α2(n|G)
ε
2+ε for b ∈ N
Then for any sequence 0 < b1 < b2 < . . . of integers,
dW
(√|An|
η
F̂n(hn, Xn), Z
)
≤ κ2R(bn) + κ3k
2
n|Bbn |√|An| +
∥∥∥ η̂2n,kn − η2
η2
∥∥∥ ,
where κ2 = O
(
(
∑
i ci,2)
2(S1+ S2)
)
and κ3 = O
(
(
∑
i ci,4)
3(S22∧ 1)R(0)
)
.
To recover Theorems 3 and 4, choose kn = 1 and µn( • ) = | • | for all n ∈ N.
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5. Concentration. We next give a concentration result, which we for-
mulate immediately in the general setting of the previous section. The result
requires two types of conditions. One is widely used in the concentration
literature: A function f : Xk → R is self-bounded if there are constants
δ1, . . . , δk, the self-bounding coefficients, such that
1
2
|f(x)− f(x′)| ≤
∑
i≤k
δiI{xi 6= x′i} for all x,x′ ∈ Xk ,
see e.g. [8]. The function is uniformly L1-continuous in G if
sup
φ∈Gk, φ′∈Bε(φ)
‖h(φx)− h(φ′x)‖1 ε→0−−−→ 0 ,
where Bkε(φ) := {φ′ ∈ Gk | d(φi, φ′i) ≤ ε for i ≤ k}.
The second condition controls interactions between function values under
different transformations of X. Suppose first G is discrete. For a stochastic
process Y = (Yφ)φ∈G on the group, we measure how the full conditional at
the unit element e,
pe( • |y) := P (Ye ∈ • |Yφ = yφ, φ 6= e) ,
changes if we modify the remaining path at a single point. Define
Λ[Y ] :=
∑
φ∈G\{e}
sup
y,y′∈XG
yψ=y
′
ψ if ψ 6=φ
‖pe( • |y)− pe( • |y′)‖TV .
For G = Z, this is the Dobrushin interdependence coefficient [e.g. 33],
and we use the same terminology for a general discrete group G.
For an uncountable group, we generalize the definition as follows: Let (εn)
be a null sequence of positive scalars, and for each n, let Cn be an “εn-grid”
in G, that is, a countable subset Cn ⊂ G satisfying
(i) e ∈ Cn (ii) d(φ, φ′) ≥ εn for φ, φ′ ∈ Cn distinct (iii)
⋃
φ∈Cn
Bεn(φ) = G .
Let (Xφ) be a process on G. If the limit
lim
n→∞
1− Λ[(Xφ)φ∈Cn ]
|Bεn |
= 1− ρ[X]
exists, we call ρ the Dobrushin curvature of (Xφ) for (εn) and (Cn). For
a discrete group, we recover ρ[X] = Λ[X]. A continuous example would be
G = R and a continuous-time Markov process X = (Xt)t∈R, in which case
ρ[X] = lim
t→∞
1
t
sup
x,y∈R
‖L(X0|Xt = x)− L(X0|Xt = y)‖TV .
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Denote by S(n) := {a ∈ [0, 1]n|∑i ai = 1} the n-dimensional simplex, and
by P(A) the set all of partitions of a set A into finitely many measurable
subsets.
Theorem 8. Let (An) a tempered Følner sequence in G, and (Xn) a
sequence of G-invariant random elements of X. Define (kn) and (hn) as in
Section 4.1. For each n, let µn be an almost surely σ-finite random measure
on Gkn, and define
τn := sup
a∈S(n)
pi∈P(An)
∑
j
(∑
i aiµn
(
Aj−1n ×pij×Akn−jn
∣∣Aknn ))2 |An|supj |pij | .
To compute Dobrushin curvatures, fix a sequence (Cm) of subsets in G as
above, and define ρn := ρ[fn(φXn)φ∈G]. If τn <∞ for all n, then
P
(
F̂n(hn, Xn) ≥ t
) ≤ 2 exp(− (1− ρn)|An|
(
∑
i≤kn ci)
2τn
t2
)
for all t > 0 .
Although the result does not impose an explicit mixing assumption, its
conditions imply mixing properties that are considerably stronger than those
required by Theorems 3–7. Its statement is complicated by the random mea-
sures µn. If we fix µn to Haar measure on the group Gkn , it simplifies:
Corollary 9. If µn in Theorem 8 is Haar measure on Gkn, then
P
(
F̂n(hn, Xn) ≥ t
) ≤ 2 exp(−(1− ρn)|An|
(
∑
i≤kn ci)
2
t2
)
for any t > 0, n ∈ N .
6. Applications. This section considers applications of our results to
random fields, various exchangeable random structures, stochastic block
models, “graphex” models, and marked point processes. Most of these results
are novel, but we also obtain known results as special cases.
6.1. Random fields. A random field (Xt)t∈G indexed by either G = Zd
or G = Rd is stationary if it is invariant under G acting on the index
set by addition. In the discrete case G = Zd, amenability specializes to the
boundary condition (9), and Theorem 3 to Bolthausen’s theorem [4]. For
G = Rd, Theorem 3 implies a continuous counterpart to Bolthausen’s result:
Corollary 10. Let X = (Xt)t∈Rd be a stationary random field, and
f ∈ L1(X) a real-valued function with mixing coefficient α. If (11) holds,
√
s
sd
∫
[0,s]d
f(Xt)|dt| s→∞−−−→ ηZ a.s.
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for η2 :=
∫
Rd E
[
f(X0)f(Xt)
∣∣G]|dt|.
6.2. Exchangeability. A random element X of a standard Borel space
exchangeable if it is invariant under a measurable action of the finitary
symmetric group S∞. This group is discrete and amenable, and An := Sn
defines a tempered Følner sequence. We use the notation
Fi(X,φ) := lim
n→∞
1
|Sin|
∑
φ′∈Sin f(φ
′φX) where Sin := {φ ∈ Sn |φ(i) = i}
to specify the requisite asymptotic variance.
Corollary 11. Let X be an exchangeable random element of a standard
Borel space X. Let with E[f(X)2] <∞, and require∑
i∈N lim sup
j
‖f(X)− f(τijX)‖L2 < ∞ ,
where τij denotes the transposition of i and j. Then
(18)
√
nFn(f,X) =
√
n
n!
∑
φ∈Sn f(φX)
d−→ ηZ as n→∞
for a standard normal variable Z. The asymptotic variance η2 is given by
η2 =
∑
i,j∈N Cov
[
Fi(X, τij),Fj(X, e)
∣∣S∞] <∞ a.s.
The Wasserstein distance to the normal limit is
dW
(√n
η Fn(f,X), Z
)
= O
(
min
k∈N
[
k2√
n
+
∑
i>k lim sup
j
‖f(X)− f(τijX)‖L2
])
.
Table 2 lists examples of exchangeable structures to which the corol-
lary applies. In some cases, (18) is known. Recall that a random d-array
X = (Xi1,...,id)i1,...,id∈N is separately exchangeable if
(Xi1,...,id)
d
= (Xφ1(i1),...,φd(id)) for all φ1, . . . , φn ∈ S∞ ,
and jointly exchangeable if the same holds for φ1 = . . . = φn. Separate ex-
changeability is hence an action of Sd∞, rather than of S∞, and one must
substitute An := Sdn accordingly. The result of [2] more generally applies to
“sparsified” graphon models (see Remark 13).
If X is an exchangeable sequence, the corollary’s statement follows im-
mediately from Theorem 3, but even if X is an exchangeable array, that is
not the case. For a general exchangeable random quantity X, suppose first
f is chosen such that, for some k ∈ N, and every φ ∈ S∞ that leaves the first
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random structure X ergodic structures CLT (18) due to
exchangeable sequence i.i.d. sequences H. Bu¨hlmann [9]
edge-exch. graphs [14, 10, 19] i.i.d. seq. of edges -
exchangeable partition [29] paint-box dist. -
homogeneous fragmentation [29] i.i.d. seq. of paint-boxes -
exchangeable graph [22] graphon distributions Bickel et al. [2]
Ambroise and Matias [1]
jointly exch. array [22] dissociated array Eagleson/Weber [15]
separately exch. array [22] dissociated array -
Table 2
k elements invariant, f ◦ φ = f . Then f can be expressed as a U-statistic,
and Theorems 6 and 7 are applicable. If there is no such k, we can approxi-
mate f by a sequence of functions fk, where fk respects the condition above
for k, and ‖f(X)− fk(X)‖2 <
∑
i>k lim supj ‖f(X)− f(τijX)‖2. The latter
implies f satisfies the conditions of Theorems 6 and 7.
6.3. Stochastic block models with growing number of classes. A class of
exchangeable graphs popular in statistics are stochastic block models, and
a nonparametric (but no longer exchangeable) variant can be defined whose
number of classes increases with sample size [e.g. 13]. Theorems 6 and 7
imply asymptotic normality results for such models.
Specify a probability distribution pi := (pi1, . . . , pir) on the finite set [r],
and a symmetric matrix P := (Pij)i,j≤r with Pij ∈ [0, 1]. Generate a random
undirected graph X with vertex set N, by generating its adjacency matrix
(Xij)i,j∈N as follows: Draw a sequence I1, I2, . . . of indices in [r] i.i.d. from
pi, and
Xij |Ii, Ij ∼ Bernoulli(PIiIj ) for each i < j ∈ N .
Since clearly (Xij)
d
= (Xφ(i)φ(j)) for every permutation φ, the graph is ex-
changeable. The distribution on graphs so defined is called a stochastic
block model with r communities. To apply the model to data, an ob-
served graph with n vertices is explained as the submatrix (Xij)i,j≤n. A
nonparametric extension can be defined by allowing r to grow with sam-
ple size: Define a monotonically increasing function r : N→ N, and a se-
quence of graphons wn given by two sequences pi
n = (pin1 , . . . , pi
n
r(n)) and
Pn = (Pnij)i,j≤r(n). For each n, let X
n be a random graph (with vertex set
N generated by the stochastic block model with parameters pin and Pn. An
observed graph of size n is then explained as (Xnij)i,j≤n. Since (X
n)n is a
triangular array of invariant processes, Theorems 6 and 7 apply. To keep no-
tation reasonable, we do not state a general results, but specifically choose
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f as the triangle density,
f(x) = lim
n→∞
# triangles in (xij)i,j≤n
# triangles in complete graph of size n
Denote g(x) := I{ (xij)i,j≤3 is triangle }.
Corollary 12. Let (Xn) be a sequence of random graphs, where Xn is
generated by a stochastic block model wn with r(n) classes, and define
Ei(n) :=
∑
j≤r(n) pi
n
j
(
Pij
∑
k≤r(n) pikPikPjk
)
and η(n)2 :=
∑
i≤r(n) pi
n
i (1− pini )(Ei(n))2. Then for Z ∼ N(0, 1),
√
n
n(n−1)(n−2)η(n)
(∑
φ∈Sn g(φXn)−
∑
i≤r(n) pi
n
i Ei(n)
) d−→ Z ,
and the Wasserstein distance between the left- and right-hand side scales as
O
((∑
i≤rn pi
n
i Ei(n)
2
η(n)2
) 3
2 1√
n
)
.
The terms Ei(n) and η(n)
2, and the scaling by n(n− 1)(n− 2), are spe-
cific to the triangle density, and change for other statistics.
Remark 13 (Sparsified graphons). Another nonparametric extension
of exchangeable graphs are sparsified graphon models [e.g. 2, 23], originally
introduced in [3]. An ergodic exchangeable graph X can be generated by
“graphon” function w : [0, 1]2 → [0, 1] [6]. A sparsified graphon model gen-
erates sequence of exchangeable graphs Xn, each with vertex set N, from
the graphons ρ(n)w, for a monotonically decreasing function ρ : N→ (0, 1].
An observed graph of size n is then explained as (Xnij)i,j≤n. This is again a
triangular array, and Theorems 6 and 7 apply.
6.4. Graphex models. We next consider an invariance which, although
referred to as “exchangeability”, is in fact an action of a group considerably
more complicated than S∞. It first arose in H. Bu¨hlmann’s representation
theorem: If a ca`dla`g process has exchangeable increments, it is a mixture of
Le´vy processes [21, Theorem 11.15]. Since increments are defined on inter-
vals in R+, exchangeability is defined by swapping intervals: Fix two points
a, b ∈ R+ and δ > 0, and let φa,b,δ be the transformation of R+ that swaps
[a, a+ δ) and [b, b+ δ), and is identity otherwise. Let T1 be the group gen-
erated by all such maps, where we exclude interval pairs that overlap. A
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ca`dla`g process (Xt)t∈R+ then has exchangeable increments if the pro-
cess, regarded as a sum of increments, is invariant under action of T1 on the
index set R+. Le´vy processes are closely related to Poisson processes and
random measures, and Bu¨hlmann’s result was generalized to exchangeable
random measures on the quadrant R2+ by Kallenberg [22]; here, one simi-
larly defines a group T2 generated by swapping rectangles. Caron and Fox
[11] invoke this representation to define a class of invariant random graphs,
which has been extended to a generalization of graphon models in [7, 35].
Let ω : R2+ → [0, 1] be a symmetric measurable function, and generate a
unit-rate Poisson process Π =
(
(U1, V1), (U2, V2), . . .)
)
on R2+. Generate a
random countable set Xω ⊂ R2+, by generating its indicator function condi-
tionally independently as
IX
(
(Vi, Vj)
)∣∣(Ui, Uj) ∼ Bernoulli(ω(Ui, Uj)) for i < j ,
with IX = 0 otherwise. Plainly, Xω is T2-invariant, and Kallenberg’s repre-
sentation shows it is indeed ergodic. The random set defines an undirected
random graph on the vertex set N, in which the edge (i, j) is present if
(Vi, Vj) ∈ Λ: Fix s ∈ (0,∞], and define a graph gs(Xω) as
(i, j) ∈ gs(Xω) :⇔ (Vi, Vj) ∈ Xω ∩ [0, s)2 .
The expected size of gs(Xω) increases with s, and finite (infinite) values of s
yield finite (infinite) graphs a.s. The function ω (combined with additional
information not relevant to our purposes) is called a graphex in [35].
If an instance G
d
= gs(Xω) is observed, one can ask whether it is possible
to obtain an estimate of ω. Assuming s is given, [36] propose to estimate the
restricted function ω|[0,s]2 as follows: Let N be the number of vertices in G.
Subdivide [0, s)2 into quadratic patches Iij , and define a piece-wise constant
function ωˆ on [0, s)2 as
ωˆ[G, s]
∣∣
Iij
:= Gij where Iij :=
[
i−1
N s,
i
N s
)× [ j−1N s, jN s) .
A main result of [36] is that this estimator is consistent on bounded domains
[0, t)2, in the sense that
gt(Xωˆ[gs(Xω),s])
d−→ gt(Xω) for every t ∈ (0,∞) as s→∞ .
The next result shows that it is possible to estimate a statistic of the unob-
served random set XW from the observed graph gt(XW).
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Proposition 14. Let W be a random measurable symmetric function
R2+ → [0, 1]. Fix t > 0, and for a countable subset pi ∈ R2+, define the func-
tion ft(pi) :=
∣∣pi ∩ [0, t)2∣∣. As s→∞,
√
s
(
E
[
ft(Xωˆ[gs(XW ),s])
∣∣gs(XW)]− E[ft(XW)∣∣G]) d−→ ηZ
for Z ∼ N(0, 1), where η2 = 4t4 Cov[|ΠW ∩ [0, 1]2|, |ΠW ∩ [0, 1]× [0, 2]|∣∣G].
This is not a direct consequence of Theorem 3, since the groups T1 and
T2 are much larger than S∞, and not locally compact. Countability of the
point process is used to sidestep the problem.
6.5. Marked point processes. As a final example, we consider the prob-
lem of estimating a function h of type of marked point process known as
a random geometric measure [e.g. 28]. The processes have applications in
physics and to k-nearest neighbor graphs, among others, and substantial
recent work addresses asymptotic normality of estimates [e.g. 28, 17, 25].
These typically require lengthy proofs. The high vantage point provided by
Lindenstrauss’ theorem allows us to simplify these considerably, and we de-
rive a prototypical result as a direct corollary of Theorem 6. To this end, let
X be a Polish space, and K ⊂ X a compact subset such that
(19)
⋃
φ∈Gφ(K) = X and
∣∣{φ ∈ G |φ(K) ∩K = ∅}∣∣ < ∞ .
Let Π be a locally finite, marked point process on X′ := X×M, where M
is a Borel space of marks [e.g. 21]. G acts on the process by transforming
points, but not marks: If (X,M) ∈ Π, then (φ(X),M) ∈ φ(Π).
We define a conditional measure p on X′ that conditions on a marked
point (x,m), or, more generally, on a marked point and an additional finite
set Q ⊂ X′ of such points. This is a measurable function p : X′ ×F →M,
where F set of finite subsets of X′, and M the space of σ-finite measures on
X′. For a fixed set Q ∈ F ,
ξQ( • ) :=
∑
(x,m)∈Q p((x,m),Q, • )
then defines a σ-finite measure on X′. If A1,A2, . . . ⊂ G are sets of trans-
formations, one can generate translates φ(K) of the fixed set K by elements
φ ∈ An, and randomly generate Q by intersecting these with Π to obtain
Πn := Π ∩AnK ×M. The random measure ξΠn is called a random geo-
metric measure [e.g. 28]. Of interest is the limiting behavior of
EξΠn [h(X,M)] =
∫
h(x,m)ξΠn(dx, dm) for h bounded measurable.
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To state a result, let αk( • |G) be the conditional mixing coefficient for the
function f(Q) := EξQ [I(K)h(X,M)].
Corollary 15. Let Π be G-invariant, φ(Π) d= Π for all φ ∈ G, and
(An) a Følner sequence. Require αk(m|G)→∞ for k ∈ N and m→∞, and∫
G
α2(d(e, φ)|G)

2+ |dφ| <∞ and ‖f(Π)2+‖ <∞ is U.I.
for some  ≥ 0. Then, for an independent variable Z ∼ N(0, 1),
Eµξ(Πn)
[
h(X,M))− E[Eµξ(Πn)[h(X,M))|G]]
]√|An| d−→ ηZ as n→∞ ,
where η2 :=
∫
G Cov(f(Πn), f(φΠn)|G)d|φ|. Moreover,
dW
(Eµξ(Πn)[h(X,M)−E[Eµξ(Πn)[h(X,M)]|G]
η
√
|An|
, Z
)
= O
(
max {1,‖f(Π)‖34}√
|An|
)
A standard hypothesis in the relevant literature is a “stabilization condi-
tion” [e.g. 28]. If it holds, and Π is a Poisson process, Corollary 15 holds. It
implies, for example, that the intrinsic volumes of so-called germ-grain mod-
els [25] are asymptotically normal. It can also be used to recover the results of
[17]: Choose X as the (Polish) space of compact subsets of Rd, endowed with
the Fell topology. Let G = Rd act on X by shifts, φ(C) := {x+ φ|x ∈ C} for
a compact set C ∈ X and φ ∈ Rd. One can then define a Poisson point pro-
cess Π on X, each point of which represents a compact set in Rd [30, Chapter
3]. Abbreviate Z := ∪C∈ΠC, and let V0, . . . , Vd denote the intrinsic volumes
in Rd. Corollary 15 then states
n−
d
2
(
Vi(Z ∩ [−n;n]d)− E[Vi(Z ∩ [−1; 1]d)]
) d−→ σiZ as n→∞ ,
where σ2i = Var[Vi(Z ∩ [−1; 1]d)] is finite almost surely.
7. Approximation by subsets of transformations. Suppose X is
invariant under a group G, but part of this invariance is neglected, in
the sense that sample averages are computed only with respect to a (non-
compact) subgroup H—for example, because one only has reason to assume
invariance under H, or because G\H contains computationally intractable
elements. Since G is lcsc and amenable, so is H, and Theorems 3 and 4 ex-
plain convergence |AHn |−1
∫
AHn
f(φX)|dφ| n→∞−−−→ E[f(X)|H] almost surely,
for a Følner sequence AHn in H. The next results shows that a stronger
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statement is possible: Provided the relevant mixing condition for f is satis-
fied for the entire group G, the sequence FHn even converges to E[f(X)|G],
although at a slower rate. If the group H is obtained from G by “factoring
out” a compact subgroup—that is, if there is compact group K ⊂ G such
that H and K generate G—the rate is reduced only by a constant.
Proposition 16. Let G be generated by the union of a non-compact
group H and a compact group K, and let X be G-invariant. Let f ∈ L1(X)
satisfy (11). If (An) is a Følner sequence in G, then (An ∩H) is a Følner
sequence in H, and there exist random variables η, ηH ∈ L2(X) such that
1√
|An∩H|
∫
An∩H
(
f(φX)− E[f(X)|G])|dφ| d−→ ηHZ
and 1√|An|
∫
An
(
f(φX)− E[f(X)|G])|dφ| d−→ ηZ .
The ratio β :=
√|K|ηHη is given by
β2 − 1 = 1
η2
∫
H
∫
K
E[f(X)(f(φX)− f(ψφX))|G]|dψ||dφ| a.s.
For example, suppose X = (Xt)t∈R is a random field invariant under
the Euclidean group—the group of rotations and translations of Euclidean
space—and one averages only with respect to translations. Then H = Rd, K
is the orthogonal group Od, and convergence slows by a factor of
(20) β2 − 1 = 1
η2
E
[
f(X)
∫
Rd
∫
Od
(f(X + φ)− f(θX + φ))|dθ||dφ|] .
Both this idea, and the subsampling of Følner sets in Theorem 6, can be
used to implement computationally tractable approximations. To illustrate
the concept, consider again the random field X = (Xt)t∈R , assuming invari-
ance under both the translation group Rd and the rotation group Od. If the
objective is to estimate E[f(X)], one can avoid integration over the groups
by discretization. We approximate the group Rd by a finite, growing grid
{−n, . . . , n}, and Od by random subsample.
Corollary 17. Let X = (Xt)t∈Rd be a random field invariant under ro-
tations and translations of Rd, and fix m ∈ N. For each z ∈ Zd, let Θz1, . . . ,Θzm
be independent, uniform random elements of the orthogonal group Od. Then
1
m
√
(2n)d
∑
z∈{−n,...,n}d
j≤m
(
f(Θzj (X + z))− E[f(X)]
) d−→ ηmZ
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as n→∞, for an almost surely finite random variable ηm. Relative to the
empirical measure of the full isometry group, convergence slows by a coeffi-
cient β2m − 1 = (β2 − 1)/(2m2η2m), where β is given by (20).
This is true only if the random rotations Θzj are regenerated for each shift
z. If one generates m random rotations only once, the rate slows.
8. Entropy estimation. For a discrete random variable X with law
P , the entropy is defined as H[X] := −E[logP (X)]. There is no immedi-
ate generalization of H to random elements of uncountable spaces; rather,
additional structure is required to obtain a useful definition. The canonical
example, ubiquitous in information theory, are discrete-time stochastic pro-
cesses [32]. Ergodic theory generalizes entropy beyond stationary processes
using group actions; the work of Lindenstrauss [24] makes this definition pos-
sible for a all those discrete groups admitting a tempered Følner sequence
that does not grow “too slowly”. For a subclass of these groups, our methods
yield a central limit theorem for such generalized entropies.
Consider first a discrete-time stochastic process X = (Xn)n∈Z with values
in a finite alphabet [k]. The sequenceX takes values in the uncountable space
X := [k]Z. There is hence no notion of a mass function, but if X is stationary,
one can still define entropy as a rate of entropies of joint distributions,
(21) h[X] := lim
n
1
nH(X1, . . . , Xn) .
The Shannon-McMillan-Breiman theorem [32] shows that
(22) − 1n logP (X1, . . . , Xn)
n→∞−−−→ h[X] a.s.
if X is stationary and ergodic. The term on the left is also known as the
empirical entropy. That the limit exists almost surely is a consequence of
stationarity; that it is constant, of ergodicity. In the ergodic stationary case,
one can hence define h[X] alternatively as a limit of empirical entropies.
In ergodic theory, this definition is generalized as follows [16, 37]: A dis-
crete group G acts measurably on a standard Borel space X. Choose a finite
partition P = (P1, . . . ,Pk) of X into Borel sets, and write P(x) = i if x ∈ Pi.
An invariant random element X of X defines a process
(Sφ)φ∈G where Sφ = P(φX) , and we abbreviate SA := (Sφ)φ∈A .
Choose a sequence of finite subsets A1,A2, . . . of G, and define entropy as
hP [X] := lim
n
hn(P, X) where hn(P, x) := − 1|An| logP
(
(P(φx))φ∈An
)
.
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For illustration, consider the stationary ergodic sequence X above, where
X = [k]Z and G = Z, and choose An = {−n, . . . , n}. Suppose we do not
have access to X itself, but only to the coarsened information P(X). To
read off the entry Xn, note that, since each element φ ∈ G can be read as
a map φ(n) = n+ φ, we have (Xn)n∈Z = (Xφ(0))φ∈Z. By choosing P as the
set of equivalence classes Pi = {x ∈ X|x0 = i}, we can hence extract Xn as
P(φX), where φ is the shift by −n, and hP [X] specializes to (22).
For the definition of hP to be meaningful, the sequence (hn) must converge
and derandomize in the limit, which is not at all trivial, but indeed true un-
der remarkably general conditions: If G is amenable, (An) a tempered Følner
sequence, and |An|/ log(n)→∞, then hP [X] exists almost surely, and is
constant if X is ergodic [24, Theorem 1.3]. The function hn(P, • ) is thus
a strongly consistent estimator of the entropy. To show it is asymptotically
normal, we impose the mixing condition
(23)
∑
i∈N |Bi|minm≤i
(
ρm + α|Bm|(i−m)
ε
2+ε
)
<∞ ,
where α is the mixing coefficient of (Sφ) as defined in Section 3, and
ρm := sup
A⊂G
∥∥logP (Se|SA)− logP (Se|SA∩Bm)∥∥2 .
Theorem 18 (Central limit theorem for empirical entropy). Let G be
finitely generated, with tempered Følner sequence (An) and a left-invariant
total order . Fix a finite partition P of X into Borel sets, and require√
Anρbn −→ 0 and |An4BbnAn| / |An| −→ 0
for some sequence (bn) in N. Let X be a G-ergodic random element for which
S satisfies the moment condition supA⊂G ‖log(P (Se|SA)‖2+ε <∞ and the
mixing condition (23), both for some ε > 0. Then
hn(P, X)− hP [X]√
An
d−→ ηZ as n→∞
with asymptotic variance
η2 =
∑
φ∈G Cov
[
log(P (Se|(Sψ)ψe)), log(P (Sφ|(Sψ)ψφ))
]
<∞ a.s.
A few remarks: (i) A Berry-Esseen bound can be obtained similarly. (ii)
Left-invariance of the order  is not required for asymptotic normality, but
rather to obtain a simple expression for the asymptotic variance. (iii) The
asymptotic variance does not depend on the choice of . (iv) The condition
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that G supports a total order implies that it is torsion-free, which means that
φm 6= e for all m ∈ N and all φ ∈ G\{e}. Examples of discrete torsion-free
groups include the additive groups (Zd,+) and discrete Heisenberg groups
(both of which also satisfy the other conditions of Theorem 18). Symmetric
groups and rotation groups are not torsion-free. (v) The theorem remains
valid if ergodicity of X is weakened to symmetry, in which case all relevant
quantities must be conditioned on σ(G).
9. Proof overview. The main results, Theorem 3–7, concern asymp-
totic normality, and are proven using adaptations of Stein’s method [e.g.
31]: For the function class
F := {t ∈ C2(R) ∣∣ ‖t‖∞ ≤ 1, ‖t′‖∞ ≤√2/pi, ‖t′′‖∞ ≤ 2}
and a real-valued random variable W , Stein’s inequality guarantees
(24) dW(W,Z) ≤ sup
t∈F
∣∣E[Wt(W )− t′(W )]∣∣ for Z ∼ N(0, 1) .
We substitute W by an (suitably scaled) term of the form
√|An|Fn(f,X),
or
√|An|F̂n(hn, X) for the generalized results in Section 4. Central limit
theorems are then established by showing the right-hand side vanishes as
n→∞, and Berry-Esseen bounds by bounding it as a function of n. Proofs
for Theorems 3 and 4, which are considerably less complicated then in the
general case, are given in Appendix A.
9.1. Proofs of the general results. The generalized limit theorems in Sec-
tion 4 consider a sequence (hn) of functions, and Wn is now given by the
randomized empirical measure F̂n(hn, X) defined in (17). The proofs still
resemble Stein’s method, but require a number of modifications:
(1) For triangular arrays, the dimension kn of the group may grow with
n. Recall that, for φ ∈ Gkn and x ∈ X, we have hn(φx) is of the form
gn(fn(φ1x), . . . , fn(φknx))− E[gn(fn(φ1x), . . . , fn(φknx))]. We hence define
a surrogate that depends only on the first i elements of φ as
h¯in(φx) := limm→∞
1
|Am|kn−i
∫
Akn−im
hn(φ1x, . . . , φix, ψi+1x, . . . , ψknx)|dψi+1:kn | .
That makes hn a telescopic sum hn(φx) =
∑
i≤kn(h¯
i
n(φx)− h¯i−1n (φx)), and
E[t(W )W − t′(W )] = E[t(W )∑i∈N(h¯in(φxn)− h¯i−1n (φxn))− t′(W )]
(2) In the i.i.d. case, Stein’s method considers averages wi,n =
∑
|j−i|≤m
xj
η
√
n
over a “dependency neighborhood” around an index i [31]. Regarded as
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a special case of a group action, the neighborhood {j| |j − i| ≤ m} is a
neighborhood in the group. For general amenable actions, one must con-
struct a suitable neighborhood in Gkn , without relying on a total order.
Given the sequence (bn) in Theorem 7 and an element φ ∈ Gkn , we define
Ibn(φi, φ
′) := {j|d(φ′j , φi) ≤ bn} and
h˜φi,bnn (φ
′x) :=
1
|Am|Ibn (φi,φ′)
∫
Aknm ∩{θ|θj=φ′j for j 6∈Ibn (φi,φ′)}
hn(θx)|dθ| .
The average wi,n is then substituted by an expression of the form
w˜i,φ,bn = Eµn
[√|An|
η
(
hn(φ
′Xn)− h˜φi,bnn (φ′Xn)
)∣∣∣φ, φ′ ∈ Aknn ] .
(3) Substitution of the empirical measure Fn by the randomized averages F̂n
introduces additional randomness. One must hence additionally control the
probability of selecting transformations in the dependency neighborhood.
(4) To obtain a central limit theorem in cases where no fourth moment is
available, standard techniques—such as truncating the function hn outside
a compact set to obtain a function in L4(X)—are not applicable for general
group actions, and additional arguments are required in this case.
9.2. Comments on other proof techniques. The choice of Stein’s method
is not arbitrary: Except for certain benign groups, other standard techniques
fail. These include Lindeberg’s replacement trick and martingale methods
for central limit theorems; the replacement trick and Fourier techniques for
Berry-Esseen bounds; and the Efron-Stein inequality and other standard
techniques for concentration proofs. There are a several obstacles:
(i) Topology of the group. An integral step of many martingale proofs, and
of the Efron-Stein approach to concentration, is to group observations into
blocks. Dependence between blocks is then controlled using an isoperimetric
argument (i.e. the block boundaries are of negligible size). Such arguments
apply to some groups, such as G = Z, but fail even for G = Z2, which oc-
curs for example in the random field in Fig. 1. Bolthausen’s use of Stein’s
method, in [4], addresses an instance of this problem.
(ii) Lack of a total order. Replacement arguments, such Lindeberg’s method
or the Efron-Stein inequality, rely on the left-invariant total order of Z to
replace random variables sequentially. That makes them inapplicable, for
example, to groups with torsion.
(iii) Uncountable groups, since replacement arguments require discreteness.
Martingales warrant an additional remark: They yield simple and elegant
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proofs of asymptotic normality if X is an exchangeable sequence or array,
and are invoked e.g. by Lova´sz and Szegedy [26] for convergence, and by
Eagleson and Weber [15] for asymptotic normality. The related results of
[2, 1] are proven differently, but could similarly be obtained using martin-
gales. Martingales are applicable if G contains a sequence G1 ⊂ G2 ⊂ . . . of
finite subgroups such that G = ∪nGn (choose Gn = Sn for G = S∞). If so,
An := Gn defines a Følner sequence. Then (Fn, σ(Gn))n is a reverse mar-
tingale, which implies (6), and Theorem 3 follows from the reverse mar-
tingale central limit theorem. However, the method has limitations even for
G = S∞. For example: If (Xi) is an exchangeable sequence and h real-valued,
(h(Xi, Xj))ij is an exchangeable array, but even with proper normalization,∑
i<j h(Xi, Xj) is not a reverse martingale unless h is symmetric.
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APPENDIX A: PROOFS OF BASIC LIMIT THEOREMS
Recall that we have to establish two results in the basic case (Theorems 3
and 4), and two results in the general case (Theorems 6 and 7). Each result
holds under two alternative hypothesis ((10) and (11), and (14) and (15), re-
spectively). In principle, only the general results require proof—Theorems 3
and 4 then follows as special cases. Since the general case requires more so-
phisticated arguments, and complicates notation, this appendix is structured
as follows:
• In this section (Appendix A), we prove the basic theorems in the (more
difficult) case of hypothesis (11) to clarify the argument. The general
proofs follow the same outline.
• The concentration result, Propositions 14 and 16, and the entropy
central limit theorem are proven in Appendix C.
• The proofs of the general Theorems 6 and 7 follow in Appendix B.
A.1. An auxiliary result. We first establish that the conditional mix-
ing coefficient provides valid upper bounds on certain terms involving mul-
tiple group elements, provided these elements differ sufficiently. This fact is
used throughout the proofs, whenever terms are upper-bounded using α:
Lemma 19. Fix l ∈ N. Let X be a G-invariant random element, and Y a
real-valued random variable with Y⊥⊥GX. Select any element φ and subsets
G1 and G2 of G such that d¯(G1, G2) ≥ l and d¯(G1, φ−1G2) ≥ l. Then for
any measurable function h : R|G1|+|G2|+1 → R,
‖E(h(G1X,G2X,Y )|G, Y )−E(h(G1X,φ−1G2X,Y )|G, Y )‖1 ≤ 4C α
ε
2+ε
|G2|(l|G),
where C = ‖h(G1X,G2X,Y )− h(G1X,φ−1G2X,Y )‖L1+ ε2 .
Proof. Abbreviate G3 := φ
−1G2, and
∆h(X,Y ) := h(G1X,G2X,Y )− h(G1X,G3X,Y ) .
We first consider the case ‖∆h‖∞ <∞, and then the general case.
Case 1: ‖∆h‖∞ <∞. Fix δ > 0. Then there is Nδ ∈ N, sets (Ai, Bi, Ci)i≤Nδ ,
and coefficients c1, . . . , cNδ with |ci| ≤ ‖∆h‖∞ such that the approximation
∆h∗(X,Y ) :=
Nδ∑
i=1
ciI{G1X∈Ai, Y ∈Ci}
(
I{G2X∈Ai} − I{G3X∈Bi}
)
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satisfies ‖∆h(X,Y )−∆h∗(X,Y )‖1 ≤ δ. That implies
‖h∗(X,Y )‖1 ≤
Nδ∑
i=1
|ci|
∥∥I{G1X∈Ai, Y ∈Ci}(I{G2X∈Bi} − I{G3X∈Bi})∥∥1
≤ 2‖∆h‖∞ α|G2|(l|G) ,
where the second inequality follows definition of the conditional mixing co-
efficient by the triangle inequality. Since δ may be arbitrarily small,∥∥E[h(G1X,G2X,Y )− h(G1X,G3X,Y ]|G, Y )∥∥1 ≤ 2‖∆h‖∞ α|G2|(l|G).
Case 2: ‖∆h‖∞ not bounded. For r ∈ R, define ∆hr := ∆h I{∆h ≤ r} and
∆hr := ∆h−∆hr. By Ho¨lder’s inequality,∥∥E[h(G1X,G2X,Y )− h(G1X,G3X,Y ]|G, Y )∥∥1 ≤ ∥∥∆hr∥∥1 + ∥∥∆hr∥∥1
≤ 2rα|G2|(l|G) + 2r−
ε
2 .
The result follows for r = α|G2|(l|G)
−2
2+ε .
A.2. Proof of Theorems 3 and 4 under hypothesis (11).
Step 1: Bounding the right-hand side of (24). Let (bn) be a non-decreasing
sequence in N. The values bn will serve as radii of metric balls Bbn in G. In
Theorem 4, (bn) is given by hypothesis; for Theorem 3, we will have to choose
a suitable sequence further on. Recall that f is centered, in the sense that
E[f(X)|G] = 0. For each n ∈ N, we approximate the asymptotic variance η
by a random variable η(n), which will be constructed explicitly at the end
of the proof. For each n, we then apply (24) to
W :=
√
|An|
η(n) Fn(f,X) =
1
η(n)
√
|An|
∫
An
f(φX)|dφ| ,
where we abbreviate the (random) normalizer of the integral as
Zn := η(n)
√
|An| .
Now consider the right-hand side of (24). For a given φ ∈ G and a constant
b > 0, define the truncated integral
W φb :=
1
Zn
∫
An
I{d(φ, φ′) ≥ b}f(φ′X)|dφ′| .
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An application of the triangle inequality then yields
|E[Wt(W )− t′(W )]| ≤ E[ 1Zn ∫
An
f(φX)(t(W )− t(W φbn))− t′(W )|dφ|
]
+ E
[
1
Zn
∫
An
f(φX)t(W φbn)|dφ|
]
.(25)
If we denote the truncation error of W φb by
∆φb := W −W φb ,
we can bound the first term of (25) further as
E
[∫
An
f(φX)(t(W )−t(Wφbn ))−t′(W )
Zn
|dφ|] ≤ ∣∣∣E[∫
An
f(φX)(t(W )−t(Wφbn ))−∆
φ
bn
t′(W )
Zn
|dφ|]∣∣∣
+
∣∣∣E[t′(W )(1− ∫
An
f(φX)
Zn
∆φbn |dφ|
)]∣∣∣
≤
∣∣∣E[∫
An
f(φX)(t(W )−t(Wφbn ))−∆
φ
bn
t′(W )
Zn
|dφ|]∣∣∣+√ 2pi∥∥1− 1ZnE[∫
An
f(φX)∆φbn |dφ|
∣∣G]∥∥
+
√
2
pi
∥∥ 1
Zn
∫
An
f(φX)∆φbn − E[f(φX)∆
φ
bn
|G]|dφ|∥∥ .
For our purposes, Stein’s inequality (24) hence takes the specific form
dW(W,Z
∗) ≤ sup
t∈F
E
[
1
Zn
∫
An
f(φX)t(W φbn)d|φ|
]
+ sup
t∈F
∣∣∣E[ 1Zn ∫
An
f(φX)(t(W )− t(W φbn)−∆
φ
bn
t′(W ))d|φ|]∣∣∣(26)
+
√
2
pi
∥∥∥1− 1ZnE[∫
An
f(φX)∆φbnd|φ||G]
∥∥∥
+
√
2
pi
∥∥∥ 1Zn ∫
An
[
f(φX)∆φbn − E[f(φX)∆
φ
bn
|G]]|d|φ|
∥∥∥
1
=: (a) + (b) + (c) + (d) .
The leg work of the proof is to control these four terms.
Step 2: Bounding the terms (a)–(d). To bound (a), we observe∣∣∣E[ 1Zn f(φX)t(Wφ,bn)]∣∣∣ ≤ ∑
j≥b|Bbn |/δc
∣∣∣E[f(φX)(t(Wφ,jδ)−t(Wφ,(j+1)δ))Zn ]]∣∣∣
≤ 4
√
2
pi
∑
j≥b|Bbn |/δc
∥∥f(X)
η(n)
∥∥
2+ε
|An|
∥∥Wφ,jδ −Wφ,(j+1)δ∥∥L2+εα ε2+ε (jδ|G) .
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Since the above holds for any φ ∈ G and δ > 0, we conclude that
(a) ≤ 4∥∥f(X)η(n) ∥∥22+ε 1√|An|
∫
G\Bbn
α
ε
2+ε (d(e, φ)|G)d|φ| .
To bound (b), we apply the triangle inequality to obtain∣∣∣E[∫
An
f(φX)(t(W )−t(Wφbn )−∆
φ
bn
t′(W ))
Zn
d|φ|]∣∣∣
≤
∣∣∣E[∫
An
I{f(φX) ≤ γn}f(φX)(t(W )−t(W
φ
bn
)−∆φbn t′(W ))
Zn
d|φ|]∣∣∣
+
∣∣∣E[∫
An
I{f(φX) > γn}f(φX)(t(W )−t(W
φ
bn
)−∆φbn t′(W ))
Zn
d|φ|]∣∣∣ =: (b1) + (b2) .
Since t ∈ F implies in particular
(27) |t(x+ h)− t(x)− ht′(x)| ≤ 2|h| sup
y∈[x,x+h]
|t′(y)| ,
we have
(b1) ≤ 2
∣∣∣E[ 1Zn ∫
An
|f(φX)|I{|f(φX)| > γn}|∆φbn |dφ|
]∣∣∣
≤ 2∥∥f(X)I{|f(X)|≥γn}η(n) ∥∥2+ε∥∥f(X)η(n) ∥∥2+ε
∫
A2n
I{d(φ, φ′) ≤ bn}|dφ||dφ′|
|An|
≤ |Bbn |
∥∥f(X)I{|f(X)|≥γn}
η(n)
∥∥
2+ε
∥∥f(X)
η(n)
∥∥
2+ε
The second term (b2) can be bounded using a Taylor expansion, where we
have to consider triples of transformations φ1, φ2, φ3 ∈ G. For p, q > 0 with
1
p +
1
q = 1, we obtain
(b2) ≤
∣∣∣ ∫
A3n
E
[
f(φ1X)I{|f(φ1X)|≤γn}I{d(φ1,φ2),d(φ1,φ3)≤bn}f(φ2X)f(φ3X)
]
Z3n
|dφ1:3|
∣∣∣
≤ 8|Bbn |√|An|
∥∥f(X)
η(n)
∥∥2
q(1+ ε
2
)
∥∥f(X)I(f(X) ≤ γn)∥∥p(1+ ε
2
)
∫
G
α
ε
2+ε (d(e, φ)|G)d|φ| .
For (c), we again apply the triangle inequality, which yields
(c) ·
√
pi
2 =
∥∥∥η(n)2−∫A2n 1|An|E[I{d(φ,φ′)≤bn}f(φX)f(φ′X)|G]|dφ||dφ′|η(n)2 ∥∥∥
≤ E[∣∣η(n)2−η2bn
η(n)2
∣∣]+ ∥∥∥η2bn−∫A2n |An|−1E[I{d(φ,φ′)≤bn}f(φX)f(φ′X)|G]|dφ||dφ′|η(n)2 ∥∥∥
≤ E[∣∣η(n)2−η2bn
η(n)2
∣∣]+ ∥∥f(X)η(n) ∥∥22 |An4BbnAn||An| .
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It remains to bound (d). To this end, we denote
f≥γn(x) := f(x)I{|f(x)| ≥ γn} ,
and f<γn is defined analogously. We then have∥∥∫
A2n
f≥γn (φX)f(φ′X)−E[f≥γn (φX)f(φ′X)|G]
η(n)2|An| |dφ||dφ
′|∥∥
1
≤ |Bbn |
∥∥f≥γn (X)
η(n)
∥∥
2
∥∥f(X)
η(n)
∥∥
2
.
Abbreviate Fφφ′ :=
1
η(n)2
(
f<γn(φX)f<γn(φ′X)− E[f<γn(φX)f<γn(φ′X)|G]).
We then observe that, for any quadruple φ1, . . . , φ4 ∈ G,∥∥Cov[Fφ1,φ2 , Fφ3,φ4 |G]∥∥1 ≤ 4∥∥f(X)I{|f(X)|≤γn}η(n) ‖44+2ε
α
ε
2+ε
(
d((φ1,φ2),(φ3,φ4))|G
)
.
We hence have∥∥∫
A2n
1
|An|Fφφ
′ |dφ||dφ′|∥∥
1
≤ 4 |Bbn |√|An|
∥∥f(X)I{|f(X)|≤γn}
η(n)
∥∥2
4+2ε
(
∫
G
α
ε
2+ε (d(e, φ)|G)|dφ|) 12 ,
which in turn yields
(d) ·
√
pi
2 ≤ 4
|Bbn |√
|An|
∥∥f(X)
η(n) I{|f(X)|≤γn}
∥∥2
4+2ε
(
∫
G
α
ε
2+ε (d(e, φ)|G)|dφ|) 12
+ |Bbn |
∥∥f≥γn (X)
η(n)
∥∥
2
∥∥f(X)
η(n)
∥∥
2
.
Step 3: Deriving the central limit theorem. To deduce Theorem 3, we must
choose suitable sequence (bn) and (γn). To this end, we collect terms from
the upper bounds above, and write
r1n := ‖f(X)I{|f(X)| ≥ γn}‖2 r2n := |Bbn |γ
2
n√
|An|
+ |Bbn |r1n r3n := |An4BbnAn||An| .
The Følner sets satisfy |An| → ∞, and it is hence always possible to choose
a sequence (bn) growing slowly enough to guarantee r
3
n → 0. Similarly, given
(bn), we can choose a divergent sequence (γn) such that r
1
n → 0 and r2n → 0.
With these in place, we can choose two further divergent sequnces (δn) and
(εn) such that
εn < δn for all n and
δn
ε3n
(
r2n + r
3
n
)→ 0 as n→∞ ,
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and construct random variables η(n) from the asymptotic variance η as
(28) η(n) := ηI{η ∈ [εn, δn]}+ εnI{η 6∈ [εn, δn]} .
For Sn :=
√|An|Fn(X), we then have
dW(Sn, ηZ) ≤ dW(Sn, η(n)Z) + dW(η(n)Z, ηZ)
≤ dW(Sn, η(n)Z) + ‖Z‖1‖(η − εn)I{η 6∈ [εn, δn]}‖1 .
Since ‖η‖1 <∞, the last term satisfies
‖Z‖1‖(η − εn)I{η 6∈ [εn, δn]}‖1 → 0 as δn →∞ and εn → 0 .
It hence suffices to show dW(Sn, η(n)Z)→ 0. To do so, we note that, for
every c > 0, we can choose a coupling (S′n, η(n)′, Z ′) of Sn, η(n) and Z such
that
‖S′n − η(n)′Z ′‖1 ≤ δn
∥∥ S′n
η(n)′ − Z ′
∥∥
1
≤ δn
(
dW
( S′n
η(n)′ , Z
′)+ c)
In summary, we have hence shown that
(29) dW(Sn, η(n)Z) ≤ δndW
(
Sn
η(n) , Z
)
.
Application of (26) to the right-hand side of (29) then yields Theorem 3.
Step 4: Deriving the Berry-Esseen bound. Theorem 4 follows almost imme-
diately from (26). In this case, the sequence (bn) is given by hypothesis, and
we set η(n) = η for all n. In the bound on (b2) above, we choose p = 32 and
q = 3. For any choice of γn > 0, we then have
‖f(X)I{|f(X) ≤ γn|}‖ 3
2
≤ ‖f(X)‖3 .
We can hence substitute the bounds on (a), (b), (c), and (d) above into (26).
Each of these bounds depends on a constant γn, and we choose a sequence
(γn) with γn →∞. Theorem 4 then follows from (26) for n→∞.
APPENDIX B: PROOFS OF THE GENERAL LIMIT THEOREMS
B.1. Notation. Since the proofs use Stein’s method, they are inevitably
notation-heavy, and some additional abbreviations will proof useful. The
concatenation of two vectors u and v is denoted [u, v]. Throughout, (kn),
and (bn) are the non-decreasing integer sequences as used in the theorems.
For φ ∈ Gk, we write
∂(φ) := min
i 6=j
d(φi,φj) .
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In addition to (kn), we require a second non-decreasing sequence (k
′
n) with
k′n ≤ kn. We abbreviate
(30) µ∗n(A) = Eµn
[
I{φ ∈ A, ∂(φ) ≥ bn}
]
for A ⊂ G measurable,
which is a random measure on G. For the functions gn in Section 4, we write,
with slight abuse of notation,
Mp(gn) := sup
φ∈Gkn
∥∥gn(φXn)
ηn
∥∥
Lp
, and Cp :=
∞∑
i=1
ci,p ,
where ci,p are the Lipschitz coefficients. In the functions hn, we repeatedly
have to average out the effect of transformation vector φ′ ∈ Gkn whose co-
ordinates are “close” to a given transformation φ. To this end, the set of
indices of such coordinates
Ib,k(φ,φ′) := {i ≤ k : d(φ,φ′i) ≤ b} for k ≤ kn, b > 0 .
We then average, in a Følner sense, by defining
h¯φ,b,kn (φ
′Xn) := lim
p
1
|Ap||Ib,k(φ,φ′)|
∫
{θ|θi=φ′i,i 6∈ Ib,k(φ,φ′)}
hn(θXn)|dθ| .
Coordinate entries far away from φ are held fixed. Rouhgly, this corresponds
to integrating out the marked area in Fig. 1. For the central limit theorem,
which assumes the random measures µn are well-spread (but not necessarily
strongly well-spread), the moments of (µn) are controlled using a sequence
(βn) with βn →∞, and the subsets of Gkn defined as
Vi,βn(n) :=
{
φ′ ∈ Gkn
∣∣∣ sup
j≤k′n
|An|
|Bbn |
Pµ∗n(d(φi,φ
′
j) ≤ bn|Aknn ,φ′) ≤ k′nβn
}
.
Similarly, a sequence (γn) with γn →∞ is used to control higher moments
of hnη(n) . Given (γn), we write
Γi,p(γn) := sup
φ∈Gkn
∥∥∥ h¯in(φXn)I{|h¯in(φXn)| ≤ γnci,2(gn)}
η(n)
∥∥∥
p
for i ≤ kn .
For a strongly well-spread sequence, the spreading coefficients S1 and S2
were defined in Section 4. Similar coefficients in the well-spread case are
Sw,1 := sup
n∈N, i,j≤n
A⊂G,|A|≥1
|An|
|A|
∥∥Eµ∗n[I{φ−1i φj ∈ A}|Aknn ]∥∥
and Sw,2 := sup
n∈N, i,j≤n,pi
A⊂Gkn ,|A|≥1
|An|kn
|A|
∥∥Eµ⊗2n [I{φφ′pi ∈ A}|A2knn ]∥∥ .
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B.2. Main lemmas. Recall that, in the proof of the basic case, we
specialized Stein’s inequality to (26), bounded the constituent terms indi-
vidually, and then deduced both limit theorems from the resulting bound.
In the general case, Lemmas 21 and 22 below substitute for (26). The main
work of the proof is then once again to upper-bound individual terms. We
first state an auxiliary result:
Lemma 20. Under the conditions of Theorem 7, for all m ∈ N,∑
i≥m |Bi+1 \Bi|α
ε
2+ε (i|G)∫
G\Bm−1 α
ε
2+ε (d(e, φ)|G)d|φ|
<∞
Proof. Abbreviate r := supi
|Bi+1\Bi|
|Bi\Bi−1| . Then∑
i≥m|Bi+1\Bi|α
ε
2+ε (i|G) ≤ r∑i≥m|Bi\Bi−1|α ε2+ε (i|G)
≤ r
∫
G\Bm−1
α
ε
2+ε (d(e, φ)|G)d|φ| ,
where we have used assumption (5).
The two main lemmas for the proof of Theorems 6 and 7 are the following:
Lemma 21. For a positive random variable η(n) with η(n)⊥⊥GXn,∣∣∣dW( 1η(n)Eµn [hn(φXn)|Aknn ], Z∗)− dW( 1η(n)Eµ∗n [hn(φXn)|Aknn ], Z∗)∣∣∣
≤
k2nC1(
gn
η(n))|BK |Sw,1√|An| .
Proof. By definition of the spreading coefficient Sw,1,∥∥∥√|An|η(n) Eµ∗n [I{∂(φ) ≤ bn}hn(φXn)|Aknn ∥∥∥1
≤M1
(gn(·)
η(n)
)
E[
√
|An|Pµ∗n(∂(φ) ≤ bn|Aknn )]
≤
k2nM1
(gn(·)
η(n)
)|Bbn |√|An| supi 6=j E[ |An||Bbn |Pµ∗n(I{φ−1i φj ∈ Bbn}|Aknn )]
≤
k2nM1
(gn(·)
η(n)
)|Bbn |Sw,1√|An| .
38
That yields∣∣∣dW( 1η(n)Eµn [hn(φXn)|Aknn ], Z∗)− dW( 1η(n)Eµ∗n [hn(φXn)|Aknn ], Z∗)∣∣∣
≤ dW
(
1
η(n)Eµn [hn(φXn)|Aknn ], 1η(n)Eµ∗n [hn(φXn)|Aknn ]
)
≤
∥∥∥√|An|η(n) Eµ∗n [I{∂(φ) ≤ bn}hn(φXn)|Aknn ]∥∥∥1.
Lemma 22. Let η(n) be a positive random variable with η(n)⊥⊥GXn, and
F the function class (9). Let
W ∗ :=
√
|An|
η(n)
∑
iEµ∗n [h¯
i
n(φXn)|Aknn ] ,
and abbreviate, for given sequences (bn) and (k
′
n),
Wφin :=
√
|An|
η(n) Eµ∗n [h¯
φi,bn,kn
n (φ
′Xn)|Aknn ] and ∆φin = W ∗ −Wφin .
Then, for an independent variable Z∗ ∼ N(0, 1),
(31) dW (W
∗, Z∗) ≤ sup
t∈F
E
[√|An|
η(n)
∑
i Eµ∗n
[
h¯in(φXn)t(W
φ
in)|Aknn
]]
+ sup
t∈F
∣∣∣E[√|An|η(n) ∑i Eµ∗n[h¯in(φXn)(t(W ∗)− t(Wφin)−∆φint′(W ∗))|Aknn ]]∣∣∣
+
√
2
pi
∥∥∥1− √|An|η(n) ∑i E[Eµ∗n [h¯in(φXn)∆φin|Aknn ]|G]∥∥∥
+
√
2
pi
∑
i
∥∥∥√|An|η(n) Eµ∗n[h¯in(φXn)∆φin − E[h¯in(φXn)∆φin|G]∣∣Aknn ]∥∥∥1 .
Proof. By the Stein inequality,
dW (W
∗, Z∗) ≤ sup
t∈F
|E[W ∗t(W ∗)− t′(W ∗)]| .
We decompose the term on the right-hand side. Since hn =
∑
i h¯
i
n,
|E[W ∗t(W ∗)− t′(W ∗)]| ≤ E[√|An|η(n) ∑i Eµ∗n[h¯in(φXn)t(Wφin)|Aknn ]]
+ E
[√|An|
η(n)
∑
i Eµ∗n
[
h¯in(φXn)(t(W
∗)− t(Wφin))
∣∣Aknn ]− t′(W ∗)]
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The final term can be bounded further as
E
[√|An|
η(n)
∑
iEµ∗n
[
h¯in(φXn)
(
t(W ∗)− t(Wφin)
)∣∣Aknn ]− t′(W ∗)]
≤
∣∣∣E[√|An|η(n) ∑iEµ∗n[h¯in(φXn)(t(W ∗)− t(Wφin)−∆φint′(W ∗))|Aknn ]]∣∣∣
+
∣∣∣E[∑i t′(W ∗)(1− Eµ∗n[t√|An|η(n) h¯in(φXn)∆φin|Aknn ])]∣∣∣
≤
∣∣∣E[√|An|η(n) ∑iEµ∗n[h¯in(φXn)(t(W ∗)− t(Wφin)−∆φint′(W ∗))|Aknn ]]∣∣∣
+
√
2
pi
∥∥1− √|An|η(n) ∑iE[Eµ∗n [h¯in(φXn)∆φin|Aknn ]|G]∥∥
+
√
2
pi
∑
i
∥∥∥√|An|η(n) Eµ∗n[h¯in(φXn)∆φin − E[h¯in(φXn)∆φin|G]∣∣Aknn ]∥∥∥1.
B.3. Bounding the first term in the main lemma. We will now
proceed to upper-bound each of the four terms on the right-hand side of 22
separately. To bound the first term, we observe:
Lemma 23. Under the conditions of Theorem 7, the inequalities
‖F̂∞,i(hn, Xn, e)‖Lp ≤ ci,p(gn) and E(Eµi−jn [IBb ]) ≤ Sw,2|Bb|
hold for all i, n, b ∈ N and all p ∈ R.
Proof. From the definition of F̂, we obtain the first inequality as
‖F̂∞,i(hn, Xn, e)‖ =
∥∥∥lim
p
1
|Ap|kn
∫
Aknp
hn(φ1:i−1eφi+1:knXn)−hn(φXn)d|φ|
∥∥∥
Lp
≤ lim
p
1
|Ap|kn
∫
Aknp
‖hn(φ1:i−1eφi+1:knXn)− hn(φXn)‖d|φ| ≤ ci,p(gn) ,
and E[E
µi−jn
[IBb ]] = |An|E[Eµ⊗2n [Iφ−1j φ′i∈Bb |A
2kn
n ]] ≤ Sw,2|Bb| yields the sec-
ond statement.
Lemma 24. Assume hypothesis (14). Then
sup
t∈F
E
[√|An|
η(n)
∑
iEµ∗n [h¯
i
n(φXn)t(W
φ
in)|Aknn ]
] ≤ K1C2( gnη(n))∑k′n<ici,2( gnη(n)),
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where K1 = O(|Bk|Sw,2). If hypothesis (15) holds instead,
sup
t∈F
E
[√|An|
η(n)
∑
iEµ∗n [h¯
i
n(φXn)t(W
φ
in)|Aknn ]
]
≤ K1C2+ε
( gn
η(n)
)[
kn√
|An|
+C2+ε
( gn
η(n)
)]Rbn+K2|Bbn |C2( gnη(n))∑k′n<ici,2( gnη(n)) ,
where K1 = O(Sw,1 + Sw,2) and K2 = O(Sw,2).
Proof. We proof the (harder) case of hypothesis (15) first, and then
highlight changes required for (14). Similar to Wφin, we abbreviate
Wφibk :=
√
|An|
η(n) Eµ∗n [h¯
φi,bn,k
n (φ
′Xn)|Aknn ] ,
so that in particular Wφin = W
φ
ibnk′n
. For all t ∈ F ,
∑
i
∣∣∣E[√|An|η(n) Eµ∗n[h¯in(φXn)t(Wφin)∣∣Aknn ]]∣∣∣(32)
(∗)
≤ ∑i E[√|An|η(n) Eµ∗n[|h¯in(φXn)||Wφin −Wφibnkn |∣∣Aknn ]]
+
∑
i
∣∣∣E[√|An|η(n) Eµ∗n[h¯in(φXn)t(Wφibnkn)∣∣Aknn ]]∣∣∣
where (∗) holds since t is 1-Lipschitz. To bound the first time on the right-
hand side, we use the definition the Lipschitz coefficients of gn, to obtain∑
i E
[√|An|
η(n) Eµ∗n
[∣∣h¯in(φXn)∣∣∣∣Wφin −Wφibnkn∣∣∣∣Aknn ]]
≤ ∑i E[|An|Eµ⊗2n [∑j∈Jn ci,2( gnη(n))cj,2( gnη(n))∣∣A2knn ]]
≤ |Bbn |
∑
i
∑
k′n<j≤kn ci,2
( gn
η(n)
)
cj,2
( gn
η(n)
)Sw,2 ,
where we have abbreviated Jn = Ibn,kn(φi,φ′) \ Ibn,k′n(φi,φ′). To bound the
second term, consider the element φ ∈ Gkn in (32). We can choose a se-
quence (φi,j)j∈N in Gkn , whose coordinates differ more and more from φi as
j increases, as follows: Set φi,0 = φ. For j ≥ 1, choose
φi,jk :=
{
φi,j−1k if d(φk,φi) 6∈ [j, j + 1)
any φi,jk with d(φ
i,j
k ,φi) > diam(An) if d(φk,φi) ∈ [j, j + 1)
41
for each k ≤ kn. Then∑
i
∣∣∣E[√|An|η(n) h¯in(φXn)t(Wφ,bn,kn,i)]∣∣∣
≤ ∑i∑j≥bn ∣∣∣E[√|An|η(n) h¯in(φi,j+1Xn)[t(Wφijkn)− t(Wφi(j+1)kn)]]∣∣∣
+
∑
i
∑
j≥bn
∣∣∣E[√|An|η(n) [h¯in(φi,j+1Xn)− h¯in(φi,jXn)]t(Wφijkn)]∣∣∣
≤ 4
√
2
pi
∑
l, l≥bn
∑
i ci,2+ε
( gn
η(n)
)|An|∥∥Wφijkn −Wφi(j+1)kn∥∥2+εα ε2+ε (l|G)
+ 4
∑
i ci,2+ε
( gn
η(n)
)∑
l≥bn α
ε
2+ε (l|G)
√
|An|I{d(φ\l,φ\i) ∈ [j, j + 1]} .
Since that is true for any φ ∈ Gkn , we conclude∑
i
∣∣∣E[√|An|η(n) Eµ∗n(h¯in(φXn)t(Wφin)∣∣Aknn )]∣∣∣
≤ 4
√
2
pi
∑
i ci,2+ε(
gn
η(n))
E
[∑
j I{j 6∈ Ibn,kn(φi,φ′)}cj,2+ε( gnη(n))Eµ⊗2n
(|An|α ε2+ε (d(φi,φ′j)|G)|A2knn )]
+ 4
∑
i ci,2+ε(
gn
η(n))
∑
j E
[
Eµ∗n(
√
|An|α
ε
2+ε (d(φi,φj)|G)|Aknn
)]
≤ 4∑i ci,2+ε( gnη(n))(
knSw,1√
|An|
+ Sw,2
√
2
pi
∑
i ci,2+ε(
gn
η(n))
)∑
i≥bn α
ε
2+ε (i|G)|Bi+1\Bi| .
That establishes the result under (15). If (14) is assumed instead, the second
term of Eq. (32) vanishes. We hence have
sup
t∈F
E
[√|An|
η(n)
∑
i Eµ∗n
[
h¯in(φXn)t(W
φ
in)|Aknn
]]
≤ |BK |Sw,2
∑
i
∑
k′n<j≤kn
ci,2
( gn
η(n)
)
cj,2
( gn
η(n)
)
,
and the result also holds under (14).
B.4. The second term. For the second term, we have to control in-
teractions of random triples φ1,φ3,φ3 ∈ Gkn . These need to satsify the
condition
(33) d(φ1i,φ2j), d(φ1i,φ3l) ≤ bn and φ2 ∈ Vi,βn(n)
for all i, j, l ≤ kn, and either
(34) (i) min
l≤kn
d(φ2j ,φ3l) ∈ [k, k + 1] or (ii) min
l≤kn
d(φ2j ,φ1l) ∈ [k, k + 1] .
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The upper bound on the term in Lemma 22 must be established for fixed
values of n and βn. Given such values, we quantify the condition by choosing
a constant S∗2(kn) that satisfies
|An|2
∥∥Eµ⊗3n [I{φ1,φ3,φ3 |= (33) and (34i)}∣∣A3knn ]∥∥
|Bk+1 \Bk||Bbn |kn
≤ S∗2(kn)
and
|An|2
∥∥Eµ⊗3n [I{φ1,φ3,φ3 |= (33) and (34ii)}∣∣A3knn ]∥∥
|Bk+1 \Bk||Bbn |kn
≤ S∗2(kn) .
Similarly, we choose a constant S∗0 such that
|An|
|Bm|
∥∥Eµ⊗2n [I{d(φi,φj) ≤ m and φ′ 6∈ Vi,βn(n)}|A2knn ]∥∥ ≤ S∗0
for all n,m ∈ N and i, j ≤ kn.
Lemma 25. Assume (14) holds. Then for t ∈ F , and any p, q > 0 satis-
fying 1p +
1
q = 1,
sup
H∈F
∣∣∣E(√|An|η(n) Eµ∗n(h¯in(φXn)(t(W ∗)− t(Wφin)−∆φint′(W ∗))|Aknn ))∣∣∣
≤ K1 k
2
n√
|An|
C2q
( gn
η(n)
)2
S∗2(k
′
n)
∑
i Γi,p(γn)
+K2k
′
nS
∗
0C2(
gn
η(n))
2 +K3k
′
nC2(
gn
η(n))
∑
i ci,2
( h¯in(φXn)
η(n) I{ h¯
i
n(φXn)
η(n) ≥ γn}
)
,
where K1 = O(|Bk|2) and K2 = O(|BK |) and K3 = O(Sw,2|BK |). If (15)
holds instead,
sup
H∈F
∣∣E[√|An|η(n) ∑i Eµ∗n[h¯in(φXn)(t(W ∗)− t(Wφin)−∆φint′(W ∗))|Aknn ]]∣∣
≤ K1k
2
n|Bbn |S∗2(k′n)√|An| C(2+ε)q( gnη(n))2
∑
i
Γi,p(1+ ε
2
)(γn)
+K2k
′
n|Bbn |S∗0C2
( gn
η(n)
)2
+K3k
′
nC2
( gn
η(n)
)∑
i ci,2
( h¯in(φXn)
η(n) I{ h¯
i
n(φXn)
η(n) ≥γn}
)
where K1 = O(R0) and K2 = O(1) and K3 = O(Sw,2|BK |).
Proof. Suppose first (14) holds. By the triangle inequality,∣∣E[√|An|η(n) ∑i Eµ∗n[ h¯in(φXn)(t(W ∗)− t(Wφin)−∆φint′(W ∗))︸ ︷︷ ︸
:=T
|Aknn
]]∣∣
≤ ∣∣E[√|An|η(n) ∑i Eµ∗n[T I{| h¯in(φXn)ci,2(gn) | > γn} |Aknn ]]∣∣
+
∣∣E[√|An|η(n) ∑i Eµ∗n[T I{| h¯in(φXn)ci,2(gn) | ≤ γn} |Aknn ]]∣∣ .
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We again bound each term separately. Since t ∈ F , it satisfies (27), hence∣∣E[√|An|η(n) ∑i Eµ∗n[T I{| h¯in(φXn)ci,2(gn) | > γn} |Aknn ]]∣∣
≤ 2∑i ∣∣E[√|An|η(n) Eµ∗n[|h¯in(φXn)|I{ |h¯in(φXn)|ci,2(gn) > γn}|∆φin||Aknn ]]∣∣
≤ 2M2
( gn
η(n)
)|An|
·∑i ci,2( h¯inη(n)I{ |h¯in(φXn)|ci,2(gn) >γn})E[Eµ⊗2n [I{d(φi,φ′1:k′n) ≤ bn}|A2knn ]]
≤ Sw,2|Bbn |k′nM2
( gn
η(n)
)∑
i ci,2
( h¯in(φXn)
η(n) I{ |h¯
i
n(φXn)|
ci,2(gn)
> γn}
)
.
To bound the second term, we abbreviate
W˜φin := Eµ∗n
[
I{φ′ ∈ Vi(βn)}h¯φi,bn,k
′
n
n (φ
′Xn)
∣∣Aknn ,φ]
and ∆˜φin := Eµ∗n
[
I{φ′ ∈ Vi(βn)}
(
hn(φ
′Xn)− h¯φi,bn,k
′
n
n (φ
′Xn)
)∣∣Aknn ,φ] .
Again using the triangle inequality, we have∣∣E[√|An|η(n) ∑i Eµ∗n[T I{| h¯in(φXn)ci,2(gn) | ≤ γn} |Aknn ]]∣∣ ≤∣∣E[√|An|η(n) ∑iEµ∗n[h¯in(φXn)I{| h¯in(φXn)ci,2(gn) |≤γn}(t(W˜φin)− t(Wφin))∣∣Aknn ]]∣∣+∣∣E[√|An|η(n) ∑iEµ∗n[h¯in(φXn)I{| h¯in(φXn)ci,2(gn) |≤γn}(∆φin − ∆˜φin)t′(Wφin)|Aknn ]]∣∣+∣∣E[√|An|η(n) ∑iEµ∗n[h¯in(φXn)I{| h¯in(φXn)ci,2(gn) |≤γn}(t(W ∗)−t(W˜φin)−∆˜φint′(W ∗))∣∣Aknn ]]∣∣
=: (a) + (b) + (c) ,
and we further have to bound the terms (a), (b), and (c). Since t is Lipschitz,
(a) ≤ 2∑i ci,2( gnη(n))M2( gnη(n))∑
j≤k′n E[|An|Eµ⊗2n [I{d(φi,φj)≤bn, φ
′ 6∈ Viβn}|A2knn ]]
≤ 2k′n
∑
i ci,2
( gn
η(n)
)
M2
( gn
η(n)
)
sup
i,j
E[|An|Eµ⊗2n
[
I{d(φi,φj)≤bn, φ′ 6∈ Viβn}|A2knn ]
]
.
Analogously, we have
(b) ≤ 2k′n|Bbn |
∑
ici,2
( gn
η(n)
)
M2
( gn
η(n)
)
sup
i,j
1
|Bbn |E[|An|Eµ⊗2n [I{d(φi,φj)≤bn, φ
′ 6∈ Viβn}|A2knn ]] .
To bound (c), we again have to control interactions betweens elements of
Gkn . To compare a single coordinate ψ′i of such an element ψ′ to another
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element ψ′′, we use the canonical extension d¯(ψ′i,ψ
′′) = mink≤kn d(ψ
′
i,ψ
′′
k)
of d to sets. In addition to the element φ in (c), fix two further elements φ′
and φ′′, and a list ψ1, . . . ,ψbn constructed for b = 1, . . . , bn as follows:
• If either min {d¯(ψb−1k ,φ), d¯(ψb−1k ,φ′)} 6∈ [k, k + 1) or b 6∈ Ibn,k′n(φi,φ′′),
choose ψbk := ψ
b−1
k .
• Otherwise, choose ψbk such that d¯(ψ
b
k,φ) > bn and d¯(ψ
b
k,φ
′) > bn.
Such a list always exists. Abbreviate G(φ) := hn(φXn)− h¯φi,bn,k
′
n
n (φXn).
An application of the triangle inequality yields∣∣E[ |h¯in(φ0Xn)|
η(n)3
I{ |h¯in(φ0Xn)|ci,2(gn) ≤γn}G(φ1)G(φ2)]
∣∣
≤∑l(∣∣E[ |h¯in(φ0Xn)|η(n)3 I{ |h¯in(φ0Xn)|ci,2(gn) ≤γn}G(φ1)G(ψl2)]∣∣
− ∣∣E[ |h¯in(φ0Xn)|
η(n)3
I{ |h¯in(φ0Xn)|ci,2(gn) ≤γn}G(φ1)G(ψ
l−1
2 )]
∣∣)
≤ Ci,q(1+ ε
2
)(γn)
∑
j,l cl,2p(1+ ε2 )
( gn
η(n)
)
cj,2p(1+ ε
2
)
( gn
η(n)
)
α
ε
2+ε (min {d¯(φ′′l ,φ), d¯(φ′′l ,φ′)}|G)
where the sum in the final term runs over the index range j ∈ Ibn,k′n(φi,φ′)
and l ∈ Ibn,k′n(φi,φ′′). By Taylor expansion, we hence obtain
(c) ≤
√
2
piE
[√|An|
η(n)
∑
i Eµ∗n
[|h¯in(φXn)|(∆˜φin)2 ∣∣Aknn ]]
≤
16k′nkn|Bbn |
(∑
i ci,q(1+ ε2 )(
gn
η(n))
)2(∑
i Γi,p(1+ ε2 )(γn)
)
S∗2(k′n)R0√|An| ,
which establishes the result under hypothesis (15). If (14) holds instead,
we follow the same proof outline, with the difference that there is some
K ∈ N such that bn = K for all n, and that any two elements separated by
a distance of at least K are conditionally independent. In this case,∣∣E[√|An|η(n) Eµ∗n[h¯in(φXn)(t(W ∗)− t(Wφin)−∆φint′(W ∗))|Aknn ]]∣∣
≤ 4k
′
nkn|BK |2√|An| (∑i ci,2q( gnη(n)))2(∑i Γi,p(1+ ε2 )(γn))S∗2(k′n)
+ 2
∑
i ci,2
( gn
η(n)
)
M2
( gn
η(n)
)
E[|An|Eµ⊗2n [I{d¯(φi,φ′1:k′n)≤K,φ 6∈ Viβn}|A2knn ]]
+ 2Sw,2|BK |k′n
∑
i ci,2
( h¯in(φXn)
η(n) I{| h¯
i
n(φXn)
ci,2(gn)
|>γn}
)
M2
( gn
η(n)
)
,
and the result holds under (14).
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B.5. The third term. Again, values of n, kn, and βn are fixed. We
consider pairs of elements φ,φ′ ∈ Gkn that satisfy
(35) d(φi,φ
′
j) ≤ bn and d(φi,φj) ∈ [m+ 1,m] and φ′ ∈ Vi,βn
for i, j ≤ kn. Similar to the definition of S∗2 in the previos section, we can
choose a finite constant S∗3 such that
|An|2
|Bbn ||Bm+1\Bm|
∥∥Eµ⊗2n [φ,φ′ |= (35)∣∣A2knn ]∥∥ ≤ S∗3 .
Lemma 26. Fix p, q > 0 such that 1p +
1
q = 1. If (14) holds,∥∥1− √|An|η(n) E[Eµ∗n[hn(φXn)∆φin∣∣Aknn ]∣∣G]∥∥
≤ E[∣∣η(n)2−ηˆ2n,K
η(n)2
∣∣]+K1C2( gnη(n))∑j>k′n cj,2( gnη(n))+ K2k4n|An| C2( gnη(n))2 ,
where K1 = O(Sw,2|BK |) and K2 = O(Sw,2|BK |2). If (15) holds instead,∥∥1− √|An|η(n) E[Eµ∗n[hn(φXn)∆φin∣∣Aknn ]∣∣G]∥∥
≤ K1|Bbn |C2
( gn
η(n)
)2
S∗0 +K2|Bbn |C2
( gn
η(n)
)∑
j>k′n
cj,2
( gn
η(n)
)
+K3C2+ε
( gn
η(n)
)2 k2n|Bbn |
|An| (Sw,2 + S∗3)Rbn + E
[∣∣η(n)2−ηˆ2n,bn
η(n)2
∣∣] ,
where K1 = O(1) and K2 = O(Sw,2) and K3 = O(1).
Proof. Assume first that (15) holds. As above, we use the abbreviation
G(φ) := hn(φXn)− h¯φi,bn,k
′
n
n (φXn). By the triangle inequality,
∥∥∥η(n)2 − |An|∑i Eµ⊗2n [E[h¯in(φXn)G(φ′)|G]|A2knn ]
η(n)2
∥∥∥
≤
∥∥∥ |An|∑i Eµ⊗2n [E[h¯in(φXn)(h¯φi,bn,k′nn (φ′Xn)− h¯φi,bn,knn (φ′Xn))|G]∣∣A2knn ]
η(n)2
∥∥∥
+
∥∥∥ ηˆ2n,bn − |An|∑i Eµ⊗2n [E[h¯in(φXn)G(φ′)|G]|A2knn ]
η(n)2
∥∥∥
+ E
[∣∣η(n)2−ηˆ2n,bn
η(n)2
∣∣]+ Sw,2|Bbn |∑i∑j>k′n ci,2( gnη(n))cj,2( gnη(n))
=: (a) + (b) + (c) + (d) .
(36)
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We can further bound terms (a) and (b). By definition of the Lipschitz
coefficients,
(a) ≤
∑
i
∥∥∥ |An|Eµ⊗2n [
∑
j∈Ibn,kn (φi,φ′)\Ibn,k′n (φi,φ
′) ci,2(
gn
η(n))cj,2(
gn
η(n))|A2knn
]
η(n)2
∥∥∥
≤ Sw,2|Bbn |
∑
i
∑
j>k′n
ci,2
( gn
η(n)
)
cj,2
( gn
η(n)
)
.
To bound (b), abbreviateH(φ,φ′) := h¯in(φXn)
(
hn(φ
′Xn)− h¯φi,bn,kn (φ′Xn)
)
,
and consider the index set
(37) J (φ,φ′) := {i, j|d(φi,φ′j) ≤ bn} .
Then for (i, j) ∈ J (φ,φ′),∥∥∥E[ 1η(n)2H(φ,φ′)∣∣G]− E[ 1η(n)2 F̂∞,i(hn, Xn,φi)F̂∞,j(hn, Xn,φ′j)|G]∥∥∥1
≤ 8∑l 6=i cl,2+ε( gnη(n))ci,2+ε( gnη(n))α ε2+ε (d¯(φl, [φ′,φl+1:kn ])∣∣G)
+ 8
∑
l 6=j cl,2+ε
( gn
η(n)
)
cj,2+ε
( gn
η(n)
)
α
ε
2+ε
(
d¯(φ′l, [φ
′
l+1:kn ,φi])|G
)
.
Let ψ,ψ′ be two elements of Gkn such that, for the same index pair (i, j),
(38) ψi = ψ
′
i and ψj = ψ
′
j .
Using a telescopic sum, we have∥∥E[ 1
η(n)2
H(φ,φ′)
∣∣G]− E[ 1
η(n)2
H(ψ,ψ′)
∣∣G]∥∥
1
≤∑kn−1l=0 ∥∥E[ 1η(n)2 (H([ψ1:l,φl+1:kn ],φ′)−H([ψ1:l+1,φl+2:kn ],φ′))∣∣G]∥∥1
+
∑kn−1
l=0
∥∥E[ 1
η(n)2
(
H(ψ, [ψ′1:l,φ
′
l+1:kn ])−H(ψ, [ψ′1:l+1,φ′l+2:kn ])
)∣∣G]∥∥
1
≤ 16∑l 6=i cl,2+ε( gnη(n))cj,2+ε( gnη(n))α ε2+ε (d¯([ψl,φl], [φ′,φl+1:kn ,ψ1:l−1])∣∣G)
+ 16
∑
l 6=j cl,2+ε
( gn
η(n)
)
ci,2+ε
( gn
η(n)
)
α
ε
2+ε
(
d¯([ψ′l,φ
′
l], [φ,φ
′
l+1:kn ,ψ
′
1:l−1])||G
)
.
By definition, F̂∞,i(hn, Xn,φi)F̂∞,j(hn, Xn,φ′j) is the average of H(ψ,ψ′)
over the set of pairs (ψ,ψ′) satisfying (38). For all i, j ≤ kn, we hence obtain∥∥∥Eµ⊗2n [ I{J (φ,φ′)={i,j},φ′∈Vi,βn}(H(φ,φ′)−F̂∞,i(hn,Xn,φi)F̂∞,j(hn,Xn,φ′j))η(n)2 ∣∣A2knn ]∥∥∥
≤ 128(∑l cl,2+ε( gnη(n)))2 k2n|Bbn ||An| ∑m≥bn |Bm+1\Bm|(Sw,2 + S∗3)α ε2+ε (m|G) .
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We can then upper-bound (b) as∥∥Eµ⊗2n [ I{J (φ,φ′)={i,j},φ′∈Vi,βn}(H(φ,φ′)−F̂∞,i(hn,Xn,φi)F̂∞,j(hn,Xn,φ′j))η(n)2 ∣∣A2knn ]∥∥∥∥Eµ⊗2n [ I{J (φ,φ′)={i,j},φ′ 6∈Vi,βn}(H(φ,φ′)−F̂∞,i(hn,Xn,φi)F̂∞,j(hn,Xn,φ′j))η(n)2 ∣∣A2knn ]∥∥∥∥Eµ⊗2n [ I{J (φ,φ′)({i,j}}(H(φ,φ′)−F̂∞,i(hn,Xn,φi)F̂∞,j(hn,Xn,φ′j))η(n)2 ∣∣A2knn ]∥∥
=: b1ij + b
2
ij + b
3
ij ≥ (b) .
We have already obtained a bound for b1ij above. For b
2
ij ,∑
i,j b
2
ij
≤ 4∑i,j ∥∥Eµ⊗2n [I{J (φ,φ′) = {i, j},φ′ 6∈ Vi,βn}∣∣A2knn ]∥∥ci,2( gnη(n))cj,2( gnη(n))
≤ 4(sup
i
ci,2
( gn
η(n)
))2
sup
i,j
E[Eµ⊗2n [|An|I{φ′ 6∈ Vi(βn), d(φi,φj) ≤ bn}|A2knn ]] .
For the final term, ∑
ij b
3
ij ≤ 4Sw,2|Bbn |
2k4n
|An| M2
( gn
η(n)
)2
.
Substituting the bounds for (a) and (b) so obtained back into (36) then
completes the proof under hypothesis (15). If (14) holds instead, correlations
between elements separated by a distance exceeding some constant K have
no effect. In this case,∥∥t′(W ∗)(1− √|An|η(n) E[Eµ∗n[hn(φXn)∆φin∣∣Aknn ]∣∣G]∥∥
≤
√
2
pi
(
E
[∣∣η(n)2−ηˆ2n,K
η(n)2
∣∣]+ Sw,2|BK |∑i∑k′n<j≤kn ci,2( gnη(n))cj,2( gnη(n))
+ 4
Sw,2|BK |2k4n
|An| M2
( gn
η(n)
)2)
,
which completes the proof.
B.6. The fourth term. The final term in Lemma 22 corresponds to
a fourth moment, and we have to consider interactions between quadruples
φ1, . . . ,φ4 of random elements of Gkn . Once again, n, bn, βn and kn are
fixed. For a quadruple of indices i, j, l,m, we are interested in whether the
random elements satisfy
d(φ1,i,φ2,j) ≤ bn d(φ3,l,φ4,m) ≤ bn(39)
and φ1 ∈ Vi,βn φ2 ∈ Vj,βn φ3 ∈ Vl,βn φ4 ∈ Vm,βn .(40)
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We then choose a constant S∗4 such that
|An|3
|A||Bbn |2
∥∥Eµ⊗4n [I{φ1, . . . ,φ4 |= (39), (40) and φ−12,jφ3,m ∈ A}∣∣A4knn ]∥∥ ≤ S∗4
holds for every Borel set A ⊂ Gkn with |A| ≥ 1.
Lemma 27. Fix p, q > 0 with 1p +
1
q = 1. Assume (14) holds. Then∑
i
∥∥√|An|
η(n) Eµ∗n
[
h¯in(φXn)∆
φ
in − E[h¯in(φXn)∆φin|G]
∣∣Aknn ]∥∥1
≤ K1 k
′
n
2√
|An|
C44(1+ ε
2
)
( gn
η(n)I{| gnη(n) | ≤ γn})
√
S∗4 +
K2k4n
|An| C
2
2
( gn
η(n)
)
+K3C2
( gn
η(n)
)2|Bbn |S∗0 ,
where K1 = O(|BK | 32 ) and K2 = O(Sw,2|BK |2) and K3 = O(Sw,2). If (15)
holds instead, then∑
i
∥∥√|An|
η(n) Eµ∗n
[
h¯in(φXn)∆
φ
in − E[h¯in(φXn)∆φin|G]
∣∣Aknn ]∥∥1
≤ K1
(
|Bbn |S∗0C22
( gn
η(n)
)
+
|Bbn |2k4n
|An| C2(
gn
η(n))
2
)
+K2
k2n|Bbn |RbnC22+ε
( gn
η(n)
)
|An| (Sw,2 + S∗w,1(n))
+K3|Bbn |C2
( gn
η(n)
)∑
i
(
E[|F̂∞,i(hn, Xn, e)|2I{|F̂∞,i(hn, Xn, e)| > γnci,2(gn)}]
) 1
2
+K4
|Bbn |k′n2C44(1+ ε
2
)
( gn
η(n)I{| gnη(n) | ≤ γn})√|An| √S∗4 ,
for K1 = O(Sw,2) and K2 = O(1) and K3 = O(Sw,2) and K4 = O(R0).
Proof. First suppose (15) holds. As previously, we use the abbrevia-
tion H(φ,φ′, i) = h¯in(φXn)
(
hn(φ
′Xn)− h¯φi,bn,k
′
n
n (φ
′Xn)
)
, where we now ad-
ditionally keep track of the index i. This term will now occur in its condi-
tionally centered form,
H(φ,φ′, i) = H(φ,φ′, i)− E[H(φ,φ′, i)|G] .
We also must consider interactions between the random measures F∞,i for
different values of i, and hence terms of the form
Fij(φ, φ
′, τ) = F̂∞,i(hn, Xn, φ)I{F̂∞,i(hn, Xn, φ) ≤ τ}
·F̂∞,j(hn, Xn, φ′)I{F̂∞,j(hn, Xn, φ′) ≤ τ}
49
for any threshold τ ∈ (0,∞]. These terms again occur in centered form,
F ij(φ, φ
′, τ) = Fij(φ, φ′, τ)− E[Fij(φ, φ′, τ)|G]
Using the triangle inequality, we obtain:
∑
i
∥∥√|An|
η(n) Eµ∗n
[
h¯in(φXn)∆
φ
in − E[h¯in(φXn)∆φin|G]
∣∣Aknn ]∥∥1
≤ ∥∥∑i |An|η(n)2Eµ⊗2n [I{(φ,φ′)∈Vj,βn×Vi,βn}H(φ,φ′, i)∣∣A2knn ]∥∥
+
∥∥∑
i
|An|
η(n)2
Eµ⊗2n
[
I{(φ,φ′) 6∈Vj,βn×Vi,βn}H(φ,φ′, i)
∣∣A2knn ]∥∥
≤ ∥∥∑i |An|η(n)2Eµ⊗2n [I{φ∈Vi,βn}(H(φ,φ′, i)− F ij(φi,φ′j ,∞)∣∣A2knn ]∥∥
+ |An|
∑
i≤kn,j≤k′n∥∥Eµ⊗2n [I{(φ,φ′)∈Vj,βn×Vi,βn , d(φi,φ′j) ≤ bn}F ij(φi,φ′j ,∞)η(n)2 |A2knn ]∥∥
+
∥∥∑
i
|An|
η(n)2
Eµ⊗2n
[
I{(φ,φ′) 6∈Vj,βn×Vi,βn}H(φ,φ′, i)
∣∣A2knn ]∥∥
=: (a) + (b) + (c) .
To bound (a), we proceed similarly as in the proof of Lemma 26. We again
use the index set J (φ,φ′) defined in (37). Then∥∥E[ 1
η(n)2
(|H(φ,φ′, i)| − |F ij(φi,φ′j ,∞)|)∣∣G]∥∥1
≤ 64∑l 6=i cl,2+ε( gnη(n))cj,2+ε( gnη(n))α ε2+ε (d(φl, [φ′,φl+1:kn ])∣∣G)
+ 64
∑
l 6=j cl,2+ε
( gn
η(n)
)
ci,2+ε
( gn
η(n)
)
α
ε
2+ε
(
d(φ′l, [φ
′
l+1:kn ,φi])|G
)
The smaller constants, compared to Lemma 26, are due to the fact that the
terms H(φ,φ′, i) have smaller Lipschitz coefficients than the similar terms
H(φ,φ′) (which involve kn rather than k′n, and are not centered). Since∥∥∑
i
|An|
η(n)2
Eµ⊗2n
[
I{φ∈Vi,βn ,J (φ,φ′)={i, j}}H(φ,φ′, i)−F ij(φi,φ′j ,∞)|A2knn
]∥∥
≤ 64k2n|Bbn ||An|
(∑
l cl,2+ε
( gn
η(n)
))2 ∑
i≥bn
|Bi+1\Bi|α
ε
2+ε (i|G)(Sw,2 + S∗3)
and similarly∥∥∑
i
|An|
η(n)2
Eµ⊗2n
[
I{φ∈Vi,βn , {i, j}(J (φ,φ′)}H(φ,φ′, i)−F ij(φi,φ′j ,∞)|A2knn
]∥∥
≤ 8Sw,2|Bbn |2k4n|An| M2
( gn
η(n)
)2
,
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we have a bound for term (a). To bound (b), we first note∥∥∑
i,j |An|Eµ⊗2n
[
I{φ′ ∈ Vi,βn , d(φi,φ′j) ≤ bn}
F ij(φi,φ
′
j ,∞)−F ij(φi,φ′j ,γn)
η(n)2
∣∣A2knn ]∥∥1
≤ 4∑min {i,j}≤k′n(E[|F̂∞,i(hn, Xn, e)|2I{|F̂∞,i(hn, Xn, e)| > γnci,2(gn)}]) 12
cj,2
( gn
η(n)
)
E[Eµ⊗2n I{φ
−1
i φ
′
j ∈ Bbn}|A2knn ]]
≤ 8Sw,2|Bbn |
(∑
j cj,2
( gn
η(n)
))
∑
i
(
E[|F̂∞,i(hn, Xn, e)|2I{|F̂∞,i(hn, Xn, e)| > γnci,2(gn)}]
) 1
2
Write ζi := ‖F̂∞,i(hn, Xn, e)I{|F̂∞,i(hn, Xn, e)| ≤ γnci,2(gn)}‖L4+2ε , and upper-
bound F̂ as F̂γn∞,i := min {F̂∞,i, γn}. Then for elements φ1, . . . , φ4 ∈ G and
indices i, j, l,m, we have∥∥Cov[F̂∞,i(hn, Xn, φ1)F̂∞,k(hn, Xn, φ2), F̂∞,k(hn, Xn, φ3)F̂∞,m(hn, Xn, φ4)]∥∥
≤ 4 ζi ζj ζl ζm α
ε
2+ε
(
d¯((φ1, φ2), (φ3, φ4))
∣∣G)
By definition of S∗4 , we then have
(b) ≤ 8 |Bbn |k′n2√|An|
(
S∗4
∑
i |Bi+1\Bi|α
ε
2+ε (i|G)
) 1
2 ∑
i≤kn,j≤k′n ζi ζj .
The final term (c) is upper-bounded by
2Sw,2
(∑
i ci,2
( gn
η(n)
))2
sup
i,j
E[Eµ⊗2n [|An|I{φ′ 6∈ Vi(βn), d(φi,φj) ≤ bn}|A2knn ]] ,
which concludes the proof under hypothesis (15). If (14) holds instead, there
is again a constant distance K beyond which correlations vanish, and
(a) ≤ 8Sw,2|BK |2k4n|An| M22
( gn
η(n)
)
(b) ≤ |Bbn |S∗0Sw,2
(∑
i ci,2
( gn
η(n)
))2
(c) ≤ 2 |BK |
3
2 k′n
2√
|An|
√
S∗4
∑
i≤kn,j≤k′n ζiζj ,
which completes the proof of the lemma.
B.7. Proof of the Berry-Esseen theorem. To proof Theorem 7, let
µ∗n be the random measure defiend in Eq. (30). We consider the variable
W := 1η(n)Eµn [hn(φXn)|Aknn ] = 1η(n)
∑
i Eµn [h¯
i
n(φXn)|Aknn ] ,
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and similarly define W ∗ by substituting µ∗n for µn, as in Lemma 22. If (bn)
is the increasing sequence chosen in the theorem, Lemma 21 shows
∣∣dW(W,Z∗)− dW(W ∗, Z∗)∣∣ ≤ k2nC1( gnη(n))|Bbn |Sw,1√|An| .
(If hypothesis Eq. (14) is assumed, we can in particular choose βn = K for
all n and some K.) We can apply Lemma 22, where we choose η(n) := η
and k′n := kn for all n. In Lemma 24–27, we can set p =
3
2 and q =
1
3 . The
constants S∗2 , S∗3 , S∗3 and the weak spreading coefficient Sw,2 can then be
bounded in terms of the (strong) spreading coefficients as
S∗2 ≤ S
2
3
2 S
∗
3 ≤ S
1
3
1 S
∗
4 ≤ S2 Sw,2 ≤ S
1
3
2 ,
and substitute these into the bounds in Lemma 24–27. The sequences (βn),
which controls the moments of (µn), and (γn), which controls moments of
hn
η(n) , are relevant in the proof of the central limit theorem; for present pur-
poses, we can set βn = γn =∞ for all n, and note that
‖h¯in(φXn)I{|h¯in(φXn)|≤γnci,2
( gn
η(n)
)}‖3 = ‖h¯in(φXn)‖3 ≤ ci,3(gnη )
and ζi ≤ c4+2,i
(gn
η
)
. Substituting all terms into Lemma 22 completes the
proof.
B.8. Proof of the central limit theorem. To proof Theorem 6, we
first note that
(41) ‖η̂2m,n − η2m‖1 n→∞−−−→ 0 for all m ∈ N .
That is the case since, for every ε > 0, we have
E[|η̂2m,n−η2m|] ≤ ε+E[η2mI{|η̂2m,n − η2m| > ε})+E
[
η̂2m,nI{|η̂2m,n − η2m| > ε}
]
≤ ε+E[η2mI{|η̂2m,n − η2m| > ε}]+|Bm|Sw,2
(∑
i
ci,2(gnI{|η̂2m,n − η2m| > ε})
)2
,
and (41) follows by uniform integrability of (gn(φXn)
2)φ,n.
We next must define suitable sequences of coefficients γn, βn, kn, k
′
n, and
bn as they appear in the bounds given by Lemma 21 and 22. These must be
chosen to ensure the relevant terms in the bounds converge to 0 as n→∞.
We first choose (γn) and (βn) to satisfy r
1
n := βnγ
2
nk
2
n/
√|An| → 0. Such
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sequences exist, since k2n/
√|An| → 0. We can then find sequences (k′n) and
(bn) that satisfy r
2
n := |Bbn |k′nS∗0 → 0 and
r3n := |Bbn |k′n
(∑
i ci,2
(
h¯in(φXn)I{ |h¯
i
n(φXn)|
ci,2(gn)
> γn}
))→ 0 ,
which is possible S∗0 → 0 as βn →∞, and
r4n := |Bbn |
(∑
k′n<i
ci,2+ε(gn)
)
→ 0 and r5n := |Bbn | k
2
nγ
2
n√
|An|
→ 0 .
Consequently, we can choose sequences (δn) and (εn), with δn →∞ and
εn →∞ such that
δn/ε
3
n → 0 and δnrjn/ε3n n→∞−−−→ 0 for j = 1, . . . , 5 .
Because of (41), the sequence can additionally be chosen to satisfy
‖η̂2m,n − η2m‖1δn
ε2n
n→∞−−−→ 0 .
Let η be the asymptotic variance, as in the hypothesis of the theorem. Given
(εn) and (δn), we construct the sequence (η(n))n as in (28). The same rea-
soning as in the elementary proof then applies, and as in (29), we obtain
dW(Sn, η(n)Z) ≤ δndW
(
Sn
η(n) , Z
)
for Sn :=
√
|An| F̂n(hn, Xn) .
To apply Lemma 21 and Lemma 22, we note that
sup
n
∑
i ci,2
(
h¯in(φXn)I{| h¯
i
n(φXn)
ci,2(gn)
| > γn}
)→ 0 as γn →∞ .
Recall that the constants S∗0 , S∗2 , etc by definition depend on the specific
choice of the sequence (k′n) and (βn). With both sequences given,
S∗0 ≤ k′nβnSw,2 S∗2 ≤ k′nβnSw,2 S∗3 ≤ k′nβnSw,1 S∗4 ≤ k′n2β2nSw,2 .
Moreover, we have
∑
i≤kn,j≤k′n ζi ζj ≤
γn
ε2n
∑
i ci,2+ε(gn) and∑
i
∥∥h¯in(φXn)I{|h¯in(φXn)| ≤ γnci,2( gnη(n))}∥∥L∞ ≤ γn∑i c2,i(gn) .
Substituting into Lemma 21 and 22, we then obtain an upper bound on
dW(Sn/η, Z) and hence, as shown above, on dW(Sn, Z) as claimed.
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APPENDIX C: OTHER PROOFS
This section collects proofs remaining once the main limit theorems are es-
tablished: The concentration inequality (Theorem 8), Propositions 14 and 16,
and Theorem 18, the entropy central limit theorem.
Proof of Theorem 8. The proof strategy is to approximate the inte-
gral Eµn [hn(φ ·Xn)|Aknn ], and first establish concentration of each sum. To
this end, let εm :=
1
m for m ∈ N, and let (Cm) and εm-grid of subsets of G,
as defined in Section 5. Let Bε(φ) denote the ball {φ′ ∈ G|d(φ, φ′) ≤ ε} of
radius ε around φ. For each m, we can choose a partition Pm of G such that
each φ ∈ Cm is in a separate block of Pm and Pm(φ) ⊂ B 1
m
(φ) ,
where Pm(φ) is the block of the partition containing φ. Since Pm parti-
tions G, the product partition Pknm := Pm × . . .× Pm partitions Gkn , and
we discretize the integral as
Σnm :=
∑
φ∈Cknm
Eµn
[Pknm (φ)|Aknn ]hn(φXn) .
For each fixed n ∈ N, the sum Σnm satisfies∥∥Σnm − Eµ∗n [hn(φXn)∣∣Aknn ]∥∥1 ≤ sup
φ∈Gkn
φ′∈Bεm (φ)kn
‖hn(φXn)− hn(φ′Xn)‖1 m−→ 0.
By hypothesis, hn is L1 uniformly contintuous in φ, hence
P
(|Eµn [hn(φXn)|Aknn ]| ≥ λ ∣∣µn ) ≤ lim sup
m
P
(|Σnm| ≥ λ ∣∣µn )
for all λ > 0. By hypothesis, Σmn is self-bounded, with self-bounding con-
stants given by
∑
i ciEµn [P( 1m , φ)|Aknn ]. We can hence use [12, Theorem 4.3]
to obtain
P (|Σmn| ≥ λ|µn) ≤ 2 exp
(
−
(
1− Λ((Xφ)φ∈Cm)
)
λ2∑
φ∈Cm
∑
i ci(Eµn [Pm(φ)|Aknn ])2
)
≤ 2 exp
(
−|An|(1− Λ((Xφ)φ∈Cm))λ
2
τn|B 1
m
|(∑i ci)2
)
.
where the second inequality is obtained using the definition of τn. Since the
above holds for any m, we let m→∞, and use the definition of ρn to obtain
P (|Eµn(hn(φXn)|Aknn )| ≥ λ|µn) ≤ 2 exp
(−|An| (1−ρn)λ2[∑i ci]2τn ) ,
which completes the proof.
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Proof of Proposition 14. Consider the random sets
Vlm := {(Vi, Vj) ∈ XW ∩ [l, l + 1]× [m,m+ 1]} .
Then (|Vlm)|)l,m is an exchangeable array. Since
E[ft(Xwˆ(gs(XW ),s))|gs(XW)] =
∑
(i,j)∈gs(XW )
P
({(i, j)∈gt(Xwˆ(gs(XW ),s))}|gs(XW))
=
t2
s2
|{(i, j) ∈ gs(XW)}| = t
2
s2
|{(Vi, Vj) ∈ XW ∩ [0, s]2}| = t
2
s2
∑
l,m≤s−1
|Vlm| ,
the result follows from Theorem 6.
Proof of Proposition 16. We first note that
E[f(X)f(φX)|H] = lim
n
1
|An ∩H|
∫
An∩H
f(θφX)f(θX)d|θ|
for all φ ∈ H, and hence E[f(X)f(φX)|H] = E[f(X)f(φX)|G]. Using Theo-
rem 6, we obtain∫
An∩H
f(φX)√
An ∩H
|dφ| d−→ ηHZ and
∫
An∩H
f(φX)√
An ∩H
|dφ| d−→ ηZ .
Since the random variables η and ηH satisfy
|K|η2H − η2 = |K|
∫
H
E[f(X)f(φX)|H]|dφ| − η2
=
∫
H
∫
K
f(X)[f(φX)− f(φθX)]|dθ||dφ| ,
the result follows.
Proof of Theorem 18. Since the group is countable, we can define an
order ≺ on G by enumerating the elements of An as φn1 , φn2 . . ., and choosing
the order such that φni−1 ≺ φni . For the process (Sφ), define the σ-algebras
Tn(φ) := σ{Sφ′ |φ′ ∈ An, φ′ ≺ φ} and T (φ) := σ{Sφ′ |φ′ ≺ φ} .
With these in hand, we define functions
fn(S, φ) := logP (Sφ|Tn(φ))− E[logP (Sφ|Tn(φ))]
gm(S, φ) := logP (Sφ|T (φ) ∩Bm)− E[logP (Sφ|T (φ) ∩Bm)
]
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An application of the chain rule then yields
1√
|An|
(
logP (SAn)− E[logP (SAn)]
)
= 1√|An|
∑
φ∈An f(S, φ) .
Now consider a φ such that Tn(φ) ∩Bm = T (φ) ∩Bm. Then
‖fn(S, φ)− gm(S, φ)‖L2 ≤ ρm .
The number of φ ∈ An for which that is not the case is
|{φ ∈ An | Tn(φ) ∩Bm 6= T (φ) ∩Bm}| ≤ |An4BmAn|
Denote Mp := supφ∈G,A⊂G ‖ logP (Xφ|XA)‖Lp . Then for any k ∈ N, and any
φ, φ′ ∈ G that satisfy d(φ, φ′) ≥ i, we have
Cov
[
fn(S, φ)−gm(S, φ), fn(S, φ′)−gm(S, φ′)
] ≤ 2ρkM2 + 4M2+εα ε2+εm (i− k) .
Since
|An4BbnAn|
|An| → 0 holds for any sequence (bn) with bn →∞, we have
1√|An|
∑
φ∈An
fn(S, φ)− gbn(S, φ) L2−→ 0 .
Moreover, if αm denotes the mixing coefficient of gm, then α
m(i) ≤ α(i− 2m).
Theorem 6 hence implies∑
φ∈An gm(φX)√|An| d−→ ηmZ for η2m :=
∑
φ
Cov[gm(X), gm(φX)] ,
and since ηm
m→∞−−−−→ η, the result follows.
