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In this paper, we propose a method for extracting 
effective features from various lung sounds. We use those 
features to compose templates useful for lung sound 
classification. First, we obtain power spectra as feature 
vectors by FFT. Second, we make feature vector groups 
partially overlapping with each other and represent each 
group by a few component vectors provided by spectral 
unmixing. We put component vectors obtained from 
various lung sounds into a single set and conduct 
clustering repeatedly. We can regard the sets of 
component vectors belonging to the same cluster in all 
clustering results as effective features. In the experiment, 
we use a CD accompanying a textbook for nurses and 
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幅の窓を 3/4 重ねながら移動させ，FFT を適用する．予備実
験の結果から，今回は Hamming 窓を採用する．サンプリ
ング周波数を f Hz，窓は d2 個のデータ点を含むとすると，
各窓は fd /2 sec の時間幅に対応し，FFT によって得られる
パワー・スペクトルは，d 次元の特徴ベクトルとみなすこと
ができる．なお，実験ではパワーの対数を用い，稀に生じる
負の値は 0 で置き換える．今回は 512=d としたので，隣接
する窓は 384 点で重なる．実験に用いた肺音のサンプリング
周波数は 44.1 kHz だが，利用予定の他の肺音データに合わ
せて，11025Hz にダウンサンプリングした．よって，




1 つのグループにまとめる．連続する n 個の窓をフレームと
呼ぶ．連続する窓は 3/4 重なっているので， n 個の窓からな
るフレームは fdn 2/)3( + sec の時間幅に対応しており，こ
の時間幅から n個の特徴ベクトルの集合を1つ取り出すこと
になる．今回の実験では 32=n と設定する． 32=n のとき，
1 フレームの時間幅は約 0.81sec となる．フレームは，隣接

















式として論文[9]で提案された式(12)を， 910−=ε ， 2=β の


















論文の実験では，毎回の実行で 80 個前後のクラスタを得た． 
多数回のクラスタリング全ての実行結果で，2 つの成分ベ
クトルa とb が同じクラスタに属するとき， ba ~ と書くこ
とにする． 1a と 2a ，および， 1b と 2b とを，直交関係にある




21 ~ aa や 21 ~ bb は成り立たないことが期待される．よって，
このような結果を与えた成分ベクトルは捨てる．しかし，
11 ~ ba かつ 22 ~ ba や， 21 ~ ba かつ 12 ~ ba というケースは
起こりうる．これらのケースを同時類似と呼ぶことにする．
同時類似のケースは， 1a と 2a が由来するフレームの音声デ
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カフという，通常の肺音聴診とは明らかに異質な音声を与え

























表 1  評価実験に用いた肺音データ 
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512=d 次元ベクトルで，第 k エントリ（ 5121 ≤≤ k ）は周
波数 dkf 2/ のパワーに対応する．1~512 番目のエントリの
うち 9~128, 9~192, 9~256, 9~384, 17~128, 17~192, 17~256, 





 表 2 に評価実験の結果をまとめた．例えば，スペクトル分
離に ICA を使い，成分ベクトルを 9~128 番目のエントリに
制限して得られたメタクラスタの評価は，表 2 の最も左上の
セルにある．0.9387 と 0.0068 はそれぞれ microaveraged 
precision，microaveraged recall である．その下に「(186:24)」
とあるのは，メタクラスタが 186 個であること，また，テン
プレートを作成できるカテゴリが 24 個あることを意味する． 
 上で述べたように，高い precision が望ましい．表 2 のい
ずれの場合も，成分ベクトルの単純平均（「MEAN」と書か
れた行）の precision は，ICA や NMF よりかなり低い．こ











クトルが，全て失われた．残る 30 カテゴリのうち，29 のカ
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表 2  評価実験の結果 
Table 2  Results of evaluation experiment 























































































表 3  クラスタリング回数とメタクラスタの質の相関 
Table 3  Correlation between the number of clustering 
executions and the quality of metaclusters 
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