Generating functions for symmetric and shifted symmetric functions by Jing, Naihuan & Rozhkovskaya, Natasha
ar
X
iv
:1
61
0.
03
39
6v
1 
 [m
ath
.C
O]
  1
1 O
ct 
20
16
GENERATING FUNCTIONS FOR SYMMETRIC AND SHIFTED
SYMMETRIC FUNCTIONS
NAIHUAN JING AND NATASHA ROZHKOVSKAYA
Abstract. We describe generating functions for several important families of classical sym-
metric functions and shifted Schur functions. The approach is originated from vertex oper-
ator realization of symmetric functions and offers a unified method to treat various families
of symmetric functions and their shifted analogues.
1. Introduction
This paper pursues two goals. The first one is to describe several important families
of symmetric functions and their analogues through generating functions. With such an
approach, one could argue that all information about a particular family of symmetric func-
tions is encoded in the defining factor of the generating function, which we call “correlation
function” below. For example, all the properties of Schur symmetric functions sλ can be
reconstructed from the correlation function f(x) = 1−x, and the generating function in this
case has the form
det
[
ui−ji
] l∏
i=1
Q(ui) =
∑
l(λ)≤l
sλu
λ1
1 · · ·u
λl
l ,
where Q(u) is the generating function of the homogeneous complete symmetric functions
(for detail see the next sections). This approach, extended to the shifted Schur functions s∗λ
a´ la Okounkov-Olshanski [11], allows us to find a new formula for their generating function:
det
[
1
(ui|i− j)
] l∏
i=1
Q∗(ui − i+ 1) =
∑
l(λ)≤l
s∗λ
(u1|λ1) · · · (ul|λl)
,
where Q∗(u) is the generating function of the homogeneous complete shifted symmetric
functions.
The origin of this point of view lies in the renown vertex operator realization of Schur
functions that arises naturally in the framework of the boson-fermion correspondence. This
motivates our second goal to describe in a unified way the interpretation of the generating
functions as a result of a successive application of vertex operators to a vacuum vector.
The results of this paper are related to our earlier work [7], where we observed that the
statement of the boson-fermion correspondence can be deduced directly from the Jacobi –
Trudi identity (5.11) or, equivalently, Giambelli formula, – the classical statements of the
theory of symmetric functions. This observation motivated us in [7] to apply a generalized
version of Jacobi –Trudi identity for the construction of different versions of the action of
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the special infinite dimensional Clifford algebra on the polynomial algebras that arise in
representation theory as analogues of the algebra of symmetric functions. In particular, we
obtained explicit formulas for the vertex operators corresponding to universal characters of
classical Lie algebras, shifted Schur functions and generalized Schur symmetric functions
associated to linear recurrence relations.
In this note we take a related but different direction. We observe that several important
families of symmetric functions can be interpreted as coefficients of the generating functions
defined by certain correlation factors. Then there is a simple and a natural way to introduce
the action of the Clifford algebra on the vector space spanned by the coefficients of the
generating function, which in turn gives rise to (in some cases modified) vertex operators.
In particular, this gives vertex operator realization for several generalizations of symmetric
functions not covered by determinant-like formula of the Jacobi –Trudi type (e.g. Schur
Q-functions and Hall-Littlewood symmetric functions).
The paper is organized as follows. In Section 2 we introduce the general construction
and illustrate it with the examples of Schur functions and Schur Q-functions. This set up
immediately allows us to define creation and annihilation operators, which is done in Section
3 along with “normally ordered” decomposition of the corresponding vertex operators. This
is further illustrated by the construction of the Hall-Littlewood symmetric functions. In
Section 4 we apply the same approach to find the generating function for shifted Schur
functions and its vertex operators presentation. In the last Section 5 for the convenience of
reader we outline the main components of boson-fermion correspondence and review some
properties of symmetric functions used in the note.
2. Symmetric functions
2.1. Definitions. Let B = K[Q1, Q2, . . . ] be the ring of polynomials in infinitely many
commuting variables, where K = C or C[t] in the examples that follow. For convenience,
set Q0 = 1 and Qi = 0 for i < 0. Write the generating function Q(u) =
∑∞
k=0Qku
k, and set
R(u) =
∑∞
k=0Rku
k to be the formal inverse series of Q(u):
Q(u)R(u) = R(u)Q(u) = 1. (2.1)
Note that the coefficients Rk’s are polynomials in Ql’s, and R0 = 1. Set also Ri = 0 for i < 0.
The example of Schur functions considered below in Section 2.2 will explain the expected
meaning of elements Qi’s and Ri’s in the context of symmetric functions.
Let f ∈ C[[x]] be an invertible power series in x:
f(x) =
∞∑
k=0
fkx
k, f−1(x) =
∞∑
k=0
f˜kx
k. (2.2)
Define
Q(u1, u2, . . . , ul) =
∏
i<j
f(uj/ui)
l∏
i=1
Q(ui), (2.3)
R(u1, u2, . . . , ul) =
∏
i<j
f(uj/ui)
l∏
i=1
R(ui), (2.4)
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and for an ordered k-tuple of integers λ = (λ1, . . . , λk) set
Qλ := Q(u1, u2, . . . , ul)|uλ11 ...u
λl
l
,
Rλ := R(u1, u2, . . . , ul)|uλ11 ...u
λl
l
.
We think of Q(u1, u2, . . . , ul) and R(u1, u2, . . . , ul) as the generating functions for coeffi-
cients Qλ and Rλ respectively.
Lemma 2.1. The elements Qλ and Rλ are well-defined by (2.3, 2.4) as polynomials in
variables Q1, Q2, . . . .
Proof. This is proved by induction. The statement is true for coefficients of Q(u) just by the
definition. We have:
Q(u1, . . . , ul, v) =
l∏
i=1
f(v/ui)Q(u1, . . . , ul)Q(v)
=
∑
λi∈Z
∞∑
k=0
∞∑
r1,...,rl=0
fr1 · · · frlQ(λ1,...,λl)Qku
λ1−r1
1 · · ·u
λl−rl
l v
k+r1+···+rl
=
∑
ai∈Z
∞∑
m=0
∞∑
r1,...,rl=0
fr1 · · · frlQ(a1+r1,...,al+rl)Qm−r1−···−rlu
a1
1 · · ·u
al
l v
m. (2.5)
Since Qk = 0 for k < 0, we get 0 ≤ r1 + · · ·+ rl ≤ m, and the coefficient of u
a1
1 . . . u
al
l v
m in
(2.5) is a sum of polynomials in Qn’s with finitely many nonzero terms. For R(u1, . . . , ul)
the argument is exactly the same.

Remark 2.1. We restricted ourselves to the case when the generating function for Qλ’s is
determined by an invertible series f(v/u) in non-negative powers of (v/u). One can ask, if
this definition can be extended to a more general function f(u, v) by setting
Q(u1, u2, . . . , ul) :=
∏
i<j
f(ui, uj)
∏
i
Q(ui).
Note that in such a case certain restrictions on f would follow right away. Indeed, assume
formally that f(u, v) =
∑
k∈Z
∑
l∈Z fk,−lu
kv−l. Write
Q(u, v) = f(u, v)Q(u)Q(v) =
∑
k,l∈Z
∞∑
s,t=0
fk,−lQsQtu
k+sv−l+t
=
∑
m,n∈Z
(
∞∑
s,t=0
fm−s,n−tQsQt
)
umvn.
Then in general, one has to impose some conditions on f(u, v) to make the sum in the
parentheses finite. The existence of well-defined series R(u1, . . . , ul) and the construction of
well-defined operatorsDQk andDRk as in Section 3.2 below would imply further restrictions.
We will often use abbreviated notation u¯ for multivariable argument (u1, . . . , ul) of func-
tions:
Q(u¯) = Q(u1, . . . , ul), R(u¯) = R(u1, . . . , ul),
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Q(v, u¯) = Q(v, u1, . . . , ul), and R(v, u¯) = R(v, u1, . . . , ul).
2.2. Generating function for Schur symmetric functions. The celebrated Schur func-
tions (see Appendix 5.2) serve as the main example of functions with a generating series of
the form (2.3). Namely, set
f(x) = 1− x. (2.6)
Then
Q(u¯) =
∏
i<j
(
1−
uj
ui
) l∏
i=1
Q(ui) = det[u
i−j
i ]
l∏
i=1
Q(ui) = det[u
i−j
i Q(ui)]
=
∑
σ∈Sl
sgn(σ)
∑
a1...al
Qa1u
a1+1−σ(1)
1 · · ·Qalu
al+l−σ(l)
l
=
∑
λ1...λl
∑
σ∈Sl
sgn(σ)Qλ1−1+σ(1) · · ·Qλl−l+σ(l)u
λ1
1 · · ·u
λl
l
=
∑
λ1...λl
det[Qλi−i+j]u
λ1
1 · · ·u
λl
l .
Then the Jacobi –Trudi identity for Schur symmetric functions (5.10) implies that the iden-
tification of generators Qk with the complete symmetric functions hk defined by (5.6) leads
to that of Qλ with the Schur symmetric functions sλ for any partition λ with at most l parts.
Moreover, observe that one can use the Jacobi –Trudi identity to extend the definition of
sλ to any integer vector. Namely, define
sα = det[hαi−i+j ]1≤i,j≤l (2.7)
for any vector α = (α1, α2, . . . , αl) with entries αi ∈ Z . Then it is clear that
s(...,αi,αi+1,... ) = −s(..., αi+1−1 , αi+1 ,... ). (2.8)
This follows form permutation of the rows of the determinant (2.7). Let ρl = (l − 1, l −
2, . . . , 0), where l is such a number that at most l entries of the integer vector α are non-
zero. It is easy to see that sα 6= 0 if and only if α − ρl = σ(λ − ρl) for some permutation
σ ∈ Sl and some partition λ = (λ1 ≥ λ2 ≥ · · · ≥ λl ≥ 0), (λi ∈ Z≥0). In such a case,
sα = sgn(σ)sλ. (2.9)
For example, s(1,3) = s(1,3,0) = −s(2,2) = s(2,−1,3) = −s(1,−1,4).
Thus, through identification Qk = hk, where hk are complete symmetric functions (5.6),
the series
Q(u¯) =
∏
i<j
(
1−
uj
ui
) l∏
i=1
Q(ui) =
∑
l(λ)≤l
sλu
λ1
1 · · ·u
λl
l (2.10)
can be interpreted as the generating function for Schur symmetric functions indexed by integer
vectors λ with l(λ) non-zero parts, where l(λ) ≤ l
Similarly, identifying Rk = (−1)
kek, where ek is the k-th elementary symmetric function
(5.7), we deduce from (5.11) that nonzero coefficients of the series R(u¯) also coincide up to
a sign with the Schur symmetric functions: if λ is a partition of N , then Rλ = (−1)
Nsλ′ ,
where λ′ is the conjugate to λ partition.
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2.3. Generating function for Schur Q-functions. Set
f(x) =
1− x
1 + x
.
Then
Q(u1, . . . , u2l) =
∏
1≤i<j≤2l
ui − uj
ui + uj
2l∏
i=1
Q(ui). (2.11)
Recall that the Pfaffian of a skew-symmetric matrix A = (aij) of size 2l × 2l is defined as
Pf(A) =
∑
σ∈S′2l
sgn(σ)aσ(1)σ(2) · · · aσ(2l−1)σ(2l),
where S ′2l consists of σ ∈ S2l such that σ(2k − 1) < σ(2k) for 1 ≤ k ≤ l and σ(2k − 1) <
σ(2k + 1) for 1 ≤ k ≤ l − 1. For |x| < 1 the function f(x) has an expansion
f(x) =
1− x
1 + x
= 1 + 2
∞∑
k=1
(−1)kxk,
hence for |v| < |u|,
Q(u, v) =
u− v
u+ v
Q(u)Q(v) = 1 + 2
∞∑
k=1
(−1)k
vk
uk
Q(u)Q(v) =
∑
λ1,λ2
Qλ1,λ2u
λ1vλ2 ,
where
Qλ1,λ2 = Qλ1Qλ2 + 2
∞∑
s=1
(−1)sQλ1+sQλ2−s.
Note that the later sum has finitely many non-zero terms.
Denote fij =
ui−uj
ui+uj
and observe that
Pf
[
ui − uj
ui + uj
]
i,j=1,...,2l
=
∏
1≤i<j≤2l
ui − uj
ui + uj
.
Then we can write
Pf[Q(ui, uj)]i,j=1,...,2l = Pf[fijQ(ui)Q(uj)]i,j=1,...,2l
=
∑
σ∈S′2l
sgn(σ)fσ(1)σ(2)Q(uσ(1))Q(uσ(2)) · · · fσ(2l−1)σ(2l)Q(uσ(2l−1))Q(uσ(2l))
=
∑
σ∈S′2l
sgn(σ)fσ(1)σ(2) · · · fσ(2l−1)σ(2l)
2l∏
i=1
Q(ui)
= Pf
[
ui − uj
ui + uj
] 2l∏
i=1
Q(ui) =
∏
i<j
ui − uj
ui + uj
2l∏
i=1
Q(ui)
= Q(u1, u2, . . . , u2l).
Therefore we have obtained that
Q(u1, u2, . . . , u2l) = Pf[Q(ui, uj)]i,j=1,...,2l
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But we also see that
Pf[Q(ui, uj)]i,j=1,...,2l = Pf[
∑
λi,λj
Qλi,λju
λi
i u
λj
j ]i,j=1,...,2l
=
∑
σ∈S′2l
sgn(σ)
∑
λi,λj
Qλσ(1),λσ(2)u
λσ(1)
σ(1) u
λσ(2)
σ(2) · · ·Qλσ(2l−1),λσ(2l)u
λσ(2l−1)
σ(2l−1) u
λσ(2l)
σ(2l)
=
∑
σ∈S′2l
sgn(σ)
∑
λi,λj
Qλσ(1),λσ(2) · · ·Qλσ(2l−1),λσ(2l)u
λ1
1 . . . u
λ2l
2l
=
∑
λ
Pf[Qλi,λj ]u
λ1
1 · · ·u
λ2l
2l .
Therefore, the coefficient of uλ11 · · ·u
λ2l
2l in (2.11) is of the form
Qλ = Pf[Qλi,λj ]i,j=1,...2l,
which for strict partitions (λ1 > · · · > λ2l ≥ 0) gives one of the definitions of Schur Q-
functions (see Section 5.4 for the summary of the properties). Thus, identification Qk with
Schur Q-polynomials leads to the interpretation of
Pf[Q(ui, uj)] =
∏
1≤i<j≤2l
ui − uj
ui + uj
2l∏
i=1
Q(ui) (2.12)
as a generating function for Schur Q-functions Qλ’s.
Remark 2.2. Note that from (5.13), Q(u)Q(−u) = 1. Hence for Schur Q-functions, R(u) =
Q(−u).
Remark 2.3. Generating functions (2.10) and (2.12) along with the generating function for
Hall-Littlewood polynomials (3.20) discussed below can be found in [10] III - (8.8) and III -
(2.15).
3. Operators.
3.1. Creation and annihilation operators. We refer to Section 5.1 for the outline of
classical boson-fermion correspondence which provides the motivation for our constructions.
The correspondence involves the action of Clifford algebra (fermions) on Fock boson space
through vertex operators Ψ±(u). Note that traditional formulas for vertex operators have
a “normally ordered form”: they are decomposed into a product of two generating func-
tions, which separate the action of differentiations and of multiplication operators. This
decomposition is important for further applications of vertex operators.
Our next goal is to introduce families of operators acting on the coefficients of the gener-
ating functions Q(u¯) (or R(u¯)) that generalize the classical action of Clifford algebra on Fock
boson space. It turns out, that in this setting these operators have very simple meaning. In
case of the generating function for Schur symmetric functions we get back vertex operators
of classical boson-fermion correspondence.
In the setting of Section 2.1, consider the operators Ψ+k (k ∈ Z) acting on the set of
coefficients Qλ’s and Ψ
−
k (k ∈ Z), acting on the set of coefficients Rλ’s by the rule
Ψ+k (Qλ) = Q(k,λ), Ψ
−
−k(Rλ) = R(k,λ). (3.1)
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Set
Ψ+(v) =
∑
k∈Z
Ψ+k v
k, Ψ−(v) =
∑
k∈Z
Ψ−−kv
k.
Equivalently, the action of Ψ±k is defined in terms of generating functions:
Ψ+(v)Q(u1, . . . , ul) = Q(v, u1, . . . , ul), (3.2)
Ψ−(v)R(u1, . . . , ul) = R(v, u1, . . . , ul). (3.3)
Note that generating functions Q(u¯) and R(u¯) can be interpreted as a result of successive
applications of operators Ψ±(ui) to a vacuum vector:
Q(u1, . . . ul) = Ψ
+(u1) ◦ · · · ◦Ψ
+(ul) (1),
R(u1, . . . ul) = Ψ
−(u1) ◦ · · · ◦Ψ
−(ul) (1).
In cases when the coefficients Qλ’s (and/or Rλ’s) span the whole space B or form a linearly
independent spanning set when λ runs through a subset of partitions, formulas (3.2) and
(3.3) define the action of operators Ψ±k on the whole space B. This condition holds for Schur
functions, Schur Q-functions and Hall-Littlewood symmetric functions considered below.
3.2. Adjoint operators. We want to write “normally ordered decomposition” of Ψ±(u)
similar to decomposition (5.4), (5.5). We introduce operators DRm acting on B as follows.
Let f(x) be the function of the form (2.2) that we normalize by setting f0 = 1. Collect
operators DRm in a generating function
DR(u) =
∞∑
m=0
DRm
um
, (3.4)
and define the action of operators DRm on the generators Qk’s by the formula
DR(u)
(
Q(v)
)
= f(v/u)Q(v). (3.5)
The relation (3.5) is equivalent to the condition
DRm(Qk) = fmQk−m (m = 0, 1, 2, . . . , k = 1, 2, . . . ),
DRm(1) = 1.
We extend the action of DRm to B by the following rule. For any P, S ∈ B, set
DRm(PS) =
∑
k+l=m
DRk(P )DRl(S), (3.6)
DRm(P + S) = DRm(P ) +DRm(S). (3.7)
In particular, (3.6) and (3.7) imply
DR(u) (PS) = DR(u)(P )DR(u)(S). (3.8)
Set also
DQ(u) =
∞∑
k=0
DQk
uk
to be the inverse formal series of DR(u):
DQ(u) ◦DR(u) = Id. (3.9)
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Note that operators DRk commute with each other, DR0 = Id, and the coefficients of DQ(u)
are polynomials in DRk. Thus, DQk also commute with each other and with DRk, and, in
particular, we can also write DR(u) ◦DQ(u) = Id.
We summarize the basic properties of DR(u) and DQ(u) in the following lemma:
Lemma 3.1. Along with defining properties (3.5) and (3.8) one has
DQ(u) (Q(v)) = f−1(v/u)Q(v), (3.10)
DR(u) (R(v)) = f−1(v/u)R(v), DQ(u) (R(v)) = f(v/u)R(v), (3.11)
DQ(u)
(
PS
)
= DQ(u)
(
P
)
DQ(u)
(
S
)
. (3.12)
Proof. Formula in (3.10) is implied by
Q(v) = DQ(u) ◦DR(u)
(
Q(v)
)
= DQ(u)(f(v/u)Q(v)).
Equalities of (3.11) follow from (3.10), (3.8) and (2.1), and for a proof of (3.12) write
DQ(u)
(
P
)
· DQ(u)
(
S
)
= Id (DQ(u)(P ) ·DQ(u)(S))
= (DQ(u) ◦DR(u)) (DQ(u)(P ) ·DQ(u)(S) )
= DQ(u)
(
DR(u) ◦DQ(u)(P ) · DR(u) ◦DQ(u)(S)
)
= DQ(u)(P · S).

Remark 3.1. The explicit action of operators DRm and DQl can be obtained by expanding
the formulas (3.10), (3.11) in powers u and v. For example, in case of Schur functions (when
f(x) = 1 − x) the action of DRm and DQl on the generators hk and ek ( k = 0, 1, 2, . . . ) of
algebra symmetric functions B is
DR0(hk) = hk, DR1(hk) = −hk−1, DRm(hk) = 0, (m = 2, 3, . . . ), (3.13)
DQ0(ek) = ek, DQ1(ek) = ek−1, DQm(ek) = 0, (m = 2, 3, . . . ). (3.14)
Also one should note that in case of Schur functions the operators DQk and DRk are the
adjoint operators to the operators of multiplication by complete symmetric functions hk and
elementary symmetric functions (−1)kek (see [10], I- Example 5.3).
Remark 3.2. A collection of additive maps acting on a ring satisfying the properties of the
form (3.6) are called Hasse - Schmidt’s derivations (see e.g. [4])
3.3. Decomposition of creation and annihilation operators. The action of operators
Ψ±k on the coefficients of generating functions Q(u¯), R(u¯) can be expressed through mul-
tiplication operators and adjoint operators. We show this in the form of compositions of
generating functions of the corresponding operators.
Proposition 3.1. Assume that coefficients {Q(λ1,...,λl)| λi ∈ Z, l = 1, 2, . . . , } as well as
coefficients {R(λ1,...,λl)| λi ∈ Z, l = 1, 2, . . . } span the vector space B and that Ψ
±
k are
well-defined operators on the linear vector space B. Then
Ψ+(v) = Q(v) ◦DR(v), Ψ−(v) = R(v) ◦DQ(v). (3.15)
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Proof. Let us prove the first equality of (3.15), the second one follows by the similar ar-
gument. By the assumption of the proposition and by (3.2) it is enough to show that
Q(v) ◦DR(v)
(
Q(u¯)
)
= Q(v, u¯), We have:
Q(v) ◦DR(v)
(
Q(u¯)
)
= Q(v) ◦DR(v)
(∏
i<j
f(uj/ui)
∏
i
Q(ui)
)
= Q(v)
∏
i<j
f(uj/ui)
∏
i
DR(v)
(
Q(ui)
)
= Q(v)
∏
i<j
f(uj/ui)
∏
i
f(v/ui)Q(ui) = Q(v, u¯).

Corollary 3.1. Under the assumptions of Proposition 3.1,
Ψ−(v)
(
Q(u¯)
)
=
l∏
i=1
f−1(ui/v)R(v)Q(u¯),
Ψ+(v)
(
R(u¯)
)
=
l∏
i=1
f−1(ui/v)Q(v)R(u¯).
We will also need the following equalities implied by Proposition 3.1:
Ψ+(u) ◦Ψ+(v) = f(v/u)Q(u) ◦Q(v) ◦DR(u) ◦DR(v), (3.16)
Ψ−(u) ◦Ψ−(v) = f(v/u)R(u) ◦R(v) ◦DQ(u) ◦DQ(v), (3.17)
Ψ+(u) ◦Ψ−(v) = f−1(v/u)Q(u) ◦R(v) ◦DR(u) ◦DQ(v), (3.18)
Ψ−(v) ◦Ψ+(u) = f−1(u/v)Q(u) ◦R(v) ◦DR(u) ◦DQ(v). (3.19)
These equalities represent, in terms of generating functions, the so-called normal reordering
of the products of operators and allow us to write fermion-like relations in many important
examples. Note that our approach will provide relations for vertex operators of fermions
action (or their twisted analogues) as an easy consequence of the definition of operators Ψ±k .
3.4. Action of algebra of fermions: the case of Schur functions. Recall that when B
is identified with the ring of symmetric functions, formulas (3.1) read as an action on Schur
functions, which form a linear basis of B:
Ψ+k (sλ) = s(k,λ), Ψ
−
−k(sλ) = (−1)
ks(k,λ′)′ ,
where λ is a partition, and λ′ is a conjugate partition, and it is easy to check that the
action of operators Ψ±k is well-defined on sα’s for all integer vectors α and on all of linear
space B. Properties (2.8), (2.9) of sα’s imply relations of the operators Ψ
±
k :
Ψ+kΨ
+
l +Ψ
+
l−1Ψ
+
k+1 = 0,
Ψ−kΨ
−
l +Ψ
−
l+1Ψ
−
k−1 = 0,
Ψ−kΨ
+
l +Ψ
+
l Ψ
−
k = δ−k,l.
Proposition 3.2 below combines these relations in formulas on generating functions. Namely,
we introduce normalized generating functions of operators
Ψ+(u,m) = um+1zΨ+(u), Ψ−(u,m) = u−m+1z−1Ψ−(u).
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Note that these normalized generating functions Ψ±(u,m) are exactly vertex operators (5.2),
(5.3) (or equivalently, (5.4), (5.5)) that describe the action of Clifford algebra on Fock boson
space ⊕mz
mB.
Proposition 3.2. One has the following relations.
Ψ+(u,m+ 1) ◦Ψ+(v,m) + Ψ+(v,m+ 1) ◦Ψ+(u,m) = 0,
Ψ−(u,m− 1) ◦Ψ−(v,m) + Ψ−(v,m− 1) ◦Ψ−(u,m) = 0,
Ψ−(u,m+ 1) ◦Ψ+(v,m) + Ψ+(v,m− 1) ◦Ψ−(u,m) = δ(u−1, v−1).
Here
δ(u, v) =
∑
k∈Z
uk
vk+1
= iu,v
(
1
v − u
)
+ iv,u
(
1
u− v
)
is the formal delta-function distribution and the notation iv,ug(u, v) stands for the expansion
of the rational function g(u, v) as a formal series expanded in the region |v| > |u|.
Proof. One can deduce the statement directly from the relations on the coefficients Ψ±k .
However, we would like to note that formulas (3.16 - 3.19) provide even a simpler proof
which can be effortlessly extended to the cases of other generating functions (as it will be
illustrated below). For the first relation from (3.16) write immediately
Ψ+(u,m+ 1) ◦Ψ+(v,m) + Ψ+(v,m+ 1) ◦Ψ+(u,m) =
= um+1vm+1 (u(1− v/u) + v(1− u/v)) Q(u) ◦Q(v) ◦DR(u) ◦DR(v) = 0,
and similarly follows the second relation of the proposition. Finally,
Ψ−(u,m+ 1) ◦Ψ+(v,m) + Ψ+(v,m− 1) ◦Ψ−(u,m)
= u−mvm(v iu,v(1− v/u)
−1 + u iv,u(1− u/v)
−1)Q(v) ◦R(u) ◦DR(v) ◦DQ(u)
= u−mvm
(
∞∑
r=0
vr+1
ur
+
∞∑
r=0
ur+1
vr
)
Q(v) ◦R(u) ◦DR(v) ◦DQ(u)
= u−mvmδ(u−1, v−1)Q(v) ◦R(u) ◦DR(v) ◦DQ(u) = δ(u−1, v−1) · Id

3.5. Twisted fermions action. More generally, consider a generating function (2.3) with
a correlation function of the form
f(x) =
1− x
p(x)
,
where p(x) is a polynomial in x. Then relations (3.16) - (3.19) immediately imply “twisted”
fermion relations for Ψ±(u): similar to Proposition 3.2 calculations show that
u p(v/u)Ψ±(u)Ψ±(v) + v p(u/v)Ψ±(v)Ψ±(u) = 0,
vp(u/v)Ψ−(u)Ψ+(v) + up(v/u)Ψ+(v)Ψ−(u) = p(1)2δ(u−1, v−1) · Id.
In particular, if p(x) = 1− tx, the series
Q(u¯) :=
∏
i<j
ui − uj
ui − tuj
l∏
i=1
Q(ui) (3.20)
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is the generating function for Hall-Littlewood functions (see Section 5.3 for a short review),
and we obtain the relations for vertex algebra realization for Hall-Littlewood functions, which
were proved earlier by different methods in [6]:
(u− tv)Ψ±(u)Ψ±(v) + (v − tu)Ψ±(v)Ψ±(u) = 0,
(v − tu)Ψ−(u)Ψ+(v) + (u− tv)Ψ+(v)Ψ−(u) = (1− t)2δ(u−1, v−1) · Id
4. Shifted symmetric functions
In this section we apply the techniques described above to deduce a formula for the
(shifted) generating function of shifted Schur functions and their realization analogues to
vertex operators presentation of classical symmetric functions. The necessary information
on shifted symmetric functions as well as some details on their role in representation theory
are provided in Section 5.5.
4.1. Shifted generating functions. Let f(u) be a formal series or a function in variable
u in some general sense. We introduce the shift operator
ek∂u (f(u)) = f(u+ k).
This exponential notation is motivated by Taylor series expansion formula, where for an
appropriate class of functions in an appropriate domain of convergence one can write
f(u+ k) =
∞∑
s=0
(k ∂u)
s
s!
(
f(u)
)
= ek ∂u
(
f(u)
)
.
We will use short notation ek ∂i := ek ∂ui for shifts along variable ui acting on f(u1, . . . , ul).
A falling factorial power of u is defined by
(u|k) =


u(u− 1) · · · (u− k + 1) for k = 1, 2 . . . ,
1, for k = 0,
1
(u+1)···(u+(−k))
for k = −1,−2 . . . .
(4.1)
Note that the shifted k-th power sum is a result of application to constant function 1 of the
k-th power of the following operator:(
ue−∂u
)k
( 1 ) = (u|k).
We will be interested in shifted generating functions, which will be infinite sums in monomials
of shifted powers of formal variables ui’s.
Let B∗ be the ring of shifted symmetric functions. Let h∗k be the shifted complete sym-
metric functions and e∗k the shifted elementary symmetric functions defined by (5.14), (5.15).
Consider the shifted generating functions 1
Q∗(u) =
∞∑
k=0
h∗k
(u|k)
, R∗(u) =
∞∑
k=0
(−1)ke∗k(u| − k). (4.2)
It is proved in [11] (Corollary 12.3) that
Q∗(u)R∗(u) = 1.
1Q∗(u) and R∗(u) in this note correspond to H∗(u) and E∗(−u− 1) respectively in [11].
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Also consider the formal series of the following form:
Y Q∗(u) =
∑
k≥0
h∗k
(
1
u
e−∂u
)k
, Y R∗(u) =
∑
k≥0
(−1)ke∗k
(
e∂u
1
u
)k
,
where h∗k and e
∗
k are viewed as the multiplication operators by respective functions acting on
the space B∗. Then (4.2) can be interpreted as a result of application of these “operators”
to the vacuum vector:
Q∗(u) = Y Q∗(u) (1), R∗(u) = Y R∗(u) (1).
As before, we use the short notation for multivariable arguments of functions:
u¯ = (u1, . . . , ul).
For a matrix A = (aij)ij=1,...,N with non-commutative entries, the determinant is defined
by
det(A) =
∑
σ∈SN
sgn(σ)a1σ(1) · · ·aNσ(N).
Then one defines that
Y Q∗(u¯) = det
[(
1
ui
e−∂i
)i−j
e(1−j)∂i
]
◦
l∏
i=1
Y Q∗(ui), (4.3)
Y R∗(u¯) = det
[(
e∂i
1
ui
)i−j
e(j−1)∂i
]
◦
l∏
i=1
Y R∗(ui), (4.4)
and the result of application of (4.3) or (4.4) to the constant function 1 is a formal series in
shifted powers of u with coefficients in B∗, which we denote as
Q∗(u¯) = Y Q∗(u¯)(1), (4.5)
R∗(u¯) = Y R∗(u¯)(1). (4.6)
Proposition 4.1. One has that
Q∗(u¯) = det
[
1
(ui|i− j)
] l∏
i=1
Q∗(ui − i+ 1), (4.7)
R∗(u¯) = det [(ui|j − i)]
l∏
i=1
R∗(ui + i− 1). (4.8)
Also
Q∗(u¯) =
l∏
i=1
(
1
ui
e−∂i
)i−1(∏
i<j
(uj − ui)
l∏
i=1
Q∗(ui)
)
, (4.9)
R∗(u¯) =
l∏
i=1
(
e∂i
1
ui
)i−1(∏
i<j
(uj − ui)
l∏
i=1
R∗(ui)
)
. (4.10)
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Proof. Since for any k ∈ Z, (
1
u
e−∂u
)k
=
1
(u|k)
e−k∂u ,
one has
Y Q∗(u¯) = det
[
1
(ui|i− j)
] l∏
i=1
e(1−i)∂i ◦ Y Q∗(ui),
and similarly,
Y R∗(u¯) = det [(ui|j − i)]
l∏
i=1
e(i−1)∂i ◦ Y R∗(ui).
Then (4.7) and (4.8) follow by application of Y Q∗(u¯) and Y R∗(u¯) to the vacuum vector 1.
For a proof of (4.9) and (4.10), we see that
l∏
i=1
(
1
ui
e−∂i
)i−1( l∏
i=1
Q∗(ui)
∏
i<j
(uj − ui)
)
=
l∏
i=1
Q∗(ui − i+ 1)
l∏
i=1
(
1
ui
e−∂i
)i−1(∏
i<j
(uj − ui)
)
.
Lemma 4.1.
l∏
i=1
(
1
ui
e−∂i
)i−1(∏
i<j
(uj − ui)
)
= det
[
1
(ui|i− j)
]
,
l∏
i=1
(
e∂i
1
ui
)i−1(∏
i<j
(uj − ui)
)
= det [(ui|j − i)] .
Proof. We can rewrite the first product using the Vandermonde determinant:
l∏
i=1
(
1
ui
e−∂i
)i−1(∏
i<j
(uj − ui)
)
=
l∏
i=1
1
(ui|i− 1)
∏
i<j
(uj − j − ui + i)
=
l∏
i=1
1
(ui|i− 1)
∏
i<j
((uj − j + 2)− (ui − i+ 2)) =
l∏
i=1
1
(ui|i− 1)
det
[
(ui − i+ 2)
j−1
]
.
(4.11)
Recall that shifted and ordinary powers of a variable x are related by
xm =
m∑
k=0
(−1)m−kS(m, k)x(x+ 1) · · · (x+ k − 1),
where S(m, k) are the Stirling numbers of the second kind, and S(m,m) = 1. Therefore,
with x = ui− i+ 2 we can expand by linearity the columns of the determinant to get (4.11)
equal to
l∏
i=1
1
(ui|i− 1)
det [(ui − i+ 2)(ui − i+ 3) · · · (ui − i+ j)] = det
[
1
(ui|i− j)
]
.
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Similarly,
l∏
i=1
(
e∂i
1
ui
)i−1(∏
i<j
(uj − ui)
)
=
l∏
i=1
(ui|1− i) det[(ui + i− 1)
j−1]
=
l∏
i=1
(ui|1− i) det[(ui + i− 1|j − 1)] = det[(ui|j − i)].

Then (4.9) and (4.10) are implied by Lemma 4.1. This completes the proof of the propo-
sition. 
Remark 4.1. Note from (4.9), (4.10) that the change of order of variables leads to the fol-
lowing equalities:
1
u
e−∂u (Q∗(u, v, u2, u3, . . . )) = −
1
v
e−∂v (Q∗(v, u, u2, u3, . . . )) ,
e∂u
1
u
(R∗(u, v, u2, u3, . . . )) = −e
∂v
1
v
(R∗(v, u, u2, u3, . . . )) .
4.2. Shift automorphisms on B∗. Following [11], Section 13, observe that the formal
action of the shift operator e−∂u on the generating function Q∗(u) corresponds to an auto-
morphism τ : B∗ → B∗ of shifted symmetric functions. Namely, write for a ∈ Z≥0,
Q∗(u− a) = e−a∂uQ∗(u) =
∞∑
k=0
h∗k
(u− a|k)
=
∞∑
k=0
τa(h∗k)
(u|k)
. (4.12)
Note that for k = 1, 2, . . . ,
1
(u− 1|k)
=
1
(u|k)
+
k
(u|k + 1)
,
(u+ 1| − k) = (u| − k)− k(u| − k − 1). (4.13)
Hence, the explicit action of τ on the generators h∗k (k = 1, 2, . . . ) is given by
τ(h∗k) = h
∗
k + (k − 1)h
∗
k−1, (4.14)
τa(h∗k) =
a∑
i=0
(
a
i
)
(k − 1|i)h∗k−i (a = 1, 2, . . . ). (4.15)
Similarly, for k = 1, 2, . . . ,
τ−1(e∗k) = e
∗
k + (k − 1)e
∗
k−1, (4.16)
τ−a(e∗k) =
a∑
i=0
(
a
i
)
(k − 1|i)e∗k−i, (a = 1, 2, . . . ), (4.17)
which by (4.13) corresponds to a shift of a variable of the generating function R∗(u) for
a ∈ Z≥0:
ea∂uR∗(u) = R∗(u+ a) =
∑
k
(−1)ke∗k(u+ a| − k) =
∑
k
(−1)kτ−a(e∗k)(u| − k).
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4.3. Coefficients of shifted generating functions. Our next goal is to identify the co-
efficients Q∗λ and R
∗
λ of the (shifted) expansion of the generating functions Q
∗(u¯) and R∗(u¯)
with the shifted Schur functions. We need the following statement.
Lemma 4.2. Let τ±1 be the automorphisms of B∗ defined by (4.14), (4.16), and let ki ∈
Z≥0, mi ∈ Z (i = 1, . . . , l).Then in the (shifted) expansions
l∏
i=1
1
(ui|mi)
Q∗(ui − ki −mi) =
∑
λ
Cλ
1
(u1|λ1) · · · (ul|λl)
,
l∏
i=1
(ui| −mi)R
∗(ui + ki +mi) =
∑
λ
Dλ(u1| − λ1) · · · (ul| − λl),
where the coefficient Cλ in the first expansion is the monomial given by
Cλ = τ
k1(h∗λ1−m1) · · · τ
kl(h∗λl−ml),
and the coefficient Dλ in the second expansion is the monomial given by
Dλ = (−1)
(
∑
λi−
∑
mi) τ−k1(e∗λ1−m1) · · · τ
−kl(e∗λl−ml).
Proof. The statement is implied by the following argument for k ∈ Z≥0, m ∈ Z :
1
(u|m)
Q∗(u− k −m) =
∑
p
τk(h∗p)
(u|m)(u−m|p)
=
∑
p
τk(h∗p)
(u|m+ p)
=
∑
a
τk(h∗a−m)
(u|a)
,
(u| −m)R∗(u+ k +m) =
∑
p
(−1)pτ−k(e∗p)(u| −m)(u+m| − p)
=
∑
p
(−1)pτ−k(e∗p)(u| −m− p) =
∑
a
(−1)a−mτ−k(e∗a−m)(u| − a).

The following proposition states that Q∗(u¯) and R∗(u¯) are generating functions for the
shifted Schur functions.
Proposition 4.2. Let λ be an integer vector with at most l non-zero parts, let N =
∑
i λi,
and let λ′ be a conjugate vector. The coefficient of 1
(u1|λ1)···(ul|λl)
in a shifted expansion of
Q∗(u1, . . . , ul) is a shifted Schur function s
∗
λ, and the coefficient of (u| − λ1) · · · (u| − λl) in
R∗(u1, . . . , ul) is a shifted Schur function (−1)
Ns∗λ′:
Q∗(u1, . . . , ul) =
∑
l(λ)≤l
s∗λ
(u1|λ1) · · · (ul|λl)
,
R∗(u1, . . . , ul) =
∑
l(λ)≤l
(−1)Ns∗λ′(u1| − λ1) · · · (ul| − λl).
15
Proof. The expansion of determinant (4.7) gives
Q∗(u1, . . . , ul) =
∑
σ∈Sl
sgn(σ)
1
(u1|1− σ(1))
· · ·
1
(ul|l − σ(l))
l∏
i=1
Q∗(ui − i+ 1)
=
∑
σ∈Sm
sgn(σ)
1
(u1|1− σ(1))
· · ·
1
(ul|l − σ(l))
l∏
i=1
Q∗(ui − (i− σ(i))− (σ(i)− 1))
Set ki = σ(i)− 1 and mi = i− σ(i) for i = 1, . . . , l. Observe that ki ≥ 0 for any i = 1, . . . , l,
so by Lemma 4.2, we obtain the coefficient of 1
(u1|λ1)···(ul|λl)
is
Q∗λ =
∑
σ∈Sl
sgn(σ)τσ(1)−1(h∗λ1−1+σ(1)) · · · τ
σ(l)−1(h∗λl−l+σ(l)) = det[τ
j−1h∗λi−i+j ].
Recall that shifted Schur functions satisfy the Jacobi –Trudi identity (5.16). Exactly the
same argument as in Section 2.2 allows us to use the Jacobi –Trudi identity to extend the
definition of shifted Schur functions to integer vectors α = (α1, . . . , αl), thus we have that
s∗α = sgn(σ)s
∗
λ, if α−ρl = σ(λ−ρl) for some σ ∈ Sl and a partition λ, and s
∗
α = 0 otherwise.
Hence, the coefficient Q∗λ can be identified with shifted Schur function s
∗
λ. Similarly,
R∗(u1, . . . , ul) =
∑
σ∈Sm
sgn(σ)(u1|σ(1)− 1) · · · (ul|σ(l)− l)
l∏
i=1
R∗(ui + i− 1)
=
∑
σ∈Sm
sgn(σ)(u1|σ(1)− 1) · · · (ul|σ(l)− l)
l∏
i=1
R∗(ui + (i− σ(i)) + (σ(i)− 1)).
Set ki = σ(i) − 1 and mi = i − σ(i) for i = 1, . . . , l. Then ki ≥ 0 for any i = 1, . . . , l,∑
imi = 0, so by Lemma 4.2 and (5.16),
R∗λ = (−1)
∑
λi
∑
σ∈Sl
sgn(σ)τ 1−σ(1)(e∗λ1−1+σ(1)) · · · τ
1−σ(l)(e∗λl−l+σ(l))
= (−1)N det[τ 1−je∗λi−i+j] = (−1)
Ns∗λ′.
This completes the proof of the proposition.

4.4. Creation and annihilation operators for shifted Schur functions. Similarly to
Section 3.4, we introduce creation and annihilation operators Ψ±k , k ∈ Z, acting on the set
of coefficients Q∗λ’s (R
∗
λ’s) by
Ψ+k (Q
∗
λ) = Q
∗
(k,λ), Ψ
−
−k(R
∗
λ) = R
∗
(k,λ). (4.18)
which read by Proposition 4.2 as
Ψ+k (s
∗
λ) = s
∗
(k,λ), Ψ
−
−k(s
∗
λ) = (−1)
ks∗(k,λ′)′ . (4.19)
Shifted Schur functions s∗λ span the space of shifted symmetric functions B
∗ and (4.19) define
how linear operators Ψ±k act on all of B
∗.
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Recall that shifted Schur functions enjoy exactly the same lowering-raising properties as
classical Schur functions:
s∗(...,αi,αi+1,... ) = −s
∗
(..., αi+1−1 , αi+1 ,... )
,
which imply exactly the same commutation relations of operators Ψ±k as in the classical case:
Ψ+kΨ
+
l +Ψ
+
l−1Ψ
+
k+1 = 0,
Ψ−kΨ
−
l +Ψ
−
l+1Ψ
−
k−1 = 0,
Ψ−kΨ
+
l +Ψ
+
l Ψ
−
k = δ−k,l.
Let us rewrite these relations in terms of (shifted) generating functions in the spirit of vertex
operator formalism. Define
Ψ+(v) =
∑
k∈Z
Ψ+k
(v|k)
, Ψ−(v) =
∑
k∈Z
Ψ−k (v| − k).
Then
Ψ+(v) (Q∗(u¯)) = Q∗(v, u1, . . . ul), Ψ
−(v) (R∗(u¯)) = R∗(v, u1, . . . ul), (4.20)
and generating functions of shifted Schur functions can be viewed as a result of application
of Ψ±(v) to vacuum vector:
Q∗(u1, . . . ul) = Ψ
+(u1) ◦ · · · ◦Ψ
+(ul) (1),
R∗(u1, . . . ul) = Ψ
−(u1) ◦ · · · ◦Ψ
−(ul) (1).
The commutation relations are
1
u
e−∂u ◦Ψ+(u) ◦Ψ+(v) +
1
v
e−∂v ◦Ψ+(v) ◦Ψ+(u) = 0, (4.21)
e∂u ◦
1
u
Ψ−(u) ◦Ψ−(v) + e∂v ◦
1
v
Ψ−(v) ◦Ψ−(u) = 0, (4.22)
Ψ+(u) ◦Ψ−(v) + Ψ−(v) ◦Ψ+(u) =
∑
k∈Z
(u|k)
(v|k)
· Id. (4.23)
4.5. Adjoint operators for shifted symmetric functions. Finally, we want to write
Ψ±(u) in “normally ordered form” similarly to (3.15). We define operators DR∗k, DQ
∗
k
acting on B∗ as follows. Let
DR∗(u) =
∞∑
m=0
DR∗m(u|m), DQ
∗(u) =
∞∑
m=0
DQ∗m
1
(u| −m)
,
be the formal shifted series with DR∗m, DQ
∗
m being linear operators acting on B
∗ and such
that the series DR∗(u) and DQ∗(u) have the property
DR∗(u)(Q∗(v)) =
1
v
e−∂v ((v − u)Q∗(v)) =
(
1−
u+ 1
v
)
Q∗(v − 1), (4.24)
DQ∗(u)(R∗(v)) = e∂v
1
v
((v − u)R∗(v)) =
(
1−
u
v + 1
)
R∗(v + 1). (4.25)
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Formula (4.25) describes the action of DR∗m, DQ
∗
m on generators h
∗
k and e
∗
k respectively. For
example, DR∗m(h
∗
k) is the coefficient of
(u|m)
(v|k)
in the expansion of the first equation of (4.25):
Q∗(v − 1)−
u+ 1
v
Q∗(v − 1) =
∞∑
k=0
τ(h∗k)
(v|k)
− (u+ 1)
∞∑
k=0
h∗k−1
(v|k)
.
Therefore, for k = 0, 1, 2, . . . ,
DR∗0(h
∗
k) = τ(h
∗
k)− h
∗
k−1 = h
∗
k + (k − 2)h
∗
k−1,
DR∗1(h
∗
k) = −h
∗
k−1, DR
∗
m(h
∗
k) = 0 (m = 2, 3, . . . ).
Similarly, (−1)kDQ∗m(e
∗
k) is the coefficient of
(v|−k)
(u|−m)
in the expansion of the second equation
of (4.25), which gives for k = 0, 1, 2, . . .
DQ∗0(e
∗
k) = τ
−1(e∗k)− e
∗
k−1 = e
∗
k + (k − 2)e
∗
k−1,
DQ∗1(e
∗
k) = e
∗
k−1, DQ
∗
m(e
∗
k) = 0 (m = 2, 3, . . . ).
Remark 4.2. One can compare these formulas with (3.13) and (3.14).
Next, we extend the action of DR∗m, DQ
∗
m to all of B
∗, by linearity and by the rule
DR∗(u)
(
l∏
i=1
Q∗(ui)
)
=
l∏
i=1
DR∗(u)(Q∗(ui)), (4.26)
DQ∗(u)
(
l∏
i=1
R∗(ui)
)
=
l∏
i=1
DQ∗(u)(R∗(ui)). (4.27)
In particular, write
l∏
i=1
Q∗(ui) =
∑
0≤λ1,...,λl<∞
h∗λ1 · · ·h
∗
λl
(u1|λ1) · · · (ul|λl)
,
l∏
i=1
R∗(ui) =
∑
0≤λ1,...,λl<∞
(−1)|λ|e∗λ1 · · · e
∗
λl
(u1| − λ1) · · · (ul| − λl),
(here |λ| =
∑
λi) to get the action of DR
∗(u) on the monomials that span B∗
DR∗(u)(h∗λ1 . . . h
∗
λl
) = DR∗(u)(h∗λ1) · · ·DR
∗(u)(h∗λl) =
l∏
i=1
(hλi + (λi − 2)hλi−1 − hλiu),
DQ∗(u)(e∗λ1 . . . e
∗
λl
) = DR∗(u)(e∗λ1) · · ·DR
∗(u)(e∗λl) =
l∏
i=1
(eλi + (λi − 2)eλi−1 + eλiu),
and expand these products in shifted powers of u to get the explicit values ofDR∗m(h
∗
λ1
· · ·h∗λl)
and DQ∗m(e
∗
λ1
· · · e∗λl). For example,
DR∗(u)(h∗ah
∗
b) =(ha + (a− 2)ha−1)(hb + (b− 2)hb−1)
− u(hahb + (a− 2)hbha−1 + (b− 2)hahb−1) + (u|2)hahb,
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Hence,
DR∗0(h
∗
ah
∗
b) = (ha + (a− 2)ha−1)(hb + (b− 2)hb−1),
DR∗1(h
∗
ah
∗
b) = −(hahb + (a− 2)hbha−1 + (b− 2)hahb−1),
DR∗2(h
∗
ah
∗
b) = hahb, DR
∗
m(h
∗
ah
∗
b) = 0, (m = 3, 4, . . . ).
Finally, from (4.26), (4.27) we write the action of DR∗(v) on Q∗(u¯) and of DQ∗(v) on R∗(u¯).
Formulas (4.24), (4.25), (4.9), (4.10) immediately imply
Q∗(v) ◦DR∗(v)
(
Q∗(u1, . . . , ul)) = Q
∗(v, u1, . . . , ul), (4.28)
R∗(v) ◦DQ∗(v)
(
R∗(u1, . . . , ul)) = R
∗(v, u1, . . . , ul), (4.29)
and from (4.28), (4.29) and (4.20) follows the “normally ordered” presentation of Ψ±(u):
Proposition 4.3.
Ψ+(v) = Q∗(v) ◦DR∗(v), Ψ−(v) = R∗(v) ◦DQ∗(v).
5. Appendix
In this section, we collect some facts and basic materials used in the exposition above for
the convenience of the reader.
5.1. Boson-fermion correspondence. Consider an infinite-dimensional complex vector
space V = ⊕j∈ZC vj with a linear basis {vj}j∈Z. We define F
(m) (m ∈ Z) as a linear span of
semi-infinite monomials vim ∧ vim−1 ∧ . . . with the properties:
(1) im > im−1 > . . . ,
(2) ik = k for k << 0.
The monomial of the form |m〉 = vm ∧ vm−1 ∧ . . . is called the mth vacuum vector. The
elements of F (m) are linear combinations of monomials vI = vi1 ∧ vi2 ∧ . . . that are different
from |m〉 only at a finitely places, and I = {i1, i2, . . .}. The fermionic Fock space is defined
to be the graded space
F = ⊕m∈ZF
(m).
Many important algebraic structures act on Fock space, including the Clifford algebra (or
the algebra of fermions), the Heisenberg algebra A, the Virasoro algebra and the infinite-
dimensional Lie algebra gl∞. Their actions are closely related to each other.
The algebra of fermions acts on the Fock space F by wedge operators ψ+k and contraction
operators ψ−k (k ∈ Z):
ψ+k (vi1 ∧ vi2 ∧ · · · ) = vk ∧ vi1 ∧ vi2 ∧ · · · ,
and by
ψ−k (vi1 ∧ vi2 ∧ · · · ) = δk,i1vi2 ∧ vi3 ∧ · · · − δk,i2vi1 ∧ vi3 ∧ · · ·+ δk,i3vi1 ∧ vi2 ∧ · · · − . . . ,
The operators satisfy the relations
ψ+k ψ
−
m + ψ
−
mψ
+
k = δk,m, ψ
+
k ψ
+
m + ψ
+
mψ
+
k = 0, ψ
−
k ψ
−
m + ψ
−
mψ
−
k = 0.
We combine the operators ψ±k in generating functions (formal distributions)
Ψ+(u) =
∑
k∈Z
ψ+k u
k and Ψ−(u) =
∑
k∈Z
ψ−k u
−k. (5.1)
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Then the action of Heisenberg algebra A on Fock fermionic space F can be introduced with
the help of the normal ordered product of these formal distributions. Set
α(u) =: Ψ+(u)Ψ−(u) : = Ψ+(u)+Ψ
−(u)−Ψ−(u)Ψ+(u)−,
where by definition of normal ordered product,
Ψ+(u)+ =
∑
k≥1
ψ+k u
k, Ψ+(u)− =
∑
k≤0
ψ+k u
k.
Then coefficients αk of the formal distribution α(u) =
∑
αku
−k and the central element 1
satisfy relations of Heisenberg algebra A (see e.g. [9], 16.3):
[1, αk] = 0, [αk, αm] = mδm,−k (k,m ∈ Z).
On the other hand, there is also a natural action of Heisenberg algebra A on Fock boson
space B(m) = zmC[p1, p2, . . . ]:
αn =
∂
∂pn
, α−n = npn, α0 = m (n ∈ N, m ∈ Z).
The boson – fermion correspondence identifies the spaces B(m) and F (m) as equivalent A-
modules (see e.g. [1], [2], [3], [5], [9]). The construction of the correspondence relies on
the interpretation of B = C[p1, p2, . . . ] as a ring of symmetric functions, where pk’s are
interpreted as k-th (normalized) power sums. Then each graded component B(m) is viewed
as a ring of symmetric functions, which is known to be the ring of polynomials in variables
pk’s. The linear basis of elements vλ = (vλ1+m ∧ vλ2+m−1 ∧ vλ3+m−2 . . . ) of F
(m), labeled by
partitions λ = (λ1,≥ λ2,≥ · · · ≥ λl ≥ 0) corresponds to the linear basis z
msλ of B
(m) (see
e.g. [9] Theorem 6.1), where sλ is the Schur functions associated with the partition λ.
The correspondence carries the action of operators ψ±k on F to the action on the graded
space ⊕mB
(m). It can be described by the (normalized) generating functions Ψ±(u,m),
written in so-called vertex operator form, which are traditionally written as
Ψ+(u,m) = um+1z exp
(∑
j≥1
pju
j
)
exp
(
−
∑
j≥1
∂pj
j
u−j
)
, (5.2)
Ψ−(u,m) = u−mz−1 exp
(
−
∑
j≥1
pju
j
)
exp
(∑
j≥1
∂pj
j
u−j
)
. (5.3)
The formulas (5.2), (5.3) can be simplified if one changes the set of generators of the ring of
symmetric functions. Namely, introduce generating functions E(u), H(u) for the operators
of multiplication by elementary symmetric functions ek and complete symmetric functions
hk, and generating functions DE(u), DH(u) for the corresponding adjoint operators (see
Section 5.2 for definitions). Then one can write
Ψ+(u,m) = um+1z H(u)DE
(
−1
u
)
, (5.4)
Ψ−(u,m) = u−mz−1E(−u)DH
(
1
u
)
. (5.5)
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5.2. Symmetric functions. For more details please refer e.g. to [10, 13]. The ring of
symmetric functions in variables (x1, x2, . . . ) possesses a linear basis of Schur functions sλ,
labeled by partitions λ = (λ1 ≥ λ2 ≥ · · · ≥ λn ≥ 0). By definition,
sλ(x1, x2, . . . ) =
det[x
λj+n−j
i ]
det[xn−ji ]
.
Here the determinants can be taken over finitely many variables, and Schur functions satisfy
the stability condition: sλ(x1, . . . , xn, xn+1)|xn+1=0 = sλ(x1, . . . , xn), which defines the sym-
metric function. For simplicity we will simply write the symmetric functions as polynomials
in variables x1, x2, . . ..
The families of complete symmetric functions hr = s(r) and elementary symmetric func-
tions er = s(1r) correspond to one-row and one-column partitions:
hr(x1, x2 . . . ) =
∑
1≤i1≤···≤ir<∞
xi1 . . . xir , (5.6)
er(x1, x2 . . . ) =
∑
1<i1<···<ir<∞
xi1 . . . xir . (5.7)
One can write generating functions for complete and elementary symmetric functions in
the form
H(u) =
∑
k≥0
hku
k =
∏
i≥1
1
1− xiu
, E(u) =
∑
k≥0
eku
k =
∏
i≥1
(1 + xiu), (5.8)
hence, H(u)E(−u) = 1.
The ring of symmetric functions Λ is a polynomial ring in algebraically independent vari-
ables (h1, h2, . . . ) or (e1, e2, . . . ):
Λ = C[h1, h2, . . . ] = C[e1, e2, . . . ]. (5.9)
In particular, the so-called Jacobi –Trudi identity establishes a relation between linear basis
elements (Schur functions) and generators :
sλ = det[hλi−i+j]1≤i,j≤l, (5.10)
sλ = det[eλ′i−i+j]1≤i,j≤l′, (5.11)
where λ′ is the conjugate of partition λ with length l′.
The ring of symmetric functions possesses a natural scalar product, where the classical
Schur functions sλ constitute an orthonormal basis: 〈sλ, sµ〉 = δλ,µ. Then for any symmetric
function f one can define the adjoint operator Df acting on the ring of symmetric functions
by the standard rule: 〈Dfg, w〉 = 〈g, fw〉, where g, f, w ∈ Λ. The properties of adjoint
operators are described in [10], I.5. We set
DE(u) =
∑
k≥0
Deku
k, DH(u) =
∑
k≥0
Dhku
k.
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5.3. Hall-Littlewood symmetric functions. The main reference for these polynomials is
[10]. Let λ be a partition of length at most n. Hall-Littlewood polynomials are defined by
Pλ(x1, . . . , xn; t) =

∏
i≥0
m(i)∏
j=1
1− t
1− tj

∑
σ∈Sn
σ

xλ11 . . . xλnn ∏
λi>λj
xi − txj
xi − xj

 ,
where m(i) is the number of parts of the partition λ that are equal to i, and Sn is the
symmetric group of n letters. Specialization t = 0 gives Pλ(x1, . . . , xn; 0) = sλ(x1, . . . , xn),
and specialization t = −1 provides the Schur Q-functions.
Hall-Littlewood polynomials form a linear basis of the ring Λ[t] of polynomials in variable
t with coefficients in the ring Λ of symmetric functions. Let Q(u) be the generating function
for the family of Hall-Littlewood functions indexed by row partitions λ = (r):
Q(u) =
∞∑
r=0
P(r)(x1, . . . , xn; t)u
r. (5.12)
One can show that
Q(u) =
∏
i
1− xitu
1− xiu
= H(u)E(−tu),
where H(u) and E(u) are the generating functions in (5.8).
The statement that coefficients of the generating function (3.20), where Q(u) is given by
(5.12), are exactly Hall-Littlewood symmetric functions is proved in [10] III – (2.15).
5.4. Schur Q-functions. For the short review of the of the properties of Schur Q-functions
we follow [15] and references therein. Specialization t = −1 of Hall-Littlewood functions
defines Schur Q-functions: Qλ(x1, x2, . . . ) = Pλ(x1, x2, · · · : −1). The historical definition
[12] of Schur Q-functions without reference to Hall-Littlewood symmetric functions is as
follows. For integers n ∈ Z≥0 one defines symmetric functions Qn = Qn(x1, x2, . . . ) by
Q(u) =
∞∑
n=0
Qnu
n =
∞∏
i=1
1 + xiu
1− xiu
. (5.13)
For pairs of integers m,n ∈ Z≥0 one defines symmetric functions Q(m,n) = Q(m,n)(x1, x2, . . . )
by
Q(m,n) = QmQn + 2
n∑
s=1
(−1)sQm+sQm−s.
Then Q(m,n) = −Q(n,m) and Q(n,0) = Qn.
Finally, consider a strict partition λ = (λ1 > · · · > λl > 0). If l is odd, set λl+1 = 0,
and replace l by l + 1. Thus, we can assume that l is always even. Then Schur Q-function
indexed by λ is defined by the Pfaffian of a skew-symmetric matrix
Qλ = Pf[Q(λi,λj)]1≤i,j≤l.
In [8] the definition is extended to skew Schur Q-functions Qλ/µ. One can also define skew
Schur Q-functions in terms of shifted Young tableau [14]. The subring of symmetric func-
tions, generated by (Q1, Q2, . . . ) is known to be a polynomial ring C[p1, p3, p5, . . . ], where
pk =
∑
i x
k
i is the k-th power sum. Schur Q-functions Qλ, labeled by strict partitions, form
a linear basis of this subring.
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5.5. Shifted Schur functions. We follow notations and definitions of [11]. The algebra
of shifted symmetric functions B∗ is a deformation of the classical algebra of symmetric
functions, which has many applications in representation theory. In particular, shifted sym-
metric functions are well-known in the study of the centers of universal enveloping algebras,
of Capelli-type identities, of asymptotic characters for unitary groups and symmetric groups,
and for the connections to representation theory of infinite-dimensional quantum groups and
Yangians. Namely, the Harish-Chandra isomorphism identifies the center of the universal
enveloping algebra of the general linear Lie algebra gln(C) with the algebra of shifted sym-
metric functions, sending a central element to its eigenvalue on a highest weight module.
Then one can consider a distinguished basis of the center, and the images of the elements of
that basis under the isomorphism are exactly the shifted Schur functions.
Combinatorially a shifted Schur polynomial s∗λ(x1, . . . , xn) can be defined as a ratio of
determinants
s∗λ(x1, . . . , xn) =
det(xi + n− i|λj + n− j)
det(xi + n− i|n− j)
,
where shifted powers (x|k) are defined by (4.1). The stability property of shifted Schur
polynomials allows one to introduce the shifted Schur functions, which we denote as s∗λ =
s∗λ(x1, x2, . . . ). In particular, the complete shifted Schur functions h
∗
r = s
∗
(r) are
h∗r(x1, x2, . . . ) =
∑
1≤i1≤···≤ir<∞
(xi1 − r + 1)(xi2 − r + 2) · · ·xir , (5.14)
and the elementary shifted Schur functions e∗r = s
∗
(1r) are
e∗r(x1, x2, . . . ) =
∑
1≤i1<···<ir<∞
(xi1 + r − 1)(xi2 + r − 2) · · ·xir . (5.15)
By Corollary 1.6. in [11], shifted Schur functions s∗λ form a linear basis in the ring of shifted
symmetric functions, which is also a polynomial ring in shifted complete or elementary
symmetric functions:
B∗ = C[h∗1, h
∗
2, . . . ] = C[e
∗
1, e
∗
2, . . . ].
Theorem 13.1 in [11] states that
s∗λ = det[τ
j−1h∗λi−i+j]1≤i,j≤l, s
∗
λ = det[τ
1−je∗λ′i−i+j ]1≤i,j≤m, (5.16)
for arbitrary l, m such that l ≥ l(λ), m ≥ λ1, where τ is the automorphism of the algebra of
shifted Schur functions, defined by the formula
τ(h∗k) = h
∗
k + (k − 1)h
∗
k−1, τ
−1(e∗k) = e
∗
k + (k − 1)e
∗
k−1.
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