Abstract. Let T be a nite set of tiles. The group of invariants G (T), introduced by the author P], is a group of linear relations between the number of copies of tiles in tilings of the same region. We survey known results about G , the height function approach, the local move property, various applications and special cases.
Introduction
The problem of tileability of a region is very old, and in many instances computationally hard, even for small sets of tiles (see e.g. MR,Ro] ). The subject of this paper is di erent, although not unrelated. We study a group of invariants G = G (T) , associated with a set of tiles T. This notion was introduced in P], and further studied in MuP,MoP] . The elements of G correspond to linear relations for the number of copies of tiles used in di erent tiling of every xed region ?. Turns out, this group has various nice properties, and in certain special cases can be fully computed.
In this paper we survey much of what is known about G , the basic algebraic properties, some complexity results, as well as some applications and special cases. We describe some examples when coloring arguments do not su ce, while a di erent technique can be applied. A number of results never appeared before; their proofs will be sketched. We also include conjectures and open problems for further study.
Rather than de ne the group of invariants here, let us discuss a small but very interesting example of domino tilings, which was one of our motivations. Denote by 1 , 2 the vertical and horisontal domino tiles, and let T = f 1 ; 2 g. Let ? be a connected region on a square grid. The problem of tileability of ? by T corresponds to nding a perfect matching in a dual graph, so it can be solved in polynomial time LP] . from the area consideration. Also, one can show that 1 (A) = const(?) mod 2, where the const depends only on the region ?, and not on the tiling. This follows from a simple coloring argument P]. We call the linear relations as above the tile invariants. In general, tile invariants are the linear relations of the type ( ) c 1 1 (A) + c 2 2 (A) + : : : = const(?) mod m;
where the const(?) depends only on the region ?, and not on the tiling A of ?; c i 2 Z, and m = 1 is allowed. The group G (T) can be de ned as the group of such invariants, with addition as a group operation (the precise de nition will be given in section 1). In the case of dominoes, the group of invariants is G (T) = Z Z 2 , generated by the two invariants described above.
Our goal is to determine the group of invariants, and compute it in some special cases. For example, as in the case of dominoes, tile invariants can often be derived from certain colorings of the squares. In section 1 we follow P] and introduce the group of valuations E G , closely related to the extended coloring arguments. As we mentioned above, in general not all tile invariants can be obtained by the extended coloring arguments. This di erence can be underscored by the complexity results. We show that in general computing G is NP-hard, and even undecidable when considered on the whole plane. At the same time, E can be determined in polynomial time (see section 3).
The di culty with the group of invariants is proving that a suspected relation is indeed a tile invariant. At the moment we see only two ways of proving such a result. The rst has to do with the local move property. Recall that one can obtain any domino tiling A 1 of a simply connected region ? to any other domino tiling A 2 of ? by a sequence of 2 2 moves. Now, in general, it su ces to check that a given relation is preserved by such moves. In fact, one can easily compute the whole group of invariants in this case (see section 4). Unfortunately, very few sets of tiles have a nite number of local moves. For example, even for dominoes in three dimensions there exist in nitely many principally di erent simply connected regions which have exactly two domino tilings. In the other direction, even when we believe that there exist a nite number of local moves, even when we conjecture we know them all, the problem of proving this claim may be very hard.
The second and the most successful at the moment approach is based on the notion of height function, and was inspired by the Conway group CL] and Thurston's article T]. Roughly, Thurston de ned a function from edges in the grid into a line, which maps tileable regions into loops. This approach is useful for proving local move property and nding new tile invariants T,CL] . In the case of domino tilings, Thurston's height functions proves the connectivity of tilings by the 2 2 moves. It also gives a remarkable linear time algorithm for testing tileability of simply connected regions Ch,F] . In sections 4, 5 we present general conditions for the technique to succeed.
While our exposition is somewhat brief due to the space limitations, we include a large number of examples and references when the techniques in the survey were successfully applied to various tiling problems. Among others, we present a nal result of computation of the ribbon tile invariants MoP], started earlier in CL,MuP,P1] (see section 6). We also go at length to describe the Generalized Sperner's Lemma which can also be de ned as a tile invariant for a special set of tiles (section 8.1). We conclude with the heuristic method for study of general set of tiles.
Many results are only stated in the main body of the paper. We sketch the proofs of new results in section 10.
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Basic definitions
The most general tiling problem can be formulated as follows. Let be a nite or in nite set, and let B be a collection of nite subsets, which we call regions. Let ' be an equivalence relation on B. We will assume that` ' preserves size (the number of elements in the region). Finally, let T be a nite subset of B (the set of tiles). Denote by e T the set of regions 2 B such that 0 2 T. The problem of tileability by the set of tiles T is a decision whether a given set ? 2 B can be presented as a disjoint union of regions in e T: ? = t i , where i 2 e T for all i. We denote such tilings by A and write A`?. This problem is hard even in some very simple special cases, and will not be studied in this paper. Instead, we will study an abelian group G (T; B) which can be de ned as follows. Let T = f 1 ; : : : ; k g be the set of tiles, where k = jTj. (T) is independent on the tiling by T, so extends to the quotient group G (T) .
Denote by E (T) the image of in G (T) . We call E (T) the group of valuations of the set of tiles T. From above,
Computing the coloring group and the group of valuations is of interest, so as to see which tileability criteria and which group invariants are \easy to obtain".
Unless stated otherwise, for the rest of the paper we will assume that Z 2 , where Z 2 denotes the square grid with elements -1 1 squares. Denote by B, B sc , B N the set of all regions, of all simply connected regions, and the set of regions in N N square. The equivalence relation consists of parallel translations of the regions (no rotation or re ection is allowed). Let the set of tiles T consist of some k tiles, each of size R. By abuse of notation, we use 2 T to denote 2 e T.
The main questions of this paper can be stated as follows:
Group of Invariants Problem (GI) Given T Z 2 , compute G (T; B) (or G (T; B sc ), G (T; B N )).
Tileability Problem (T) Given T Z 2 , ? 2 B (or B sc , B N ), decide whether ? is tileable by T. Group of Valuations Problem (GV) Given T Z 2 , compute E (T) .
Coloring Group Problem (CG) Given T Z 2 , compute O (T).
The last two problems are very much related, but we decided to separate them for convenience.
We say that a tile invariant is nite (in nite) if the order of the element in G is nite (in nite). Using de nition ( ) in the introduction, the invariant is in nite if m = 1. We will come back to tile invariants in the next section.
Remark 1.1 Much of this survey can be understood with conventional de nitions of the tilings on a square grid. The point of this somewhat overgeneralized section was to introduce the general concepts and notation we use throughout the paper, as well as to prepare the reader to possible extensions and generalizations. While much of the results in the paper can be generalized by verbatim, we decided to keep the presentation simple for the sake of clarity. At the same time we hope that after reading this section the reader is fully equipped to generalize the results to any appropriate level. (T) . In fact, this is an identity: Theorem 2.3 A (T) = E (T) .
The real meaning of Theorem 2.3 can be seen in the following observation. If for some reason we have an abelian invariant, we can conclude that there exists a coloring map which de nes it. In practice, nding such coloring map can be complicated. We leave the proof to the reader.
Complexity aspects
It is well known that the tileability problem is NP-complete when ? is nite GJ]. It is also undecidable when ? is the whole plane Be,Ri]. We shall prove that the similar situation holds for GI Problem. But rst we need to state it as a decision problem.
GI-rank Problem: Given T, r, decide whether rk G (T; B) r. Bounded GI-rank Problem: Given T, r, N, decide whether rk G (T; B N ) r.
Theorem 3.1 The GI-rank Problem is undecidable. Similarly, the Bounded GI-rank Problem is NP-hard.
The proof is given below in section 10. Roughly, Theorem 3.1 implies that computationally GI is intractible. A simple check shows that Theorem 3.1 extends to simply connected regions as well (i.e. computing the rank of G (T; B sc ) is also undecidable). It seems likely that the proof can be modi ed to show that computing any of the exponents m p in the torsion group is also undecidable. Now, let us x the set of tiles T. Recall that rk(G ) jTj. Proposition 2.1 implies that the negative answer to the Bounded GI-rank Problem can be obtained by an exhaustive search for some nite N = N (T) . In other words, a sequence of Bounded GI-rank Problems is in co-NP (as N grows). The certi cate for rk(G ) < r In a way this makes it unlikely that there is a good generic way to establish the tile invariants for general sets of tiles. For example, if height functions exist for a given set of tiles, this puts the Bounded GI-rank Problem into NP. However, it is believed that an NP-hard problem cannot be in NP \ co-NP GJ]. We will not attempt to formalize and extend this observation. The proof is based on a simple reduction to a linear algebra problem, and is given in section 10. We believe that currently known algorithms for solving linear equations over the integers (see BK,LLL,Sc]) can be used to determine the full groups O (T; B N ), E (T; B N ). Further, we conjecture that there exist an e cient algorithm for computing O(T; B), E (T; B). We hope to return to this problem in the future.
Height functions
There seem to be no general agreement as to what exactly is the method of height functions, especially when dimension increases. Here we present our personal approach with no attempt to justify it. Suppose T is a ne set of tiles of the plane Z 2 , or any other plane graph L with straight edges for that matter (for example L can be triangular of hexagonal lattice). Let V be a di erent plane, which will also be xed. Suppose the edges of L are oriented, and there is a function ' : L ! V which maps oriented edges into vectors in V . Also, let '(x; y) = ?'(y; x) for all edges (x; y) 2 L oriented from y to x. Now, every path x 1 ! x 2 ! x 3 ! : : : can be mapped to a path in V (up to translation): v 1 ! v 2 ! v 3 ! : : : , where v i+1 ? v i = '(x i ; x i+1 ). We think about the image of the path on a graph as a polygon in V with straight edges.
The function ' is called a height function if the following condition is satis ed:
(?) For every simply connected region ? tileable by a set of tiles T, the image '(@?) is a closed loop.
Here the boundary @? is a closed path with any xed starting point and oriented counterclockwise. We will always assume that there is a nite number of equivalence classes of values '(x; y) for all (x; y) 2 L. The condition (?) may seem di cult to check, so the following result helps to simplify it.
Theorem 4.1 It su ces to check (?) only for the tiles 2 T.
The theorem follows easily by induction from the following lemma of independent interest. Lemma 4.2 Let ? R 2 be a simply connected region and is tiled by simply connected regions 1 ; : : : ; k . Then there exist i such that ? ? i is also simply connected.
Lemma 4.2 seems to be well known in geometric group theory, although we were unable to obtain any reference to that. In this context it was sketched in the pioneer paper CL] . A simple proof can be found in MP] (see also Pr]).
Let us remark that in 3 and more dimensions the Lemma is incorrect 1 . The Theorem would survive if one weakens conditions in the lemma to \there exist i 1 ; : : : ; i l such that regions i1 : : : i l and ? ? ? i1 : : : i l are simply connected 2 ". We do not believe that even this weaker condition holds. It would be interesting to nd an explicit counterexample to that. Now, once the height function is given, it can be used to prove certain tile invariants for the set of tiles T, not unlike the extended coloring arguments. Indeed, consider any extended coloring argument f : V ! G (G is abelian), where now we require the value f('( )) to be invariant of the location of the on the plane. By construction, f('(?)) is always the sum of the f('( i )) and is independent of the tiling. Therefore the values c i = f('( i )), 2 T de ne a tile invariant for T.
Formally, denote by E ' (T) the group of valuations of extended coloring arguments on V for the set of tiles '( i ). Then
This means that in certain cases when there exists a height function, one can obtain proofs of certain tile invariants by nding an appropriate extended coloring argument in V . In other words, one can sometimes compute the whole group of invariants G (T; B sc ).
We should note here that condition (?) does not necessarily imply that '(A), A`? is a tiling of ? with tiles '( i ) 3 . Rather, we obtain a signed tiling of '(?).
Still, the conclusion ( ) remains valid in view of results in section 3.
Let us emphasize once again, that the relationship height functions ! tile invariants seem to go smoothly only on a plane. In principle, of course, neither nor V have to be planar. There are several interesting example of the height functions when V is a line and dimension of varies. We will come back to such examples in the next section. Let us note also that we don't seem to have any nontrivial example of two-dimensional height functions when is not planar, and nothing at all when V is three and more -dimensional. We challenge the reader to de ne even coloring arguments properly when dim( ); dim(V ) 3.
Local moves
5.1 One-dimensional height functions. Let T be a nite set of tiles, B be any set of nite regions. We say that T satis es local move property with respect to B if there exists a nite set of regions ? 1 ; : : : ; ?`2 B, and two collections of tilings A i ; A 0 i`? i , for all 1 i `(cf. Note that the conclusion of Theorem 5.2 implies, by Theorem 5.1, that the GI Problem is also in P in this case. As we shall see, the examples include domino tilings, zonotopal tilings, etc. It would be interesting to nd analogs of ( ) for two-dimensional height function. This could positively resolve the connectivity conjecture for ribbon tilings.
Conjecture 5.3 If T satis es the local move property with respect to B sc , then Tileability Problem for regions ? 2 B sc is in P.
While we have only few known examples of the local moves property, the conjecture seem to hold. Theorem 5.2 seem to support the conjecture. Note that if ? 2 B is untileable, then ( ) holds by default. Heuristicly, the conjecture suggests that for any set of local moves one should be able to de ne a \generalized one-dimensional height function", and apply the analog of the last part of Theorem 5.2.
Tiling Polytope.
Let us conclude this section with a polytopal interpretation of the local moves. Theorem 5.4 Rational Tileability Problem is in P.
Proof. Let` ' be a lexicographic order on . For any 2 T, denote by x the unique tile , such that x y for all y 2 x . In other words, let x be the tile obtained by translation of such that x is the smallest element in x .
Let k = jTj. For any region ? 2 B, consider a polytope P ? R kj?j = R a x; ; x 2 ?; 2 T , de ned by the following linear equations and inequalities: Now, every rational point (a) in the polytope P ? corresponds to a rational tiling with x = a x; . Since the system is rational, the rational tileability is equivalent to P being empty or not. The latter can be determined in polynomial time (see e.g. Sc] We should mention here that for large ? the set of edges of the tiling polytope is much larger than the set of local moves described in the beginning. Indeed, while the local moves can be (and usually are) primitive moves, the minimal set of local moves is a very small subset of primitive moves which can be compositions of a number of (intersecting) local moves.
It is tempting to study the simplex method or other optimization problems on tiling polytopes. The di culty is that the minimum number of linear relations and inequalities which de ne b P ? is probably exponential in j?j (it's superpolynomial unless P=NP).
Zonotopal tilings.
It was noted on many occasions that one can think of tilings by \lozenges" (analogues of dominoes in the triangular lattice) as of projection of the cubic surface, at least for certain nice simply connected regions. In fact, Thurston's height function coincides with the height of the surface in these cases (see T,ST] ). Let us brie y mention here that one can consider zonotopal tilings which extend this observation. De ne 2-moves to be the local moves which involve exactly two ribbon tiles. For description of all such moves see P] . As observed by Adin Ad], the total number of such moves is ? jTnj 2 . This formula is somewhat misleading since not all pairs of ribbon tiles can form a 2-move, while some pairs can form it in several ways.
The main object of this section is the successful computation of G (T n ), and the local move property with respect to 2-moves. Note that there is an obvious area invariant which states that the total number of tiles is j?j=n. One can show that the above height function with the set of 2-moves satis es ( ) ?( ). From here we obtain the local move property for 2-moves with respect to B sc as an immediate conclusion of Theorem 5.
2. An elementary example shows that this does not hold for non simply connected regions. We should mention here that the result can be generalized to any planar regular graph with a bipartite dual graph Ch]. Also, a careful look at the tileability algorithm reveals that it has cost O(j?j), faster than other (general) matching algorithms LP,Sc] . This result can be extended to non simply connected regions as well F].
As mentioned in the introduction, the group of invariants G (T 2 ) ' E (T 2 ) ' Z Z 2 in this case.
6.3 Ribbon Trominoes.
The set of ribbon trominoes is the celebrated example, studied Conway and On the other hand, it was shown in P] that E (T n ) ' Z Z n , and all tile invariants in the basis do not follow from the extended coloring arguments.
The technique used in MoP] is notable since it used a new construction of the two-dimensional height function ', which mapped the edges of the square lattice into f! k ; 0 k n ? 1g C , where ! = exp(2 i=n). Then the authors take a signed area in C as a the generalized coloring argument. Remarkably, this single real-valued invariant contains all tile invariants presented above. Denote by B y and B sy the set of regions with Young diagram and skew Young diagram shape (see e.g. M,JK]). It was shown in P] that T n has local move property (for 2-moves) with respect to B y . The result, already more general than We], was later extended by the author to include B sy (unpublished). Following P], we conjecture the local move property with respect to all simply connected regions.
The computation of G (T n The set of tiles is of interest since it also seem to have a local move property. Observe that besides the 2-moves there is also a 4-move involving a re ection in a 4 4 square. We conjecture that these local move su ce. It seems that the combinatorial technique in Wa] can be extended to prove the local move property with respect to rectangular regions.
Bars and Rectangular shapes.
Let T be a set of two \bars", i.e. of m 1 and 1 n rectangles. Claire and Rick
Kenyon found a remarkable application of the height functions in this case KK]. They introduced a tree-valued height function, and proved properties ( )?( ) in this case. From here they deduced the local move connectivity (the only local move required is A 1 ! A 2 , where A 1 ; A 2`m n rectangle), obtain the general bound on the distance (it's O(j?j 3=2 ) in that case) and present a linear algorithm for testing tileability. The authors show that their analysis can be modi ed to rectangular regions m n and n m. In particular, the authors present a quadratic algorithm for tileability and prove the local move property for 2 3 and 3 2 rectangles. While the authors do not compute the group of invariants, it can be easily determined from either local move property or coloring arguments. Let us note that the polynomial algorithms for tileability exist only for simply connected regions, as in general case the problem is NP-complete Ro] (see also BJLS]).
7.3 L-trominoes. Let T be the set of four rotations of L-trominoes. We showed in P] that G (T; B) = E (T) = Z Z 2 3 . The proof involves some explicit coloring arguments. The set T has no local move property, as shown in P]. There, we constructed large regions with exactly two tilings. Also, for general regions the tileability is NP-complete MR]. It would be interesting to see if the same is true for simply connected regions. Let us mention here an old result that a n n square with one square deleted can be tiled with T unless n is divisible by three CJ]. 7.4 Skew and square tetromino. This example wa introduced by Propp, who found a very nice application of the height function approach Pr]. The group of invariants G can be computed completely in this case, by using the coloring arguments and a nonabelian tile invariant presented in Pr], which implies that rk(G ) = 2. There are two interesting features in this case. First, the authors makes a distinction between \odd" and \even" 2 2 squares. In principle, this can be done in other special cases, by taking a smaller group of translations. Still, this is by far the most interesting such example, as the in nite tile invariant becomes a nite tile invariant when odd and even squares are identi ed.
For the second feature, Propp in Pr] de nes a tile invariant as a signed area, refraining from the \winding number" approach in CL]. This was the approach continued in MoP]. We hope the reader will enjoy this well written article and completes the computation of the full group of invariants as an exercise. 
Dominoes again.
Let ? be a simply connected region, and let k be a xed integer. Consider all domino tilings of ? with exactly k vertical domino. Recall that k can vary for di erent domino tilings, although its parity remains xed. It was noted by Gupta Gu] that sometimes one can make a connected graph G(?; k) on these domino tilings by introducing 2 3 moves (see Figure 7 .5). He showed that G(?; k) is connected when ? is a rectangle, the Aztec diamond, etc., but not in general case. We refer to Gu] for the details. 
More examples.
Consider the following two sets of tiles T 1 , T 2 . The rst contains two rotations of T-tetromino and skew tetromino which t into 2-row strip (see Figure 7 .6). The second contains two rotations of T-pentamino, S-pentamino and skew tetromino, which t into 3-row strip (see Figure 7 .7). As before, we allow only translations of the tiles. We are interested whether either or both sets have nonabelian tile invariants, local move property, height functions, etc. It is an exercise to establish these properties for regions which t in 2-row and 3-row strip tiled by T 1 and T 2 respectively. Also, replacing skew tetrominoes with a square tetromino gives an interesting modi cation of T 2 . We challenge the reader to resolve these problems. 
Other lattices.
It was realized rather early that tiling problems are of interest on other lattices as well G]. The original question in CL] comes from a hexagonal lattice, and the running example in T] is the set of \lozenges", analogues of dominoes on a triangular lattice. A number of results for small sets of tiles on a triangular lattice was discovered recently by R emila R e]. The author's approach is somewhat di erent from this article's main theme, and we strongly suggest it as a complimentary reading.
Tilings in many dimensions
There is little known about tilings in many dimensions, although there seem to be no clear reason for that. As mentioned before, we do not know of any nonabelian tile invariant even for three-dimensional tiles. Without attempt to review the subject, let us present few examples that seem relevant.
Generalized Sperner's Lemma.
The Sperner's Lemma is the following classical result. Let be a triangular lattice, ? be a n-triangle with deleted three corner triangles. Color the vertices of the triangle with colors f0; 1; 2g, so that the sides are colored with 0, 1, 2 (clockwise).
Then there exists a (0; 1; 2) colored triangle. In fact, the number of (0; 1; 2) triangles minus the number of (0; 2; 1) triangles (reading colors clockwise) is always 1. While the Sperner's Lemma is often associated with Brouwer's xed point theorem (see e.g. Sh]), its generalizations are easier to obtained in the context of the Stokes Theorem. We present here the Generalized Sperner's Lemma, which implies an abelian tile invariant for a certain set of tiles. While the generalization below is probably well known (and follows easily from Stokes Theorem) the interpretation of it in the language of tile invariants seems new and will be presented here along with a short proof of the lemma.
Let us state the Generalized Sperner's Lemma rst in two, and then in all di- where const depends only on the coloring of the boundary, and not on coloring A. Now, the lemma can be reduced to an in nite tile invariant for a special set of tiles. First, take the tiles to correspond to (d + 1)-colorings by somewhat changing the boundaries around the vertices in a consistent way which depends on the color (cf. proof of Theorem 3.1). For example, a small simplex can be added to, or subtracted from the sides of a large simplex so that only simplices with the same \color" can t together (see Figure 8 .2). Denote by T this new set of tiles. The proposition can be restated as an in nite abelian invariant of a certain set of tiles. We leave the details to the reader. As a bonus, the theorem implies that for odd d the total number of 1-de cient tiles has a xed parity even when black and white tiles are indistinguishable. Even this is a nontrivial nite abelian invariant.
Let us conclude this part by presenting a special case when two independent tile invariants appear from such construction. This result is due to Moore and Newman, and it appeared in MN]. We follow Mo] in our presentation.
Consider any triangular lattice R 2 with a bipartite dual graph. Fix a black/white coloring of triangles. Let ? be a region in with a xed coloring of the boundary with colors f1; 2; 3; 4g = I. Denote by + (i; j; k) and ? (i; j; k) the number of black and white triangles colored with i; j; k 2 I. Let = (1; 1; 2) + (1; 2; 2) + (3; 4; 4) + (3; 3; 4); = (1; 1; 3) + (1; 3; 3) + (2; 4; 4) + (2; 2; 4); = (1; 1; 4) + (1; 4; 4) + (2; 3; 3) + (2; 2; 3); where const 1 ; const 2 depend only on the coloring of the boundary @? and not on A.
We challenge the reader to obtain a proper generalization of the theorem to higher dimensions Mo].
8.3 3-dimensional dominoes.
While dominoes on a square grid satisfy the local move property with respect to simply connected regions, this is no longer true for 3-dimensional dominoes. Heuristicly, in three dimensions there is enough space to make large simply connected \local moves". Formally, for any n there exist a simply connected region ? with exactly two domino tilings A 1 ; A 2`? , so that the move A 1 ! A 2 involves at least n dominoes.
Indeed, consider a cycle of size 4 n with a (n ? 1) (n ? 1) square shaped hole inside. Think of the cycle lying in a (x; y) plane. Color this square with black and white colors in the usual checkerboard fashion. Fill this hole with dominoes pointing up or down (in the direction z), depending on whether the square is black or white. Now notice that there are exactly two domino tilings of this region ?, as the positions of the vertical dominoes are xed by the construction, and the only freedom we have is given by two possible tilings of the cycle. The move will involve 2 n dominoes then, which proves the claim.
The construction naturally extends to tilings in any d 3 dimensions. This makes it rather unlikely that there exists a one-dimensional height function as described in section 5.1. On the other hand, the tileability by dominoes is in P for
Let us note that there are other generalizations of the 2-dimensional dominoes. For example, in three dimensions, one can consider 2 2 1 blocks. The similar construction to the one above shows that there is no local move property with respect to the simply connected regions. It would be interesting to see if the tileability is also in P in this case (cf. MR]).
Generalized ribbon tiles.
During the search of the nonabelian tiling arguments in many dimensions, one may ask as to whether some generalization ribbon tiles have any. Consider the obvious generalization, corresponding to connected d-dimensional tiles with at most one cube in every plane L c : x 1 + : : : + x d = c. Denote by T d n the set of such tiles in d dimensions with n cubes. Note that jT d n j = d n?1 . The problem of nding the tile invariant group G (T d n ; B sc ) remains open in general case. Preliminary computations (for d = 3, n = 3; 4) suggest that rk G (T 3 n ; B sc ) = 1, i.e that there is no in nite nonabelian invariant in this case (area is clearly an in nite abelian invariant). We conjecture that rk G (T d n ; B sc ) = 1 for all d 3. It is conceivable however, that the rank may increase if the set of regions is more restrictive. It would be interesting to nd a nontrivial example of that.
Final Remarks
Let us begin by saying that in our opinion, papers T], CL] had a profound e ect on the study of tilings, by introducing new techniques and methods into the eld. The notion of tile invariants and the group of invariants P] were inspired
by CL] and f-vectors in simple polytopes Z]. Tile invariants have yet to become widely accepted. It is our goal here is to convince the reader that computing G (T) for various sets of tiles T is an important problem, which might lead to a better understanding of tilings.
To summarize this paper, me propose a new approach to the study of any xed set of tiles T. (T) 6 = E (T) . Since E ' G (T; B sc ), one might be able to compute the whole group of invariants that way (cf. section 6.3,4). While Theorem 3.1 seem to suggest that the above prescription works only for special sets of tiles, we consider a success a proof of any nonabelian tile invariant or any local move property. The theory is still in the early stages of development, so even partial results are of interest.
Few words about the tileability applications. After all, tileability of the starecase shaped regions by the ribbon L-trominoes was the original motivation in CL]. In general, suppose we are given two sets of tiles T T 0 , and a fully computed tiling group G (T 0 ; B). Now let ? 2 B be a region tileable by T 0 . This determines all the constants const(?) for all tile invariants ( ). Now restriction of the tile invariants for T 0 to T gives a number of integer linear equations which may or may not have integer solutions. In the latter case the region is untileable by T (see CL,P] ).
From the point of view of tileability criteria, this seem like a weak approach.
Indeed, in general, we need at least as many invariants as the number of tiles jTj, and these tile invariants are hard to nd and to prove. On the other hand, the integrality of solutions helps. In P] we found several (un)tileability results in this direction. As a bonus, an easily computable coloring group O (T) can determine whether a certain tileability argument follows from the coloring argument. Or, as it was done in CL], one can prove untileability of a ? and then nd a signed tilings of ? by T ?T. By Theorem 2.2 one cannot prove untileability of ? by the coloring arguments then.
There is a number of open problems that remain unresolved. Beside those mentioned earlier (Conjecture 5.3, questions about various small sets of tiles, etc.), let us stress again that we have yet to nd an e cient algorithm for computing E (T) on the whole plane. It would be interesting to nd other approaches to computing the group of invariants, besides the height functions, or nd a reasoning why there cannot be any. It would be also very exciting to prove a local move property for some natural large set of tiles.
Let us conclude by saying that the local move property and one-dimensional height functions have important consequences in Statistical Physics and in study of Markov chains. Roughly, random application of local moves gives an easy way to sample random tilings; existence of the height functions guarantees the rapid mixing. We refer to BH,MN,PW,LRS,RY] for references and details.
Proof of Results
Proof of Theorem 3.1 (sketch).
We shall reduce GI Problem to Post's Correspondence Problem (PCP) by taking a special set of tiles. Let x; y be two variables, F = fx; yg be a free monoid. Suppose U = fu 1 ; : : : ; u k g, W = fw 1 ; : : : ; w m g be two nite sets of words in F. The PCP is de ned as a decision problem whether U , W have a common (nonempty) word. This problem, often formulated as a domino problem is known to be undecidable (see e.g. Si]). As it often happens, the bounded PCP (the length of the common word is bounded by N) is NP-complete GJ,Si]. Note that testing whether two words are identical can be done in linear time.
Without loss of generality we will assume that each word in the language U and W can be written in a unique way in terms of u i , w j . Indeed, we can increase the alphabet by adding a di erent number of letters z; t in the beginning of the words: u 0 i z i u i , w 0 j t i w j . Now each word in (U 0 ) , (W 0 ) can be written in a unique way in u 0 i , w 0 j (and this decomposition is easy to nd). To get back to the original problem we need to add a di erent number of z's and t's between letters in w j , u i respectively. This will increase the size of the alphabet but will not remove uniqueness. If one wishes, one can return to two variables by careful substitution of z, t by words in F. Now, we will construct a set of tile T for each pair (U; W) such that the rank of G (T; B) depends on whether U , W have a common word. We consider a number of modi ed 5 5 blocks, which t together by the \docks". A word u i of length`will correspond to a tile i with`blocks arranged horizontally, with each block having one extra square on the bottom if it corresponds to a letter x, or has one square missing if it corresponds to a letter y. Similarly, tile 0 j is de ned to correspond to w j with a square on the top missing if the letter if x, and an extra square on top if the letter is y. Now, on top of each block in we delete a vertical 2 1 dock, and on the bottom of each block in 0 j we add a vertical 2 1 dock. To complete construction of the tiles we delete and add on the sides of each i , 0 j a 2 1 vertical docks, in a somewhat asymmetric fashion. We call these tiles \shuttles". An example is given in Figure 10 .1 below. Denote by and 0 the set of tiles i and 0 j respectively. Let = 0 .
Note that by assumption we have G ( ) = Z j j , i.e. there are no nontrivial linear relation on . Indeed, an elementary consideration of docks shows that such relation implies two distinct tilings in either or 0 . This gives two distinct In the other direction, we need to show that given two identical words in U and W , we have rk G (T) < j j + rk G (T ? ). Indeed, suppose we have such an identity. Present it horizontally with the shuttles (tiles in ; 0 ). Use transmitters to connect 2 1 docks from tiles in 0 on the bottom to tiles in on top. This can be done in a number of ways. Add two xers on the sides. We obtain a region ? with no hanging docks. The above construction de nes a tiling A`? (see Figure 10 .4). Another tiling A 0 is a unique tiling of ? by blocks . Now A; A 0 give a nontrivial relation on in terms of . This completes the proof of the rst part. 6 The NP-completeness follows along these lines. We omit the easy technical details related to polynomiality checks of the parameters. 5 Note also the asymmetry of the side docks, which is added to ensure that shuttles from and 0 do not mix. 6 One can check that ? can be always made simply connected. This implies that the GI-rank Problem for simply connected regions (whether rk G (T; Bsc) = r) is also undecidable.
Proof of Theorem 3.2 (sketch).
We need to show that given N, T = f 1 ; : : : ; k g, j i j R, one can solve Bounded CG-rank and Bounded GV-rank Problems in time polynomial in N, k, and R. Without loss of generality we will assume that N R. We conclude that (c 0 = ) j?j 2 c 00 j?j 2 , which proves the claim.
For the last part, consider the following algorithm. Compute ' on @?. From above, the local maxima of ' 0 = ' A0 are on the boundary. Find a maximum value of x 2 @?. This is clearly a local maximum of ' 0 . Now delete x from ? and proceed accordingly. Eventually we either determine A 0 completely, or at some point we have to delete x from ? in an impossible situation. Since A 0 is unique, this implies untileability of ? in that case. Note that the cost of the algorithm is O(j?j 2`k ). This completes the proof of the theorem. This proves the result.
