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1 Introduction
The analysis of the photochemistry of any aggregation of gas phase molecules, including planetary atmo-
spheres and the solar nebula from which our sun emerged, relies on complete and accurate spectroscopic
data on the molecules involved. The work presented in this thesis is part of two projects being conducted
by Professor Glenn Stark, Wellesley College, and collaborators to measure and model vacuum ultraviolet
(VUV) photoabsorption spectra of CO and CO2. These projects are intended to aid efforts to analyze and
model planetary atmospheres rich in CO2 as well as projects to model the photochemistry of the solar nebula,
which was likely rich in CO. This chapter presents an overview of these two projects, followed by chapters
on theoretical calculations and modeling of CO, on analyzing experimental data of CO and CO2, and on the
instrument used to collect these experimental spectra.
1.1 The Carbon Monoxide Project
In addition to being an especially poisonous byproduct of the combustion engine, carbon monoxide is the
second most abundant molecule in the universe. Photodissociation by UV radiation is an important de-
struction mechanism for CO in astrophysical environments, including the solar nebula from which the sun
emerged [33]. CO is believed to have been present in significant quantities in the solar nebula (the parent
cloud of the solar system), meaning that the photodissociation of CO must have played a significant role in
the environment that produced the sun. Modern measurements of oxygen isotope abundances of calcium-
aluminum inclusions (CAIs) in primitive meteorites as well as analyses of solar wind samples collected by
the NASA GENESIS mission [23] exhibit anomalous oxygen isotope ratios compared to the ratios on earth.
These anomalous ratios of isotopic abundance (18O/16O and 17O/16O) cannot be explained by any currently
known mechanism, indicating that an unknown mechanism was at work in the solar nebula where these
abundances originated. One promising theory to explain the isotopic ratios is that of CO “self-shielding”
(see below).
Most known mechanisms for isotopic fractionation—enrichment of one isotope relative to another in a
sample—are “mass dependent”. This term describes a shift in isotopic abundance from terrestrial ratios that
is linearly proportional to the difference in mass between isotopes, as described in equation 1.1. However,
the isotope fractionation in the GENESIS solar wind samples does not follow this relation, and as such must
5





























The proposed mechanism for the observed oxygen isotope ratios, CO self-shielding, occurs when multiple
isotopologues of CO (e.g.,13C18O) are present. The wavelength region of interest is above the lowest dissoci-
ation limit of CO, so that any absorbed photon will dissociate the molecule. Each isotopologue will absorb
slightly different wavelengths of light, due to differences in mass. If one isotopologue is far more plentiful
than a second, as in figure 1.1, the dissociating wavelength of the more plentiful isotopologue will be fully
absorbed before the end of the sample (the absorption saturates at the relevant wavelength), as is the case
with the blue molecules; the less plentiful isotopologue’s absorption will not saturate, so that a non-negligible
intensity of the dissociating wavelength will traverse the entire sample, and all molecules of the less-abundant
isotopologue in the sample will be dissociated. In the case of the self-shielding hypothesis, where the relevant
wavelengths are above the dissociation limit, this means that the more plentiful isotopologues of CO will
not be fully dissociated, as the molecules of the more common isotopologues that are inside the solar nebula
will be shielded by those in the outer regions, while the less common isotopologues will be fully dissociated
throughout the nebula.
Figure 1.1: In self-shielding, the blue molecules absorb the blue light, and the yellow molecules absorb the
yellow light. As there are plenty of blue molecules, the blue light is fully absorbed only partway through the
sample, leaving nearly half of the blue molecules unaffected by the light; the yellow molecules are much less
plentiful, and so the yellow light traverses the entire sample, and affects all yellow molecules in the sample.
In order to correctly model self-shielding of CO, we require highly accurate photoabsorption measurements
of all isotopologues. However, most calculations of CO fractionation, including those of Lyons and Young
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[22] and Visser et al. [33], use incomplete CO data sets recorded at only modest resolutions. Specifically, the
most recently published CO survey spectra were published in the early 1990’s, recorded with a 10m grating
spectrometer using photographic plates, with an estimated wavelength accuracy of 0.1–0.5 cm−1 [33, 8, 5].
CO photoabsorption cross sections are only available at low resolution: a 1987 paper from Letzelter et al. [20]
reports cross sections with a wavelength resolution of 15 cm−1, measured with a 1m grating monochromator.
Furthermore, spectra of all CO isotopologues are not available at the resolution and accuracy necessary to
properly evaluate self-shielding.
Thus, with the goal of improving the available spectroscopic data on CO, particularly with regard to
isotopic and temperature dependences, Prof. Stark and his collaborators have designed a multiple-step
project. First, they plan to record and analyze high-resolution photoabsorption spectra of CO and its
isotopologues (12C16O, 12C17O, 12C18O, 13C16O, 13C18O) between 91.2 and 111.8 nm; this spectral range
was chosen because it is precisely the region of interest for astronomical ultraviolet observations of CO, as
it is bordered on one side by the first dissociation limit of CO (111.8 nm) and on the other side by the
ionization energy of atomic hydrogen (91.2 nm, making H a significant absorber below this wavelength).
Second, they will develop and publish a comprehensive CO photoabsorption cross section model, including
isotopic and temperature dependence. Finally they will incorporate the new model into radiative transfer
calculations of the early solar nebula to evaluate the CO self-shielding hypothesis.
1.2 Carbon Dioxide Photoabsorption Cross Sections
CO2 plays a critical role in the photochemistry of planetary atmospheres, in particular those of Mars [10],
Venus [14], and early Earth [21]. Photochemical models of the atmospheres of Mars and Venus show that
photodissociation of CO2 by solar vacuum ultraviolet (VUV) radiation produces CO and O, with further
photochemistry driving the non-thermal escape of energetic atoms as well as governing the abundances of
a number of molecular species. High-resolution measurements of Martian and Venusian airglow have been
published and analyzed [17, 9], but accurate analyses are hindered by a lack of properly characterized, high-
resolution CO2 absorption spectra in the VUV. CO2 is believed to have been a primary source of prebiotic
oxygen on Earth [15], a theory whose analysis is also hindered by the lack of high-resolution cross sections.
Measuring high-resolution photoabsorption cross sections of CO2 is the goal of another of Prof. Stark’s
ongoing projects; this particular project is completed by the measurements and analyses of CO2 presented
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in chapter 5 and in the manuscript in appendix A; the cross sections presented in the manuscript cover the
region between 87 and 106 nm, a region critical to the previously mentioned planetary atmosphere projects
but for which no modern, high-resolution photoabsorption cross sections have been published [13]. The new
data follow measurements made by Stark et al. [29] of CO2 photoabsorption cross sections between 106.1
and 118.7 nm, and cover the CO2 spectrum from just above the transmission limit for window materials (see
section 5.1) to below the CO2 ionization limit at ∼90 nm.
1.3 Work Presented in the Context of the CO and CO2 projects
All experimental data were collected with the vacuum ultraviolet Fourier transform spectrometer (VUV-FTS)
at SOLEIL, the French national synchrotron facility in Saint-Aubin, France. Details of this instrument are
presented in chapter 5, including general information on Fourier transform (FT) spectroscopy, aspects of FT
spectroscopy specific to the VUV-FTS at SOLEIL, and a description of the SOLEIL facility and the VUV
source there.
All calculations involving CO are part of a larger project that is a collaboration between Prof. Stark, Jim
Lyons (UCLA), and Alan Heays (currently visiting Wellesley), with the goals of measuring high-resolution
photoabsorption cross sections of CO and its isotopologues between 91.2 and 111.8 nm and developing and
publishing a comprehensive CO photoabsorption cross section model that includes temperature and isotopic
dependences. Measurements and analyses are being done in collaboration with a group in France, led by
Michele Eidelsberg and Jean-Louis Lemaire. The calculations presented in chapter 2 will be used in column
density calibrations for the CO absorption scans. Chapter 3 presents a re-creation and analysis of a model
developed by Tchang-Brillet et al. [32] for the interaction between two electronic states in the CO molecule.
Chapter 4 presents an analysis of spectra recorded of the CO B(2)–X(0) transition, particularly in the context
of the results generated by the Tchang-Brillet model. This work will be used in the development of the CO
photoabsorption cross section model. Further work for this project involves incorporating these data and the
model into radiative transfer calculations to evaluate the theory that CO photodissociation and self-shielding
are responsible for the observed oxygen isotope ratios in the early solar nebula.
The analysis of CO2 spectra presented in chapter 5 and in appendix A complete Prof. Stark’s NASA-
funded project to record and publish high-resolution CO2 photoabsorption cross sections. This project
involved recording and processing CO2 absorption spectra, producing photoabsorption cross sections from
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the data, and writing a manuscript for submission to the Journal of Quantitative Spectroscopy and Radiative
Transfer.
This sequence of related projects was chosen so that I could gain experience with both experimental
and theoretical spectroscopy while working on Prof. Stark’s ongoing projects. The CO project has many
interesting aspects that were ideal for me to tackle in the context of my thesis; in particular, the decision
to recreate the Tchang-Brillet model was perfectly timed to coincide with Alan Heays’ visit to Wellesley
College, as he has experience with this sort of modeling that Prof. Stark does not. The CO projects allowed
me to explore the quantum mechanics of electronic states in molecules and the analysis of experimental
data from diatomic molecules. Finishing the CO2 project was a logical continuation of my work with Prof.
Stark, which began in spring 2010, during which time I assisted in collecting some of the first data recorded
with the SOLEIL FTS for the CO2 project. The final analysis has given me experience in the analysis of
polyatomic absorption spectra, and crafting the manuscript has given me my first experience with scientific
writing.
2 CO Oscillator strengths
One of the first projects undertaken this year was to investigate the isotopic variation in oscillator strength
for two transitions in CO. The oscillator strength, or f-value, of a transition is a common measure of the
strength of a transition. Five isotopologues of CO were studied by Prof. Stark as part of his CO project; the
measurements were performed in a windowless absorption cell, and thus require that the CO column density
be calibrated by referencing previously measured cross sections (see sections 5.2 and 5.4). This chapter
presents the framework with which spectroscopists analyze diatomic spectra and describes the process of
calculating relative oscillator strengths of the five measured isotopologues for two transitions of interest, the
B(0)–X(0) and B(1)–X(0) vibronic bands.
2.1 Spectroscopy of Diatomic Molecules
When studying the electronic spectra of a diatomic molecule, the solutions to the Schro¨dinger equation
provide a necessary framework. The molecular Hamiltonian, ignoring spin-orbit and relativistic terms, can
9
be written as:
































where α and β index the two nuclei, i and j index the electrons such that rij is the distance between a
particular pair of electrons, and R is the separation of the nuclei. The first term represents the kinetic
energy of the nuclei, the second term represents the kinetic energy of the electrons, the third term is the
internuclear repulsion, the fourth term is the repulsion between pairs of electrons, and the fifth and last term
is the electron-nuclei attraction.
With the Hamiltonian in equation 2.1, the Schro¨dinger equation for a diatomic molecule cannot be solved
analytically. The Born-Oppenheimer approximation is a standard approach to simplify this problem. In the
Born-Oppenheimer approximation, the internuclear separation is fixed, causing the nuclear kinetic energy
term to go to zero and making the internuclear repulsion constant, allowing for both of these terms (first
and third in equation 2.1) to be omitted from the Hamiltonian used to solve the Schro¨dinger equation. The
resulting Hamiltonian, referred to as the ‘electronic Hamiltonian,’ is solvable numerically, and gives us the
electronic energy levels Eel as a function of R. When the internuclear repulsion term is added back in we get
a molecular potential energy curve:





The molecular potential energy curves obtained from this version of the Born-Oppenheimer approximation
are “adiabatic” potential curves, for which the derivation is explained in detail in section 2.1 of Yomay
Shyur’s thesis [26]. Adiabatic curves are associated with states whose dominant electron configuration
changes with R. Another variant of the Born-Oppenheimer approximation ignores the electron-electron
repulsion term in equation 2.1, resulting in solutions that are the “diabatic” potential curves. The diabatic
potential curves, due to the exclusion of the electron-electron repulsion term, are associated with a single
electron configuration. Both sets of potential curves, adiabatic and diabatic, are fully valid representations
for the energy states of a diatomic molecule and make up full basis sets for the true wavefunctions of the
molecule—the true wavefunctions can always be written as a superposition of either set of functions—and
so either representation may be used in theoretical models. In general, one set of potentials or the other will




Molecules have four types of energy, including electronic, vibrational, rotational, and translational energy.
Translational energy contains no useful information on molecular structure, and so is generally disregarded;
the primary observable effect of translational energy is in the Doppler width of an absorption feature.
Electronic states are denoted by their symmetries (e.g. 1Σ+g ), and it is conventional to add a letter designation
to indicate ordering in energy, with the ground state being X, the next highest state A, then B, and so on. If
new states are discovered after the fact, they are often added in the correct order but with a primed letter;
this is why CO has a D′ state, because a new level was discovered between D and E, and the whole naming
paradigm could not be modified. The energy differences between electronic states are generally much greater
than the differences between vibrational levels, which are in turn much greater than the energy differences
between rotational levels. Each electronic state, which is represented as a plot of potential energy as a
function of internuclear distance, contains many vibrational levels, each denoted by the quantum number
v, and each vibrational level contains many rotational levels, denoted by the angular momentum quantum
number J. For example, the lowest vibrational and rotational level in the ground state would be written as
X(v=0,J=0), and on occasion either both the v= and J= or only the J= may be omitted, depending on the
context. When discussing transitions, all quantum numbers of the ground state are denoted by a double
prime (e.g. v′′), and quantum numbers of the excited state are denoted by a single prime (e.g. J ′)
Molecular potential energy curves, which represent energies of the electronic states, are described by
equation 2.2. A potential curve with a potential well is considered to be stable, and one without is considered
an unstable or dissociating state. Figure 2.1 shows many calculated diabatic potential curves for CO, with
experimentally observed energy levels marked. All the curves in this figure are nominally stable, though
they all will dissociate at a high enough energy. True states of the molecule are linear combinations of the
diabatic potential curves in fig. 2.1. The zero of the energy scale in figure 2.1 is set to the minimum of the
ground state potential. The transitions investigated in chapters 3 and 4 are those from the ground state to
the B state v = 0, 1, and 2 levels. The v = 2 transition is perturbed by the D′ state, an effect visible through
predissociation line broadening, which will be explained in chapter 3.
11
Figure 2.1: Many calculated diabatic potential curves of CO, all of the same symmetry (Σ), with observed
vibrational levels as indicated, with dashed lines indicating levels seen only in absorption. All these potential
curves are nominally stable; however, it is of note that the D′ curve experiences a potential maximum at the
arrowed radial distance, beyond which the state will dissociate. Taken from Tchang-Brillet et al. [32].
2.1.2 Energy Levels
Vibrational and rotational energy levels exist within each electronic state in a molecule. It is these energy
levels that are visible in absorption and emission spectroscopy, and their energies are described by equations
2.3 and 2.4.
Evib = G(v) = ωe(v +
1
2
)− ωexe(v + 1
2
)2 (2.3)
Erot = F (J) = B[J(J + 1)]−D[J(J + 1)]2 (2.4)
These equations for G(v) and F (J) are in fact approximations. The first term of G(v) is the energy of a simple
harmonic oscillator, followed by an anharmonic correction term, after which the higher order correction terms
have been dropped. The same goes for F (J), the first term of which is the solution for a rigid rotor, so that
B = h¯2/2µR2, where µ is the reduced mass of the nuclei and R is the internuclear distance; the first term
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is followed by the first of many higher-order correction terms.
As each electronic state contains vibrational and rotational levels, the total energy of a ro-vibrational
level relative to the bottom of the potential curve of the electronic state is given by
E = G(v) + F (J) = ωe(v +
1
2
)− ωexe(v + 1
2
)2 +B[J(J + 1)]−D[J(J + 1)]2. (2.5)
However, equation 2.5 is not an exact representation of the energy of level (v, J), as only the first correction
terms have been retained.
2.1.3 Transition Strengths
As mentioned previously, the f-value, or oscillator strength, of a transition is a conventional way to represent
transition strength. f-values are unitless, and are related to the Einstein-A coefficient, Aij , of a transition






where m and e are the mass and charge of an electron and νij is the frequency of the transition in s
−1.
The Einstein-A coefficient describes the probability of a transition from an upper energy level Ei to a
lower energy level Ej ; the Einstein-A coefficient is a probability per unit time, and has units of s
−1. The
probability of decay in a short time interval ∆t, P, and the radiative lifetime, τ are given in equations 2.7
and 2.8, respectively. These expressions allow for the possibility of multiple decay channels, in which case
each decay channel is described by its own Aij and the transitions from the higher level Ei to all possible









Einstein-A coefficients are related to the electric dipole matrix element µij , which determines the strength
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where µij is given by
µij = 〈Ψi | ~µij | Ψj〉 = 〈Ψi |
∑
e~r | Ψj〉. (2.10)
The second version of equation 2.10, with the sum, is used in the case of a many-electron molecule, since
the dipole moment must be summed over all electrons.
To calculate the electronic dipole matrix element of a molecular transition (ignoring rotation), we use the
Born-Oppenheimer approximation to separate the wavefunction into electronic and vibrational components,
a process explored in detail in Shyur section 2.3 [26]. As a result of this simplifying approximation, we can
write the dipole matrix element as:
~µij = 〈ψi | Re(R) | ψj〉 (2.11)
where ψi and ψj are the Born-Oppenheimer vibrational wavefunctions of their respective levels, and Re(R)
is the electronic transition moment. Further approximations can be made, such as to assume that Re(R) is







the equation for the oscillator strength in terms of the electric dipole matrix element.
Using equations 2.12 and 2.11, it is possible to calculate the strength of a transition given the vibrational
wavefunctions of the upper and lower states and Re(R). When looking only at the relative strengths of
transitions, it is possible to consider only the fact that f ∝ |〈ψi | Re(R) | ψj〉|2; this simplification is made
in the analyses in the next section.
2.2 Calculating Oscillator Strengths for CO
This section contains the results of calculations made to determine the relative oscillator strengths of the
B(v′=0) and B(v′=1) to X(v′′=0) transitions for all CO isotopologues. These calculations are critical to the
analysis of spectra recorded for Prof. Stark’s CO project, as the spectra were recorded in the windowless cell
of the DESIRS VUV-FTS (section 5.2), so their analysis requires a column density calibration using cross
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sections measured in a windowed cell (see section 5.4). The photoabsorption cross sections of the 12C16O
B(0)–X(0) and B(1)–X(0) bands are well-known [27], more so than those of any other isotopologue. In
order to use the known 12C16O cross sections to calibrate the column density of all isotopologues, we must
first confirm that there are no isotope-dependent effects on the strengths of these transitions. To this end,
electric dipole matrix elements were calculated numerically for all relevant isotopologues for the B(v′=0)
and B(v′=1) to X(v′′=0) transitions. The results of these calculations are presented in table 1a.























Figure 2.2: Calculated potential curves used to generate wave-
functions to calculate µ2ij . The resulting wavefunctions for each
potential for the B(1) level of 12C16O are as indicated, as is the
energy of the B(v=1) level of the CO potential.
Numerical values for the relevant
transitions were determined using equa-
tion 2.11. The excited and ground state
wavefunctions were calculated using two
programs written by Dr. Stephen Gib-
son at the Australian National Univer-
sity in Canberra. The first of these
programs uses the RKR (Rydberg-Klein-
Rees) method to construct the molecular
potential from its measured vibrational
energies and their associated rotational
constants (B-values). Using this program, potential curves were calculated for the B and X levels of CO,
as well as the ground state of the CO+ cation. The resulting potential curves, their respective v = 1
wavefunctions calculated for 12C16O, and the 12C16O B(1) energy are shown in figure 2.2.
















Figure 2.3: The electronic transition mo-
ment, taken from Kirby and Cooper [16].
The second program generates the wavefunctions associated
with an RKR potential curve by solving the Schro¨dinger equa-
tion. The B state potential curve for CO was calculated using
measured energy levels for the B(0), B(1), and B(2) levels of
CO from Eidelsberg et al. [7]; these are the only B–X tran-
sitions that have been experimentally measured in CO. Ad-
ditional points between measured levels were generated with
a polynomial fit, as the RKR program requires at least four
points to generate a curve. Since the data to generate the CO
potential curve were limited, the calculations were also per-
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formed using the potential curve of the ground state of CO+, which is believed to be a reasonable approxi-
mation for the B state in CO. The CO+ potential was calculated using energy levels and rotational constants
taken from Haridass et al. [11]. The CO X-state energy levels were calculated using values from Coxon and
Hajigeorgiou [2]. The electronic transition moment, Re(R) in equation 2.11, used in these calculations was
theoretically calculated by Kirby and Cooper [16]; their published data points are plotted in figure 2.3.
v isotope
CO RKR potential CO+ RKR potential
ν × µ2 νµ2
νµ21216
ν × µ2 νµ2
νµ21216
0
12C16O 2440 1 2270 1
12C17O 2440 0.998 2270 0.998
12C18O 2430 0.997 2270 0.996
13C16O 2430 0.997 2270 0.997
13C18O 2430 0.994 2260 0.993
1
12C16O 302 1 455 1
12C17O 300 0.994 451 0.991
12C18O 299 0.989 450 0.989
13C16O 299 0.990 450 0.989
13C18O 296 0.978 447 0.983
(a) calculated values for νijµ
2
ij for all relevant isotopes, where ν is in
cm−1 and µ is in atomic units.
isotope











value from Kirby and Cooper [16]
12C16O 7±2
(b) B(0)–X(0) to B(1)–X(0) transition
strength ratios, with a reference value from
Kirby and Cooper table V.
Table 1: Results of calculations of the B(0)–X(0) and B(1)–X(0) transition strengths of five different CO
isotopologues. All values have been rounded to three significant figure, but internal calculations were done
without rounding.
The values reported in table 1a are not f-values; they are the products νijµ
2
ij , which include all non-
constant terms in equation 2.12, and as such are adequate for making comparisons between the isotopologues.
From these values we conclude that the transition strengths of the B(0)–X(0) band should not be noticeably
different across isotopologues, and the B(1)–X(0) band f-value differs by more than 1% only for 13C18O. The
strength of each transition relative to 12C16O is also reasonably consistent between values calculated with
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the CO RKR potential and the CO+ RKR potential. These results indicate that using measured 12C16O
cross sections [27] to calibrate the absorption column densities should be valid, and that the isotopologue
column densities can be well-calibrated (with small correction factors, see table 1a) using the 12C16O cross
sections for the two transitions investigated.
Table 1b presents ratios of the calculated transition strengths of the B(0)–X(0) band and the B(1)–X(0)
band, along with a value for comparison calculated by Kirby and Cooper from an ab-initio model, found
in table 5 of their manuscript [16]. The Kirby and Cooper uncertainty was calculated assuming that the
least significant figure in each relevant parameter was uncertain by ±1. These ratios provide a useful check
on the calculations, as they should be very similar between isotopes. We see that the values are indeed
similar between isotopes, and are, within uncertainty, consistent with the values from Kirby and Cooper.
This indicates that it is likely that no significant errors were made (or that the systematic errors are common
from isotopologue to isotopologue) in doing these calculations.
3 CO Models and the Coupled Schro¨dinger Equation Method
This chapter describes an effort to model the CO absorption spectrum and the method used to create the
model—the Coupled Schro¨dinger Equation (CSE) approach. CSE was used to replicate a published model
for the interactions between two electronic states in CO, the B and D′ states (fig. 2.1), and presents results
from the replicated model.
3.1 The B(2)–X(0) Band in CO
Modeling molecular interactions is useful because it allows us greater insight into the mechanisms responsible
for experimentally measured spectra. A reliable model can be used to predict spectra under conditions
that are not normally realized in a laboratory. The B(2)–X(0) vibrational level is of particular interest
when modeling CO, as the B(2) level is the lowest vibrational level in the molecule to exhibit significant
predissociation. Modeling the interaction responsible for this predissociation is the first step in developing
a comprehensive spectroscopic model for CO, as it is the lowest-energy interaction that significantly affects
the spectrum. Understanding the B-D′ interaction is a first step towards understanding higher energy
interactions, many of which also involve the D′ state.
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Predissociation occurs when a nominally bound electronic state interacts with another electronic state
that has a lower dissociation energy. Predissociated states are identifiable experimentally in that they are
only visible in absorption (not emission) spectroscopy, and the absorption features are broadened relative to
non-predissociated states; figure 3.1 shows two B–X bands in CO, one of which is the B(2)–X(0) band and is
visibly predissociated. Modeling the B(2)–X(0) transition in CO involves identifying the electronic state the
B state is interacting with, determining the exact characteristics of both states, and finding the appropriate
degree of interaction.

















(a) The B(0)–X(0) band in 12C16O

















(b) The B(2)–X(0) band in 12C16O
Figure 3.1: Absorption spectra of two B–X transitions in 12C16O. The B(2)–X(0) transition is predissociated,
while the B(0)–X(0) transition is not. Predissociation is evident in the broadening of all absorption features.
The B(2)–X(0) absorption features are broadened due to interaction of the B(2) level with a dissociating
state, and can also be explained in part by looking at a necessary modification to equations 2.7 and 2.8.
As presented previously, these relations are only valid for states where the only available decay channels are
radiative processes. For states that predissociate, an additional predissociation rate term must be added, so
the radiative lifetime becomes τ = 1/(AiPD+
∑
j Aij), where AiPD is the predissociation rate. The addition
of the predissociation rate term shortens the lifetime significantly since AiPD is usually very large compared
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to the radiative probability
∑
j Aij . This shortened lifetime is responsible for the broadened absorption
features.
3.2 Approaches to Modeling
Diatomic molecules are modeled by starting with the potential curves generated using the Born-Oppenheimer
(B-O) approximation (section 2.1). Each curve represents a single electronic state, and a set of B-O states
form a complete basis set for the molecule’s electronic states. Terms neglected in the B-O Hamiltonian couple
the B-O basis states, and it is necessary to evaluate these coupling terms, often referred to as “interactions,”
in order to arrive at the true states of the molecule, which are a superposition of the B-O basis states.
There are two primary approaches used to model interactions between B-O basis states: perturbation theory
and the Coupled Schrodinger Equation (CSE) method. Perturbation theory is the better known of the
two approaches, but is only accurate when the states are weakly coupled, whereas CSE works for strong
couplings.
3.2.1 Perturbation Theory
Perturbation theory is based on the notion that a Hamiltonian Hˆ for which it is impossible to solve the
Schro¨dinger equation analytically can be described as the sum of an ‘unperturbed’ Hamiltonian, H0, and a
perturbation term, W , so that Hˆ = H0 +W . This method is well-known, and the derivation of the perturba-
tion approximations can be found in many textbooks. When applied to interactions between electronic states,
the unperturbed system is taken to be the potentials calculated using the Born-Oppenheimer approximation,
either diabatic or adiabatic. In the case of diabatic basis states, W is an “electrostatic perturbation,” and is
due to electron-electron repulsion. For diatomic molecules, the results of interest are the energy corrections;
the first and second order corrections to the energy levels of the perturbed system are given in equations 3.1
and 3.2, respectively. In these equations, φ0n is the nth eigenfunction of the unperturbed system, E
0
n is an
eigenvalue of the unperturbed state, and W is the perturbation.






(E0n − E0i )
(3.2)
The basic assumption behind perturbation theory is that W , the perturbation, is small compared to the
unperturbed Hamiltonian. However, this assumption is not valid for many systems, including the coupling
between the B and D′ states in CO. The coupling term between these states of CO is of a similar magnitude to
the energy difference between the two states. In this case, we use the CSE method, which uses an interesting
trick to find exact solutions for the energy levels and wavefunctions of the interacting states.
3.2.2 The Coupled Schro¨dinger Equation Method
Less well-known than perturbation theory, the Coupled Schro¨dinger Equation approach is the best way to
model strongly perturbed systems such as the one resulting from the B-D′ interaction in CO. Like perturba-
tion theory, CSE starts by assuming that the electronic states are represented by wavefunctions φdi , where
1 ≤ i ≤ N , resulting from the Born-Oppenheimer approximation, specifically the diabatic wavefunctions.
Each state has associated vibrational wavefunctions, χi,v(R), where v ranges from 0 to ∞ for each i. The
true wavefunctions of the full Hamiltonian, ignoring rotations and spin so that H = TN + Hel, can be









At this point, no significant approximations have been made, and an exact solution can still be found by
representing the full Hamiltonian in the basis of equation 3.3 and diagonalizing it to produce the true vibronic
energies of the molecule. However, this approach suffers significantly when the interactions between electronic
states involve many vibrational levels including the continuum above the dissociation limit; in practice,
the number of vibrational levels considered must be reduced to make direct diagonalization calculationally
possible.
CSE avoids explicitly referencing the vibrational wavefunctions by expressing the true wavefunctions as











such that the infinite number of vibrational wavefunctions have been packaged into a single function.
Substituting equation 3.3 into the Schro¨dinger equation, HΨn = EnΨn, where H = T













〈φdj | TN | φdi 〉fn,i(R) +
N∑
i=1
〈φdj | Hel | φdi 〉fn,i(R) = En
N∑
i=1
〈φdj | φdi 〉fn,i(R). (3.7)
The right hand side simplifies to Enfn,j(R) because the wavefunctions are orthogonal. The nuclear kinetic
energy term can be separated into two cases: the i 6= j terms are zero because TN is diagonal in the diabatic
basis [19], and the i = j term is simply the kinetic energy operator, since TN is the nuclear kinetic energy
and is independent of the electronic configuration, giving us 〈φdj | TN | φdj 〉 = TN 〈φdj | φdj 〉 = TN = − d
2
dR2 .
The electronic Hamiltonian term also separates into two cases: the i = j term is the (unperturbed) diabatic
potential curve, Udj (R), and the i 6= j terms are the off-diagonal elements of Hel, which are Heli,j .









Heli,jfn,i(R) = Enfn,j(R). (3.8)
Equation 3.8 contains N coupled equations, because j ranges between 1 and N. It is possible to solve this
system of N coupled equations for a given value of n, corresponding to one of the true wavefunctions, Ψn(r,R),
and its energy, En. Solving for En requires finding the N functions fn,j(R) that appear in equation 3.8.
As an example, we can look at the case of just two electronic states (N = 2). Equation 3.8 can be













1 (R)fn,2(R)− Enfn,2(R) +Hel1,2fn,1(R) = 0, (3.10)





I + V − EnI
)fn,1
fn,2
 = 0, (3.11)












I + V − EnI
)
fn = 0, (3.13)
where fn is an N-dimensional vector dependent on R.
By removing the infinitely many vibrational wavefunctions from the expression for the true wavefunction,
as in equation 3.4, CSE makes it possible to find exact solutions for the energy levels of coupled electronic
states. These exact solutions must be calculated level-by-level, as each exact energy En has its own set of
N coupled equations. This reduction of an infinite sum (as it is in equation 3.3) to a more manageable,
finite sum that can be reorganized into a solveable matrix is not without drawbacks: in exchange for exact
solutions for the En, the addition of fn,i(R) makes it impossible to know what superposition of vibrational
wavefunctions was ultimately used to calculate En.
In practical application, the process of solving this matrix equation must be automated. The potential
curves and coupling terms may not necessarily be easily expressed analytically, and calculating many energy
levels is a task best performed by a program. Performing these calculations requires that the program find a
numerical solution to the Schro¨dinger equation, a problem for which multiple approaches exist. One particu-
lar method, the renormalized Numerov method, is an efficient scheme for solving the coupled equations, and
is appropriate for use with the diabatic B-O states. The renormalized Numerov method defines convenient
matrices in order to write a 3-step recurrence formula, which is solveable numerically. Alan Heays’ PhD
thesis contains a full explanation of this method as it applies to modeling, in section 2.11 [12].
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3.2.3 Comparing Perturbation and CSE Calculations
To better understand the differences between perturbation theory and CSE, and to observe the limited
effectiveness of perturbation theory when there are strong interactions, an invented molecule comprised of
two interacting electronic states was used to test both approaches. The model system was constructed from
the ground state potential of molecular nitrogen (N2) and the ground state potential of carbon monoxide(CO),
with the CO potential shifted up in energy by 310 cm−1, so that the energies of the v = 1 vibrational levels
of the two states differed by only 7 cm−1. These two potential curves and their unperturbed energy levels
are shown in figure 3.2.





















Figure 3.2: The electronic states of our invented molecule, with the unperturbed energy levels as indicated.
Notice that the second energy levels, v=1, are almost coincident, with E1,N2 slightly higher than E1,CO.
In analyzing the full system, only the first three vibrational levels in each unperturbed state (v = 0, 1,
and 2) were considered. The unperturbed Hamiltonian, H0, is a diagonal matrix containing the v = 0, 1,
and 2 energies of the N2 and CO potentials. The first non-zero correction to the Hamiltonian, H
′, is in
fact the second order correction from perturbation theory (equation 3.2), as the first order correction is zero
because the diagonal elements of the perturbation are zero. H ′ consists of a collection of Hij given by the
overlap integral between interacting states multiplied by the coupling term:
Hij = 〈φi(r,R)χi,v(R) | c(r,R) | φj(r,R)χi,v(r,R)〉 = 〈χ(R) | c(R) | χ(R)〉, (3.14)
where c(R) = 〈φi(r,R) | c(r,R) | φj(r,R)〉 is the coupling term. Equation 3.14 is simplified by assuming a
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constant coupling term, c, so that in the final perturbation matrix we use:
Hij = c〈χi,vCO | χj,vN2 〉. (3.15)
The full Hamiltonian of the interacting system is given by:
H = H0 +H
′ =

E0,CO 0 0 H00 H01 H02
0 E1,CO 0 H10 H11 H12
0 0 E2,CO H20 H21 H22
H00 H01 H02 E0,N2 0 0
H10 H11 H12 0 E1,N2 0
H20 H21 H22 0 0 E2,N2

, (3.16)
where Ev,A is the unperturbed energy of the vth vibrational level of curve A, and Hij is the interaction term
between levels v=i and v=j, as given in equation 3.15. As this matrix is not too unwieldy, the results of
directly diagonalizing it were compared to the results from perturbation theory and CSE. CSE calculations
were performed using a program written by Stephen Gibson, previously used to calculate wavefunctions.
The perturbation theory energies were calculated using equation 3.2. The matrix H from equation 3.16 was
directly diagonalized using Matlab’s native function eig(), which returns eigenvectors and eigenvalues of the
input matrix. We looked only at how the energy of the v = 1 level of the CO potential curve shifted, since
the two v = 1 levels will be the most strongly perturbed and the shift in the N2 v = 1 level will be equal
and opposite to the shift in the CO v = 1 energy.


















Figure 3.3: A comparison between perturbation theory, CSE, and direct diagonalization. Direct diagonal-
ization gives a solution with no approximations, unlike the other two approaches. Notice that perturbation
theory is reasonably accurate until the coupling term reaches 7 cm−1, the energy difference between the two
perturbing states, while CSE is accurate at all points tested.
Figure 3.3 displays the calculated energies for the v=1 level of the CO curve using CSE, perturbation
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theory, and direct diagonalization for multiple coupling constants, varying from 0 to 20 cm−1. We see that the
three methods agree up to and including a coupling constant of 4 cm−1, but that after this point perturbation
theory starts to overestimate the effect of the coupling, as the CO(v=1) level gets pushed farther away from
the nearby N2 level. This change comes when the coupling constant is no longer significantly smaller than
the energy difference between the two nearest levels, which is both theoretically and practically the point
at which perturbation theory is no longer valid. The results from CSE are consistent with those of direct
diagonalization of the Hamiltonian even with large coupling factors, as expected, and CSE is the method
used to evaluate the situation in CO, where the B and D′ electronic states are strongly coupled.
3.3 The Tchang-Brillet CSE Model
The model re-created in this chapter was published by Lydia Tchang-Brillet et al. [32] (T-B), based on the
available 12C16O spectroscopic data at the time (1992). The goal was to develop a detailed model for the
predissociating interaction between the B and D′ states in CO. Understanding the interaction between these
two states is the first step in creating a comprehensive model of CO, as described earlier. The diabatic B and
D′ states are strongly coupled, as indicated by the fact that they are adiabatically correlated, resulting in a
double minimum adiabatic state (BD′), shown in figure 3.4. The analysis of T-B includes a detailed survey
of the data considered and used in the model, as well as the methods used to determine the ideal parameters.
The information required to create the model includes potential curves for the X, B, and D′ states of CO,
transition dipole moments for the B–X and D′–X transitions, and the coupling operator between the B and
D′ states. A summary of this information is given in table 2 of Tchang-Brillet et al. This section presents a
brief overview of this data, which was used in the re-created model.
The vibrational levels of the ground state of CO are well known, and are listed in Coxon and Hajigeorgoiu
[2]; these energies can be used to generate an RKR potential. It is more difficult to construct the potential
curves of the B and D′ states, as the experimental data cannot be used directly to generate RKR potential
curves, because the measured levels already include the effects of the strong interaction. The B-state potential
curve was taken to be a diabatic RKR potential, for which the final spectroscopic constants (given in table
2) were adopted after comparison to results from other representations. Lengthy consideration was given
to the shape of the D′ electronic state, which is thought to be as shown in figure 2.1. The position of
the barrier height of the D′ state can determined by the positions of states perturbed by the D′ state; the
25
Figure 3.4: Model diabatic potentials (solid lines) and calculated adiabatic potentials (dotted lines) of the
B and D′ states of CO. Taken from T-B [32].
barrier height, known dissociation limit, and the estimated crossing points with the B and C states can be
used to determine the shape of the D′ state. Taking these constraints into consideration, T-B determined
a theoretical potential for the D′ state, shown in figure 2.1. Ultimately the D′ curve used in the model is
a purely repulsive potential, without the potential minimum; this potential is shown in figure 3.4. Tchang-
Brillet et al. performed additional calculations with a more complete potential curve for the D′ state, but
the calculated level shifts of the B state were completely insensitive to the shape of the D′ potential beyond
the short range repulsive part, and so the less complicated, purely repulsive, potential was used in model
calculations. This means that the model widths of any levels below the long-range barrier of the D′ state are
not correct but their line positions are; the B(v=2) perturbed levels that the model is primarily interested
in are above the D′ barrier, so they are unaffected by the choice of D′ potential at large R.
The transition dipole moments between the two states and the CO ground state were based on ab-initio
calculations by Kirby and Cooper (see T-B), and then refined while optimizing the model. The coupling
term, which is expected to be R-dependent, was taken to be a constant V0 out to a characteristic distance
Rc, after which it was modeled as a decaying Gaussian function. A fully Gaussian coupling term was also
tested but the former coupling term was ultimately chosen for the model.
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Optimizing the chosen parameters to reproduce the experimental data (line positions, strengths, and
widths) requires a combination of skill, experience, cleverly written optimization programs, and a little bit
of dark magic.
3.4 A Version of the B-D′ CSE Model
Re-creating Tchang-Brillet’s model involved constructing the X, B, and D′ potential curves, creating the
R-dependent coupling operator, and using a CSE program written by Alan Heays to generate the theoretical
cross sections. These cross sections must be generated individually for each combination of v and J, and can
then be processed for line position and width.
experiment diabatic B model model shift E-level difference
v Ge(v) Gd(v) Gm(v) ∂Ge−m(v) Ge(v)−Ge(1) Gm(v)−Gm(1)
0 1068.5 1086.04 905.65 161.85 0 0
1 3153.6 3215.89 2988.41 163.19 2083.1 2082.76
2 5141.3 5279.74 4971.70 169.60 4072.8 4066.05
Table 2: The CO B-D′ interaction model energy levels, compared with experimental results. The relative
shifts between the v-levels are correct, but there is a systematic difference of ∼165 cm−1 between our
calculated levels and the experimental values.
The energies of the v = 0,1, and 2, J=0 levels (the Gv from equation 2.3) from the re-created model are
presented in table 3. The model shift is defined as the shift in energy levels between the experimental values
and the model (e.g. ∂Gm(v) = Ge(v) − Gm(v)). The result of note in these calculations is the fact that,
though the absolute energy levels of the perturbed model do not coincide with experimental values (there
is an offset of ∼165 cm−1 between the two), the differences between energy levels in the model is very close
to the experimental values. This is an important result, and indicates some level of success with this model
despite the overall offset of 165 cm−1. The results reported in T-B for the CSE model do not contain this
offset, and are higher than our results by ∼163 cm−1. Personal communication with Lydia Tchang-Brillet
revealed that she was aware of an offset of this magnitude, but her explanation of re-zeroing the values does
not seem workable. We are thus a little suspicious of her results for the absolute energies of the modeled
energy levels. Despite this offset for all vibronic levels, the model is still relevant to future modeling efforts,
as it can be shifted relative to other energy levels to provide the correct energy change between electronic
states in a model covering additional electronic states.
Model results for the rotational constant, Bv, are presented in table 3. The Bv from the diabatic B-state
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0 1.9482 1.9553 1.9487 1.9492
1 1.9219 1.9335 1.9226 1.9208
2 1.8779 1.9118 1.8887 1.8867
Table 3: Results from the B-D′ interaction model for Bv, the rotational constant. The diabatic B curve
values were identical between T-B and this model, and the model results differ only in the thousands place.
potential (unperturbed system) applies to both T-B and our model. Our calculated Bv values vary by no
more than 0.1% from those published by T-B, and by no more than 0.5% from the experimental values. As
the value of Bv depends on energy shifts rather than absolute energies, the 163 cm
−1 offset in the modeled
energy levels from T-B’s values does not affect the rotational constant.
Further investigation into the success of the model with CO isotopologues, specifically 12C18O and
13C16O, and regarding calculated vs. experimental line widths is presented in chapter 4, and possible
improvements to the model are also discussed there.
4 CO Measurements and Analyses
This chapter describes the elements of diatomic spectroscopy that are specific to analyzing measured spectra
and the process of analyzing these spectra, presents the results of analyses of the B(2)–X(0) band in CO
for multiple isotopologues (12C16O, 13C16O, and 12C18O), and compares the results of these analyses to the
results of the model developed in chapter 3.
4.1 Overview of the CO Spectrum
Some of the theoretical aspects of diatomic spectra have already been presented in section 2.1; here we
present those aspects of the theory relevant to analyses of measured spectra. Measured photoabsorption
spectra exhibit reduced transmission at energies corresponding to allowed transitions within the molecule.
The allowed transitions occur between energy levels described by equations 2.3 and 2.4 according to selection
rules determined by the symmetries of the electronic states. Figure 4.1 shows the possible changes in the
value of J between ro-vibronic levels, and the labels of each branch in the resulting spectrum. Figure 4.2 is
the measured absorption spectrum of the E(0)–X(0) band of CO, which exhibits all three possible branches.
The spacings of the lines in each branch are determined by the positions of the rotational energy levels in
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the ground and excited states, given by equation 2.4, and thus are dependent on the values of B and D for
the two levels. In the case of the E(0)–X(0) transition, the rotational constants are quite similar between
the two levels, so the lines in the Q-branch are very closely spaced. The similarity in rotational constants
between the two levels is also indicated by the lack of a ‘band head’ in this spectrum, which is a limiting
frequency where lines in either the P- or R-branch become strongly overlapped as the transition energies in



















Figure 4.1: Possible transitions between rotational levels in a diatomic molecule. The allowed values for ∆J
depend on the symmetries of the two states in question. The indicated ∆E is the energy difference between
P- and R-branch transitions ending on the same J′ (in this illustration, J′ = 1).






















Figure 4.2: The CO E(0)–X(0) band, which exhibits P, Q, and R branches, as indicated.
The B–X transition in CO occurs between two states of Σ symmetry, which results in the restriction that
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∆J = ±1 for all rotational transitions. Due to this restriction on ∆J, B–X transitions have only P- and
R-branches, as seen in the spectrum in figure 3.1. The line positions in each band are determined by the
energy differences between the ground state and the excited state:
∆E = B(v′, J ′)−X(v′′, J ′′) = T +G(v′) + F (J ′)−G(v′′)− F (J ′′), (4.1)
where G(v) and F (J) are as given in equations 2.3 and 2.4, and T is the energy difference between the
bottom of the ground state potential curve and the bottom of the excited state potential curve.
One particularly useful application of equation 4.1 is that it defines a fixed energy difference between
P- and R-branch transitions ending on the same J′. For the P-branch, J ′′ = J ′ + 1; for the R-branch,
J ′′ = J ′ − 1. Thus the energy difference between the P- and R-branch lines with the same J′ is given by:
∆ER −∆EP = [B(v′, J ′)−X(v′′, J ′ − 1)]− [B(v′, J ′)−X(v′′, J ′ + 1)] = F (J ′ + 1)− F (J ′ − 1). (4.2)
A knowledge of the expected spacing between pairs of P- and R-branch lines allows us to check the J′
assignments for observed absorption lines, and can be used to provide constraints for the fitting algorithm
described in section 4.2.
The strength of each line is determined by the probability of that transition occurring and the population










where E(J ′′) is the energy of the ground state rotational level, k is the Boltzmann constant, and T is the




2J ′′ + 1
(4.4)
PR =
J ′′ + 1
2J ′′ + 1
, (4.5)
where the total is PP + PR = 1, as expected for the sum of all relative probabilities.
Combining equations 4.3, 4.4, 4.5, and the band oscillator strength, f (see section 2.1.3), it is possible
to theoretically calculate the strength of any given spectral line. This result is only rigiorously valid for
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unperturbed bands, and as such is not strictly true when fitting the B(2)–X(0) band, but it is a useful tool
to be used when additional constraints are necessary to achieve a good fit for the band.
The final property of rotational lines that we measure is their width, which is determined by a number
of effects, primarily the Doppler broadening of a line and by any process that shortens the lifetime of the
upper state, including predissociation. Doppler broadening is caused by the distribution of velocities of the
molecules in a sample, in which Doppler shifting due to molecular motion allows a small range of frequencies
to excite the same transition. This frequency range is given by:





where T is temperature, and m is the molecular mass in amu; ∆νD ∼ 0.23 cm−1 for 12C16O at room
temperature and 100 nm. The width due to predissociation is more difficult to quantify; this quantification
is the goal of models like the one discussed in chapter 3. The width due to predissociation is specific to
a particular level, and will be visible in a transition either beginning or ending on a predissociated level.
This means that the P- and R-branch transitions with the same J′ will have the same width, assuming that
there is no contribution to the linewidth from the ground state. For CO, it is acceptable to assume that
there is no width contribution from the ground state, as the ways in which the lifetime can be shortened
include predissociation, which does not occur in the ground state, radiative decay, which occurs over longer
timescales than our observations, and intermolecular collisions, which will not occur at the low pressures of
our measurements.
When fitting spectral lines and making band assignments, the correlations between P- and R-branch lines
with the same J′ are a useful way to check that all lines have been found and correctly identified. Fixing
widths, in particular, is especially useful in the fitting program described in section 4.2, both to speed up
the iterative best-fit program, and to keep closely-spaced lines distinct in the fit.
4.2 Fitting Spectral Lines
The vibrational band B(2)–X(0) of CO was analyzed using a line fitting program provided by Alan Heays
(currently visiting Wellesley). The program starts with user-specified parameters, and iteratively optimizes
the fit to a measured absorption spectrum. The program is run from a command file in which the spectrum
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to be processed, the molecule being measured, and the parameters for the fitting are given. The user specifies
the energy range over which the program will run, estimates the position, width, and strength of every line
present, and indicates whether these line parameters are to be fixed during the fitting, or if they can be
varied to optimize the fit. The fit also requires a knowledge of the instrumental resolution, as this is needed
to correctly model measured lines, especially ones that are narrower than the instrumental resolution. Lines
can be coupled together: for example, P- and R-branch lines terminating on the same J′ can have their
relative positions fixed to match their known spacing, given by equation 4.2, and this same pair of lines
can be constrained to have the same width (as they must, since the common upper state is responsible
for the broadening). Other restrictions include fixing line positions if the program seems to be incapable
of maintaining lines approximately where they were placed in the input file to positions determined by
previous fits, or fixing relative strengths using the factors described by equations 4.3, 4.4, and 4.5. These
last constraints are less certain to be correct, but are sometimes necessary to achieve a good fit to the whole
band.
Once given the starting parameters, the program uses them to generate a theoretical absorption spectrum.
It does this by first generating a ‘true’ spectrum, by accounting for the Doppler width, which is Gaussian-
shaped, and the natural width, which comes at least in part from predissociation, and takes the form of
a Lorentzian. It then convolves this ‘true’ spectrum with the instrument function (see section 5.1 for the
instrument function) to generate the spectrum measured by the instrument. It does this for each line it is
given, and adds the results to get the full measured spectrum. The program then iteratively optimizes its
calculated theoretical fit to the experimental spectrum provided, until the fit can no longer be improved.
The program then saves an output file with the optimized fit parameters—position, width, and strength for
every line processed—and with the calculated ‘measured’ spectrum. The convolution with the instrument
function is not especially visible with the broad lines of CO in this band, but it makes a significant difference
in the case of sharp, underresolved lines such as the one shown in figure 4.3.
Figure 4.4 contains the results of fitting a scan of the B(2)–X(0) band of 12C16O using this program.
Note that, especially at higher J′, the overlapping of the wings of each line contribute significantly to the
shape of the spectrum, such that a good fit would not be possible without accounting for all lines at once.
Also, fitting the whole band at once allows the energy differences given by equation 4.2 to be used, meaning
that, in this case, fitting the highly overlapped R branch can be improved by the more-distinct P-branch
(see figure 3.1b for an absorption spectrum of the 12C16O B(2)–X(0) band). Also, widths of paired lines
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Figure 4.3: Fitting a ringing line: the sharp line in this spectrum is from argon contamination, and ‘rings’
because the line is narrower than the instrument function. The program’s calculated ‘measured spectrum,’
in red, takes this ringing into account, allowing for a better fit.
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Figure 4.4: The graphical output of the fitting program used in this chapter. Each line has had its own
measured spectrum generated, and the line spectra are summed to give the final calculated ‘measured
spectrum,’ in red, on top of the experimental spectrum, in black. These lines start at J′ = 0 on the far right,
and increase in J′ from right to left. Note the presence of an unusual line spacing near 90930 cm−1; this is
evidence of a local perturbation (see chapter 3).
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between branches can be fixed to a common value, again helping to better fit lines in congested regions.
4.3 Results
Using the line fitting program described above, experimental photoabsorption cross sections of the B(2)–X(0)
band of 12C16O, 13C16O, and 12C18O were analyzed for line widths and positions; the results are tabulated
in tables 4, 5, and 6, which contain both term energies for the rotational levels and measured line positions.
Term values are measured from the bottom of the ground state potential well, and were calculated using
values from Coxon and Hajigeorgiou [2]. All spectra analyzed in this section were recorded with the vacuum
ultraviolet Fourier transform spectrometer (VUV-FTS) at SOLEIL, which is described in section 5.2. The
B(2)–X(0) band is very weak, requiring high column densities for reasonably absorbed spectra and pushing
the limitations of the beam-line vacuum system (see section 5.2). Three measured spectra were available
for 12C16O, of which two were ultimately used in the fitting. One scan, shown in figure 3.1b, was used to
determine the position of a line missed by Eidelsberg et al. [7], as indicated in my line lists; the other scan,
in figure 4.5, was used for the rest of the fitting. One scan was available for each of the other isotopologues.
Figure 4.6 displays the available scan for 13C16O, which was well-absorbed and allowed for many lines to be
fitted. Figure 4.7 shows the 12C18O scan, which is not very deeply absorbed so that it was not possible to
resolve many lines for this isotopologue, and many of the widths and positions have large uncertainties. For
each isotopologue, as many lines as possible were analyzed with all parameters free to be adjusted in the
fitting program, but some lines required additional constraints to achieve an acceptable fit. As indicated,
some lines have had their relative strengths fixed between P- and R-branches according to equations 4.3,
4.4, and 4.5; all lines have had their widths and relative positions fixed between P- and R-branches.















Figure 4.5: B(2)–X(0) band in 12C16O, the primary scan used for fitting. See figure 3.1b for an uncontami-
nated scan.
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Table 4: 12C16O B(2)–X(0) line positions and B(2) term values
Term value Width
J′ T (cm−1) dT∗ ∆σ∗ d∆σ∗ J′′ R(J′′) P(J′′)
0 92070.161 0.032 0.84 0.09 0 90992.12
1 92073.891 0.017 0.86 0.05 1 90995.76 90984.54
2 92081.375 0.012 0.88 0.03 2 90999.31 90980.58
3 92092.624 0.010 0.97 0.03 3 91002.78 90976.53
4 92107.626 0.010 1.04 0.03 4 91006.14 90972.40
5 92126.361 0.010 1.10 0.03 5 91009.39 90968.18
6 92148.838 0.012 1.29 0.04 6 91012.58 90963.85
7 92175.096 0.013 1.44 0.04 7 91015.69 90959.42
8 92205.104 0.016 1.63 0.05 8 91018.68 90954.93
9 92238.840 0.023 2.04 0.08 9 91021.69 90950.35
10 92276.443 0.028 2.08 0.10 10 91024.58 90945.66
11 92317.761 0.044 2.88 0.17 11 91027.68 90941.00
12 92363.123† 0.133† 3.42† 0.25 12 91034.17 90936.22
13 92415.707 0.049 2.50†‡ 0.14 13 91036.43 90931.65†♦♥
14 92467.900 0.127 3.78†‡ 0.37 14 91040.14 90930.47
15 92525.381 0.155 3.74†‡ 0.35 15 91043.37 90925.07
16 92586.197 0.261 5.06†‡ 0.67 16 91046.81 90921.103
17 92651.065 0.369 6.83†‡ 1.45 17 91047.39 90916.7
18 92716.883 0.510 6.13†‡ 1.61 18 90912.50
19 90905.43
∗Also applies to the respective P- and R-branch lines
♦Line position fixed in overall fit
♥This line is missing from the Eidelsberg [7] linelist
†Calculated with fixed relative strengths
‡Tentative values, so large uncertainty
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Table 5: 13C16O B(2)–X(0) line positions and B(2) term values
Term value Width
J′ T (cm−1) dT∗ ∆σ∗ d∆σ∗ J′′ R(J′′) P(J′′)
0 91964.213 0.0204 0.41 0.06 0 90910.08
1 91967.804 0.010 0.37 0.03 1 90913.57 90902.81
2 91974.972 0.007 0.36 0.02 2 90916.97 90899.05
3 91985.724 0.006 0.34 0.02 3 90920.29 90895.19
4 92000.071 0.006 0.37 0.02 4 90923.52 90891.24
5 92018.002 0.006 0.38 0.02 5 90926.68 90887.21
6 92039.546 0.006 0.42 0.02 6 90929.75 90883.09
7 92064.662 0.006 0.47 0.02 7 90932.74 90878.91
8 92093.379 0.007 0.56 0.02 8 90935.66 90874.63
9 92125.686 0.009 0.64 0.02 9 90938.48 90870.28
10 92161.572 0.012 0.84 0.04 10 90941.26 90865.85
11 92201.094 0.016 0.94 0.05 11 90943.94 90861.33
12 92244.182 0.027 1.32 0.09 12 90946.66 90856.78
13 92290.974 0.043 1.67 0.15 13 90949.23 90852.13
14 92341.278 0.056 1.94† 0.14† 14 90951.75 90847.52
15 92395.201 0.104 2.22† 0.20† 15 90954.42 90842.76
16 92452.933 0.105 2.36† 0.29† 16 90956.23 90837.96
17 92513.469 0.173 3.32† 0.61† 17 90959.29 90833.31
18 92578.919 0.138 2.94†‡ 0.57†‡ 18 90961.21 90827.81
19 92646.869 0.179 0.89‡ 0.59‡ 19 90964.05 90823.57
20 92719.397 0.222 2.07†‡ 0.56†‡ 20 90818.18
21 90813.72
∗Also applies to the respective P- and R-branch lines
†Calculated with fixed relative strengths
‡Tentative values, so large uncertainty
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Table 6: 12C18O B(2)–X(0) line positions and B(2) term values
Term value Width
J′ T (cm−1) dT∗ ∆σ∗ d∆σ∗ J′′ R(J′′) P(J′′)
0 91955.119 0.108 0.35 0.32 0 90903.04
1 91958.753 0.040 0.23 0.12 1 90906.47 90895.74
2 91965.848 0.031 0.22 0.10 2 90909.96 90892.05
3 91976.655 0.031 0.35 0.09 3 90913.18 90888.16
4 91990.872 0.028 0.34 0.08 4 90916.42 90884.32
5 92008.749 0.025 0.32 0.07 5 90919.54 90880.23
6 92030.175 0.023 0.31 0.07 6 90922.63 90876.14
7 92055.239 0.028 0.40 0.08 7 90925.59 90871.94
8 92083.821 0.041 0.53 0.12 8 90928.52 90867.72
9 92116.038 0.043 0.55 0.13 9 90931.15 90863.36
10 92151.610 0.076 1.07†‡ 0.24†‡ 10 90934.15 90858.98
11 92191.205 0.151 1.09†‡ 0.27†‡ 11 90936.85 90854.30
12 92234.162 0.067 0.85†‡ 0.22†‡ 12 90939.13 90849.99
13 92280.349 0.173 1.05†‡ 0.33†‡ 13 90942.00 90845.39
14 92330.773 0.286† 1.35†‡ 0.58†‡ 14 90943.30 90840.37
15 92383.284 0.830 1.36†‡ 0.71†‡ 15 90835.94
16 90829.95
∗Also applies to the respective P- and R-branch lines
†Calculated with fixed relative strengths
‡Tentative values, so large uncertainty
The most comprehensive line lists of CO isotopologues were published by Eidelsberg et al. [7]. They
used a 10 m grating spectrometer with photographic plates, which were read using the Meudon Observatory
photoelectric comparator. The body of the spectrometer was used as an absorption cell, providing a 20 m
path length. These measurements were thus performed at much higher column densities (at least, in the case
of 12C16O) and were able to detect more spectral lines than in the measurements described in this chapter;
however, the resolution of the instrument used by Eidelsberg was much lower than that of the VUV-FTS, and
the wavelength calibration of the VUV-FTS has a much lower uncertainty than the wavelength calibration of















Figure 4.6: B(2)–X(0) band in 13C16O
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Figure 4.7: B(2)–X(0) band in 12C18O
a grating spectrometer. Thus, we are confident in our line positions of all deeply absorbed, distinct spectral
lines.
Regarding line positions,our results are consistent with the data published by Eidelsberg et al. [7], other
than that we were able to identify a line missed by Eidelsberg in 12C16O at 90931.65 cm−1, the P-branch
J′=12 line. This line assignment, and all the ones that were subsequently changed by its discovery, have
been confirmed using equation 4.2. The line’s position was found by fitting only the P-branch of a clean
12C16O scan (fig. 4.4), and this position was fixed during the overall fit, since the presence of an argon line
blended with the J′=12 line was making it impossible for the fitting program to correctly place the line. For
13C16O and 12C18O, we were able to detect all lines recorded by Eidelsberg, and, in the case of 13C16O, we
were able to add additional line positions at higher values of J′.
Regarding the experimental data, one particularly interesting aspect of the 12C16O spectrum is the
unusual spacing of the lines near 90930 and 91030 cm−1. This is indicative of a weak, local perturbation of
the B-state of 12C16O with an unknown state (not D′). A useful tool for finding this sort of perturbation is to
plot the difference of the term values from a 2nd degree fit to a polynomial in J(J+1), because J(J+1) is the
J-dependence in the energy formula (equation 2.4). Equation 2.4 only applies strictly to unperturbed term
values, and any deviation indicates a perturbation. In figure 4.8 are shown the differences of the measured
term values for all isotopologues from a 2nd degree polynomial fit. 12C16O shows distinct evidence of a
perturbation around 92400 cm−1, in the form of a sudden shift in measured term values. The 2nd degree fit
accurately reproduces the mostly unperturbed 13C16O and 12C18O data sets, but is not a good fit for the
perturbed 12C16O data set due to the anomalous level spacing.
The second degree term value fit to a polynomial in J(J+1) is also useful because it gives the spectroscopic
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(b) 13C16O and 12C18O
Figure 4.8: Term energy difference from a 2nd degree polynomial fit to J(J + 1) for three CO isotopologues.
Note that 12C16O shows distinct evidence of a perturbation around 92400 cm−1, between J′ = 12 and 13,
and that there is no similar effect in either 13C16O or 12C18O. Also note the difference in scales of the two
panels.
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constant B for the rotational energy as given in equation 2.4, which can then be compared to the values
published by Eidelsberg et al. Table 7 contains the rotational constant as given by the fits, alongside the
values published by Eidelsberg et al. Our values are consistent with her published results, and the largest
difference, 2% for 13C16O, may be due in part to our detection of additional lines at high values of J′.
values of B for CO B(v′=2)
B (cm−1) 12C16O 13C16O 12C18O
This work 1.86210 1.79306 1.79113
Eidelsberg et al. 1.8779 1.7960 1.7891
% difference 1% 2% 1%
Table 7: Values for the rotational constant B of CO from a fit to the measured term values, compared
with those published by Eidelsberg et al. [7]. Our value for 13C16O is the most different from the value in
Eidelsberg, possibly because we were able to detect more spectral lines.
In section 3.4, we presented results of re-creating a CSE model published by Tchang-Brillet et al. [32];
one aspect of the calculations that was not discussed in that section was the modeled line widths, as they
were intended to be compared with data presented in this chapter. Now that the line width data in this
chapter has been presented, it is possible to return to our analysis of Tchang-Brillet’s model results.
The final aspect of the model that was tested is the calculated line widths of the B(v=2) rotational levels.
These values are not tabulated in Tchang-Brillet, only plotted, as seen in figure 4.9a. Our calculated widths
and measured widths from chapter 4 can be seen in figure 4.9b. The model widths are consistent between the
two calculations, though our measured experimental widths increase much more quickly than those reported
in Tchang-Brillet et al. This is possibly due to differences in measurement techniques, as the technique used
in chapter 4 is much more accurate than those available when Tchang-Brillet constructed her model.
With the measurements reported in this chapter, more data is available to test Tchang-Brillet’s model on
other isotopologues of CO, specifically 13C16O and 12C18O. Figure 4.10 displays the experimental and model
line widths for 13C16O and 12C18O, and clearly show deviations of the model widths from the experimental
widths, more so than for 12C16O (figure 4.10). It is not surprising that the model widths do not fit the isotopic
experimental widths as closely as they do the 12C16O experimental widths, as the model was optimized to
fit the 12C16O widths.
Figure 4.11 contains all measured and model widths for the three isotopologues considered. In this figure
it is possible to see that for both the measured and the model widths there is a distinct difference between
the 12C16O widths and those of the other isotopologues. This result is likely due to the different reduced
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(a) Experimental and calculated line widths from Tchang-
Brillet et al. [32].



















(b) Experimental and calculated line widths from this work;
experimental data is from the analysis in chapter 4.
Figure 4.9: CSE model line widths for 12C16O. In both plots, experimental data are the dots, CSE model
is the solid line, and another model from Tchang-Brillet, the adiabatic model, is the dashed line. We are
not confident in our values for the widths beyond J = 11, but the trend—that our measured widths increase
more quickly than those reported in T-B—is established before J=11.
masses of each of the isotopologues: the reduced mass of 12C16O is less than 13C16O and 12C18O, and the
latter two have very similar reduced masses. The reduced mass is related to how the potential curve of a
state changes when vibrational energy is included: the potential curves plotted throughout this work are in






where J is the rotational quantum number, µ is the reduced mass of the nuclei, and R is the internuclear
separation. This addition to the potential curve will affect the distance from the perturbed level to the
crossing point with the perturbing state, which changes the effect of the perturbation on the line width.
Figure 4.12 displays calculated results for the distance from the perturbed energy level to the crossing point
of the B and D′ states, modified for each J-value. The widths increase monotonically with decreasing distance
to the crossing point, with a similar difference between the trend of the values for 12C16O and the other
isotopologues as seen in plots of the widths vs. term energy.
Regarding the Tchang-Brillet model, we were able to reproduce her reported relative energy level spacing,
though there are discrepancies in the absolute energies of the B state vibrational levels between her model
and ours. We were also able to reproduce her calculated line widths for the B(2) level, and can confirm
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Figure 4.10: CSE model line widths (solid line) and experimental widths (points) for 13C16O and 12C18O.
that these widths conform to the measured widths at low values of J; however, our measured line widths for
12C16O diverge much more quickly from the model values than those used by Tchang-Brillet, and ultimately
deviate significantly from the model predictions at high J. We see a similar divergence from model values in
the widths for 13C16O (which is even more marked if the calculated model widths are re-zeroed to coincide
with the B(J=0) measured width), though the divergence in 13C16O occurs at a higher value of J than the
divergence in 12C16O. The model widths agree reasonably well with measured widths for 12C18O, though
this should be confirmed with results from analysis of a more deeply absorbed photoabsorption scan, to
reduce fitting error. The 13C16O and 12C18O model widths appear to be over-estimated at low J, though the
overall monotonic width increase predicted by the model fits the measured values reasonably well to higher
J than with the 12C16O measured widths.
Considering the offset in the model’s predicted absolute energy values for the B state (they are low by
∼165 cm−1), the divergence of our measured 12C16O widths from the modeled widths at relatively low J,
and the model’s overestimation of the widths for 13C16O and 12C18O, it would be interesting to attempt to
modify the T-B model using our new spectroscopic data as the reference point. The goals of any modification
would include seeking to improve predicted widths for 13C16O and 12C18O at low J, to follow the significantly
increasing line width at high J for 12C16O and 13C16O, and to achieve the correct absolute energy values for
the B-state.
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Figure 4.11: Measured and model line widths for all isotopologues. Note that, though the measured and
modeled widths for each isotopologue agree reasonably well, there is a distinct offset in the widths of 12C16O
relative to the other isotopologues. The model widths are plotted at the measured term energies.

















Figure 4.12: Calculated distance from rotational level to the crossing point of the B and D′ states
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5 CO2 Cross Sections
The final chapter of this thesis is concerned with the measurement and analysis of CO2 cross sections,
with the ultimate goal of finishing a project that Prof. Stark has been working on since 2005. This work
involved recording spectra with the vacuum ultraviolet (VUV) Fourier transform spectrometer (FTS) at
SOLEIL, a French national synchrotron facility in Saint-Aubin, France (May 2010, October 2011), generating
photoabsorption cross sections from these data, and writing the paper presenting the cross sections for
publication in the Journal of Quantitative Spectroscopy and Radiative Transfer. This chapter will explore
Fourier transform spectrometers in general, the FTS at SOLEIL, the light source for the SOLEIL FTS, and
the measurements and analyses made with the instrument to generate publishable cross sections. The paper
will soon be submitted for publication, and can be found in Appendix A.
5.1 Fourier Transform Spectroscopy
A Fourier transform spectrometer relies on a Fourier transform to determine the intensity of light entering
the instrument as a function of wavelength. A standard FTS uses a Michelson interferometer (figure 5.1),
which relies on a beamsplitter to divide the incoming beam and send it along two different optical paths,
one of fixed length and a second which has a variable length, and then recombines the two beams and allows
this recombined beam to exit the instrument. A Michelson interferometer is a type of amplitude division
interferometer; it separates the incoming light roughly evenly into one path or the other at all spatial locations
on the wavefront. As the length of the second optical path changes, the interference pattern generated by
the recombined beam changes, and it is this interference pattern—called the interferogram—that is recorded
by the FTS. If the optical path difference (OPD, the difference in length between the two optical paths) is
an even multiple of half a wavelength of the incoming beam, the two beams will interfere constructively; if
the OPD is an odd multiple of half a wavelength the two beams will interfere destructively. The spectrum
of the original beam can be recovered via an inverse Fourier transform of the interferogram.
In order to better understand how this process works, let us first look at what happens when a single




Figure 5.1: Diagram of the optical paths through a Michelson interferometer, from Shyur [26].
where ω is the angular frequency of the light and σ is the wavenumber (σ = ν/c = 1/λ). The standard units
of σ are cm−1.
When two beams of the same wavelength interfere, as is the case when we send monochromatic light
through the interferometer, the amplitude and intensity of the resulting beam are given by
E(x, t) = E0e
iωt[e−2ipiσx1 + e−2ipiσx2 ] (5.2)
I(x) = EE∗ = 2E20 [1 + cos(2piσx)], (5.3)
where x1 and x2 are the lengths of the paths traveled by the two beams and x is the path difference x2−x1.
Figure 5.2: Interferogram of monochromatic light
Figure 5.2 shows the resulting interferogram
from a beam of monochromatic light. We see that
I includes a constant term, 2E20 , in addition to the
x-dependent term. The constant term is ignored in
all further analysis as it contains no useful spectro-
scopic information.
In general use, the incoming light to an FTS is polychromatic, and each individual wavelength will behave
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as the previously described monochromatic light, where the period of the interferogram for each wavelength
depends on that wavelength. The interferogram resulting from polychromatic light is the superposition of
the interferograms of all the component wavelengths; as such,the resulting interferogram is no longer a simple
cosine function, but rather a linear combination of cosine waves of varying frequencies, which is precisely
what a Fourier transform (FT) is intended to resolve. To recover the component wavelengths, we perform









In the case of an idealized, continuous interferogram, a cosine transform will be used for a symmetric
interferogram, and the exponential transform will be used if the interferogram is not symmetric. With a
measured interferogram, which is discretely sampled, either transform can be used, but generally the cosine
transform is useful only when the interferogram is symmetric; an interferogram is symmetric if the zero
path difference—the point where the two optical paths are the same length—is sampled. If the exponential
transform is used on a perfectly symmetric interferogram, the recovered spectrum will be entirely real.
If, however, the interferogram is not perfectly symmetric, the recovered spectrum will have both real and
imaginary parts. The recovered spectrum should always be real, as it is the measure of a physical quantity
for which an imaginary value has no meaning. To eliminate the imaginary part, we multiply the recovered
spectrum by a phase term of the form eiφ(σ), to shift the spectrum fully into the real domain. For a more
detailed explanation of phase corrections, see Shyur [26] or de Oliveira et al. [3].
The discrete sampling of the measured interferogram also ultimately determines the Nyquist frequency,
sometimes called the folding frequency, which is the highest frequency that can be measured without aliasing
occurring; this aliasing involves folding high-frequency signals about the Nyquist frequency. The sampling
theorem gives us the Nyquist frequency, and says that this critical frequency is σmax =
1
2∆x .
The other primary measurement effect is that the interferogram cannot be infinitely long, a fact which
ultimately determines the overall resolution of the measured spectrum. Ideally, the derived spectrum of a
single wavelength is a delta function centered at the input wavelength; this is the result achieved by a Fourier
transform of a single cosine function. However, truncating the interferogram modifies the resulting Fourier
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transform, resulting in a sinc function. This sinc function is called the instrument function, as it is the
measured spectrum of a single wavelength. As such, the width of the instrument function limits the overall
resolution of the measured spectrum. These Fourier transforms are shown in figure 5.3; here we also see the
effect of different scan lengths on the instrument function, and hence the resolution. We see that a longer
scan results in a narrower instrument function, and thus a better instrumental resolution. As explained
in section 5.2, the instrument used to record the data in this thesis actually measures the spectrum of a
reference laser line, and in doing so makes a direct measurement of the instrument function, shown in figure
5.4. The instrument function represents the narrowest measurable ∆λ, and any features narrower than this
limit will exhibit ‘ringing’ in the recorded spectra, which is easily identifiable by the side lobes of the sinc
function. An example of a ringing line, from atomic argon, can be seen in figure 5.14; the shape is clearly










Figure 5.3: Monochromatic interferograms and their measured spectra. The top pair is the ideal, an infinite
interferogram resulting in a perfect delta function at the input wavelength. The two other pairs represent
realistic interferograms of different lengths, and show the effect on the width of the resulting sinc function,
and thus on the instrumental resolution.
Fourier transform spectroscopy is one of a number of methods used to measure emission and absorption
spectra of molecules. FTS is commonly used in emission spectroscopy, where it can achieve very high signal
to noise (SNR) in recorded spectra, but the focus of this thesis is on absorption spectroscopy, in which light
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Figure 5.4: Recorded instrument function of the SOLEIL FTS. The instrument function is visibly not
perfectly symmetric, due to discrete sampling. This instrument function has a width of ∼ 1.1 cm−1.
from a continuum source is passed through a gas sample, which absorbs particular wavelengths from the
input continuum. These absorbed wavelengths correspond to the energies of allowed transitions in the gas
sample, which provide us insight into the structure of the molecules under study. Another common method
of measuring emission and absorption spectra is that of grating spectroscopy, in which a diffraction grating
is used to separate the component wavelengths of the incoming light and the resulting spectrum is recorded
one wavelength at a time. To date, most absorption spectra recorded in the vacuum ultraviolet (VUV)
region (λ ≤ 200 nm, so named because air absorbs very strongly at these wavelengths) have been recorded
with grating spectrometers, simply because most VUV spectrometers are grating spectrometers.
Absorption spectra require the comparison of the background continuum level with the light transmitted
by the sample; as such, it is beneficial to record measurements over a large range of wavelengths. Grating
spectrometers are well-suited to measuring large ranges of wavelengths, but their resolution is limited by
material constraints on the manufacture of the diffraction gratings used and do not achieve a resolving
power better than 2x105 in the VUV [3]. Another disadvantage of grating spectrometers is that they
must record spectra one wavelength at a time; this means that the absorbing column density must be
stable during the entire scan. Finally, wavelength calibration of a grating spectrometer requires reference
wavelengths throughout the region of interest, with a linear interpolation providing the wavelength scale
between the reference wavelengths, and this interpolation introduces additional uncertainly to the wavelength
scale. Reference wavelengths may also be sparse or even nonexistent in the far VUV, rendering wavelength
calibration difficult or even impossible.
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Vacuum ultraviolet Fourier transform spectroscopy (VUV-FTS) can overcome many of the problems of
laser and grating spectroscopies. Like a grating spectrometer, FTS can measure a large range of wavelengths;
unlike a grating spectrometer, FTS can simultaneously measure as many wavelengths at a time as can be
introduced to the system by the source. Unlike grating spectroscopy, FTS is not limited in resolution by
how accurately tiny grooves can be inscribed to make diffraction gratings; in fact, FTS achieves better
resolution at shorter wavelengths than at higher wavelengths, since a smaller maximum OPD provides more
full wavelength cycles. The FTS wavelength scale is strictly linear, meaning that the wavelength calibration
can be performed with a single reference wavelength, though generally multiple line positions are used for
calibration to reduce uncertainty in the calibration [3].
Of course, FTS has its drawbacks, and historically the primary one has been rooted in a total lack of
transparent materials below about 106 nm. Other spectroscopic methods are also affected by this transmis-
sion limit, as it precludes the construction of a standard windowed sample cell for measurements. However,
it is much more of an issue for standard FTS, since the primary piece of optical hardware that makes FTS
possible is the beamsplitter, which divides the beam by reflecting 50% of the incoming light and transmit-
ting the rest; it is of course impossible to create a transmitting beamsplitter if no transparent materials are
available. In fact, the shortest wavelength currently measurable with a beamsplitter-based FTS is 140 nm
[25]. However, this particular issue has recently been overcome, by using a different method to create the
interferogram, resulting in an FTS that can function below the transmission limit.
5.2 The SOLEIL FTS
At SOLEIL, a synchrotron facility in France, on the DESIRS beamline, there is a VUV-FTS designed and
built by Denis Joyeux and Nelson de Oliveira that is capable of recording spectra down to 40 nm [3]. The
instrument takes advantage of the exceptionally coherent continuum light available from the undulator on
the beamline to allow use of wavefront division interferometry rather than amplitude division interferometry.
This is the first FTS in the world able to record data at these wavelengths, and is the instrument with the
highest resolution in this region; SOLEIL’s FTS can achieve a resolving power R = λ0/∆λ = 1× 106. The
wavelength scale is calibrated using atomic Xe lines, which are present throughout the region of interest and
have been measured very precisely with laser spectroscopy, and the scale is accurate to a fractional precision
of 1x10−7 [4].
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The key innovation in the creation of the VUV-FTS was the use of a wavefront division interferometer,
which requires only flat mirrors to create an interferogram. This type of interferometer is called a wavefront
division interferometer because it does just that—divides the beam in half, with the left side sent through
one optical path and the right side going to the other optical path. This is in contrast to the previously
mentioned amplitude division interferometry, which relies on a transmitting beamsplitter. Since the SOLEIL
configuration is all-reflection, and adequate reflection can be achieved even at VUV wavelengths, the instru-
ment is not subject to the transmission limit of 106 nm as all previous FTS have been. The setup at SOLEIL
covers a range of about 40–250 nm, which is the range of wavelengths produced by the undulator discussed
in section 5.3. The geometry of the interferometer and its control system is represented in figure 5.5.
(a) Construction of the interferometer (b) Side view of the laser control system
Figure 5.5: Geometry of the VUV-FTS, from de Oliveira et al. [4]
Achieving a regular sampling of the interferogram is one critical aspect to performing FT spectroscopy,
as small changes in the sampling interval can significantly affect the resulting spectra; the tolerable sampling
error is wavelength-dependent, and as such is a serious concern in the VUV [3]. One of the main difficulties
in building the VUV-FTS was creating a control system to trigger regular sampling of the interferogram.
Other FTS use a time-controlled sampling mechanism, in which the interferogram is sampled every ∆t;
this sample control system assumes that the mobile mirror translates at a constant speed, an assumption
that is reasonable at longer wavelengths. However, due to the short wavelengths at which this instrument
operates and the accompanying small margin for error, it was determined that no mechanical mechanism
could reasonably achieve the necessary accuracy (errors in sampling no more than 4 nm rms over the full
sampling range of 7.5 mm) [3]. This was overcome by implementing a distance-based control system, rather
than time-based, which is shown in detail in figure 5.5b. The control system is based on an external
HeNe interferometer (a standard amplitude division interferometer), with the path length of the variable
arm directly related to the distance of the moving block of the VUV-FTS’s ’beamsplitter.’ This system
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triggers a sample twice per period of the HeNe interferogram. The number of reflections of the control laser
between the reference wedge (RW) and the mobile mirror is an adjustable parameter of the instrument, and
determines sampling frequency and position. A detailed explanation of the control system, as well as its role
in controlling angular deviations of the moving mirror during scanning, can be found in de Oliveira et al.
[3].
The VUV-FTS at SOLEIL is configured specifically for absorption spectroscopy, with a broad bandwidth
continuum source and multiple gas-sample systems to introduce the gas under investigation into the beam
path. Figure 5.6 contains an image of the sample chamber at SOLEIL, with the gas-sample systems’ positions
indicated. The simplest gas-sample system available on the VUV-FTS is a windowed cell; this system allows
for easy measurement of the pressure in the cell, and runs no risk of degrading the vacuum maintained in
the rest of the line. The cell uses either lithium-fluoride or magnesium-flouride windows, depending on the
wavelength region required. Ideally these windows are wedged to avoid interference effects due to surface
reflections. Though using a windowed cell does not take advantage of the instrument’s ability to go below 106
nm, it still generates interesting new data, as FTS provides the highest resolution available for broadband
VUV spectroscopy, and FTS was previously only available above 140 nm [25].
Figure 5.6: The sample chamber for the SOLEIL VUV-FTS, with the gas-sample systems indicated. When
not in use, the windowed cell is moved out of the beam path. Some pumping systems are as indicated,
though there are more turbo pump attachments that are not shown.
However, the gas-sample systems available below the transmission limit are critical, as this is the primary
region of interest for this instrument, and consist of a windowless absorption cell and a molecular jet. A
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significant concern for all the windowless gas-sample systems is that they must function without compromis-
ing the high vacuum at which the rest of the beamline is maintained. Ultra-high vacuum (UHV) is required
for operation of the undulator source, as described in section 5.3, meaning that any gas allowed to enter
the sample chamber must be removed before it can leave the chamber. This is achieved by a differential
pumping system in which multiple pumps are used to reduce the pressure in stages; pumps suited for higher
pressure operation are situated close to the sample systems, while more powerful pumps farther from the
sample system bring the pressure down to UHV.
The windowless absorption cell consists of a central cell (length ∼10 cm) into which the gas flows; long
capillaries on either end slow the diffusion of gas out of the cell while allowing the undulator beam through
(fig. 5.7), and the entire system can be cooled with liquid nitrogen. One significant difficulty with this sample
system is that there is currently no way to know the column density of the sample, a quantity necessary
for analyzing the recorded spectra, as the diffusion of gas is a complicated fluid dynamics problem that the
DESIRS scientists have not yet attempted to model. The pressure inside the cell is also not known, as there
is no pressure gauge in the cell; knowing the pressure in the cell could allow for an estimation of the column
density. The problem of unknown column density has not yet been solved, though one solution was used in
the case of the CO2 spectra and is discussed below.
Figure 5.7: The windowless cell, with the cell (length ∼10 cm) and capillaries as indicated.
Unlike the windowless cell, the molecular jet does not attempt to emulate a windowed cell; rather, the
jet consists of a 5×1000 micron slit through which the sample gas, or a mix of the sample gas and a carrier
gas, is allowed to flow, with backing pressures ranging from 1–8 atm. The jet itself is in a chamber 100 mm
in diameter (so the undulator beam path length is 100 mm through the chamber), with small holes (8×5
mm) to allow the undulator beam to pass through while keeping much of the gas in the chamber. The jet
chamber is not pumped, but there are two stages of pumping outside the jet chamber to maintain UHV
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in the rest of the line. The molecular jet is normally used to cool the gas through adiabatic expansion, as
cooling reduces Doppler broadening and narrows the rotational population distribution. When measuring
cooled spectra, the nozzle of the jet is mounted very close (a few mm) to the undulator beam, so that the
absorption occurs primarily in the expansion-cooled gas rather than the room-temperature background gas
in the jet chamber. The jet chamber can also be used as a sort of absorption cell, as was the case for the
CO2 spectra; in this case the nozzle of the jet must be placed far from the beam (a few cm), so that the
expansion-cooled gas does not intersect the beam.

















Figure 5.8: CO2 absorption spectra containing contamination from CO. Virtually all the sharp features are
from CO, in particular the structure between 91900–92000 cm−1, which is the R-branch of the CO C(0)–X(0)
band.
The jet was used as an absorption cell to record the CO2 spectra reported in the manuscript in appendix
A to avoid the strong CO contamination that was visible in the first recorded spectra, which were taken with
the windowless cell (see figure 5.8). It was initially believed that the contamination came from the gas supply,
but this theory was rejected when the contamination was seen with multiple bottles of CO2. As the CO
contamination was first seen in the windowless cell, and had not previously been observed when measuring
CO2 photoabsorption cross sections, it was believed that the source of the problem was the capillaries in
the windowless cell, which were believed to be trapping the CO dissociation product in the undulator beam
path. The solution to this problem was to eliminate the capillaries, and so all spectra used in the final
analysis were recorded using the molecular jet, with the nozzle far enough from the beam that the cooled
expansion region was not sampled. This solution worked perfectly, but in later measurements of CO2 at
longer wavelengths using a windowed cell (∼150 nm, as opposed to the ∼100 nm at which the processed cross
sections were measured) the CO A–X bands were clearly visible. This indicates that the contamination seen
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in the higher energy CO2 scans was not caused exclusively by the capillaries of the windowed cell. It is likely
that the contamination is due to (a) the geometrical restriction of the windowless cell, (b) the high energy
flux from the undulator, which is higher than any sources previously used and will cause more dissociation,
and (c) the unprecedented resolution of the measured spectra, which allow the observation of sharp features
like these that would not have been visible at lower resolutions.
5.3 Synchrotron Radiation
The impressive signal-to-noise (SNR) of the VUV-FTS at SOLEIL is in large part due to the quality of
the light source, a synchrotron undulator. Synchrotron radiation (SR) facilities provide intense continuum
radiation in the visible, ultraviolet, and soft x-ray spectral regions [28]. These facilities use various methods
to accelerate electrons or positrons to relativistic energies; the particles are then inserted into a storage ring,
with bending magnets to keep them in a closed orbit. As the electrons’ trajectory changes direction, the
electrons radiate energy, which is replaced by radio frequency (rf) accelerating cavities. Older generation
synchrotron facilities maintained a continuously bending trajectory, creating ‘bending magnet radiation’
with a very broad spectrum in the x-ray region. Modern synchrotron facilities have many straight sections
in the storage ring that allow for the presence of insertion devices—including wigglers and undulators—
that employ periodic magnetic fields to provide increased spectral brightness at specific wavelengths. These
straight sections alternate with sections containing bending magnets that maintain the closed path of the
particle beam. Figure 5.9 shows a synchrotron facility similar to the one at SOLEIL (somewhat artistically
rendered).
The accelerating systems in the storage ring (the previously mentioned rf accelerating cavities) produce
well-defined and regularly spaced bunches of electrons, so that the radiation from SR facilities in fact comes
in sub-nanosecond pulses at 1 to 10 MHz repetition rates [28]. Typical storage ring currents range between
100–500 mA; this current decreases continuously because of collisions with gas molecules in the ring and
between beam particles. To minimize energy loss due to collisions, storage ring pressures are maintained
in the 10−10 mbar range; still, beam lifetimes in most facilities range from a few to about 20 hours [28].
However, SOLEIL, which is part of the newest generation (often termed ‘third’) of SR sources, does not
suffer from a limited beam lifetime or the continuously decaying signal strength that is characteristic of older
synchrotrons. This is because SOLEIL is designed to run in a ‘top-up’ mode, during which new, freshly
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Figure 5.9: Diagram of a synchrotron accelerator and storage ring (image taken from wikipedia).
accelerated electrons are regularly injected into the storage ring, maintaining a relatively constant current of
400 mA. This is a relatively new style of synchrotron storage ring operation, and has also been implemented
at Lawrence Berkeley Labs [30]. Without this regular injection, the beam has a lifetime of approximately
nine hours [31]. The presence of a constant current in the storage ring means that we can expect a relatively
consistent brightness and intensity from the SR source, which is very good for experiments like absorption
spectroscopy, where we depend on being able to compare reference and absorption spectra taken at different
times.
The previously mentioned requirement that the storage ring be maintained at a pressure on the order of
10−10 mbar means that all experimental setups connected to the storage ring must either operate at these
very low pressures or ensure that the pressure in the storage ring is not affected by the higher operating
pressures of attached instrumentation. This requirement was critical in the design of the VUV-FTS. With
UHV (ultra-high vacuum) operation in mind, useable components were limited. All optical components were
selected for thermal stability—somewhat unrelated to the vacuum systems but important for the wavelength
region, since a microscopic expansion due to heat will significantly affect the path length compared to the
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Figure 5.10: Three common devices that generate radiation from a synchrotron’s electron beam. Bending
magnets were the primary source of radiation in first-generation synchrotrons, while the newest synchrotron
facilities use undulators and wigglers. γ is the standard relativistic constant, N is the number of periods of
oscillation (figure from David Attwood’s lecture slides for UC Berkeley course EECS 213, lecture 6).
wavelengths measured—as well as the ability to operate under UHV conditions; all components are made of
silica or Zerodur, a glass ceramic trademarked by Schott Glass Technologies [3, 1].
Of course, there are components of the VUV-FTS setup that cannot be maintained at UHV, primarily
the areas around the sample systems and the gas filter. As previously described, these sections are isolated
from the rest of the system by a differential pumping setup. The area immediately surrounding the sample
chamber is evacuated by turbo pumps capable of operating between 1x10−9 and 1x10−2 mbar, and the
regions farther from the sample systems have ion pumps, which cannot tolerate the high pressures that the
turbo pumps can, but the ion pumps have higher pumping speeds at very low pressures. To ensure that no
sample gas enters the rest of the line, the connections between higher-pressure and UHV sections are only
large enough to allow the undulator beam to pass through, to minimize the amount of diffusion from the
higher-pressure sections.
Synchrotron radiation is characterized by its high brightness and intensity, high degrees of collimation
(small angular divergence of the beam), and polarization, either linear or circular/elliptical. A review of
undulator physics can be found in Kunz [18]. The x-ray radiation produced by the bending magnets of a
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synchrotron source is orders of magnitude more intense than that produced with x-ray tubes. The more
tunable sources, wigglers and undulators, also produce high-intensity continuum radiation; their emission
spectra and that of bending magnets are shown in figure 5.10. Wigglers and undulators consist of periodic
magnetic structures that create a magnetic field of alternating polarity. As the electrons in the synchrotron
storage ring travel through the magnetic field, they oscillate (or undulate, or wiggle, hence the names)
because of the Lorentz force caused by the magnetic field (fig. 5.11). Since the electrons are accelerating,
they radiate energy in the form of photons. Undulators and wigglers can be characterized by the unitless
deflection parameter, K ∝ λuB, where λu is as indicated in figure 5.11 and B is the strength of the
magnetic field. Wigglers are instruments for which K >> 1 and produce a spectrum similar in shape to
that of a bending magnet, but at much higher intensities. Undulators have K ≈ 1, and produce radiation
that is sharply peaked around the fundamental wavelength and its odd harmonics, where the fundamental










where λu and K are are previously defined, N is the number of periods of oscillation of the magnetic field,
and γ is the standard relativistic constant. The photons emitted from an undulator are characterized by a
high degree of collimation and high intensity, due to the fact that the emitted amplitudes add coherently
along the central axis of the undulator.
Figure 5.11: The basic idea behind an undulator: an alternating magnetic field (1) causes the incoming
electrons (2) to undulate and emit photons (3). This arrangement will create vertically polarized light.
The continuum source on the DESIRS beamline is an undulator that was developed and constructed
specifically for this beamline. Generally, undulators use a periodic structure of magnets to create a magnetic
field of alternating polarity. The primary difference between the older-style undulators as described by Stark
[28] and the DESIRS undulator is in their magnetic structures. While older models rely on permanent
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magnets that can be moved to adjust λu and thus the fundamental wavelength emitted, the device at
SOLEIL uses fixed electromagnetic coils to generate variable magnetic fields, so that the emitted wavelength
is determined by the current in the coils. The arrangement of the coils in the DESIRS undultor HU640
(OPHELIE2) is shown in figure 5.12. The green coils control the horizontal component of the magnetic
field, and thus the vertical polarization of the light created, and the blue and red coils control the vertical
component of the magnetic field, and thus the horizontal component of the emitted light. The red and blue
coils are shifted by ±1/4 period from the green coils so as to allow the vertical component of the magnetic
field to vary by up to ±1/2 periods from the horizontal component, allowing both left- and right-handed
circular polarization, linear polarization, and all degrees of elliptical polarization. The spectrum produced
around the fundamental wavelength has a 7% bandwidth and has a roughly Gaussian profile [6].
Figure 5.12: The undulator on the DESIRS beamline at SOLEIL. The green coils control the vertical
polarization of the light produced and the red and blue coils control the horizontal polarization.
The characteristics of the HU640 undulator are important in understanding the functioning of the beam-
line and the characteristics of the VUV-FTS. The instrument cannot record VUV spectra without a source
of VUV radiation, and a synchrotron undulator is one of the few sources capable of producing the desired
continuum spectrum, is highly stable, and is capable of generating high photon fluxes (1 × 1015–1 × 1016
photons/sec for HU640 (L. Nahon, personal communication)). The instrument’s successful implementation
of wavefront-division interferometry is also dependent on a distinguishing characteristic of undulator radi-
ation, which is its high spatial coherence. The traditional method of achieving spatial coherence—sending
light through a narrow aperture—might work, but would be accompanied by a highly undesirable drop in
signal intensity. The excellent SNR of the instrument is also due to the source, which provides a background
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with high signal and low noise.
Figure 5.13: The spectrum of wavelengths generated
by the undulator. Note the presence of strong har-
monics in addition to the fundamental wavelength.
One disadvantage to using this source is the pres-
ence of odd harmonics of the fundamental wave-
length (equation 5.6) in the undulator beam. These
harmonics are indicated in the undulator spectrum
shown in figure 5.13. Some of the harmonics have
higher intensities than the fundamental. The har-
monics are at frequencies above the Nyquist fre-
quency (1/2∆x), meaning that they will be folded
back into the measured spectrum, increasing the amount of noise in the recorded spectra in addition to
distorting the true spectrum; higher energy photons passing through the sample will also cause increased
dissociation, decreasing the concentration of sample gas.
To avoid these issues, the DESIRS beamline filters out the higher harmonics using a gas filter, which is
described in detail in Mercier et al. [24]. The filter consists of a windowless cell like the one used to introduce
gas samples to the system, through which the undulator beam is passed before entering the sample chamber.
The windowless cell is filled with a gas (generally a noble gas: Ar, Xe, Kr . . . ) that does not absorb near the
fundamental wavelength but is virtually opaque to the higher harmonics. This paradigm works very well,
but has the problem that these gases sometimes have isolated, sharp absorption lines in the spectral regions
being measured. Though the sharpness of these features makes them easy to identify, they also “ring” due
to their being significantly under-resolved. It is this ringing that is the primary problem, as it distorts the
surrounding measured spectrum, as seen in figure 5.14.
5.4 Measurements and Analysis
Over the course of approximately two years, multiple visits to France were made during which the VUV-
FTS was used to record absorption spectra of CO2 between 87 and 108 nm (91000–115000 cm
−1). These
spectra were used to complete one of Prof. Stark’s ongoing projects, which was to record high-resolution
photoabsorption cross sections of CO2 in the aforementioned region. The cross sections are useful in analyzing
planetary atmospheres, in particular those of planets like Mars and Venus, where CO2 makes up a large
percentage of the atmosphere.
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Figure 5.14: An absorption line from argon in a background spectrum recorded for the CO2 cross sections.
Note that the ringing is significant over a relatively large region around the line itself.
The first set of measurements took place in May 2010 and primarily used the windowless absorption
cell. The presence of strong CO contamination was noticed early in the measurements, but other than
ensuring that the contamination was not coming from the CO2 tank, no changes were made in the planned
measurements. The resulting full set of calibration and absorption spectra ultimately proved to be unusable,
as the CO bands frequently overlapped features in the CO2 scans and it was determined that it would be
too difficult to subtract the CO features from the spectra. One of the contaminated scans is shown in figure
5.8, and the explanation for the contamination can be found in section 5.2. This run took place when the
molecular jet had only recently been installed, and as such was a relatively untested system, but a few CO2
spectra were recorded with the jet, and the decision was made to record data with the jet on the next trip
to SOLEIL.
The second trip took place in June 2011, and a full set of spectra was recorded using the jet (without
cooling). These spectra comprise most of the data used to calculate the published cross sections. The only
issue with this set of data was that nearly all spectra were recorded with the gas filter in use, resulting in
spectra that were sprinkled with strong, sharp atomic lines. Clean spectra (using the jet and without the gas
filter) were recorded during a third trip to SOLEIL, in September 2011. At least one scan was recorded for
each undulator setting, and these scans were used to patch the contaminated sections of the original scans.
Data analysis was done primarily in MATLAB, using a number of specially written programs, and took
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place in August 2011 and January 2012, when it was completed using the new data taken in September 2011.
Each absorption scan was used to calculate a cross section, all cross sections in a single undulator region
were averaged to create a cross section for that region, and these cross sections were then pieced together
to form the final data sets. One final step in processing involved removing contamination from molecular
hydrogen (H2), of which a few lines were visible throughout the spectrum. The contamination was easily
identifiable as it was always stronger in the scans with a lower CO2 column density, and line positions were
confirmed using a line list for H2 provided by Alan Heays. The H2 features were sharp enough that it was
decided to simply cut them out of the cross sections, to be replaced with a straight line between the data
points on either side of the cut region.
Recording spectra with the SOLEIL FTS is relatively user-friendly. For each region scanned, the user
sets the current in the undulator to achieve the desired output wavelength/wavenumber. The undulator will
generally be set once for each region, after which all measurements for that region are taken at the same
time. This enables easy comparison between scans in one region, and allows single background spectra to be
used for multiple absorption scans. Background scans—in which there is no sample gas in the system—are
the first and last spectra recorded for a region, and additional background scans may be taken in between
absorption scans if many absorption scans are recorded in a single region. The undulator’s 7% bandpass
means that, in the regions measured, each undulator setting covers between 6000 and 10 000 cm−1 of the
spectrum. In order to measure cross sections for the entire range of wavelengths, the range was divided into
six regions that could be covered by the undulator (fig. 5.15), with a reasonable amount of overlap between
regions to allow averaging of the cross sections from each region for the final, overall cross section.

















Figure 5.15: Division of the full spectral range into regions to allow for full coverage of the spectrum. Note
the sharp atomic lines due to contamination in the otherwise relatively smooth spectrum around 115 000
cm−1
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For each data run with the VUV-FTS, the user sets the desired number of samples (in powers of 2, up to
a maximum of 1024k) and the number of scans to be taken and averaged together for the run, in a process
called ‘co-adding’. The user can also choose between a symmetric scan (for a purely cosine transform) and an
asymmetric scan (which involves both an exponential transform and a cosine transform, but the exponential
transform is used only to acquire the phase correction, see section 5.1); the symmetric scan is only available
at low resolution, as the negative travel of the mobile mirror is limited, severely restricting the total length
of a symmetric scan. The process of co-adding many individual scans is common in FT spectroscopy, as the
random noise in each spectrum will add incoherently while the signal will add coherently, meaning that the
signal to noise (SNR) of a set of scans is proportional to
√
n where n is the number of scans (see fig. 5.16).
The SNR also depends on the resolution, so more co-adds are necessary for scans taken at higher resolution.
In the case of the spectra taken of CO2, the background scans—which contain no features and as such
do not require high resolution—were recorded by taking 64k samples, which translated to an instrumental
resolution of 4 cm−1; the absorption scans were sampled to result in a resolution of 1.14 cm−1 from 92000–
102000 cm−1, and 0.58 cm−1 from 102000–115000 cm−1. Higher resolution was necessary in the higher
energy range because there are sharp features above 102000 cm−1. The regions below 102000 cm−1 are
comprised of broad features, which were adequately resolved with a resolution of 1.14 cm−1. It would indeed
have been possible to record all scans at the highest resolution, but this unnecessarily introduces additional
noise to the spectra and also makes the recording take much longer, both in the time taken per scan and the
overall number of individual scans that must be recorded for a single spectrum. The transformation from
interferogram to spectrum is performed by specialized programs for the instrument, and is done on-the-fly
during data collection to allow users to see their data and is later performed more carefully by the beamline
scientists to create the final data sets.
The Beer-Lambert law, in its basic form in equation 5.7, describes the absorption intensity I(λ) given
the background intensity I0(λ), the absorption cross section σ, and the column density N . When solved
for σ(λ), as in equation 5.8, Beer’s law allows us to calculate the absorption cross section as a function of

































average of 50 scans
Figure 5.16: A single scan at 1.15 cm−1 resolution and the result of coadding 50 similar scans. The improve-
ment in SNR is evident. Note also the drift of the center of the undulator bandpass within sets of recorded
spectra, as shown by the significant difference between the single scan and the average.
The column density, a quantity describing the number of molecules/cm2, is usually calculated from the
pressure inside the cell, but is more difficult to obtain in this case. Using the jet, we are confident that
the column density is constant with time, but the pressure in the jet chamber is unknown; also, the jet
chamber does not contain all the gas in the undulator beam path, as a certain quantity of gas will escape
the chamber (in fact, this pressure is the one we were able to record for the scans). In order to calculate the
CO2 column density, it was necessary to use data previously published by Stark et al. [29] using a windowed
cell. These published cross sections were compared to a set of calibration runs recorded before and after
all other measurements took place, over a wavelength range of 84000–91000 cm−1. For each of these scans
the pressure just outside the jet chamber (the chamber pressure) was recorded, and the column density was











This generated a set of data points correlating the recorded chamber pressure and the calculated column
density. These points were fit to a quadratic (fig. 5.17), allowing the column density to be calculated for all
recorded scans from the measured chamber pressure. The uncertainly in the calibration comes from both
the uncertainty in Stark’s published cross sections (5–10% depending on wavelength) and from the fit itself
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(estimated to be at most 3%), and was estimated to be between 8% and 15%, depending on the absorption
depth in the region in question.


























Figure 5.17: Column density calibration points and the resulting
fit.
All background spectra were pro-
cessed and any visible contamination, as
in fig. 5.14, was removed, and the spec-
tra were smoothed. The Beer-Lambert
law (equation 5.8) was then used to cal-
culate individual cross sections for each
absorption scan; this generated either one
or two calculated cross sections, depend-
ing on the number of background scans
taken in the region, as a single absorp-
tion scan could be processed with multi-
ple background scans. The background
scans required small adjustments to cre-
ate an acceptable visual fit to the absorption spectra; in particular, the background scans were shifted in
wavenumber (∼ ±50 cm−1 on average), and were occasionally shifted slightly in intensity. Each individual
cross section was calculated separately, so that the determination of a ‘good visual fit’ was not affected by
any previous fits.
Once these individual fits were calculated, an overall average for each section was created, in which
the cross sections in this average were selected to minimize the noise while maintaining overall consistency.
Thus, frequently the cross sections calculated from scans with a low column density were not included in
the average, as they were noisier than those calculated at higher column density, but the final average was
created while keeping in mind that the average must also fit the noisier scans. This running average process
was repeated to stitch the different undulator regions together, so that transitions between different sections
were smooth, resulting in the creation of two final cross sections, one from 92000–102000 cm−1 at a spectral
resolution of 1.14 cm−1 and the other from 102000–115000 cm−1 at a spectral resolution of 0.58 cm−1. The
ranges for these two resolutions were chosen so that the final data for a region were both primarily recorded
and reported at the same resolution. The exception to this rule is the region around 101000–103000 cm−1,
where the final averages contain some overlap between resolutions simply because this was the point where
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the recorded data existed at both resolutions. Detailed results and an analysis of the calculated cross sections
is presented in the manuscript, which will be submitted for publication in the version provided in appendix
A.
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Abstract
High-resolution vacuum ultraviolet photoabsorption cross sections of CO2are
required for modeling airglow emissions from the Martian and Venusian atmo-
spheres and for photochemical models of those and Earth’s atmospheres. We
report cross section measurements between 91000 and 115000 cm−1 (87–108
nm) at spectral resolutions of 1.15 cm−1 (91000 to 102000 cm−1) and 0.58
cm−1 (102000 to 115000 cm−1). These are the first high-resolution cross sec-
tions reported in this region, and show significant deviations from the results
of previous lower-resolution measurements, particularly in regions with sharp
spectral structure.
Keywords: Ultraviolet photoabsorption cross sections, planetary atmospheres
1. Introduction
Dissociation of carbon dioxide by vacuum ultraviolet (VUV) radiation is a
fundamental photochemical process in planetary atmospheres. Models of the
photochemistry of the early Earth atmosphere suggest significantly high con-
centrations of CO2 [1, 2], and identify CO2 as a primary source of prebiotic
oxygen [3]. Photochemical models of the atmospheres of Venus [4, 5] and Mars
[6, 7] show that photodissociation of CO2 by solar VUV radiation produces CO
and O, with further photochemistry driving the non-thermal escape of energetic
atoms, as well as governing the abundances of a number of molecular species.
The absorption spectrum of carbon dioxide determines both the depth of
penetration of VUV radiation into the atmospheres of Mars and Venus and
the probability of escape of VUV emissions. The absence of high-resolution
CO2 cross sections below 106 nm hinders analyses of VUV observations of these
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planetary atmospheres. In this paper we report new photoabsorption cross-
sections of CO2 that are directly applicable to analyses of atmospheric VUV
airglow features and to photochemical models of planetary atmospheres.
Longwards of 104 nm (i.e. for energies above 96154 cm−1), the VUV ab-
sorption spectrum of CO2 consists of multiple series of strong, relatively diffuse
bands and regions of weak continuum absorption; at wavelengths shorter than
104 nm there are sharp and congested features leading to the ionization limit
at 111201 cm−1 [8]. Assignments of multiple Rydberg series converging to this
limit can be found in Cossart et al. [8]. Other experimental spectroscopic stud-
ies in the region below the first ionization potential include the photoabsorption
study of Kuo et al.[9] and the electron energy-loss studies of McDiarmid and
Doering [10] and Hubin-Franksin et al. [11]. Theoretical treatments of transi-
tion strengths include those of Padial et al. [12], Werner et al. [13], and Olalla
and Martin [14].
The CO2 cross sections in the 106–190 nm region are considered to be well
known; multiple photoabsorption measurements of cross sections from 120–190 nm
are available [15–17], and photoabsorption cross sections between 106 and 120
nm, at a resolution of 0.005 nm (∼4 cm−1), have recently been reported by
Stark et al. [18]. Electron energy-loss measurements have also been used to
determine oscillator strengths in the VUV region: Chan et al. [19] reported in-
elastic electron scattering measurements in the 6–203 eV region with an energy
resolution of 0.048 eV, corresponding to a relatively low spectral resolution of
about 380 cm−1 or 0.4 nm. The only photoabsorption cross sections available
in the 87–106 nm region are those of Nakata et al. [20] (58–167 nm), and Shaw
et al. [21] (35–90 nm). These low-resolution data sets (∆λ ∼ 0.03 nm and
∆λ ∼ 0.02 nm, respectively) are only available from figures in the respective
papers. They have been digitized for modern use [22]; however, these data sets
suffer from saturation effects and inadequate instrumental resolution seen in
these regions [22].
This paper presents photoabsorption cross sections covering the 92000–115000
cm−1 region, or 108 to 87 nm, measured at a resolution of 1.14 cm−1 from
92000–102000 cm−1 and 0.58 cm−1 from 102000–115000 cm−1. This spectral
resolution allows for the determination of absolute cross sections, resulting in
the first modern, high-resolution photoabsorption cross sections recorded in this
region.
2. Experimental procedure
All measurements were carried out with the VUV Fourier transform spec-
trometer (VUV-FTS) on the DESIRS beam line at the SOLEIL synchrotron
facility in Saint-Aubin, France. The DESIRS VUV-FTS is a wave-front divi-
sion interferometer and is fully reflective, and as such is not limited by the
unavailability of transparent materials below 106 nm. The beamline undulator
provides a continuum background with 7% bandwidth and an approximately
Gaussian profile with full width at half maximum (FWHM) of 6 nm at 100
nm; its central wavelength is adjustable over a large range. Before entering the
2
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VUV-FTS, the undulator beam first passes through a gas-filter chamber that
removes high harmonics [23] and then an absorption chamber. The absorption
chamber is equipped with a windowless gas cell, a windowed gas cell, and a free
molecular jet. The FTS has a maximum resolving power of ∼1 x 106, and is
described in detail in de Oliveira et al. [24, 25].
Fig. 1 shows a representative room temperature absorption spectrum along
with the background continuum level. The 91000–115000 cm−1 region was di-
vided into six smaller, overlapping regions; absorption spectra were recorded
at 2-4 column densities in each of these regions, with column densities ranging
between 9.2x1014–9.7x1015 cm−2. The regions from 91000–102000 cm−1 were
measured at a resolution of 1.15 cm−1 (resolving power ∼86000) with a signal
to noise (SNR) of ∼240, and the regions from 102000–115000 cm−1 were mea-
sured at a resolution of 0.58 cm−1 (resolving power ∼190000) and a SNR of
∼220. Spectra recorded at 1.15 cm−1 resolution consist of approximately 50
co-added scans, requiring ∼30 minutes of data collection; 0.58 cm−1 resolution
spectra consist of approximately 100 co-added scans. The continuum level was
established via blank-cell scans before and after each set of absorption scans.
Room temperature absorption spectra were initially recorded using a 10-cm
windowless gas cell equipped with two 15-cm external capillaries. A continuous
gas flow established a constant CO2 column density. However, the dissociation
of CO2 in the cell resulted in contamination from strong CO absorption features
throughout the 91 to 112 nm region. A modified free molecular jet apparatus
was used to avoid the spectral contamination of the dissociation products. CO2
(99.998%, Air Liquide) was expanded with backing pressures of 1-8 atm through
a 5 x 1000 micron slit into a chamber 30 mm in diameter. The nozzle of the
expansion jet was placed several (3–4) centimeters from the beam to completely
avoid the region of expansion cooling. The unimpeded room-temperature gas
flow through the undulator beam eliminated the built-up of dissociation prod-
ucts in the beam. A differential pumping system isolated the expansion chamber
from the rest of the FTS branch of the beamline.
Column densities in the expansion chamber were calibrated using scans
known CO2 cross sections at wavelengths longward of 106 nm. For this pur-
pose, absorption spectra were recorded between 84000–91000 cm−1 over the full
range of expansion backing pressures and the background chamber pressures
(1.6x10−5–2.1x10−4 mbar) were recorded. Using CO2 cross sections measured
in a windowed cell [18], a linear and reproducible column density calibration
(versus background chamber pressure) was established. The column density
calibration sets were recorded before and after the shorter-wavelength absorp-
tion measurements.
3. Results and analysis
The CO2 cross sections were calculated from the measured absorption spec-











where σ(λ) is the absorption cross section, N is the column density, I0(λ) is
the background intensity, and I(λ) is the intensity of the transmitted light. A
few strong atomic lines from residual Ar, Xe, and Kr in the gas filter as well as
some molecular lines from H2 were identified and removed from the background
spectra, which were then smoothed to increase the SNR in the computed cross
sections. Cross sections from absorption scans taken at different column den-
sities were compared for consistency, and any features where saturation effects
were noticeable were not included in the final cross sections. Fig. 2 and 3 show
the region of measured CO2 cross sections that does not overlap the room tem-
perature cross-sections from Stark et al. [18]. In Fig. 3 we note that, as the
dissociation limit is approached, the absorption features become increasingly
sharp and congested. It was determined that a resolution of 0.58 cm−1 is suffi-
cient to fully resolve these features, and all measurements above 102000 cm−1
were carried out at this enhanced resolution.
Uncertainties in the column density and background intensity are the major
sources of uncertainly in the cross sections derived from each individual scan.
The CO2 column density uncertainties stem primarily from (a) the uncertainties
in the calibration cross sections in the 84000 to 91000 cm−1 region (5–10%
depending on wavelength; [18]), and (b) the uncertainty in the column density
calibration itself, which we estimate to be 3% or less. The uncertainties in
the background intensity profiles derive from slight shifts in the center of the
undulator-generated continuum profile entering the FTS. Background profiles
were shifted about 50 cm−1 in the required direction on average, to achieve
acceptable visual fits to the absorption spectra. The final uncertainties in our
cross sections vary with the depth of absorption; we estimate an 8% uncertainty
in the cross sections in regions of strong to moderate absorption, and a 15%
uncertainty in the regions of weakest absorption.
Fig. 4 shows our new cross sections along with those reported by Stark et
al. [18] in the region where these measurements overlap. The two most deeply
absorbed features at 91880 cm−1 and 93150 cm−1 clearly show the effects of
instrumental resolution, as our reported peak cross sections are approximately
2.0 and 1.5 times larger, respectively, than those reported by Stark et al. [18].
The earlier data were recorded with a 3-meter grating monochromator at a
resolution of 4.3 cm−1, which was suitable for most spectral features longward
of 106 nm, but these two features were clearly under-resolved. The strengths
of all other features are consistent between the two sets of measurements, but
there is a systematic wavelength discrepancy of approximately 15 cm−1 (0.018
nm) between the data sets. The wavelength calibration of the SOLEIL VUV-
FTS in principle only requires a single reference wavelength due to the strict
linearity in the wavelength scale [24]; in practice, multiple absorption lines from
Xe were used to verify the SOLEIL wavelength scale. We estimate an absolute
wavelength uncertainty in our spectra of 0.05 cm−1 (5x10−5 nm). Due to the
reliability of the VUV-FTS wavelength calibration, we expect that our present
wavelength scale is more reliable than that of Stark et al.[18].
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Figure 1: Representative absorption spectrum of CO2 and background continuum level.








































Figure 3: Detail of the cross section near 106000 cm−1.















Figure 4: A comparison of the cross sections reported by Stark et al. [18] with our new
cross sections. The effects of the improved instrumental resolution are evident, as is a small




Numerous MATLAB programs were written to aid in processing the CO2 spectra. With these helper func-
tions, the processing was performed primarily from the command line. The code written is presented here,
split into sections according to what each program does, and each program is accompanied by a brief descrip-
tion of what it does, in addition to any comments that may already exist in the code. All spectra referenced
are Nx2 (column vectors of width 2), with the wavenumbers in (:,1) and the intensities in (:,2).
B.1 Reading and Writing Files
B.1.1 trimData
This function takes the data file output from Alan Heays’ SOLEIL convert energy scale.awk program and
writes a new data file with the same name with ’ trim’ appended before the .dat; this new data file contains
only the undulator band, not the laser line. The newly written file is saved in the same location as the input
file.
function trimData(fileName)
%this function takes a .dat file that has been processed by Alan’s
%SOLEIL_convert_energy_scale.awk, removes the laser line, and rewrites the
5 %file as a .dat file with _trim appended to the file name, which is saved
%in the folder of the original input file.
%the input file name must include the .dat extension.
%the fileName is optional, in which case the function will bring up a file
%browser in which the appropriate file can be indicated.
10
%function presumes the 15 line header on the converted Soleil .dat files.
%author: Lucy Archer
%date written: august 10, 2011
15
i f (nargin==0)
%code to allow for a window to be brought up
[filename ,path] = u ige t f i l e (’*.dat’);
i f (filename ==0)%user hit cancel in the dialogue box
20 return%end the execution
end
fileName = [path filename ];
e l s e i f (nargin==1)
%no code needed, ready to go
25 else




30 %data will be read in a line at a time, until the line starting with # is
%found, which is where the laser line starts
fid = fopen(fileName ,’r’);
35 nextLine = fgets (fid);
outfile = [fileName (1: length(fileName )-4), ’_trim.dat’];
outfid = fopen(outfile ,’w’);
40 %loop through all the # at the beginning of the file
%’#loop’
while(nextLine (1)==’#’)
nextLine = fgets (fid);
end
45 %’end #loop’
%and now loop through all lines of the file until we arrive at the # sign
%that indicates the start of the laser line
i = 1; %current index for putting in data
50
nextLine = fgets (fid);
i = i+1;
fpr int f (outfid ,’%s’,nextLine );
55 %’main loop’
while(not(nextLine (1)==’#’))
fpr int f (outfid ,’%s’,nextLine );




f c lose (fid);
f c lose (outfid );
B.1.2 saveForXmgrace
This function takes an array containing an Nx2 spectrum or cross section stored as a matrix in the MATLAB
workspace and the desired filename as a string, and saves the input array in a file called filename.dat.
function saveForXmgrace(I,fileName)
%this function will save the input spectrum in comma separated value
%format, so that it can be read by xmgrace. the field filename is, as one
5 %would expect, the name of the file the spectrum will be saved in.
%this filename should not include a suffix, the function will provide .dat
%as a suffix.
76
outfid = fopen([ fileName ’.dat’],’w’);
10
fpr int f (outfid ,’%9.3e %7.6e\n’,I(:,:)’);
f c lose (outfid );
B.2 Processing Spectra
These functions are what I like to call ‘semi-automated’: they have a lot of functionality built in, but they
also contain internal variables that must be set specifically each time the function is used. These variables
will be specified in the description of the function.
These functions were frequently used on spectra recorded at different resolutions and possibly of different
lengths, and as such they have built in splining and trimming of the input spectra.
B.2.1 findN
This function was used to process the calibration spectra to generate the column density for each scan.
It takes the background spectrum (I 0), the absorbed spectrum (I), and a measured cross section (sigma);
outputs include Nplot, which is the value of N(λ) from equation 5.9, and Nvalues, which are averages of
Nplot over the indicated regions (see program comments) with the position of I 0 shifted up and down from
a central position. Nvalues can be used to check that the chosen position of I 0 is in fact the position with
the most consistent average values over the absorbed regions.
In addition to the output values, this program plots a number of different things. In figures 1 and 2, it
will plot I and I 0 on top of each other; figure 1 is cropped by at least 30% on either side (to eliminate noise),
and by more if indicated by the internal variables related to the boolean plotChop, and figure 2 shows these
spectra in their entirety. These plots should be used to confirm that the shift of I 0 results in a good visual
fit to I. In figure 3, the function will plot Nplot (N(λ) from eqn. 5.9), the input sigma scaled by the internal
parameter ‘power’, and marks where each section of averages for Nvalues starts and ends with a point, all
over the same range as the plot in figure 1. On this plot is printed the start and end of each average section,
the average column density in that region, and the root mean square difference (called sigma) of the column
density in that region. The background shift, I 0 scaling factor, and the chamber pressure are also printed
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on the plot.
Internal variables to be modified include numerous sets of variables comprised of a boolean, a starting
wavenumber, and an end wavenumber; as one might expect, the boolean controls if the parameters are used,
and the wavenumbers indicate the range of application. These sets include plotChop, which controls the
region plotted in figures 1 and 3, and 5 ‘sect’ sets, which control the existence and position of the averaging
regions for the output Nvalues. Other internal variables include shift, power, pressure, Nrange, Nstep, and
scale, all of which are explained in comments in the code.
function [Nplot ,Nvalues] = findN(I_0 ,I,sigma)
%this function finds the column density in the I spectrum, using the blank
%spectrum I_0 and the sigma values provided in sigma. All matrices are Nx2
5 %and I_0 and I are assumed to have the same spacing.
%this function will spline sigma in order to get values for all the points
%in I, and then plot the values of N where N = 1/sigma∗log(I_0/I).
%it will also, if necessary, spline either I or I_0 in order to have them
10 %all be the same size. The largest file will be the one to which they are
%all resized.
%variables for further display and processing options
%cut off more of the plot than just the 30%
15 plotChop = true;
wnstart = 8.706e4;
wnstop = 9.092 e4;
%take average N’s over a certain number of sections
20 %these sections are the regions where I is reasonably absorbed so that it
%is not significantly affected by noise.
sect1 = true;




wnstart2 = 8.844 e4;
wnstop2 = 8.875e4;
30 sect3 = true;
wnstart3 = 8.913 e4;
wnstop3 = 8.944e4;
sect4 = true;
35 wnstart4 = 8.844 e4;
wnstop4 = 8.944e4;
sect5 = true;
wnstart5 = 8.988 e4;
40 wnstop5 = 9.000e4;
shift = -180;%to shift the background; this is the central position in
78
%Nvalues, and is the position that is used for plotting
power = 10^33/5;%the scaling factor for sigma, when it is plotted
45
%the chamber pressure for this run, MUST BE UPDATED
pressure = 4.09e-5;
Nrange = 5;%the number of shifts up and down by Nstep contained in Nvalues
50 Nstep = 5;%Nvalues’ step size
scaleI_0 = 2.82732/2.765;
%to be judged by hand if the maxima of I and I_0 are significantly off, I_0
%will be divided by this value.
55
%splining I or I_0 if necessary, so that they’re the same length
i f (not( s ize (I ,1)== s ize (I_0)))
i f ( s ize (I,1)> s ize (I_0 ,1))%spline I_0 into/onto I
I_0bis (:,1) = I(: ,1);
60 I_0bis (:,2) = spline (I_0(:,1),I_0(:,2),I(: ,1));
I_0 = I_0bis;
else%spline I in/onto I_0
Ibis (:,1) = I(: ,1);
Ibis (:,2) = spline (I(:,1),I(:,2),I_0 (: ,1));
65 I = Ibis;
end
end
%temporary scaling if they’re not the same scale
70 I_0(:,2) = I_0 (:,2)/ scaleI_0;
%to shift the blank spectrum by a certain number of wavenumbers
%the shift will in fact be done approximately, with the closest equivalent
75 %in the steps of the data, so that I don’t need to spline the background.
%assumes that the shift is small enough to make it so that the extra
%30% data on either side that isn’t used ensures that there are values for
%the shifted wavenumbers
80 I_0orig = I_0;
i f (not(shift ==0))
I_0 = shiftSpectrum(I_0 ,shift);
end
85 sigmas = spline (sigma(:,1), sigma(:,2),I(: ,1));
%now that I_0 has been splined and shifted, produce Nvalues:
Nvalues = zeros (2* Nrange +2,6);
Nvalues (1 ,2)=1; Nvalues (1 ,3)=2; Nvalues (1 ,4)=3; Nvalues (1 ,5)=4; Nvalues (1 ,6)=5;
90 Ntop = shift+Nstep*Nrange;
temp = shift -Nstep*Nrange;
i = 2;
while(temp <=Ntop)
I_temp=shiftSpectrum(I_0orig ,temp);%re−shift every time,avoid rounding errors
95 Ntemp = 1./ sigmas (:).*( log(I_temp (: ,2)./I(: ,2)));
Nvalues(i,1) = temp;
i f (sect1==true)
Nvalues(i,2) = mean(Ntemp(getIndex(wnstart1 ,I): getIndex(wnstop1 ,I)));
79
end
100 i f (sect2==true)
Nvalues(i,3) = mean(Ntemp(getIndex(wnstart2 ,I): getIndex(wnstop2 ,I)));
end
i f (sect3==true)
Nvalues(i,4) = mean(Ntemp(getIndex(wnstart3 ,I): getIndex(wnstop3 ,I)));
105 end
i f (sect4==true)
Nvalues(i,5) = mean(Ntemp(getIndex(wnstart4 ,I): getIndex(wnstop4 ,I)));
end
i f (sect5==true)






%chop off the bottom 30% of the I spectrum from the end, and the bottom 30%
%from the front, they’re always full of noise:
thirty = (max(I(:,2))-min(I(: ,2)))*0.30;
120 test = I(:,2)- thirty;
stop = find(test >0,1,’last’);
%additional chopping off of the front might be necessary
%test = test−thirty−thirty;
start = find(test >0,1,’first’);
125
Nplot (:,1) = I(:,1);
Nplot (:,2) = 1./ sigmas (:).*( log(I_0 (: ,2)./I(: ,2)));
%optional further processing display options, these can be changed by hand
130 i f (plotChop ==true)
%to further cut down the sections displayed
start = getIndex(wnstart ,I);
stop = getIndex(wnstop ,I);
end
135 N1 = 0;
i f (sect1 ==true)
%the first section over which the N average is taken
start1 = getIndex(wnstart1 ,I);
stop1 = getIndex(wnstop1 ,I);
140 N1 = mean(Nplot(start1:stop1 ,2));
end
N2 = 0;
i f (sect2 ==true)
%the second section over which the N average is taken
145 start2 = getIndex(wnstart2 ,I);
stop2 = getIndex(wnstop2 ,I);
N2 = mean(Nplot(start2:stop2 ,2));
end
N3 = 0;
150 i f (sect3 ==true)
%the second section over which the N average is taken
start3 = getIndex(wnstart3 ,I);
stop3 = getIndex(wnstop3 ,I);




i f (sect4 ==true)
%the second section over which the N average is taken
start4 = getIndex(wnstart4 ,I);
160 stop4 = getIndex(wnstop4 ,I);
N4 = mean(Nplot(start4:stop4 ,2));
end
N5 = 0;
i f (sect5 ==true)
165 %the second section over which the N average is taken
start5 = getIndex(wnstart5 ,I);
stop5 = getIndex(wnstop5 ,I);
N5 = mean(Nplot(start5:stop5 ,2));
end
170 %more averaging sections may be added later
%plot the absorption and blank spectra
f igure (1)










%plot the N values with the known sigma overlying to see the spots that go
%to zero, these parts will have higher error and shouldn’t be used for the
%averages
190 f igure (3)
c l f
plot(Nplot(start:stop ,1), Nplot(start:stop ,2));
hold on
plot(Nplot(start:stop ,1), sigmas(start:stop)*power ,’k’);
195 %if the background has been shifted:
text (0.1 ,0.13 ,[’background shifted by ’ num2str(shift) ’ wavenumbers ’],...
’units ’,’normalized ’);
%if there’s scaling on I_0
text (0.1 ,0.07 ,[’I_0 scaled by a factor of ’ num2str(scaleI_0)],’units’,...
200 ’normalized ’);
%and to have a record of the chamber pressure on the graph
text (0.1 ,0.03 ,[’Chamber pressure: ’ num2str(pressure ,’%2.2e’) ’ mbar’],...
’units ’,’normalized ’);
%if averages have been taken, plot them on the graph over where they were
205 %taken, and print rms values on the graph.
i f (sect1 ==true)
plot(Nplot(start1:stop1 ,1),N1 ,’m.’);
sig1 = sqrt(mean((Nplot(start1:stop1 ,2)-N1 ).^2));
text (0.8 ,0.95 ,[’N1 = ’ num2str(N1 ,’%6.5e’)],’units’,’normalized ’);




text(textx ,texty ,’region 1 is from’,’units’,’normalized ’);
text(textx ,texty -0.04 ,[num2str(wnstart1 , ’%6.4e’) ’ to ’ ...
215 num2str(wnstop1 ,’%6.4e’)],’units’,’normalized ’);
end
i f (sect2 ==true)
%plot(Nplot(start2:stop2,1),N2,’m.’);
plot(Nplot(start2 ,1),N2 ,’m.’);
220 plot(Nplot(stop2 ,1),N2 ,’m.’);
sig2 = sqrt(mean((Nplot(start2:stop2 ,2)-N2 ).^2));
text (0.8 ,0.87 ,[’N2 = ’ num2str(N2 ,’%6.5e’)],’units’,’normalized ’);
text (0.8 ,0.83 ,[’sigma2 = ’ num2str(sig2 ,’%2.1e’)],’units’,’normalized ’);
textx = 0.10;
225 texty = 0.88;
text(textx ,texty ,’region 2 is from’,’units’,’normalized ’);
text(textx ,texty -0.04 ,[num2str(wnstart2 ,’%6.4e’) ’ to ’ ...
num2str(wnstop2 ,’%6.4e’)],’units’,’normalized ’);
end




sig3 = sqrt(mean((Nplot(start3:stop3 ,2)-N3 ).^2));
235 text (0.8 ,0.79 ,[’N3 = ’ num2str(N3 ,’%6.5e’)],’units’,’normalized ’);
text (0.8 ,0.75 ,[’sigma3 = ’ num2str(sig3 ,’%2.1e’)],’units’,’normalized ’);
textx = 0.10;
texty = 0.80;
text(textx ,texty ,’region 3 is from’,’units’,’normalized ’);
240 text(textx ,texty -0.04 ,[num2str(wnstart3 ,’%6.4e’) ’ to ’ ...
num2str(wnstop3 ,’%6.4e’)],’units’,’normalized ’);
end




sig4 = sqrt(mean((Nplot(start4:stop4 ,2)-N4 ).^2));
text (0.8 ,0.71 ,[’N4 = ’ num2str(N4 ,’%6.5e’)],’units’,’normalized ’);
text (0.8 ,0.67 ,[’sigma4 = ’ num2str(sig4 ,’%2.1e’)],’units’,’normalized ’);
250 textx = 0.10;
texty = 0.72;
text(textx ,texty ,’region 4 is from’,’units’,’normalized ’);
text(textx ,texty -0.04 ,[num2str(wnstart4 ,’%6.4e’) ’ to ’ ...
num2str(wnstop4 ,’%6.4e’)],’units’,’normalized ’);
255 end




260 sig5 = sqrt(mean((Nplot(start5:stop5 ,2)-N5 ).^2));
text (0.8 ,0.63 ,[’N5 = ’ num2str(N5 ,’%6.5e’)],’units’,’normalized ’);
text (0.8 ,0.59 ,[’sigma5 = ’ num2str(sig5 ,’%2.1e’)],’units’,’normalized ’);
textx = 0.10;
texty = 0.64;
265 text(textx ,texty ,’region 5 is from’,’units’,’normalized ’);





This function was used to calculate the cross section, σ, in equation 5.8. It takes as inputs I 0 (the background
spectrum), I (the absorbed spectrum), Ncoeffs (the coefficients for the polynomial column density calibration
fit), pressure (the chamber pressure), and an optional spectrum sigmatest, which if provided will be plotted
on the final figure. This program outputs sigma, which is the calculated cross section (σ) from the input
parameters.
This program plots the input I 0 and I in figure 20, and plots the calculated sigma (either over the range
indicated by plotChop, controlled in the same way as in the function findN, or by default with the top and
bottom 15% of the spectrum removed, as this region was full of noise) in figure 19, with the scaling, shift in
x, and shift in y of I 0, the input chamber pressure, and the calculated column density (N) written on the
plot.
Internal variables to be modified include a plotChop set, just as in findN, as well as variables xshift,
yshift, and scaleI 0, which are explained in comments in the code.
function [sigma] = findSigma(I_0 ,I,Ncoeffs ,pressure ,sigmatest)
%this function will find the sigma for a given pair of absorbed and
%background spectra, when given the coefficients for the fit to the N vs
5 %pressure line, and the chamber pressure of the absorbed spectrum.
%I and I_0 are input as Nx2 matrices, with the wavenumbers in (:,1) and the
%absorption values in (:,2).
%sigmatest is optional, if included the program will plot it as a dotted
%line over the calculated data.
10
%this function splines I_0 into I if necessary.
%it also checks to see if the two spectra have the same wavelength range,
%and cuts off part of one if necessary, because for processing they must
%have the same range.
15
%it calculates sigma using the equation: sigma = log(I_0/I)/N
xshift = -30;%to shift the background in x if needed
yshift = 0;%to shift the background in y if needed
scaleI_0 = 4;%scaling on I_0 if necessary
20
plotChop = false;%to cut off the plotted region, if wanted
startChop = 8.799e4;
stopChop = 9.347 e4;
83
25 %cutting off the parts that don’t overlap:
[I_0 ,I] = trimToFit(I_0 ,I);
%checking for duplicated data points, they’re wreaking havoc with the
%spline function:
30 [~,n,~] = unique(I(: ,1));
I = I(n(:) ,:);
[~,n,~] = unique(I_0 (: ,1));
I_0 = I_0(n(:) ,:);
35 %splining I_0 if necessary
i f (not( s ize (I ,1)== s ize (I_0 ,1)))
I_0bis (:,1) = I(: ,1);
I_0bis (:,2) = spline (I_0(:,1),I_0(:,2),I(: ,1));
I_0 = I_0bis;
40 end
I_0(:,2) = I_0 (:,2)/ scaleI_0;%if necessary
I_0 = shiftSpectrum(I_0 ,xshift );
45 I_0(:,2) = I_0 (:,2)+ yshift;
%chop off the top and bottom 15% of the spectrum, it’s full of noise:
i f (plotChop ==false)
thirty = (max(I(:,2))-min(I(: ,2)))/2*0.30;
50 start = find(I(:,2)>thirty ,1,’first’);
stop = find(I(:,2)>thirty ,1,’last’);
else %plotChop==true
start = getIndex(startChop ,I);
stop = getIndex(stopChop ,I);
55 end
N = polyval(Ncoeffs ,pressure );
sigma (:,1) = I(:,1);
sigma (:,2) = log(I_0 (: ,2)./I(: ,2))/N;
60
f igure (20);%plot the absorption and blank spectra in their entirety
c l f ; hold on;
plot(I(:,1),I(: ,2));
plot(I_0(:,1),I_0(:,2),’k’);
65 %and plot where the chopped section starts and stops
%plot(I(start,1),I(start,2),’m.’);
%plot(I(stop,1),I(stop,2),’m.’);
f igure (19);%and plot the calculated sigma
70 c l f ;




75 plot(sigmatest (:,1), sigmatest (:,2),’g:’);%plot the reference sigma
end
text (0.1 ,0.9 ,[’I_0 has been scaled by ’ num2str(scaleI_0)],’units’,...
’normalized ’);
text (0.1 ,0.86 ,[’I_0 has been shifted in x by ’ num2str(xshift)],’units’,...
84
80 ’normalized ’);
text (0.1 ,0.82 ,[’I_0 has been shifted in y by ’ num2str(yshift)],’units’,...
’normalized ’);
text (0.1 ,0.78 ,[’chamber pressure = ’ num2str(pressure ,’%6.3e’)],’units’,...
’normalized ’);
85 text (0.1 ,0.74 ,[’N = ’ num2str(N,’%6.5e’)],’units’,’normalized ’);
B.2.3 Nfit
This is a script, not a function, which loads a Nx2 matrix of column density/chamber pressure (column
density in (:,1), chamber pressure in (:,2)) pairs calculated by findN, fits them to a second degree polynomial,
and plots the data points and the polynomial in figure 99, printing on the plot the equation for the fit and
the standard deviation of the fit.
%trying to fit the data from the calibration sequences:
load Nvspressure.mat;
%Npoints is 16x2, (:,1) has pressure values, (:,2) has N values
%currently must be loaded by hand.
5
p = polyf i t (Npoints (:,1), Npoints (:,2),2);%fit it to a degree 2 polynomial
%to plot:
xfit = l inspace (0,max(Npoints (: ,1)) ,100);
10 yfit = polyval(p,xfit);
f igure (99);
c l f
%plot the different runs of calibration with different colors
15 plot(Npoints (1:8,1), Npoints (1:8,2),’m.’);
hold on
plot(Npoints (9:16 ,1) , Npoints (9:16 ,2) ,’b.’);
%and plot the fit line:
plot(xfit ,yfit ,’k-’);
20
%text(0.1,0.94,’This is the best fit line for the calibration data’,...
% ’units’,’normalized’);
text (0.1 ,0.94 ,[’y = ’ num2str(p(1),’%7.6e’) ’x^2+’ num2str(p(2),’%7.6e’)...
’x+’ num2str(p(3),’%7.6e’)],’units’,’normalized ’);
25
stdev = sqrt(mean(( Npoints (:,2)-polyval(p,Npoints (: ,1))).^2));





Last but not least, is the collection of functions that were written to perform a particular task, possibly quite
simple, used to make the code easier to read and to reduce the number of keystrokes for particular tasks (see
the section for plotLess, B.3.5). Some of these functions consist of no more than a few lines, but they were
very useful and made life easier.
B.3.1 avgMany
This function takes a starting index, an end index, and up to seven input spectra. These input spectra are
assumed to be on the same wavenumber scale and indexed the same way (meaning, for instance, that the
wavenumber = 999 would be at index 76 for all input spectra); this was generally achieved by splining all
spectra to the same wavenumber scale, and then using the function trimToFit (see B.3.9). The function
returns an equally weighted average of all input spectra in an Mx2 matrix, where M = endInd-startInd+1,
such that the output comprises only the data points between startInd and endInd.
function result = avgMany(startInd ,endInd ,spec1 ,spec2 ,spec3 ,spec4 ,spec5 ,...
spec6 ,spec7)
%this function will average the input spectra, up to seven of them, between
%the indices that are input, and output the result.
5 %all spectra are assumed to be indexed the same way, that is, that the
%wavenumber/index relation between all of them is the same, and to be nx2
%matrices, where the wavenumbers are in (:,1) and the values are in (:,2).
%this function outputs the average as a matrix that is of dimensions
%(endInd−startInd+1)x2.
10
%it will return a s’thingx2 matrix, with the wavenumbers attached
i f (nargin==3)
disp(’1 spectrum input’);
15 result = spec1(startInd:endInd ,:);
e l s e i f (nargin==4)
disp(’2 spectra input’);
result = (spec1(startInd:endInd ,:)+ spec2(startInd:endInd ,:))./2;
e l s e i f (nargin==5)
20 disp(’3 spectra input’);
result = (spec1(startInd:endInd ,:)+ spec2(startInd:endInd ,:)+ ...
spec3(startInd:endInd ,:))./3;
e l s e i f (nargin==6)
disp(’4 spectra input’);
25 result = (spec1(startInd:endInd ,:)+ spec2(startInd:endInd ,:)+ ...
spec3(startInd:endInd ,:)+ spec4(startInd:endInd ,:))./4;
e l s e i f (nargin==7)
disp(’5 spectra input’);
86
result = (spec1(startInd:endInd ,:)+ spec2(startInd:endInd ,:)+ ...
30 spec3(startInd:endInd ,:)+ spec4(startInd:endInd ,:)+ ...
spec5(startInd:endInd ,:))./5;
e l s e i f (nargin==8)
disp(’6 spectra input’);
result = (spec1(startInd:endInd ,:)+ spec2(startInd:endInd ,:)+ ...
35 spec3(startInd:endInd ,:)+ spec4(startInd:endInd ,:)+ ...
spec5(startInd:endInd ,:)+ spec6(startInd:endInd ,:))./6;
e l s e i f (nargin==9)
disp(’7 spectra input’);
result = (spec1(startInd:endInd ,:)+ spec2(startInd:endInd ,:)+ ...
40 spec3(startInd:endInd ,:)+ spec4(startInd:endInd ,:)+ ...
spec5(startInd:endInd ,:)+ spec6(startInd:endInd ,:)+ ...
spec7(startInd:endInd ,:))./7;
else
disp(’incorrect input; usage: result = avgMany(startInd ,endInd ,’);
45 error(’spec1 ,spec2 ,spec3 ,spec4 ,spec5 ,spec6 ,spec7)’);
end
B.3.2 cutStuffOut
This function was used primarily to clean up background spectra, but was also used on the final CO2 spectra
to remove lines from molecular hydrogen. This function takes a spectrum (I), a starting wavenumber, an
end wavenumber, and an optional parameter smoothFactor, which is explained in the code. The output,
I trimmed, is the input I but with the data points between startwn and stopwn replaced by a straight line
connecting startwn and stopwn. If a smoothFactor is provided, the function will clear figure 7 and plot the
input I, I trimmed, and smoothed versions of I and I trimmed.
function [I_trimmed] = cutStuffOut(I,startwn ,stopwn ,smoothFactor)
%this function will cut out all the real data between the two indicated
%wavenumbers, and replace the old data with a straight line between the two
5 %endpoints.
%smoothFactor is optional. If provided, the function will also plot the
%smoothed untrimmed and trimmed spectra on top of everything else.
%smoothFactor must be an integer.
10
start = getIndex(startwn ,I);
stop = getIndex(stopwn ,I);
dy = I(stop ,2)-I(start ,2);
15 dx = I(stop ,1)-I(start ,1);
m = dy/dx;
wn1 = I(start ,1);
87
20 str1 = I(start ,2);
I_trimmed = I;







plot(I_trimmed (:,1), I_trimmed (:,2),’k-.’);
smoothed = smooth(I(:,2), smoothFactor );
plot(I(:,1), smoothed (:),’k’);
smoothed = smooth(I_trimmed (:,2), smoothFactor );
35 plot(I_trimmed (:,1), smoothed (:),’r’);
end
B.3.3 getIndex
This function takes a wavenumber and a spectrum (Nx2) and returns the first index along N where the
wavenumber is greater than or equal to the input wavenumber.
function [index] = getIndex(waveNum ,I)
%this function takes an Nx2 spectrum and a wavenumber and returns the
%index of where that wavenumber is for the spectrum. This assumes that
5 %the wavenumbers are in the (N,1) section of the data.
index = find(I(:,1)>=waveNum ,1,’first’);




This function plots color-coded points indicating the location of atomic lines from Ar, Xe, and Kr, as well
as the positions of lines from molecular hydrogen (though this line is commented out in this version). The
function uses already-saved .mat files containing the positions of spectral lines from these gases, which were
generated using NIST line lists for Ar, Xe, and Kr, and using data provided by Alan Heays for the H2 lines.
function markAtomicLines(scaleFactor)
88
%this function will plot points at the value given for scaleFactor. these
%points indicate where the argon, krypton, and xenon atomic lines are.
5 %this function will also plot the molecular Hydrogen lines.
%blue is argon, red is xenon, green is krypton, magenta is hydrogen.
i f (nargin==0|| scaleFactor ==0)
scaleFactor = 0;
H2scale = 10^ -16;
10 end
load atomicLinesLoaded;
plot(argonLines (:,1), scaleFactor ,’b.’);
plot(xenonLines (:,1), scaleFactor ,’r.’);
15 plot(kryptonLines (:,1), scaleFactor ,’g.’);
%plot(H2Lines(:,1),H2Lines(:,2)∗H2scale,’m.’);
B.3.5 plotLess
This function is a specialized plotting function for these spectra, which are Nx2 matrices, rather than the
2xN matrices Matlab prefers. This function works just like the standard plotting function, and takes an Nx2
vector to be plotted and a format string, the rules for which can be found in the help documentation for the
standard plot() function.
function plotLess(I,formatstr)
%this function is to plot the nx2 spectra and cross−sections that I’m
%working with. formatstr is a string with the desired line format for the
5 %line to be plotted.
%default format is a blue line, as usual.
i f (nargin==1)
10 formatstr = ’b’;











%this function is to plot the nx2 spectra and cross−sections that I’m
%working with on a log scale on the y axis. formatstr is a string with
5 %the desired line format for the line to be plotted.
%default format is a blue line, as usual.
i f (nargin==1)
10 formatstr = ’b’;







This function takes an input spectrum (I) and outputs this input spectrum shifted the indicated number
of wavenumbers (shift) as accurately as possible considering the step size of the input spectrum. It fills in
unknown values (the ones that were previously outside the range of the spectrum) with the value of the
closest measured point.
function Ishifted = shiftSpectrum(I,shift)
%this function takes a spectrum and the desired shift in wavenumbers and
%returns a shifted spectrum that starts at the same wavenumber that the
5 %original spectrum did. The points for which there is no data will have
%the value of the closest existing point, so as to avoid putting NaNs in
%the new spectrum.
avgStep = (max(I(:,1))-min(I(: ,1)))/ s ize (I,1);
10 steps = round(shift/avgStep );
Ishifted (:,1) = I(: ,1);
len = s ize (I,1);
i f (shift ==0|| steps ==0)
15 Ishifted (: ,2)=I(: ,2); %gotta hit the idiot case
e l s e i f (steps/abs(steps )==1)
temp = I(1:(len -steps ),2);
Ishifted ((steps +1):len ,2) = temp;%I(1:(len−steps),2);
Ishifted (1:steps ,2) = I(1 ,2);
20 else%steps<0
%this was written for steps being positive, but moving it down:
steps = abs(steps);
Ishifted (1:(len -steps ),2) = I((steps +1):len ,2);
90
Ishifted ((len -steps +1):len ,2) = I(len -steps ,2);
25 end
B.3.8 splineToFit
This function takes a spectrum and a vector with the desired wavenumber spacing, and outputs the input
spectrum splined to the new wavenumber spacing, and trimmed to fit the input spacing if the spacing vector
is shorter than the original spectrum.
function reSplined = splineToFit(original , newSpacing)
%this function will spline the original cross−section to the wavenumber
%spacing described in newSpacing. The original is assumed to be an nx2
5 %matrix, with the wavenumbers in (:,1).
%this function returns a cross−section that has been splined to the new
%spacing and trimmed to fit the overlap region between newSpacing and the
%original. This means that if newSpacing encompasses all of original, the
%length of the new vector will be that of the original, and if not, then it
10 %will cut off where necessary.
newY = spline (original (:,1), original (:,2), newSpacing );
[reSplined ,~] = trimToFit ([ newSpacing ,newY],original );
B.3.9 trimToFit
This function takes two input spectra and returns them in the order they were input and trimmed so that
they start and stop on the same wavenumbers.
function [I_0 ,I] = trimToFit(I_0 ,I)
%this function takes two spectra as input, and returns them in the order
%that they were input, with one having been trimmed (if necessary) to make
5 %them have the same (rounded) starting and ending wavenumbers.
i f (not(round(I_0 (1 ,1))==round(I(1 ,1))&& ...
round(I_0( s ize (I_0 ,1) ,1))==round(I( s ize (I,1) ,1))))
%check to see if it’s the front half, fix if necessary
10 i f (not(round(I_0 (1 ,1))==round(I(1 ,1))))
i f (round(I_0(1,1))<round(I(1 ,1)))%cut the front off I_0
I_0 = I_0(getIndex(I(1,1),I_0): s ize (I_0 ,1) ,:);
else%need to chop off I




%check the back half
i f (not(round(I_0( s ize (I_0 ,1) ,1))==round(I( s ize (I,1) ,1))))
i f (round(I_0( s ize (I_0 ,1),1))>round(I( s ize (I,1) ,1)))%cut off end of I_0
20 I_0 = I_0 (1: getIndex(I( s ize (I,1),1),I_0),:);
else%need to cut off I
I = I(1: getIndex(I_0( s ize (I_0 ,1),1),I),:);
end
end
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