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The scatter of the data points in Fig. 3 indicates that there 
might be room for further lowering the Rayleigh scattering of 
PCVD fibres by optimising the preparation processes. 
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Fig. 2 Short wavelength attenuation of Ge + F-doped SMfibres 
a x g r  = 4% b = 10% 
3-parameter fits on A,  K,,, I,, (eqns. 1 and 4) 
Summary: The attenuation spectra of Ge, F and Ge + F- 
doped PCVD fibres have been analysed with respect to scat- 
tering, absorption and profile design. The UV absorption is 
dominated by the Ge dopant and increases with its concentra- 
tion. The increase of the Rayleigh scattering is proportional to 
the sum of the F and Ge-dopant concentrations. The results 
obtained approach the intrinsic absorption and scattering 
properties as estimated from theory and bulk silica scattering 
data. No significant influence of the index profiling itself has 
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Fig. 3 Rayleigh scattering coefjicients of DC, MC,  DFSM and GIMM 
fibres against total, effective, dopant concentration 
0 Ge A F 0 Ge+ F-doped x multimode 
and averages from many fibres 
achieved only by minimising the total dopant concentration of 
the fibre core. 
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RADIAL BASIS FUNCTION NETWORK FOR 
SPEECH PAlTERN CLASSIFICATION 
Indexing terms: Neural networks, Speech processing, Speech 
recognition 
A neural network model incorporating radial basis functions 
is used in a speech-pattern classification problem. The 
method is compared with a back-propagation neural 
network model and with a vector-quantised hidden Markov 
model of the same problem. Training times are over an order 
of magnitude faster, with similar classification results. 
Introduction: Recently, several researchers have applied neural 
network models to speech recognition problems.’ The most 
frequently used algorithm has been the back-propagation of 
error algorithm,’ which performs pattern classification by par- 
titioning the input space using hyperplanes defined on the 
hidden nodes of the network. This algorithm has several 
drawbacks, a major one being the extremely long training 
times required for most problems. For the present work, a 
neural network model utilising the radial basis function3 is 
developed and tested on a phonetic labelling problem. Com- 
parisons with a back-propagation neural network model and 
with a vector-quantised hidden Markov model are made with 
reference to this problem. 
Radial basis functions: A network using hidden nodes defining 
hyperellipsoids (rather than hyperplanes) may offer superior 
pattern classification. However, if the network is trained using 
the back-propagation method (using the chain rule to back- 
propagate errors) then training times are likely to be little 
better than for conventional back-propagation networks. An 
alternative philosophy would be to use many more hidden 
nodes, but with fewer degrees of freedom per node. This would 
give a potentially faster training algorithm. 
Consider a network with hidden nodes computing their 
output as follows: 
where y: is the output of hidden node i in response to the pth 
input vector, x p ,  and ci is a vector of similar dimension, rep- 
resenting the centre of a radially symmetric function @. Typi- 
cally @ is chosen as a Gaussian, so define 
where aij are the elements of a covariance matrix, which here 
is taken to be diagonal. 
The set of hidden units consists of a set of functions which 
are presumed to constitute an arbitrary ‘basis’ for the patterns 
to be classified when expanded into hidden unit space; these 
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are referred to as radial basis functions. It is hypothesised that 
expansion of input vectors into a hidden unit space of rela- 
tively high dimension (i.e. by defining many radial basis 
functions) will result in a greater likelihood of the classi- 
fication problem becoming linearly separable. (The properties 
of high-dimensional binary spaces are discussed by Kanerva4 
and a neural network model involving expansion into high 
dimensions inspired by Kanerva’s work has been developed 
by Prager et al.5). In this case the output of the network may 
be defined as 
where y i i  is the output of the ith target node in response to 
the pth pattern, oij is the weight from the jth radial basis 
function to the ith target node and oio is the bias or threshold 
of the ith target node. 
Such a network is trained by minimising the least squares 
error, E: 
E = 0.5 1 1 ( Y i i  - yii)’ (4) 
p i  
where Y i i  is the desired output of target node i in response to 
the pth input vector. 
If the centres and widths of the radial basis functions are 
fixed then E may be minimised by an adaptive algorithm such 
as the LMS m e t h ~ d . ~  However, it should be noted that eqn. 3 
specifies that the outputs computed by the target units are 
linear in the weights. This is in contrast to most perceptron- 
are given in Table 1, together with results obtained on the 
same problem using a back-propagation neural network 
model and a vector-quantised hidden Markov model. The 
back-propagation network had 36 hidden units and was 
trained using the standard gradient descent algorithm (with 
momentum).’ The discrete hidden Markov model’ was 
trained using the forward-backward algorithm and a size 256 
codebook; additionally a codebonk update technique was 
used, which approximates a discrete hidden Markov model to 
a continuous model. All classifiers were trained on input data 
based on 20th-order LPC cepstral coefficients. 
Table 1 CLASSIFICATION SCORES FOR THREE 
CLASSIFIERS TRAINED ON 758 VOWEL 
TOKENS AND TESTED ON 759 (UNSEEN) 
VOWEL TOKENS 
Training set Test set 

















Yo Yo % % 
74.0 0.94 65.3 0.86 
78.5 1.12 68.4 1.31 
84.0 0.84 70.4 1.44 
85.8 0.48 71.2 0.60 
87.1 1.83 71.5 2.13 
90.6 1.39 73.3 1.53 
98.0 0.30 71.6 0.44 
92.1 - 69.4 - 
like networks, inwhich the units execute some kind of nonlin- 
ear transfer function, such a linear network is exactly soluble 
This method requires an error function that is Purely quadra- 
tic in weight space (such as eqn. 4, and uses the inverse of the 
correlation matrix Of radial basis function Outputs, summed 
over patterns, to compute the optimal weight values. 
RBF indicates radial basis functions neural network model, BP a 
quantised hidden Markov model. Statistics from RBF classifier were 
computed from 12 sets of randomly chosen centres, those from BP 
classifier from 5 random initial states. N(hid) refers to number of 
hidden units or radial basis functions in neural network model 
using a noniterative method that is similar to Wiener filtering. back-propagation network and HMM a vector- 
Speech pattern classification: Phonetic labelling experiments 
were carried out on hand-segmented vowel tokens taken from 
a phonemically dense speech database of 98 sentences uttered 
twice by a male speaker. The input speech signals were 
sampled at 16kHz prior to a 20th-order linear predictive 
analysis (with a pre-emphasis of 6dB/octave), from which 20 
cepstral coefficients were derived. The hand-segmented data 
consisted of approximately 750 vowel tokens (of 20 classes) 
extracted from the 98 sentences. These vowel tokens were rep- 
resented by a feature vector consisting of the median cepstral 
coefficients for each third of the token (60 coefficients in total) 
plus 12 coefficients representing the duration of the token. The 
duration value in milliseconds was represented in a distributed 
fashion over the 12 coefficients using a Gaussian coarse- 
coding technique, enabling an arbitrary real number to be 
distributed over several units (coefficients) taking values in the 
range 0-1.0. Hence, each vowel token was represented as a 
static pattern of 72 coefficients. 
The neural network model consisted of three layers: 72 
inputs, 20 targets (representing the 20 vowel classes), and a 
variable number of radial basis functions. A standard ‘one out 
of n’ output coding was used for the targets, that is the desired 
target values for a given pattern were taken as + E  for the 
target node corresponding to the desired class and --E for the 
other target nodes. In this work, the value of E was taken to be 
2.0. The centres of the radial basis functions were chosen by 
randomly choosing input vectors, in accordance with the 
sample distribution. Their widths were chosen using a nearest- 
neighbour rule, being equal to the Euclidean distance to the 
nearest function centre. 
This neural network model was trained on all the vowel 
tokens extracted from one set of utterances and tested on the 
vowel from the second (unseen) set of utterances. Experiments 
were carried out on networks with varying numbers of radial 
basis functions : each network configuration was trained and 
tested 12 times (using a different random selection of function 
centres on each training) and the mean recognition score (%) 
and standard deviations of training and testing classification 
scores were computed over the 12 experiments. These results 
The results indicate that the recognition accuracy of the 
radial basis functions network is fully comparable with a 
back-propagation neural network model and a hidden 
Markov model. Performance of the radial basis functions 
network increases with the number of radial basis functions in 
the network, although this effect becomes negligible when the 
number of functions reaches a certain level (144-170 in this 
work). However, this algorithm does fail on some pathological 
choices of function centres, causing the optimal solution to 
involve extremely large weight values-in the experiments 
performed during this work, this situation was not observed in 
networks with less than 170 radial basis functions. This effect 
may be ameliorated by choosing an error function which 
incorporated a factor that is inversely proportional to the 
number of training examples in a class. That is, replace eqn. 4 
by 
E = 0.5 1 1 ( Y:i - yii)’mP (5) 
1 
mp = - 
pc 
where there are P, examples from target class c in the training 
set. This data-balancing term does solve the problem of 
‘weight explosion’, but can cause other problems, in which the 
output of the network for some patterns has an output with 
all targets set to their minimum values. 
It is also illuminating to compare training times. On this 
vowel classification problem, a network with 144 radial basis 
functions could be trained in less than 4 minutes. In compari- 
son the building of the vector quantisation codebook for the 
hidden Markov model took approximately 3 hours and train- 
ing the back-propagation neural network model took approx- 
imately 3 hours (on a pipelined array processor, which gives a 
5-10 times speed increase compared with the serial hardware 
used for the other methods). On similar hardware, training a 
36-node back-propagation network is over two orders of mag- 
nitude slower than training a radial basis functions network 
with 144 radial basis functions. 
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BIAS DEPENDENCE OF LOW-FREQUENCY 
GATE CURRENT NOISE IN GaAs MESFETs 
Indexing terms: Semiconductor devices and materials, FETs, 
Noise 
The spectra of gate current noise are investigated in GaAs 
MESFETs between 10’ and 104Hz. A change in the white- 
noise behaviour is observed with the increase of the gate 
current. It is shown that the contribution of an ideal 
Schottky shot noise is associated with two thermal noise 
components. The thermal noise sources originate in different 
leakage conductances. 
Introduction: The low-frequency noise levels of GaAs 
MESFETs have important implications even in their micro- 
wave properties. The noise behaviour of transistors is gener- 
ally represented by two input noise generators in a 
conventional e ,  - in representation. In the common-source 
configuration these equivalent noise generators are connected 
to the gate. Usually the magnitude of in is estimated by mea- 
suring the output noise voltage as a function of R,, the resist- 
ance of the gate biasing circuit.’** Apart from this method, the 
direct measurement of the input equivalent noise current by 
means of a current preamplifier gives an effective alternative 
tool to obtain input characteristics whatever the conditions 
placed on the AC input and output load impedances. 
The results indicate that various noise sources are suc- 
cessively dominant, depending on the gate voltage. Thermal 
noise due to a gate parallel conductance is evident at low 
voltage. At higher voltages a source of shot noise type domi- 
nates, marked by an equivalent current well beneath the full 
gate current. 
Experimental da ta:  Noise investigations were made on dual- 
gate MESFETs (NEC 41137). The driving gate and the 
control gate were connected together forming a single gate. 
For more convenient measurements, the drain and the source 
have been short-circuited so that the device can be seen as a 
diode. 
The DC gate current varies by an order of lo3 for voltages 
from 2 mV to 2 V following a behaviour significantly different 
from those of an ideal metal/SC interface. A linear relation- 
ship, associated with a conductance Go,  is first observed at 
low currents, followed by a variation corresponding to a weak 
decreasing conduction. Such dependence is generally caused 
by the barrier height reduction induced by a disturbed layer, 
due to surface states. According to the interfacial layer theory, 
the reverse current for GaAs diodes is of the form J ,  oc exp 
( - 0 . 2 6 X 1 / ’ 6 )  in which the barrier height field dependence X 
and the layer thickness 6 are used as adjusting  parameter^.'^^ 
Fig. 1 shows typical direct spectra of the input noise current 
obtained at several gate currents. Only typical llf and white 
noise levels are present, without any significant contribution 
by G-R or by trapping effects. At lower currents the noise is 
plainly white over the entire frequency range and independent 
of the I, value. At higher currents, the white level increases as 
I,, combined with an uncorrelated llf spectrum in the low- 
frequency region. The flicker noise, developed in previous 
work,5 is subjected to the input conductance given by the 
weak currents. 
The problem is to identify the locations of various white 
noise sources, which can be either thermal or Schottky noises 
and their combinations. The spectral density Si, formed only 
by the white noise component, is plotted in Fig. 2 in the form 
I, = (S i /2q )  against I , .  The gate current allows comparison 
with the shot noise mechanism, which is the exclusive effect of 
an ideal Schottky d i ~ d e . ~ . ~  This reference is then expressed in 
the practical form I,, = I,. The result clearly indicates two 
well separated zones when the gate current increases. From 
the equivalent noise level 4 k T G ,  we found Go = 1.90 x S 
in full agreement with the value 1.85 x 10-7S given by the 
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Fig. 2 Equivalent current noise against reverse gate current 
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