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Abstract—Establishing mathematical models is a 
ubiquitous and effective method to understand the objective 
world. Due to complex physiological structures and 
dynamic behaviors, mathematical representation of the 
human face is an especially challenging task. A 
mathematical model for face image representation called 
GmFace is proposed in the form of a multi-Gaussian 
function in this paper. The model utilizes the advantages of 
two-dimensional Gaussian function which provides a 
symmetric bell surface with a shape that can be controlled 
by parameters. The GmNet is then designed using Gaussian 
functions as neurons, with parameters that correspond to 
each of the parameters of GmFace in order to transform the 
problem of GmFace parameter solving into a network 
optimization problem of GmNet. The face modeling process 
can be described by the following steps: (1) GmNet 
initialization; (2) feeding GmNet with face image(s); (3) 
training GmNet until convergence; (4) drawing out the 
parameters of GmNet (as the same as GmFace); (5) 
recording the face model GmFace. Furthermore, using 
GmFace, several face image transformation operations can 
be realized mathematically through simple parameter 
computation. 
 
Index Terms—Face model, Gaussian function, image 
representation, mathematical modeling, multi-Gaussian net, 
artificial neural network (ANN)  
 
I. INTRODUCTION 
S a visual external biological feature, the face is an 
important channel for human to convey rich information. 
Identity, expression, emotions, intentions, gender, age, 
ethnic background, attractiveness, and numerous other 
attributes can be derived from the face of an individual [1]. Over 
the past decades, significant advances have been made by 
scholars in face recognition, expression synthesis, and facial 
animation [2], [3], [4], [5], and the field of face perception has 
firmly established itself as a significant and active sector within 
vision research. 
When reviewing studies on facial images, existing 
approaches are commonly based on feature analysis, which can 
be classified into two main categories: traditional methods 
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based on hand-crafted features [3], [4], [5], [6] , [7], [8] and 
data-driven deep neural network learning methods [9], [10], 
[11], [12], [13], [14]. In the traditional methods category, face 
images are described by a number of digital features extracted 
from the local or holistic region. Numerous representative 
methods based on local features have emerged, including local 
binary pattern (LBP) [3], Gabor wavelet kernel [4], scale 
invariant feature transform (SIFT) [5], and histogram of 
oriented gradient (HOG) [6]. Techniques that focus on holistic 
features, including principal component analysis (PCA) [7] and 
linear discriminant analysis (LDA) [8] have also emerged. Its 
basic idea is to get the feature vector from high-dimensional 
pixel space to subspace by solving the defined objective 
function optimally. These traditional methods are widely used 
in texture classification, face detection and recognition. For 
data-driven methods, researcher use an end-to-end learning 
mode to obtain a feature set based on face image data and target 
task training [9]. In recent years, motivated by the classical 
convolution networks， such as LeNet[16], AlexNet [15], 
VGG-Net [17], GoogleNet [18], and ResNet [19]，which have 
achieved excellent results  on ImageNet, a number of typical 
network architectures such as DeepFace [12], FaceNet [13], and 
SphereFace [14] have been designed for face feature 
representation. 
The methods mentioned above have been demonstrated to 
successfully obtain the identity features of human faces. Using 
these advanced methods, some tasks related to human face 
images can be accomplished and many interesting and valuable 
applications can be developed. However, whether the face 
image is transformed from high-dimensional pixel space to 
encoding feature space manually or treated as a "black box" 
system [20], [21], [22] to accomplish the task goal 
automatically, there is still little known about the face structure 
itself. It remains difficult or potentially impossible to provide a 
simplified representation to describe human face.  
As the most familiar body part, the face shares the common 
morphological features of eyes, a nose, and a mouth. However, 
the face is also an aggregation with complex structure in which 
all facial organs are distinct and can be assembled differently. 
Even if the topological structure of each face is similar, 
individual identity can still be distinguished by facial features. 
Furthermore, affected by age, environment, psychology, and 
other factors, even face images from the same person can 
display a rich variety of appearances at different times, 
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including a smile, sadness, anger, disgust, surprise, and fear 
[23]. Due to such differences and dynamics, mathematical 
representation of the human face is an especially challenging 
task. Establishing mathematical models has remained a 
significant method to understand the objective world. Based on 
this concept, despite numerous difficulties, this paper attempts 
to approximate the mathematical representation of the human 
face through mathematical modeling. 
Intuitively, as the face and its organs exist in the form of a 
surface, functions that are good at surface fitting could provide 
a potential solution for facial pattern mathematics learning. 
Focusing on data approximation, multi-Gaussian function is 
considered highly efficient for representing a relatively 
complex waveform or surface using a very small set of 
parameters and has been successfully applied to fit many 
waveforms and surfaces. It can therefore be speculated that by 
combining the multi-Gaussian function with prior knowledge 
of face characteristics, it is possible to construct a mathematical 
model of a face image. No such research has been attempted at 
this stage and the feasibility of this method requires further 
verification. 
Consequently, unlike studies driven by data or task, the goal 
of this work is to provide a mathematical model for face image 
representation. The proposed approach will enable the 
transformation of a face image by a series of parameters, and 
will likely provide valuable insights into the facial systems 
being modeled. It is also expected to provide more convenient 
and effective means for the applications of image and animation 
processing technologies such as face synthesis, bionic 
expression, and cartoon character design. 
The main contributions of this work can be summarized as 
follows: 
 A mathematical model (GmFace) for face image 
representation is proposed in the form of a multi-
Gaussian function. 
 A neural network (GmNet) is designed for parameter 
solving of multi-Gaussian function. 
 A modeling method for a face image with GmFace is 
presented, including common face modeling and 
personal face modeling. 
 While the GmFace is only an approximate (not a perfect 
or the simplest) model for face image representation, it 
is the first mathematical face model in an explicit 
function form with good image transformation and 
representation abilities. 
The remainder of this paper is organized as follows. Related 
works are discussed in Section 2. The proposed method is 
formulated in Section 3. Comprehensive experiments 
demonstrating the effectiveness of the proposed method are 
presented in Section 4, and finally, Section 5 provides a 
conclusion with a summary and outlook for future work. 
II. RELATED WORK 
The mathematical learning of face morphological structure 
belongs to the research category of complex biological system 
modeling. In principle, as a simplified representation of reality, 
such models should both facilitate understanding of biological 
systems and also predict the consequences of interventions on 
biological systems [24], [25]. T. Melham et al. (2013) used the 
essence of this ‘representation’ relationship to correlate model 
states and trajectories with experimental observations [26]. 
According to this research, facial mathematical modeling is a 
process of simplifying ‘representation’ and must reflect the 
correlation between model parameters and face image to a 
certain extent. 
In practical applications, Gaussian function is one of the 
most important elementary functions that is widely used in 
mathematical analysis, image processing, and engineering 
modeling. It is well known that the Gaussian function is 
integrable and differentiable, and its characteristic bell-shaped 
graph appears everywhere from normal distribution in statistics 
to position wave packets of a particle in quantum mechanics 
[27]. Based on multi-Gaussian function, waveform fitting has 
shown remarkable success in a wide range of applications 
including physiological signals representation [28], [29], [30], 
[31], [32], pulsar signal simulation [33], [34], [35], and human 
pose detection [36]. L. Wang et al. proposed a multi-Gaussian 
model which closely approximates a single-period digital 
volume pulse signal by decomposing it into four or five 
Gaussian waves, in which the quantity of Gaussian function is 
determined by the morphology of the pulse waveform [28]. H. 
Zhang et al. employed multi-Gaussian functions to express an 
X-ray pulsar profile. It has been confirmed that in addition to 
the physical meaning, the multi-Gaussian fitting method can 
accurately describe the structure and minutiae of the pulsar 
profile [33]. Moreover, multi-Gaussian-based methods are also 
applied for fitting image silhouettes. R. Y. Xu et al. introduced 
multi-Gaussian function into ellipse fitting and successfully 
completed the test on an image silhouette of a human upper 
body [36].  Those studies focused on representing a one-
dimensional (1D) waveform curve by a combination of 
Gaussian waves. For the two-dimensional (2D) surface, multi-
Gaussian has been used for surface fitting scattered data as early 
as 1993. A. Goshtasby et al. designed a sum of Gaussians to 
approximate 100 scattered points. As this research implies, 
multi-Gaussian function is more effective at dealing with a 
large data set from a highly varying surface [37]. However, 
limited by computing resources at the time, providing a larger 
parameter space was a serious problem, making it very difficult 
to represent complex surfaces like the human face. With the 
development of computer science, the high-performance of 
computing resources and the efficiency of neural network 
algorithms provide optimal conditions for solving the 
parameters in a very large space. Therefore, multi-Gaussian 
function is considered as an ideal option to provide an 
approximate mathematical expression of a face image.  
Based on the above analysis, multi-Gaussian function is 
employed to provide an explicit mathematical representation of 
a face image in this work. Furthermore, a GmNet architecture 
is designed to solve the estimation of parameters, thereby 
enabling the face image to be represented mathematically. To 
the best of the authors’ knowledge, this is the first work to 
construct a mathematical model of a human frontal face image. 
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III. METHODS 
A. Face Image Model: GmFace 
A face image is a projection of a human face onto a 2D plane. 
In the usual analysis of face images, pixel intensities are the 
most common and easiest exploited factors [38], [39], [40], [41], 
[42]. However, the spatial coordinates and relations between 
pixel intensities and spatial coordinates are often ignored. To 
remedy this, the face image is represented as a 2D surface, and 
two dimensional spatial coordinates are taken as independent 
variables and coordinate-based pixel intensities as dependent 
variables. 
It is well known that Gaussian function is a complete set on 
2( )nL R  [43], which is stated mathematically as follows: 
Let ( ) : nf R R →  be any nonnegative real integrable 
function on nR . An approximation of ( )f   then exists by linear 
combinations of multi-Gaussian function as the form: 
 
1
ˆ( ) ( , )
m
i i i
i
f wG 
=
= x x   (1) 
where x  is the input, iG  is a Gaussian function,  i denotes the 
parameters of Gaussian function 
iG , iw  is the weight 
coefficient, and m  is the quantity of Gaussian components. 
In a 2D space, the bell-shaped graph of Gaussian function 
appears as a bell surface, and its spatial position, size and 
direction can be controlled by a set of parameters [44]. Most 
importantly, Gaussian function is a complete set on 2( )nL R , 
meaning that the finite multi-Gaussian function can 
approximate any non-negative integrable functions on a real 
number with arbitrary accuracy. Based on these considerations, 
multi-Gaussian function is an ideal option to provide the 
mathematical expression of GmFace for face image 
representation approximatively. 
Thus, for each pixel, the GmFace model can be constructed 
as: 
 1 2 1 2
1
( , ) ( , | , )
m
i i i i
i
GmFace x x wG x x
=
=  μ A   (2) 
Here, a face image is expressed as a linear combination of a 
series of Gaussian components, where
iw  is the weight 
coefficient,  m  represents the quantity of Gaussian components, 
and iG  is a Gaussian function as: 
 ( | , ) exp{ ( ) ( )}TG = − − −x μ A x μ A x μ  (3) 
where 
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x
x
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x   is the input formed with 2D spatial coordinates, 
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μ  denotes the Gaussian center, and 
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A is a 
positive-definite symmetric matrix named the precision matrix, 
which is the inverse matrix of covariance matrix. 
B. Multi-Gaussian Network: GmNet 
As the pixel points of a face image are huge in size and the 
face has a complex physiological structure, estimating the 
parameters of GmFace model is a difficult task. One of the most 
challenging issues in parameter estimations for GmFace is the 
large amount of calculation required. To determine the complex 
 
1 In order to provide a more readable visualization effect, the 2D surface of 
face images expressed in the figures of this paper consists of the value of "1-
GmFace". 
parameters, a 3-layer neural network named GmNet is 
constructed, in which each single Gaussian function is used as 
a neuron. The network structure is illustrated in Fig. 1. 
The input layer of the framework of GmNet is the 2D 
surface1  data of face images and the hidden layer is a group of 
Gaussian modules truncated to a region bounded by the image 
size. Eventually, in the output layer, the response maps are 
combined by linear weighting w . The weight coefficient i
w
 
summarizes the contribution of the ith Gaussian kernel to the 
output. 
In the process of solving the GmFace parameters through 
GmNet, it is necessary to guarantee the positive definiteness of 
A in Eq. (3) and certain constraints must therefore be 
considered. According to the properties of positive semidefinite 
symmetric matrix, the positive definite of A  is equivalent to 
that it has a unique Cholesky decomposition [45]: 
 T=A LL  (4) 
where L  is a lower triangular matrix with real and strictly 
positive diagonal elements. According to the above 
decomposition, Eq. (3) can be derived as: 
 ( | , ) exp{ ( ) ( )}T TG = − − −x μ L x μ LL x μ  (5) 
Accordingly, GmFace as Eq. (2) is rewritten as:       
 
1 2 1 2
1
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m
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i
GmFace x x wG x x
=
=  μ L   (6) 
where 1
2
r
x H
x c
W
 
  
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  
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x   is the row and column coordinates of 
image after normalization,  r and c  are the row index and 
column index, respectively, and W  and H  are the width and 
height of a face image, respectively. 
Thus, in GmNet, m  groups of μ  and L are set to generate 
truncated Gaussian components, and each component size is the 
same as the image size. The iw , iμ and iL  are the parameters 
that must be solved. 
For the purpose of optimization solution, the GmNet is 
trained with error back-propagation algorithm [46]. During 
training, the positive definiteness of precision matrix A is 
 
Fig. 1. The network structure of GmNet. 
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guaranteed by strictly constraining the positive diagonal 
elements of L  and its lower triangle matrix form. 
By applying the chain rule, the partial derivatives of 
GmFace can be obtained with respect to all parameters as 
follows: 
 ( | , )i i
i
GmFace
G
w

=

x μ L   (7) 
* ( | , ) ( )Ti i i i i
i i
GmFace GmFace G
wG
G
  
= = −
  
x μ L L L x μ
μ μ
 (8) 
 
*
( | , )( )( )
i i
T
i i i i i i
GmFace GmFace G
G
wG
  
=
  
= − − −
L L
x μ L x μ x μ L
  (9) 
Two measurements are designed to indicate the global and 
local differences between the built model and the objective 
function as follows: 
 22= ( ( | , ) ( ))i iL GmFace f− x μ L x   (10) 
 =max( ( | , ) ( ) )i iL GmFace f −x μ L x  (11) 
A scaling factor  is then set for balancing the two 
measurements and the loss function used for optimizing 
parameters of GmNet is constructed as: 
 2oss= +L L L    (12) 
Adaptive moment estimation (Adam) is a gradient descent 
optimization algorithm [47], [48] which computes adaptive 
learning rates for each parameter. Equation (7) to (9) indicate 
that parameters of GmFace model have very different 
derivative forms. In GmNet, Adam algorithm is used to update 
each parameter to ensure the magnitudes of parameter updates 
are invariant to rescaling of the gradient. 
C. Common Face Modeling 
The process of common face modeling is constructed as 
illustrated in Fig. 2. To estimate the general representation of 
face pattern and obtain parameters of common face model, a 
group of training face images are fed to GmNet as targets. 
Specifically, the loss function in Eq. (12) can be rewritten as 
Eq. (13), and the difference between model output and training 
face images is measured as: 
1 1
1 2
2
1 1
2
1 2 1 2
1 1
1 2 1 2
1 1
[1, ], [ ,1], [ ,1]
oss= +
= ( ( , | , ) ( , ))
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j
x x
H W
i i j
j N x x
H W
L L L
GmFace x x f x x
GmFace x x f x x



= =
  
−
+ −
   μ L
μ L
   (13) 
where 2L denotes mean square error (MSE) and L  is the 
proposed loss function peak absolute error (PAE). The W and 
H  are the width and height of a face image, respectively, and 
N  is the number of training face images. 
In this way, the global error is taken into account by MSE, as 
well as the local error, which can be measured by PAE. Finally, 
the GmFace parameters for common feature representation are 
obtained by minimizing the loss function. 
D. Personal Face Modeling 
The implementation details of personal face modeling are 
shown in Fig. 3. Face image representation is the process of 
transforming face information from the image pixel space to the 
parameter space of GmFace. Learning through a large number 
of face images, the proposed GmFace model gives an 
approximate mathematical expression of the projection space of 
the human face, which reflects the common features. Each 
personal face image can be regarded as a point in the space 
which needs to further express the individual characteristics 
based on common face features. 
For the mathematical expression of a personal face image, 
the loss function is used to measure the difference between 
model output and the face image to be represented, which is 
denoted as: 
1 2
1 2
2
1 1
2
1 2 1 2
1 1
1 2 1 2
1 1
[ ,1], [ ,1]
oss= +
= ( ( , | , ) ( , ))
max ( , | , ) ( , )
i i
x x
H W
i i
x x
H W
L L L
GmFace x x f x x
GmFace x x f x x



= =
 
−
+ −
  μ L
μ L
     (14) 
The 2D surface of the specific face image is considered the 
learning target and the GmNet is established to optimize the 
parameters. The solved parameters of common face model are 
then used for the initialization of personal face modeling. 
Finally, based on the pattern learning of common features, 
the mathematical expression of the personal face image can be 
written explicitly after solving the personalized parameters. 
 
Fig. 2. The process of common face modeling. With a group training face images are fed to GmNet as targets, GmNet can estimate the general representation 
of face pattern and obtain parameters that can express face common features. 
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E. Face Image Transformation through GmFace 
By applying GmFace model, the face image transformation 
becomes much simpler. The description of facial features is 
presented by the model parameters. In this way, the complex 
image processing is replaced by a simple mathematical 
calculation. The following is the specific derivation of the 
transformation operation using GmFace model. 
1)  Image Translation 
The image translation by GmFace is implemented by adjusting 
parameter 
iμ as: 
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where 
1
2
x
x
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=  
 
x  is the translational vector and i i= +μ μ x . 
2) Image Scaling 
Image scaling by GmFace is implemented by adjusting the 
parameters iμ  and iA  as: 
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where k  is the scaling factor and 
1
i i
k
=μ μ , 2
i ik=A A . 
3) Image Rotation 
The image rotation around any point by GmFace is 
implemented by adjusting the parameter iμ  and iA  as: 
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cos sin
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 
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F  denotes the rotation matrix,   
is the rotation angle,  
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x is the center of rotation, and 
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IV. EXPERIMENTS 
A. Experimental Setup 
1) Data Sets 
The study sample for common face modeling was comprised 
of 1870 individual Chinese face images obtained from a frontal 
perspective. The gender and age distribution are summarized in 
Table 1. 
In the experiment of personal face modeling, 1040 frontal 
normal images from Chinese face database CAS-PEAL-R1 [49] 
were used to validate the effectiveness of GmFace. In addition, 
images from CAS-PEAL-R1 were not involved in the 
computing of the common face model. 
To reduce the influence of background, the face image 
samples were cropped and adjusted to pixels in the pre-
processing. The image size was 120×120 pixels and a selection 
of data examples are provided in Fig. 4. 
The index of the assessment is the reconstruction MSE and 
parameter size of each observed method. 
For GmFace model, the parameter size is: 
 6_ GmFacee mParameter Siz =    (18) 
Here, m  represents the quantity of Gaussian components in 
multi-Gaussian function, 6 is the parameter size of each 2D 
Gaussian component, including the μ  vector of two variables, 
symmetric matrix A  of three variables, and weight coefficient
 
Fig. 3. The process of personal face modeling. The 2D surface of the specific face image is considered as the learning target and initialized with common face 
model, GmNet can solve the personalized parameters, and the mathematical expression of the human face image can be written explicitly through the solved 
parameters 
 6 
w . 
2) Parameter Setting 
The experiments were carried out on the open-source deep 
learning toolkit PyTorch [50]. During common face modeling, 
the batch size was set to 256, and hyperparameters in Adam 
optimization algorithm were set to default values (refer to [47], 
[48]). The parameters of GmFace were solved through GmNet. 
B. Experimental Results 
1) Visualized Results of 2D Surface for a Face Image 
In GmFace modeling, a face image is expressed as a 2D surface, 
which takes 2D spatial coordinates as independent variables 
and pixel intensities as dependent variables. The observation of 
the proposed 2D surface is shown in Fig. 5. 
As illustrated, faces have a unique pattern that is a 
continuously changing surface. In particularly, there are more 
obvious peak-valley distributions at the eyes, nose, and mouth, 
while the cheek is more gentle and smooth. According to the 
visualization results, the hypothesis of face modeling using 
multi-Gaussian function is verified. As the curve shapes show, 
it appears that each curve shape is a segment truncated of multi-
Gaussian function by a sliding window with the image size. 
2) Modeling Results of Common Face 
The visualization of proposed GmNet output for common 
face modeling are demonstrated in Fig. 6. It can be intuitively 
observed that with an increase in the number of epochs, GmNet 
obtains a superior performance in common face representation 
 
Fig. 6. Face pattern modeling with common features based on 
GmFaceNet. (a) The outputs changing with different number of epochs 
under 40 Gaussian components. (b) The outputs changing with different 
number of epochs under 60 Gaussian components. (c) The outputs 
changing with different number of epochs under 80 Gaussian 
components. From left to right in all sub-figures ((a)&(b)&(c)), the 
corresponding numbers of epochs are 100, 200, 500, 1000, 2000 
respectively. 
 
 
TABLE 1 
CHARACTERISTICS OF THE STUDY SAMPLE 
Factors Group Quantity Percent 
Gender Female 724 38.72% 
Male 1146 61.28% 
Age 18-29 399 21.34% 
30-39 394 21.07% 
40-49 443 23.69% 
50-59 360 19.25% 
≥60 274 14.65% 
 
Fig. 5. The 2D surface of a face image. (a) 2D surface of average face 
image in gray level with 120×120 pixels image size. (b) Six vertical cross 
sections of the 2D surface of average face image, among which half are 
perpendicular to the x-axis with a label “row” and half are perpendicular 
to the y-axis with a label “column”. 
 
Fig. 4. Face image examples for GmFace modeling: (a) Image examples 
with background removal and rescaling for solving common face model. 
(b) Image examples from the CAS-PEAL-R1 database for the 
verification of personal face model. 
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and the optimization method of error back-propagation is 
suitable for the parameter solution of GmFace model through 
GmNet. For the parameter m , which is the quantity of Gaussian 
components in GmFace, the common face model provides a 
better representation when is 80 compared to when it is 40 and 
60, and the output common face model is already recognizable 
as a face pattern with the naked eye. 
The corresponding losses of three GmNet architectures with 
different quantity of Gaussian components (40, 60, and 80) are 
illustrated in Fig. 7 and in Table 2. 
The GmFace model with 80 Gaussian components can be 
observed to obtain the minimal loss, providing further evidence 
that the GmFace model with 80 Gaussian components provides 
a superior representation. A total of 480 GmFace model 
parameters are solved through GmNet and can be used for the 
initialization of personal face modeling, as listed in Table 3. 
It should be noted that the parametric solution for GmFace 
model is not unique. Under different initialization conditions, 
the parameters solved by the GmNet may also be different and 
this does not affect the utilization of the models. No matter 
which solution group is used, it is acceptable as long as it meets 
the task expectations and goals. 
The face image constructed by GmFace model and the 
average face image computed from training data set are 
illustrated in Fig. 8. The common face model fitted by GmFace 
can be observed to provide the same visual effect as the average 
face. To further evaluate the GmFace fitting results, the MSE 
between these two face images was calculated (gray values are 
normalized to [0, 1]) and the obtained result is MSE = 2.86e-5. 
Therefore, according to the results of the experiments, the  
TABLE 2 
CORRESPONDING LOSSES OF THREE GMNET ARCHITECTURES 
WITH DIFFERENT QUANTITY OF GAUSSIAN COMPONENTS 
m 
Loss 
epoch= 
100 
epoch= 
200 
epoch= 
500 
epoch= 
1000 
epoch= 
2000 
40 0.10826 0.10185 0.10014 0.09962 0.09892 
60 0.10385 0.10130 0.09973 0.09905 0.09853 
80 0.10195 0.10029 0.09963 0.09860 0.09815 
m is the quantity of Gaussian components. 
 
Fig. 7. Loss curve of GmFaceNet with different Gaussian kernel 
numbers. 
 
Fig. 8. Comparison of face modeling results of GmFace with average 
face. (a) General face image constructed by GmFace model. (b) 
Average face image computed from training data. 
 
Fig. 9. Face model analysis based on GmFace. (a) Outputs of the model with k Gaussian components with weight from highest to lowest. (b) 
Positions of the center of the k Gaussian components. (c) The 2D surface of outputs with k Gaussian components according to row and column 
coordinates. In all sub-figures ((a),(b), and (c)), k is equal to 2, 5, 20, 40, 60, and 80 from left to right, respectively. 
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TABLE 3 
A GROUP OF SOLUTIONS OF GMFACE MODEL PARAMETERS WITH 80 GAUSSIAN COMPONENTS FOR COMMON FACE MODEL 
Parameter Value 
i 1 2 3 4 5 6 7 8 
wi 0.1800 0.1154 -0.0769 -0.0634 0.0780 0.0927 0.0774 0.1803 
μi 
0.0592
0.0641
 
 
 
 
0
0.2762
 
 
 
 
0.3425
0.0704
 
 
 
 
0.8814
0.2777
 
 
 
 
0.1525
0.1305
 
 
 
 
0.5548
0.5114
 
 
 
 
0.4991
0.4422
 
 
 
 
0.0845
0.4927
 
 
 
 
Ai 
513.51 75.36
75.36 1226.44
 
 

−
−
 
51.95 62.85
62.85 219.40
 
 

−
−
 
67.10 3.78
3.78 51.51
−
−
 
 
 
 
487.19 188.87
188.87 225.17
 
 

−
−
 
150.29 18.67
18.67 78.31
 
 
 
 
0.0161 0.0003
0.0003 0.0029
 
 
 
 
0.0163 0.0007
0.0007 0.0736
 
 

−
−
 
173.79 21.13
21.13 46.80
 
 
 
 
i 9 10 11 12 13 14 15 16 
wi 0.0204 -0.1428 -0.2473 0.0554 0.0484 -0.1474 0.1523 -0.2013 
μi 
0.4425
0.5051
 
 
 
 
0.0698
0.1508
 
 
 
 
0.5434
0.3917
 
 
 
 
0.8164
0.5454
 
 
 
 
0.9445
0.2449
 
 
 
 
0.5725
0.5049
 
 
 
 
0.0070
0.7453
 
 
 
 
0.0594
0.1971
 
 
 
 
Ai 
0.0190 0.0154
0.0154 40.6306
 
 

−
−
 
391.88 66.77
66.77 1141.50
 
 
 
 
629.45 56.35
56.35 464.89
 
 
 
 
10.0140 0.0093
0.0093 0.3229
 
 

−
−
 
56.01 8.93
8.93 27.52
−
−
 
 
 
 
327.14 15.71
15.71 104.30
 
 
 
 
513.30 13.57
13.57 2.54
 
 
 
 
643.43 168.79
168.79 138.31
 
 
 
 
i 17 18 19 20 21 22 23 24 
wi -0.1346 0.2281 0.0798 -0.0747 -0.1219 0.0932 0.1110 -0.0848 
μi 
0.8567
0.3827
 
 
 
 
0.0667
0.2260
 
 
 
 
0.4778
0.1575
 
 
 
 
0.3123
0.5725
 
 
 
 
0.0363
0.0239
 
 
 
 
0.4954
0.4231
 
 
 
 
0.2812
0.4985
 
 
 
 
0.5729
0.3017
 
 
 
 
Ai 
336.63 62.86
62.86 85.12
 
 
 
 
1130.73 383.50
383.50 1518.67
 
 
 
 
0.0554 0.0176
0.0176 17.5398
 
 
 
 
144.05 5.40
5.40 407.53
 
 
 
 
1960.47 1076.84
1076.84 897.95
 
 
 
 
0.0919 0.0187
0.0187 38.3043
 
 
 
 
62.2562 0.0194
0.0194 0.0063
 
 
 
 
446.69 257.68
257.68 356.56
 
 

−
−
 
i 25 26 27 28 29 30 31 32 
wi 0.0103 -0.1224 -0.0415 0.0842 0.0489 -0.0971 -0.1081 0.0388 
μi 
0.5377
0.1809
 
 
 
 
0.4581
0.3049
 
 
 
 
0.9434
0.3494
 
 
 
 
0.8371
0.2879
 
 
 
 
1.0000
0.2187
 
 
 
 
0.1804
0.6297
 
 
 
 
0.8630
0.5244
 
 
 
 
0.6796
0.2038
 
 
 
 
Ai 
121.69 75.27
75.27 562.65
 
 
 
 
270.31 137.76
137.76 178.04
 
 
 
 
838.67 240.47
240.47 243.79
 
 

−
−
 
201.81 53.51
53.51 124.86
 
 
 
 
507.21 15.32
15.32 149.22
 
 

−
−
 
4.49 6.26
6.26 303.54
−
−
 
 
 
 
792.67 45.41
45.41 35.24
 
 
 
 
162.91 51.93
51.93 141.52
 
 
 
 
i 33 34 35 36 37 38 39 40 
wi 0.0674 0.0668 -0.0407 -0.1333 0.1335 -0.0419 0.1017 -0.2504 
μi 
0.1989
0.3294
 
 
 
 
0.6528
0.0924
 
 
 
 
0.8821
0.7841
 
 
 
 
0.0877
0.2824
 
 
 
 
0.6295
0.0059
 
 
 
 
0.5607
0.0375
 
 
 
 
0.5427
0.5525
 
 
 
 
0.0227
0.1202
 
 
 
 
Ai 
228.62 30.49
30.49 43.65
 
 
 
 
43.63 1.87
1.87 68.28
 
 
 
 
496.21 209.76
209.76 218.91
 
 

−
−
 
801.00 103.64
103.64 1101.65
 
 
 
 
0.0167 0.0193
0.0193 52.6096
 
 

−
−
 
23.45 17.76
17.76 151.13
 
 

−
−
 
0.0013 0.0004
0.0004 0.6579
 
 
 
 
387.74 118.07
118.07 94.99
 
 
 
 
i 41 42 43 44 45 46 47 48 
wi 0.0843 0.0514 -0.0524 -0.1318 0.1256 0.0925 0.0705 0.0735 
μi 
0.0711
0.9500
 
 
 
 
0
0.4258
 
 
 
 
0.3712
0.9342
 
 
 
 
0.9108
0.6954
 
 
 
 
0.0515
0.9387
 
 
 
 
0.5569
0.4594
 
 
 
 
0.4300
0.4411
 
 
 
 
0.1420
0.8216
 
 
 
 
Ai 
693.10 635.93
635.93 990.25
 
 
 
 
14838.52 5.42
5.42 0.0125
 
 
 
 
74.01 31.26
31.26 181.55
 
 

−
−
 
336.43 116.36
116.36 173.63
 
 
 
 
870.24 432.65
432.65 2753.05
 
 
 
 
0.0020 0.0008
0.0008 0.2259
 
 

−
−
 
0.2846 0.0148
0.0148 0.0567
 
 
 
 
494.57 38.64
38.64 19.44
 
 
 
 
i 49 50 51 52 53 54 55 56 
wi 0.0506 -0.1374 -0.0284 0.0551 0.0674 -0.2179 0.1391 -0.1446 
μi 
0.5631
0.5057
 
 
 
 
0.0705
0.8545
 
 
 
 
0.5632
0.3883
 
 
 
 
0.8214
0.5377
 
 
 
 
0.9980
0.8566
 
 
 
 
0.5430
0.6116
 
 
 
 
0.0873
0.6527
 
 
 
 
0.0838
0.7833
 
 
 
 
Ai 
82.82 8.06
8.06 130.56
 
 

−
−
 
882.14 101.63
101.63 1404.02
 
 

−
−
 
25.54 40.12
40.12 358.82
 
 
 
 
9.7971 0.0002
0.0002 0.0001
 
 

−
−
 
65.11 22.87
22.87 65.48
 
 
 
 
680.97 36.61
36.61 515.02
 
 

−
−
 
251.88 33.54
33.54 312.62
 
 

−
−
 
1783.98 309.81
309.81 3736.87
 
 

−
−
 
i 57 58 59 60 61 62 63 64 
wi -0.1343 0.3112 0.0659 -0.0648 -0.2009 0.0960 0.1069 -0.0496 
μi 
0.8677
0.6520
 
 
 
 
0.0778
0.7830
 
 
 
 
0.7155
0.8040
 
 
 
 
0.4064
0.5952
 
 
 
 
0.0341
0.9819
 
 
 
 
0.4872
0.6399
 
 
 
 
0.4286
0.4510
 
 
 
 
0.2876
0.6934
 
 
 
 
Ai 
727.55 56.36
56.36 59.44
 
 
 
 
900.18 269.49
269.49 2060.45
 
 

−
−
 
6.91 1.23
1.23 63.22
 
 
 
 
234.36 61.10
61.10 90.22
 
 

−
−
 
906.36 416.93
416.93 324.42
 
 

−
−
 
0.0112 0.1367
0.1367 81.5282
 
 

−
−
 
23.3170 0.0070
0.0070 0.0471
 
 

−
−
 
216.42 112.35
112.35 571.51
 
 

−
−
 
i 65 66 67 68 69 70 71 72 
wi 0.0998 -0.1082 -0.0441 0.0874 0.0280 -0.1154 -0.0950 0.0719 
μi 
0.1977
0.8542
 
 
 
 
0.4738
0.7280
 
 
 
 
0.9961
0.4953
 
 
 
 
0.9153
0.7193
 
 
 
 
0.9498
0.1216
 
 
 
 
0.1713
0.3854
 
 
 
 
0.8191
0.6194
 
 
 
 
0.6515
0.8287
 
 
 
 
Ai 
177.13 17.27
17.27 11.69
 
 
 
 
169.18 151.29
151.29 260.72
 
 

−
−
 
1468.18 61.49
61.49 83.57
 
 
 
 
40.04 7.38
7.38 47.82
−
−
 
 
 
 
136.65 28.91
28.91 201.97
 
 

−
−
 
156.07 98.28
98.28 206.71
 
 
 
 
836.84 51.35
51.35 123.18
 
 

−
−
 
88.17 11.71
11.71 105.81
 
 

−
−
 
i 73 74 75 76 77 78 79 80 
wi 0.0780 0.0866 -0.1381 -0.1555 0.1087 -0.1090 0.0978 -0.2910 
μi 
0.5903
0.7526
 
 
 
 
0.7344
1.0000
 
 
 
 
0.8508
0.2861
 
 
 
 
0.3308
0.4139
 
 
 
 
0.4927
0.9676
 
 
 
 
0.5866
0.7111
 
 
 
 
0.4398
0.5432
 
 
 
 
0.0170
0.8543
 
 
 
 
Ai 
444.30 149.46
149.46 222.52
 
 
 
 
6.80 1.01
1.01 56.49
−
−
 
 
 
 
463.22 113.20
113.20 132.97
 
 
 
 
58.79 13.04
13.04 61.82
 
 
 
 
0.2603 0.5536
0.5536 53.1084
 
 

−
−
 
442.47 60.95
60.95 195.94
 
 
 
 
23.8873 0.0545
0.0545 0.3708
 
 
 
 
204.63 52.08
52.08 183.14
 
 

−
−
 
i is the sequence number of Gaussian function. w is the weight coefficient. μ denotes the Gaussian center. A is a positive-definite symmetric precision matrix. 
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common face model represented by GmFace provides 
almost no difference from the calculated average face. 
To further dissect the face pattern modeling by GmFace, a 
number of significantly more important Gaussian components 
were selected from the aforementioned 80 Gaussian 
components to regenerate the model. As the peak value of each 
Gaussian unit is 1, Gaussian components were selected 
according to the absolute value of iw , from the highest to the 
lowest. Here, k (k≤m) denotes the number of the chosen 
Gaussian components. The outputs of the GmNet with a portion 
of Gaussian components are shown in Fig. 9. 
In the established GmFace denoted in Eq. (6), parameters iμ  
and iL  create different Gaussians spatial positions, sizes, and 
directions, and parameter iw  determines the peak value besides 
the positive and negative of Gaussians. As illustrated in Fig. 9 
(c), the 2D surface constructed by GmNet is not disordered, and 
is established according to its regulations in which the Gaussian 
components corresponding to larger absolute value of i
w
 are 
used to portray important areas such as eyes, nose, and mouth. 
Among the total 80 Gaussian components, the approximate 
appearance of the face can be superposed by 40 Gaussian 
components with higher iw . The remaining Gaussian 
components with lower iw  act as local regulators for the 
generated face model. It can also be observed that, like real a 
human face, symmetry is reflected to a certain extent. 
Consequently, the validity of the proposed model GmFace for 
face modeling can be certified according to both parametric 
analysis and result visualization. 
3) Modeling Results of Personal Face 
The effectiveness of the proposed GmFace in personal face 
image representation was evaluated on CAS-PEAL-R1, and the 
representation results of three randomly selected samples were 
visualized. Under different parameter size, the reconstruction 
effect is as shown in Table 4. 
The following conclusions can be drawn from the results in 
Table 4. 
GmFace calculated by GmNet can provide good 
representation effect in visualization for personal modeling.  
With the increase of the quantity of Gaussian components, 
the parameter size of the GmFace model grows gradually, the 
investigation index MSE is reduced, and the visual effect of 
face images reconstructed by GmFace becomes increasingly 
similar to the original images, especially the detail location.  
When the quantity of Gaussian components reaches 80, the 
face reconstruction effect is significantly improved. Beyond 
this number, any further increase of Gaussian components 
provides little improvement in the reconstruction effect. 
Therefore, in the remaining experiments, the quantity of 
Gaussian components m is set to 80. 
4) Image Transformation Verification Results 
Using “Face Image 1” in Table 4 as an example, based on 
the solved GmFace model with 80 Gaussian components, the 
image translation, scaling, and rotation are realized using Eq. 
(15), (16), and (17). 
TABLE 4 
REPRESENTATION RESULTS OF PERSONAL FACE IMAGES BY GMFACE WITH DIFFERENT QUANTITY OF GAUSSIAN COMPONENTS 
m original image 40 50 60 70 80 90 
Paramete Sizer —— 240 300 360 420 480 540 
Face Image 1 
MSE 0.0 0.000624 0.000515 0.000393 0.000251 0.000199 0.000182 
PAE 0.0 0.239427 0.231758 0.228463 0.214998 0.204020 0.175142 
Visual Effect 
       
Face Image 1 
MSE 0.0 0.000624 0.000515 0.000393 0.000251 0.000199 0.000182 
PAE 0.0 0.239427 0.231758 0.228463 0.214998 0.204020 0.175142 
Visual Effect 
       
Face Image 1 MSE 0.0 0.000624 0.000515 0.000393 0.000251 0.000199 0.000182 
 PAE 0.0 0.239427 0.231758 0.228463 0.214998 0.204020 0.175142 
 Visual Effect 
       
m is the quantity of Gaussian components. 
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For image translation processing, the translational vector
0 0 0.2 0.2
, , ,
0.2 0.2 0 0
−       
=        
−       
x , which represents that the 
translation direction is left, right, up, and down, respectively. 
The image translation results are illustrated in Fig. 10. 
For image scaling processing, the scaling factor
1
2,
2
k = , 
which denotes scaling down two times and scaling up two times, 
respectively. The image scaling results are illustrated in Fig. 11. 
For image rotation processing, the rotation angle 
30 ,45 ,60 ,90 =      and the center of rotation
0.5
0.5
 
=  
 
x , which 
means that the image will rotate at different angles around the 
central point. The image rotation results are provided in Fig. 12. 
According to the results of the image transformation above, 
it can be observed that the three operations of translation, 
scaling, and rotation are well realized by GmFace model. 
Compared to traditional methods of pixel operations, the 
proposed GmFace is a continuous transformation function of 
gray value correlated with position. In the proposed method, the 
face image can be transformed by parameter adjustment 
without complicated interpolation transformation. Once the 
GmFace model of a face is constructed, the transformation 
becomes very simple. Moreover, as illustrated visually in the 
experimental results, there is an additional smooth effect. 
 
V. CONCLUSION 
Contrasting from traditional methods based on hand-crafted 
features and data-driven deep neural network learning methods, 
the explicit mathematical representation of human face was the 
focus of this work. The face representation mathematical model 
GmFace was proposed in this paper along with the neural 
network GmNet which was constructed to solve the model 
parameters. Furthermore, with this representation model, face 
image transformation can be realized mathematically through 
simple parameter computation. 
According to Occam's razor, the simplest solution is most 
likely the right one. Perhaps, GmFace is not the simplest model 
for face representation, but it has taken the first step towards 
this goal. In the future, one of the further works to do is to 
analyze the characteristics of GmFace in depth and investigate 
facial vision applications based on it. The other study is to 
explore the simplest face model by replacing the multi-
Gaussian function in GmFace with other elementary functions, 
such as exponential, trigonometric, logarithmic or composite 
functions. 
Here we propose a new term – deep modeling, which refer 
to the process of developing a mathematical model based on 
deep learning to gain deep insight into a complex black-box 
system. This work is also a tentative study on deep modeling. 
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