Heterogeneous multicores offer flexibility in the form of different core types and Dynamic Voltage and Frequency Scaling (DVFS), defining a vast configuration space. The optimal configuration choice is not always straightforward, even for single applications, and becomes a very difficult problem for dynamically changing scenarios of concurrent applications with unpredictable spawn and termination times and individual performance requirements. This article proposes an integrated approach for runtime decision making for energy efficiency on such systems. The approach consists of a model that predicts performance and power for any possible decision and low-complexity heuristics that use this model to evaluate a subset of possible decisions to choose the best. The model predicts performance by projecting standalone application profiling data to the current status of the system and power by using a set of platform-specific parameters that are determined only once for a given system and are independent of the application mix. Our approach is evaluated with a plethora of dynamic, multi-application scenarios. When considering best effort performance to be adequate, our runtime achieves on average 3% higher energy efficiency compared to the powersave governor and 2× better compared to the other linux governors. Moreover, when also considering individual applications' performance requirements, our runtime is able to satisfy them, giving away 18% of the system's energy efficiency compared to the powersave, which, however, misses the performance targets by 23%; at the same time, our runtime maintains an efficiency advantage of about 55% compared to the other governors, which also satisfy the performance constraints. Authors' addresses: S. Tzilis, P. Trancoso, and I. Sourdis, CSE Department, Chalmer University of Technology, 412 96 Gothenburg Sweden; emails: {tzilis, ppedro, sourdis}@chalmers.se. Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. Snapdragon [19] processors. They employ multiple types of cores (power-efficient and high performance), and multiple voltage-frequency pairs per cluster of cores. In this manner, they can potentially adapt to the fluctuating system workload and its needs at runtime. Such runtime variations stem from the number, type, and performance requirements of the workloads running at any given time on the system. Adapting the system to these dynamic changes can balance smooth application operation and performance with energy efficiency.
happens. The model uses a combination of (i) online performance monitoring, (ii) online projection of offline-acquired application performance characteristics, and (iii) static platform characterization parameters, to predict the result of candidate decisions.
• Three runtime heuristics that use the above model to choose a new system configuration whenever an event happens. They select a small number of candidate solutions to evaluate with the prediction model and make a decision that respects all applications' performance requirements while maximizing energy efficiency of the system in terms of IPS/Watt.
The rest of the article is organized as follows: Section 2 summarizes related work. Section 3 describes our prediction model. Section 4 presents our decision algorithms and analyzes them in terms of complexity. Section 5 contains the experimental evaluation. Section 6 discusses some alternatives to and limitations of the proposed approach. Last, Section 7 recaps the main takeaway points of the whole study.
RELATED WORK
There exists a substantial amount of research on energy-efficiency in heterogeneous CMPs. We hereby attempt to identify the main features that differentiate these works and point out our novelty with respect to these features. The most representative works are categorized in Table 1 .
An important categorization of existing works is with respect to the application scenario they focus on. Some focus almost exclusively on single-application scenarios [4, 5, 9] , while others consider concurrent execution of multiple applications [2, 7] . A representative example is SPARTA by Donyanavard et al. [7] . SPARTA proposes a task allocation strategy handling various mixes of single-or multi-threaded applications, treating threads of the same application as separate tasks. We consider this multiple-application scenario more interesting, as it is closer to real-life use cases such as mobile devices. We aim to maximize overall system Instructions per Second per Watt (IPS/Watt) for concurrent execution. While we do not use multi-threaded versions, we allow multiple instances of the same application to exist simultaneously. Alongside the number and type of applications, another aspect of the considered scenario is the existence of requirements for individual applications. On the currently trending cluster-based architectures, a single application that needs to maintain a minimum performance can impact the energy efficiency of a whole cluster, which is a significant part of the whole system. Thus, it is important that the runtime manager does not raise the frequency higher than needed to fulfill the performance requirement, as this typically results to lower energy efficiency. Similar to References [5, 7, 17] , we consider this aspect of runtime management important, thus we equip our algorithms with the ability to take care of individual applications' requirements, something that is not present in works such as References [1, 9, 14] .
Another important component is the combination of techniques utilized to extract energy savings. The three main alternatives are: (i) Dynamic Voltage and Frequency Scaling (DVFS) [12] , which focuses on selecting cluster frequencies; (ii) Dynamic Power Management (DPM) [3] , which allows for components that are not currently used to be switched off; (iii) application placement (allocation) [23] , which involves the decision of which type of core every application executes on. Existing works utilize various mixes of the three techniques. Works with more focus on singleapplication scenarios focus on DPM, seeking the optimal configuration of active and inactive cores [9] . On top of this, some strategies decide the application placement and predict the decision of the frequency governor without taking control of the DVFS aspect [7, 22] , while others also control voltage and frequency, but still evaluate their approach for single applications [4, 5, 24] . In this work, we fully control DVFS and application placements, while at the same time allowing the DPM governor to turn off idle cores. Thus, our approach covers all three techniques of energy saving, as the DPM decision is implicit given a specific placement of applications: cores that do not currently execute an application can be set to an idle state.
The central component of every strategy, is the set of information considered for making decisions. In the context of energy efficiency runtime management for heterogeneous CMPs, we identify three possible sources of information: (i) offline application profiling; (ii) online, runtime performance monitoring; (iii) predictions performed with a suitable model. The three sources are explained separately in each of the following three paragraphs.
Many approaches utilize application profiling data obtained offline. For instance, DyPO by Gupta et al. [9] uses extensive offline application profiling to create a library of possible system statuses with respect to important metrics such as instructions retired, memory accesses, and cache misses. For each of these statuses, the optimal configuration is identified and stored. At runtime, the system manager measures the same features online, to identify the library entry that is the closest to the current status and apply the configuration that offline profiling dictates to be the best. We agree that offline-acquired performance characteristics can guide a decision at runtime and consider reasonable to use profiling to extract this information. However, we identify and solve a scalability concern of such strategies: The offline nature of profiling creates a misconception of unlimited available time, which is not realistic. As an example, for a Samsung Exynos board with only four ARM A7 and four ARM A15 cores, there are 4,004 possible configurations. DyPO [9] tackles this problem by selecting a representative subset of these configurations but unfortunately does not propose a scalable extension of this strategy to larger systems. Considering that core count tends to increase and that an unpredictably high number of applications can run on a system during its lifetime, we go one step further and propose a scalable strategy for choosing configurations for offline application characterization. Our strategy requires a total amount of runs that is linear with respect to the number of cores. To further ensure the scalability of this offline stage, we limit ourselves to standalone profiling of each application, regardless of the various mixes that can appear at runtime. As will be explained, the information acquired during profiling is adapted at runtime using our online projection technique.
Regardless of whether or not offline profiling is used, most approaches rely on online performance monitoring, especially works such as Reference [7] , that target dynamic multi-application scenarios, as we also do in this article. Online monitoring is essential for capturing varying performance characteristics of individual applications. Such performance variations are caused by the dynamic nature of the system workload: spawning and termination of applications affect the contention for shared resources, which in turn affects other applications' performance. Taking compact, static, application-specific offline profiling information (see previous paragraph) and 63:5 projecting it to the dynamic, application mix-dependent status of the system, as it is measured by online performance monitoring, is one of the core contributions of our work.
Although most strategies involve some kind of modelling of performance and power [18] , there is an important distinction in whether or not this model is used to perform explicit predictions, which in turn guide the decisions. For instance, NORNIR proposed by De Sensi et al. [5] is a representative example of a strategy utilizing explicit predictions. In NORNIR, a newly spawned application, of which no prior knowledge is assumed, is first tried on a sequence of different configurations to refine a prediction model during a calibration phase. The refined model is subsequently used to choose a close-to-optimal configuration for the steady phase. During this final configuration selection step, explicit routines predict application performance and system power for various candidate configurations, and the configuration with the highest predicted efficiency is selected. On the contrary, in DyPO [9] , the runtime decision for a system configuration is driven by identifying an offline-profiled system status that is similar to the current runtime status. A configuration that was efficient for the profiled status, is expected to also be efficient in the current similar runtime situation, without explicit prediction of particular metrics for performance or power. Furthermore, if we scrutinize approaches that use explicit prediction, we can identify qualitative differences among their prediction models. The prediction model of Reference [7] is based on the lightweight but coarser-grain approach of simply categorizing (binning) applications with respect to a number of compute-and memory-boundedness criteria. In Reference [1] , the prediction model is workload-specific, requiring retraining every time a new application mix appears. In NORNIR [5] , as explained above, online calibration (refinement) is performed instead of retraining, making it a more realistic solution for dynamic, unpredictable scenarios. Unfortunately, the calibration phase has to attempt an unbounded number of non-optimal configurations, thus it is still difficult to predict its effect on the end-to-end efficiency. We achieve performance prediction by projecting offline profiling data to the online-monitored current system status and power prediction through characterization of the actual board, that produces a static, platform-specific power model involving no application-specific parameters. As such, our models perform fine-grain performance and power prediction, without the need for retraining or runtime refinement.
Last, existing works differ with respect to the strategy used to make runtime decisions. Liu et al. [14] established that low-complexity heuristics can produce solutions very close to the optimal, in time two to three orders of magnitude lower than optimal solvers. However, their heuristic's execution time scales quadratically with the number of cores. The allocator proposed in SPARTA [7] also includes an iterative step, resulting in an execution time that explodes when going from a 32-core system to a 64-and 128-core system. However, Aaslaud et al. propose a linear-complexity algorithm in Reference [1] . Unfortunately, the fact that this heuristic is based on a model that needs to be retrained for each application mix, is a major drawback for a runtime optimization strategy, as it reduces its applicability when it comes to unpredictable, dynamically changing scenarios. It is clear, however, that the complexity of the proposed heuristics has to be carefully chosen, to trade well between solution quality and execution time. We propose different heuristics with complexity of at most O (n * loд n). Table 1 summarizes the most representative existing works with respect to the aspects described above. The first column, "Mult. App.," indicates whether or not the proposed approach can support dynamic, unpredictable scenarios of multiple concurrent applications, while the next column, "Perf. Req.," states whether or not it satisfies performance requirements of individual applications. The next three columns ("Energy-saving Techniques") indicate which of the identified energy-saving knobs are used. A parenthesized tick mark means that the technique is utilized but not explicitly controlled. The next three columns ("Decision guided by") indicate what kind of information is used to guide runtime decisions. Last, the "Decision Strategy" column mentions the runtime strategy used and its complexity, where applicable.
In summary, the approach proposed by this article: finds a sweet spot for utilizing both offline profiling and online monitoring information, keeping profiling scalable and confined to single applications, while using monitoring and online projection to incorporate the dynamic, unpredictable characteristics of the current application mix; decouples performance and power prediction, performing the former as described in the previous point, and the latter with a model trained only once for a specific platform, since it involves only architecture-specific parameters; targets a realistic scenario, as it considers concurrent execution of arbitrary application mixes and takes care of individual applications' performance requirements.
PERFORMANCE AND POWER PREDICTION
This section provides a detailed description of our model, used to predict the performance and power impact of runtime decisions before applying them. Application 1 performance is predicted by projecting profiling information to the current system status. In turn, the predicted performance is used as input to our power model. Our approach revolves around different performance metrics, namely retired instructions and accesses of all levels of the memory hierarchy, per unit of time. Thus, on a system with two levels of cache, such as the ODROID XU3 [20] (see upper part of Figure 1 , labelled "Hardware"), we are interested in the following metrics:
• Retired instructions per second (IPS) • L1 data cache accesses per second (L1aps) • LLC (L2) accesses per second (LLCaps) • DRAM accesses per second (DRAMaps)
Predicting future values of these performance metrics is complicated by the dynamically changing system status. We demonstrate this with a very simple motivating example. We run the SP and CG benchmarks of the NAS suite [15] , on a cluster of big (A15) cores of an ODROID XU3 board, in two different setups at the same frequency: first, standalone (one by one) and then in parallel (on different cores of the same cluster, but simultaneously). We observe that the performance of each degrades by almost 20% when they execute in parallel because of the competition for shared resources (L2 cache and DRAM). In literature, this challenge is tackled by using prediction models that involve parameters specific to each application mix [1] . This, in turn, creates the need for retraining or refining the model, every time the application mix changes.
To answer the above drawback, we introduce the technique of online projection of profiling information. The core idea of projection is that performance characteristics acquired by profiling a standalone application offline, can be combined with online performance monitoring at runtime, to extrapolate the application's behavior when it runs concurrently with other applications. The offline profiling determines the individual characteristics of each single application, while the online monitoring of the system's current status incorporates the effect of competition for shared resources, eliminating the need for model retraining. More specifically, when profiling each application, we force it to compete with other instances of itself for shared system resources, such as the LLC and the DRAM. We vary the amount of competition and record how the application's performance varies as a result. At runtime, we use performance counters to obtain awareness of the current level of competition for shared resources in the system. When the profiled application spawns, we match the online measurement to the closest profiled value and use it as a starting point to predict its performance in the current situation.
The above process is illustrated in Figure 2 . It involves profiling an application in several different configurations-how these are determined will be explained shortly. For now, to keep this example simple, let us suppose that we only use two configurations: two and four instances of the application running in parallel, evenly divided between the big (B) and little (L) cluster of an ODROID XU3, resulting to the initial states (1B, 1L) and (2B, 2L), listed and marked with circles on the "DRAMaps initial" axis. We measure total DRAM accesses per second (DRAMaps) for each of these scenarios. Then, for each scenario, we spawn one extra instance on the big cluster and record the change in the DRAMaps metric. We do the same for one extra instance on the little cluster. These final states are marked with squares on the "DRAMaps final" axis, at the ends of the "+1B" and "+1L" arrows. The upward-pointing arrows at the right side of the picture represent the DRAMaps increment for each final state. At runtime, we monitor the total amount of system DRAMaps online-marked with a horizontal dashed line labelled "DRAMaps current." When the specific application is spawned, we find the initial state closest to the current DRAMaps value, in this example (2B, 2L) ①. This is called resembling state, since it is the one closest to the current system state with respect to the particular performance metric. Then, if we want to place the application on the big cluster, we follow the "+1B" line and retrieve the DRAMaps value of this final state②, which we call projected state, since it represents the impact of the spawned application on the system. To quantify the projection, we use the difference of DRAMaps between projected and resembling state, which in this example is represented by the solid upwards-pointing arrow ③. Adding this difference to "DRAMaps current" gives us the predicted value of DRAMaps ("DRAMaps predicted") ④, if we proceed with the placement of the application on a big core.
Aside the competition for shared resources, application performance is also affected by the operating frequency. To avoid profiling for every supported frequency, the frequency effect on performance is considered by estimating a scaling factor for each application. This factor depends on the compute-versus memory-intensiveness of the application and will be further explained in Section 3.1.2. Consequently, profiling information is used to characterize each application in terms of compute-versus memory-boundedness. At runtime, we use this information to predict the impact of frequency on application performance. Our profiling strategy will be elaborated in Section 3.1 and the resulting prediction routines will be described in Section 3.2.
On top of performance, we also need to be able to predict the impact of our decisions on system power. For this purpose, we have trained a linear regression model that estimates the power costs of the predicted performance metrics. This model only involves platform-specific parameters and only has to be trained once for a given system. The power model is described in Section 3.3.
Application Profiling
As explained above, to guide the prediction of performance metrics under changing circumstances, we perform offline application profiling. Since this has to be done in advance, we cannot assume knowledge of the application mixes that will appear at runtime, thus we restrict ourselves to standalone profiling of each one application, contrary to works such as Reference [1] , which propose model training for each mix separately. Furthermore, we note that the number of applications that can appear on a system during its lifetime is unpredictable. Thus, it is important that offline profiling for each one remains scalable, both in terms of time needed to complete and in terms of memory required to store the results that are used at runtime.
Performance Profiling at a Set Frequency.
To find out how an application performs under different levels of system workload, we run multiple instances of it concurrently, varying the number of these instances from one up to the total number of cores in the system minus one. For each number of instances, we use three different policies for placing them to cores:
(1) Use the biggest available core. (2) Use the smallest available core. (3) Use the type that currently has more available cores (resolving ties in favor of the biggest).
For instance, when we run six instances on a system with four big and four little cores, they will be placed in the following ways by each of the three policies: The outcome of these runs is the set of initial states, i.e., the circles on the left side axis of Figure 2 for each of the performance metrics used in our prediction.
Additionally, for each of the initial states, we perform one more run for each type of core in the system, with one extra instance spawning on such a core, if possible. For example, after running the initial state of three big and three little cores, we also profile the following two states:
(1) Three big and four little cores (+1L). (2) Four big and three little cores (+1B).
These runs correspond to final states, i.e., the squares on the right side axis of Figure 2 . For each initial and final state, we store the values of the four performance metrics.
The above application profiling process is performed at a single, intermediate frequency (f c ) of each cluster. We defined f c to be 1.4GHz for the big cluster and 1.0GHz for the little cluster. However, as described earlier in this section, the performance of each application is also affected differently by frequency. It would be possible to repeat the process in every frequency, but this would multiply both the time needed for profiling and the size of the resulting performance char-acterization file by a factor equal to the number of available frequency levels. Thus, we deal with the impact of frequency in an orthogonal manner, explained in the following subsection.
Frequency Scaling.
The effect of frequency on performance depends on the memory-or compute-boundedness of the application. For an entirely compute-bound application, Instructions per Cycle (IPC) are the same at every frequency, resulting to IPS scaling linearly. In simpler terms, an entirely compute-bound routine that takes 1.0s to complete at 500MHz, would take 0.5s at 1.0GHz. For a more memory-bound application, the effect of DVFS is diminished, meaning that IPC is lower at higher frequencies and the effect on IPS is sublinear. A memory-bound routine that takes 1.0s to complete at 500MHz, would take less than 1.0 but more than 0.5s at 1.0GHz, as doubling the frequency would only speed up computations, not memory accesses. To trace the effect of frequency on each application, we run a single instance of it on each core type, at every available frequency level and compute a scaling factor (SF), which represents the average IPC degradation for a frequency increase of 100MHz. Thus, in the general case, SF ≤ 1.0 and for an entirely compute-bound application, SF = 1.0. We obtain one scaling factor for each core type. At runtime, the scaling of IPC is converted to IPS. More specifically, the estimated performance IPS new of an application when changing the frequency from f 1 to f 2 is
where f 2 /f 1 is the speedup (or slowdown) of computational parts due to the frequency change and SF a is the part of this speedup (or slowdown) that is mitigated by memory accesses, with
being the number of 100MHz steps required to go from f 1 to f 2 . Furthermore, for standalone execution of an application, the rest of the performance metrics (L1aps, LLCaps, DRAMaps) scale in the same manner as IPS, as the data access pattern remains the same across different frequencies, thus the amount of instructions and memory accesses is the same. To profile one application on a generic board with n cores, l core types, and r frequency levels for each core type, we need a maximum of n * 3 * l + l * r runs, as for each of the n instance counts we use three different placement policies to create the initial states and need l extra runs to profile the final states of each initial state. On top of these, we need r runs to determine the scaling factors of the application on each of the l core types. While the number of system cores n can be expected to increase in the future, the frequency levels r and the different core types l are not expected to increase as radically. Thus, the asymptotic complexity of our application profiling would be O (n), considering constant l and r . This is a loose upper bound, because many of the configurations occur more than once but only have to be profiled once; in other words, there is overlap between the three placement policies and between initial and final states. In total, on our available board of n = 8 cores, l = 2 core types and using r = 11 different frequency levels on each core type, the loose upper bound is 70, but because of overlap, we need to run each application in only 46 different configurations. As an indicative comparison to existing approaches, the characterization methodology proposed in Reference [9] , needs to run each application in 128 configurations on the same board we use and if the same methodology were to be applied on larger systems unchanged, the asymptotic complexity would be O ((n/m) m ), where m is the number of clusters in the system.
In terms of memory requirements, our profiling file for one application consists of 24 entries for each of the four performance metrics and for each core type. Each entry being 4 bytes, this results to 24 * 4 * 2 * 4 = 768 bytes. The scaling factors (one for each core type) require an extra 8 bytes, for a total of 776. For a generic system, the number of entries produced by workload profiling is linear with respect to the total number of runs, while frequency profiling produces just l scaling factors, one for each type of core. Thus, the memory required is asymptotically O (n). Fig. 3 . Predicting performance of a newly spawned application using online projection. The current monitored value of DRAMaps at the operating frequency f op ① is scaled to the profiling frequency f c ②. The sorted profiled values for the new application's DRAMaps are fetched ③ and the one closest to the current is spotted ④ to be used as the "resembling state" of the projection ⑤. The resulting predicted DRAMaps ⑥ can be added to the system-wide aggregate ⑦. The result is scaled back to the current operating frequency, f op ⑧.
Performance Prediction via Online Projection
Our runtime manager makes decisions concerning the frequency level of each cluster and the placement of the current workload on available cores. Thus, it needs to accurately predict application performance as a result of the following two actions:
(1) Changing the frequency of a cluster.
(2) Placing a newly spawned application on a core.
To perform these predictions, the runtime manager combines application profiling data with online performance measurements of the applications currently running, as indicated in Figure 1 . At all times, the current values of the four performance metrics are known for each application via online performance monitoring, thus also their aggregate values for each cluster and the whole system. The following explains how predictions are performed.
Changing frequency: One of the decisions that our runtime manager has to make, is to determine cluster frequencies. To do so, it has to be able to predict applications' performance at any candidate frequency. To this end, the runtime manager uses the scaling factors of all running applications and Equation (1), to predict how the value of each performance metric changes for each application. As explained in the previous subsection, while Equation (1) refers to IPS, the rest of the performance metrics scale identically.
To carry out the above process, the runtime manager needs to perform a constant amount of calculations for each application running on the examined cluster. Assuming that each core runs a maximum of one application, this results to an asymptotic complexity of O (n/m), where m is the number of clusters, thus n/m is the number of cores per cluster. In case future systems maintain a similar count of cores per cluster, this cost can be considered constant.
Placing new application: When a new application spawns, the runtime has to choose a cluster with an idle core for it to execute. To guide this decision, it requires the ability to predict the effect of different placement options. This prediction is performed using our projection technique. Below, we outline the steps taken to predict all four performance metrics, while Figure 3 illustrates the process for the DRAMaps metric specifically:
(1) For each of the four performance metrics, the current value is determined, consulting the latest online monitoring results ①. These values, which are being monitored at the current operating frequency f op , are then scaled to the performance profiling frequency f c , using Equation (1) for each application currently running ②.
(2) For each of the four performance metrics, their profiled values corresponding to the starting states are fetched. These values are stored sorted ③, to find, in logarithmic time, the value closest to the current monitored value ④. This is the value of the resembling state, as it was defined in the opening part of Section 3 and Figure 2 . As such, it is the initial profiled state that is used for the actual projection ⑤. (3) Next, the runtime looks for the appropriate profiled final state, that is, the final state that corresponds to one extra instance of the profiled application on a core of the same type as the candidate cluster. This is the projected state of Figure 2 . The difference between the values of the performance metric in the projected and resembling states ⑥ is the estimation for this performance metric, if the application is placed on the candidate cluster. This is also how much the system-wide aggregate value for this performance metric is expected to increase ⑦. (4) As this value was estimated with respect to the profiling frequency f c , it is scaled back to the current cluster frequency, using Equation (1) ⑧.
The bottleneck of the projection process is finding the resembling value of each metric among the O (n) sorted offline profiling values. The complexity of doing so is O (loд n).
Predictions involving multiple actions: Occasionally, the runtime manager has to predict the impact of a decision involving multiple incremental steps of the two types explained above (frequency scaling, application placement). To do so, it takes the following steps:
(1) It performs the required prediction for the first incremental step. (2) It updates the current system status with the predicted performance values in place of the currently monitored ones. (3) It performs the required prediction for the next incremental step, based on the updated system status. The process is repeated for each step.
A good example of such a situation is the action of moving an application from one core to another. This is approached by the runtime manager as an application termination followed by a new application placement. The specific steps are as follows:
(1) The system status is updated to reflect the fact that the application in question will not execute on its current core anymore. More specifically, the values of the application's performance metrics are subtracted from the cluster-and system-wide aggregates. (2) On this new system status, projection is performed as described above, to predict the application's performance on the candidate new core.
Another example is placing a newly spawned application, at the same time increasing the frequency of the chosen cluster (e.g., to satisfy a performance requirement of the new application). In a similar manner as above, the following steps are taken:
(1) Projection is performed to predict the performance metrics of the new application for placement on the candidate cluster. The system status is updated by adding the predicted performance metrics to the cluster-and system-wide aggregates, as shown in Figure 3 . (2) On this new system status, the frequency scaling routine is applied, to predict the impact of increasing the cluster frequency on all applications, including the one that just spawned and hasn't yet started executing.
As a general rule, the runtime system always uses online monitored values, when these exist. If such values are not available, then predicted values are used instead.
Power Prediction
Besides predicting performance, a reliable way to predict system power is needed as well. Power prediction revolves around the same performance metrics, augmented with characterization of a specific system to obtain energy costs for instructions and memory accesses. Our model considers that the total power consumption of a cluster is the sum of its idle power, incremented by the contributions of aggregate IPS and accesses to the levels of the memory hierarchy, at a particular frequency. This is expressed by Equation (2), that estimates the total power for one cluster, P cl :
(2) In Equation (2), P idle ( f ) is the power cost of a cluster currently not executing any application, at frequency f . IPS, L1aps, LLCaps, and DRAMaps are the values for the performance metrics, either measured by online monitoring or predicted as explained in Section 3.2. Furthermore,
, and P DRAM ( f ) are the energy costs of one occurrence of each performance metric, i.e., one instruction executed, one L1 access, and so on. The energy cost of one occurrence is equal to the power cost of one occurrence per second. As the performance metrics are measured in occurrences per second, each product corresponds to the power cost entailed by one performance metric, e.g., L1aps * P L1 ( f ) represents the total power cost of all L1 accesses at frequency f . Instructions are treated slightly differently, because the energy costs of different types of instructions can vary significantly, e.g., as demonstrated by Vasilakis et al., a floating point division on a big.LITTLE system has 4 to 8 times higher energy cost than an integer multiplication [26] . The γ factor in the instructions term characterizes the instruction mix of an application and covers this variability. An application instruction mix and consequently its γ factor is assumed to be constant and is determined offline for each application separately.
Characterizing a specific system in terms of power consumption consists of estimating all unknown values of Equation (2) . To do so, we use the INA231 energy sensors of our available board [25] , to measure total system power at specified intervals. Although there are finer-grain sensors on the board (i.e., power per cluster), we consider the limitation to total system power important, as more recent boards such as the ODROID XU4, often come without on-chip energy sensors because of cost concerns. Total system power is not dependent on finer-grain sensors, as it can be measured with alternative techniques, such as a sensor connected to the power outlet [8] .
The easiest to determine unknown value is P idle . We measure the power dissipation of the system while it executes no applications. The idle power value of each cluster can be estimated by fixing the frequencies of all other clusters to the lowest physically possible value, and varying the frequency of the examined cluster in steps of 100MHz. This is how we determine the values of P idle on our available board, for each cluster and each frequency level.
To determine the values of the coefficients
, and P DRAM ( f ), we perform linear regression using measured data obtained from a mix of synthetic and NAS benchmarks [15] , covering a set of diverse situations (i.e., compute-and memory-bound, integer, and floating point arithmetic). As this is a step that needs to be performed only once, for a given platform, we repeat the process for each frequency of each cluster. The output of this stage is the "Platform Characterization" file in Figure 1 , consisting of five floating point numbers (20 bytes) for each frequency of each cluster type.
As the training of this model only estimates platform-specific coefficients, it can be used with any application mix without re-training. Equation (2) can be used at runtime combined with performance prediction, to estimate the power impact of various actions (application placement, frequency scaling) or events (application termination).
THE HEURISTICS
The prediction model described in Section 3 allows our runtime manager to have an estimation for the impact of possible decisions on power and performance. Still, it is infeasible to evaluate every possible choice at runtime, to apply the best one. This section describes the runtime heuristics we have developed to shorten this search. The organization of our system is shown in Figure 1 . The currently selected heuristic is triggered by an event, that is a new application spawning or a running application termination. The heuristic selects a small number of candidate solutions to evaluate, by estimating their efficiency using the prediction model. As explained in detail in Section 3, the model combines platform characterization and application profiling information obtained offline, with runtime performance measurements obtained from the system online, to estimate the performance and power outcome of changing a cluster's frequency and of placing a new application. Thus, all presented algorithms have available the following two routines:
• frequency_predict(c, f ): Predicts the outcome of setting the frequency of cluster c to f , • placement_predict(a, i): Predicts the outcome of placing application a on core i.
To predict the efficiency of a new configuration, the runtime manager has to define a sequence of steps of the above two types that lead from the current system configuration, to the new one.
As analyzed in Section 3.2, these routines have a time cost of O (n/m) and O (loд n), respectively. In the following analysis, we consider the number of available frequency levels per cluster, r , and the number of different core types, l, as constants with respect to the total core count n.
We propose three different heuristics. They differ in the manner in which they choose candidate solutions to evaluate. A more flexible algorithm can search a larger part of the solution space and thus has a higher probability to find a more efficient solution. However, its execution time is longer, and it is possible that it scales less well when the system size increases. In Section 5, the advantages and drawbacks of each algorithm are demonstrated through experimental results.
Heuristic 1
The first heuristic we suggest is the simplest and less flexible of the three. It is described by the pseudocode of Algorithm 1. The algorithm starts by cycling through the system clusters (line 6). For each cluster, it checks whether or not there is an available core (line 8). If so, then it predicts the efficiency of the system if the application is placed on this free core (line 9). The cluster that yields the best predicted efficiency and the first available core in this cluster are chosen.
Subsequently, the system status is updated and the algorithm goes on to select a frequency for the chosen cluster. To do so, it calls routine choose_frequency(), shown in Algorithm 0. This routine performs a logarithmic number of steps (line 7). In each step, it predicts system efficiency in two extreme frequency levels, "high" and "low" (lines 8 and 9), and then readjusts them depending on which one produced the best efficiency prediction (line 13 or 17). In this manner, it narrows downs the candidate frequency range to half the size in each step, until one frequency is chosen.
The process of choosing a cluster consists of m steps, each of which performs projection, which costs loд n time. The process of choosing a frequency consists of a constant number of calls to frequency_predict(), thus costs n/m time. The resulting asymptotic complexity is O (m * loд n + n/m). The scaling of the number of clusters m defines which of the two terms of this sum is dominant. If the number of cores per cluster of bigger systems is the same as today's systems (e.g., four cores per cluster), then m will scale linearly with n, making n/m constant and the complexity of Heuristic 1 O (m * loд n). In the other extreme case, the number of clusters m will remain constant and the number of cores per cluster n/m will scale linearly with n, resulting to a complexity of O (n). Note that the pseudocode describes the way Heuristic 1 deals with a new application spawning. All heuristics are also called whenever an application finishes execution. In this case, the part that determines the placement of the new application is skipped (i.e., lines 5-16 of Heuristic 1).
Heuristic 2
The second heuristic, described in Algorithm 2, is similar to the first, with the extra feature of estimating the impact of the newly-spawned application on the performance of other applications already executing on the chosen cluster. As applications share common resources in the system, i.e., the memory hierarchy, re-estimating the performance of already existing applications is expected to yield more accurate results. This additional feature can be spotted in lines 9-11. Here, the algorithm cycles through all cores of the currently examined cluster. For each core that executes an application, it performs a projection to predict its performance in the new, more contested state and overwrites current monitoring data of these applications with the predicted values. Otherwise, just like Heuristic 1, this algorithm chooses the cluster and core with the highest predicted system efficiency and then chooses a frequency for this cluster. Just like Heuristic 1, if the calling event was an application termination, lines 4-18, corresponding to the placement decision, are skipped. Heuristic 2 performs m sets of up to n/m projections, resulting to a time cost of O (n * loд n).
Heuristic 3
The third heuristic, described by Algorithm 3, is the most complex of the three, as it is the only one able to take corrective action, by moving already placed applications between cores. As such, it is the only heuristic that allows for revisiting previous runtime decisions. Initial decisions are made using profiled application information. Revisiting an initial decision allows the use of real, monitored performance data, in place of less accurate predicted performance, about an application. Heuristic 3 starts by choosing a placement for the new application in the same manner as Heuristic 2 (lines 5-17). Subsequently, it chooses a currently running application to be moved to a different core. To do so, it evaluates the efficiency of each running application, based on its actual online monitored performance and its estimated power, calculated with Equation (2) (lines 18-28). Next, it chooses a target core for this application on a different cluster aiming to maximize efficiency (lines 29-43). Last, the best frequencies are chosen, both for the placement cluster of the new application as well as for the target cluster of the moved application (lines 55-59). Note that in case the algorithm was called as a result of an application termination, only the new application placement part is skipped (lines 5-17). Moving applications is still possible.
The three main for-loops of Heuristic 3 have an asymptotic complexity of O (n * loд n), O (n) and O (n * loд n), respectively. Thus, its overall complexity is O (n * loд n), but in absolute terms it is expected to take longer than Heuristic 2, despite having the same complexity.
Dealing with Performance Requirements
Concluding our heuristics' description, we present some rules concerning specific cases, mainly dealing with applications that have a performance requirement and need priority treatment. The notes of this subsection do not change the complexity of any algorithms and are left out of the initial description to reduce clutter.
First, any system configuration that does not respect performance requirements of applications is considered invalid and cannot be chosen. This is implemented by having the various routines return an efficiency value of 0 if the IPS prediction of an application is below the required. To exemplify, in line 9 of Algorithm 1, the routine placement_predict() is called, which involves predicting the IPS of application app new . If this predicted IPS is lower than the performance requirement of app new , then the routine returns an efficiency value of 0, ruling out this placement option. Another example is routine frequency_predict() in line 9 of Algorithm 0. If the low frequency does not satisfy some application's performance requirement, then it is considered to have an efficiency of 0. Note that the above means that an application not currently fulfilling its requirement is a candidate to be moved to a bigger core by Heuristic 3, as its estimated efficiency is also 0.
On a related note, all algorithms' decisions are partially based on predictions, which cannot be perfect. When performance requirements exist, this inaccuracy has to be outweighed by a degree of pessimism in the decision. To achieve this, a slack value is defined for each algorithm. Whenever the performance of an application with a requirement is predicted, the algorithm attempts to fulfill a tighter requirement IPS_tiдht, instead of the real one, IPS_min, such that
The choice of slack values in our experiments is guided by the average and worst-case inaccuracy of our performance model, presented in Section 5.1.
Furthermore, applications with a requirement are given priority over other applications when it comes to core placements. When a constrained application is placed, all cores executing a nonconstrained application are considered potentially free (of course, an actually free core on the same cluster is always preferred). Thus, checks such as line 8 of Algorithm 1, take this into consideration. The application that is bumped out of a core in this case is placed on the most similar available core.
Last, an application that cannot be placed, because there is no available core in the system, is put on hold until a core becomes available. In accordance with the rule stated in the previous paragraph, this is not true if the application has a performance requirement-in which case, another application is paused. 
EVALUATION
In this section, we present experimental results evaluating our approach. Our experiments were performed on an ODROID XU3 board [20] , which is built around an Exynos 5422 Processor, consisting of a cluster of four "LITTLE" Cortex-A7 cores and a cluster of four "big" Cortex-A15 cores. Each core has a private L1 data cache of 32KB, while L2 is shared per cluster and is 512KB for the little cluster and 2MB for the big. The two clusters share a 2GB LPDDR3 RAM main memory. The block diagram of the Exynos chip is shown at the upper part of Figure 1 , labelled "Hardware." We have determined the frequency range of the little cluster to be between 500MHz and 1.4GHz and that of the big cluster between 800MHz and 1.8GHz-both in steps of 100MHz. We have observed that scaling the frequency below these points does not reduce the voltage, offering diminishing power benefits. Other related works have limited the frequency range similarly [7] . We have used two sets of applications in this work. The first consists of NAS [15] and synthetic benchmarks listed at the left of Table 2 and was used for calibrating the power estimation model expressed by Equation (2) . The second set consists of NAS [15] , the automotive MiBench suite [10] and miscellaneous benchmarks listed at the right of Table 2 and was used to evaluate our proposed approach. We tried to have a balanced mix of compute-and memory-bound applications in both sets, to achieve both a good model calibration and a fair evaluation. When it came to choosing which NAS benchmarks would be part of our evaluation suite, we selected the ones the execution time of which was of the same order of magnitude as the rest of the benchmarks (less than a minute), to keep experimentation time within practical boundaries (around ten minutes per run).
The application spawning for the experiments described in Sections 5.1 and 5.2 was done by an event generator tool, that generates exponentially distributed application spawn events based on the following parameters for each application:
• A spawn rate, determining how often the application spawns. Multiple concurrent instances of an application are allowed to exist, so we run multiple random simulations of the exponential distribution in parallel, some of which spawn an event in the allotted time.
• A workload range that determines how long the application runs, defined by a minimum and maximum number of iterations that have to complete before terminating. For each spawn event, a value from this range is chosen in a uniform random manner. The runtime manager is not aware of this number, as completion times are supposed to be unpredictable.
• A probability of the application having a performance requirement, and a range of possible performance requirements, expressed in IPS. The event generator first decides whether or not the spawned application has a performance requirement and if so, it chooses a performance value from the available range in a uniform random manner.
The runtime manager runs on a little core, unless otherwise noted. Average (min, max) 2.52% (0.76%,4.68%) 6.07% (2.85%,8.87%) 6.00% (3.18%,9.4%) 3% (0.2%,8%) 2.5% (0.5%,5%) 3% (0.2%,5.5%)
Exhaustive Evaluation for Single Events
In this section, we perform exhaustive evaluation of the prediction model and the heuristics, by comparing to an oracle model and an exhaustive search algorithm, respectively. We base this evaluation on nine representative application spawn events and examine in depth our model's and heuristic's response to them. The nine events are created as follows:
(1) With our event generation tool, we construct three starting states for the system, corresponding to low (25%), medium (50%), and high (75%) core utilization. (2) We select three of the evaluation applications: Basicmath being completely computebound, Matmul as the most memory-bound (using a large dataset) and IS as one of the intermediate applications in terms of memory boundedness. (3) We spawn each of the three applications on each of the three starting system states.
For each event, we enumerate all possible configurations, in other words all combinations of new application placement, frequency of little cluster and frequency of big cluster. We use our model to predict performance, power and energy efficiency (in terms of IPS/Watt) for each possible decision (system configuration). Then, we apply all possible decisions one by one and measure the actual performance, power and efficiency. The left part of Table 3 , titled "Model Misprediction," shows, for each event, the average inaccuracy of our model in predicting these three figures, across all possible decisions.
We observe that both parts of our model perform satisfactorily, as the average error is always less than 10%. Performance prediction is more accurate (2.5% average error) than power (6.1% average error). In some cases performance and power mispredictions add up, resulting to a higher efficiency error (e.g., event #1), while in other cases the opposite happens (e.g., event #6). Furthermore, the performance of the compute-bound application Basicmath is easier to predict (maximum error 1.52%), as it does not depend much on contention for shared resources, thus it is more straightforward to infer from offline data. However, the performance misprediction for IS and Matmul, which are harder to predict, is not much worse (maximum error 4.68%).
Subsequently, for each event, we compare the efficiency of the following four runtime managers:
(1) An exhaustive oracle predictor that uses the actual measurements to exhaustively search and select the most efficient configuration. Since it always makes the optimal choice, this manager is used as a baseline. (2) Our prediction model, exhaustively evaluating all possible decisions and applying the one it thinks best. This step evaluates our prediction strategy, independent of the heuristics' quality. (3) Heuristic 1 guided by an oracle predictor. This step evaluates our basic heuristic independent of the quality of our prediction model. (4) Heuristic 1 guided by our prediction model. This is our complete proposed approach.
The last two steps focus on only one heuristic, due to the complexity and duration of the required exhaustive experiments. However, the efficiency of the rest of our heuristics is comparatively evaluated in the next subsection. The right half of Table 3 shows the efficiency loss of using managers 2 ("Model + Exhaustive"), 3 ("Oracle Model + Heuristic"), and 4 ("Model + Heuristic"), compared to the optimal exhaustive oracle predictor.
When it comes to accuracy of the final decision, we observe that the efficiency loss of exhaustively evaluating all possible configurations with the model (Model + Exhaustive), is 3%, which is lower than the average misprediction of the model (6%). This happens because misprediction is usually uniform among different configurations (i.e., either always optimistic or always pessimistic). Thus, despite the absolute error, the model consistently captures the efficiency trend, resulting to a configuration very close to the optimal one (same placement of the new application, very similar cluster frequencies). The only exception is event #5. For all three IS scenarios, the placement decision (big or little core) makes less than 10% difference in the final efficiency. Thus, in one case the misprediction is enough for the model to choose the wrong core placement, resulting to 8.0% energy efficiency loss compared to the optimal. Furthermore, when applying Heuristic 1 guided by the oracle predictor, we get an average 2.5% energy efficiency loss compared to the optimal, proving that the heuristic searches the correct part of the solution space-the efficiency loss is due to small deviations from the optimal frequencies. This is only slightly increased to 3%, when we use the actual model in place of the oracle, reinforcing our previous point of the model misprediction being absorbed when comparing different candidate configurations.
Evaluation with Dynamic Scenarios
In this section, we evaluate our approach as a whole, with an extensive set of unpredictable, dynamic multi-application scenarios. We combine the evaluation applications of Table 2 into eight application mixes, summarized in Table 4 . Mixes 1 to 3 consist of applications coming from the same source (NAS, MiBench automotive and miscellaneous benchmarks). Note that mix 2 is also used in similar experiments of Reference [7] . Mixes 4 to 8 aim to create different combinations of compute-and memory-bound applications. We have sorted all applications in order of decreasing scaling factor (SF)-the lower the SF, the more memory-bound the application is. Based on this classification, we include the most compute-intensive applications in mix 4, the most memorybound ones in mix 5 and the intermediate ones in mix 6 (hence called "Uniform Balanced"). Mixes 7 and 8 are also balanced, but they include applications from both extremes, instead of just the intermediate group.
For each of the eight mixes, we use our event generator to create 20 sequences of application spawns in random, exponentially distributed moments in time. Among the 20 event sequences, we vary the applications' spawn rates in such a way that the peak system utilization is expected to be 25% in the first sequence, to 75% in the last. We allow applications to spawn during the first two minutes of each run. Subsequently, we carry on the run until all applications have terminated. We evaluate the efficiency of the run in terms of average IPS/Watt, based on the total instructions executed across all applications, the total time that the experiment took until all applications' completion and the average power during this time.
In the experiments of this section, we evaluate all three of our heuristics. On top of this, we also evaluate an alternative version of Heuristic 3 (called "Alt. Heuristic 3"): in this version, in addition to application spawnings and terminations, the algorithm is also called whenever a running application completes one iteration and updates its online monitoring data. In this manner, we give Heuristic 3 the chance to take corrective action in more regular intervals. We compare our heuristics both with each other and with existing Linux governors, namely the powersave, interactive and ondemand governors, as is common in related works [1, 9] . For all experiments, we keep the default idle governor active, allowing it to put cores to idle states, when they do not execute an application [16] . Generally speaking, the powersave governor is more energy-efficient, as it chooses the lowest available frequency, which tends to be the most efficient, especially in the range we have chosen to allow. However, for the same reason, the powersave governor cannot fulfill performance requirements of applications, contrary to both interactive and ondemand, that prefer higher frequencies. To provide a complete and fair evaluation versus all available governors, we perform the following two separate sets of experiments:
(1) Ignoring the applications' performance requirements. This set of experiments evaluates our approach mainly versus the powersave governor, in the simpler scenario in which performance considerations do not exist and the only goal is maximizing energy efficiency (IPS/Watt). (2) Considering the applications' performance requirements. To fulfill the requirements, our algorithms have to choose, on average, higher frequencies than in set (1). This usually entails an efficiency penalty, making it hard to compete versus the powersave governor. This set of experiments aims to demonstrate how our approach is able to fulfill the performance requirements, while at the same time maintaining an efficiency advantage versus the governors that are able to achieve this (interactive and ondemand).
The efficiency results for set (1) are illustrated in Figure 4 (a) and for set (2) in Figure 4 (b). For each application mix and runtime manager, the efficiency shown is the mean across the 20 runs, after each run is normalized to the value for the powersave governor. Figure 4 (b) also shows the average performance degradation with respect to individual applications' performance requirements.
We observe the following in Figures 4(a) and 4(b):
Comparison to governors: We observe that, without performance requirements, our approach matches the efficiency of the powersave governor, being up to 3% better on average (using Heuristic 3) and is twice as efficient compared to the other governors. In this experiment without performance requirements, being on par with the powersave governor is especially important. When performance requirements are introduced, our approach can satisfy all of them, with Heuristic 3. Even Heuristic 1 satisfies almost all requirements, resulting to an average degradation versus target performance requirement of 0.24%. Dealing with requirements comes at an expense of 17% to 21% of efficiency versus the powersave governor, which, however, does not fulfill requirements (it is on average 23% off the performance target). Additionally, Heuristic 3 achieves 52% and 58% better efficiency than the interactive and ondemand governor, respectively, while satisfying the same requirements.
Comparison among the heuristics: The relative energy efficiency of the heuristics depends on the scenario (application mix and presence or absence of performance requirements). Without performance requirements, Heuristic 1 is better with mixes 2 and 4 that consist mostly of computeintensive applications. Predictions for these applications are more straightforward, as there is no contention in the levels of the memory hierarchy. Thus, the simpler approach of Heuristic 1 is sufficient to detect an efficient configuration, while heuristics 2 and 3 gain nothing by their detailed prediction and/or corrective action capability. In fact, these extra steps are potential sources of misprediction, which sometimes hurts decision efficiency. The opposite trend is observed for mixes 1 and 5, consisting mostly of memory-bound applications. Performance of these applications varies more with respect to the current system status, thus the deeper prediction scheme of Heuristics 2 and 3 and the corrective action potential of Heuristic 3 benefit efficiency. Balanced mixes (3, 6, 7, and 8) show the three heuristics achieving very similar results. Still, Heuristic 3 is best in mixes 3 and 7 by 3.1% to 5.3% and is only 0.2% behind in mix 6.
Introducing performance requirements also complicates predictions, as the runtime manager has to raise the frequency enough to satisfy the requirement but not more, in order not to penalize efficiency more than needed. As a result, Heuristic 1 is relatively worse in some of the mixes (1 and 8), while it also misses more performance requirements than the other heuristics. Its average efficiency is still as good as Heuristic 3, mainly because of the outlier value it scores for mix 4. Heuristic 3 is best in 4 out of the 8 mixes, while its ability for corrective action (prioritizing performance requirements when doing so) results in all requirements being satisfied.
Comparing the original version of Heuristic 3 with its alternative version, which is invoked more frequently, we find that it does not benefit from increasing the chances for corrective action. The reason is that, in our current implementation, application migrations can only happen between two iterations of an application. If a migration is decided, then the iteration currently running, starts over on the new core. This generally penalizes Heuristic 3, but its importance is increased for the alternative version that performs more migrations. Occasionally, we notice the alternative version performing the same migrations as the original but sooner, resulting to incremental gains (mixes 5 and 7). As the original version eventually takes the same action, this benefit remains low. However, in most mixes, especially mix 4, the alternative version migrates applications more aggressively, penalizing overall efficiency because of the reason explained above.
Comparison to related works: Our results show improvement compared to related works in different ways.
The most recent approach that evaluates dynamic multi-application scenarios [7] , unfortunately does not compare to the powersave governor. The most relevant comparison to this work is versus an allocator aiming to maximize energy efficiency (MAX-EE), which is described as "an optimal brute-force allocation for maximizing IPS/Watt." It has to be noted however, that this allocator occasionally achieves lower IPS/Watt than others, meaning that it cannot be optimal with respect to the reported result. It is, of course, possible that it is optimal in a short-term manner, with respect to individual decisions taken throughout a run-which does not guarantee optimal energy efficiency for the whole run. Additionally, for this experiment, the various allocators being compared are guided by an oracle predictor instead of the model proposed in the SPARTA paper. Furthermore, although SPARTA is evaluated both through simulations and through runs on an ODROID XU3 board, comparison with the MAX-EE allocator is only performed in the former. Thus, on the simulated ODROID XU3, the SPARTA allocator achieves around 3% worse energy efficiency than the brute-force MAX-EE allocator, while our approach achieves 3% better than the powersave governor. Additionally, the execution time of the SPARTA allocator [7] explodes when the system size exceeds 32 cores, which, as will be shown in Section 5.3, is not true for our approach.
It is also important to compare with very recent works that focus on a slightly different paradigm [1, 9] , as they do not evaluate for dynamic, multi-application scenarios. DyPO [9] , which improves the results of Reference [1] , achieves 6% efficiency improvement over the powersave governor, which is however allowed to select frequencies as low as 200MHz. On the contrary, we limit the powersave governor to a minimum frequency of 500 and 800MHz on the little and big clusters, respectively, as for lower frequencies voltage is not further reduced, diminishing the power benefits. According to our experiments, the powersave governor is at least 19% more energy efficient with our setup. On this setup, our approach achieves 3% improvement versus the powersave governor.
Execution Time of the Heuristics
In this section, we report our heuristics' execution time and how this scales with respect to system size. These results are summarized in Table 5 . We scale the number of cores in the system from 8 (the size of our available board) to 128. For sizes more than eight cores, we measure execution time for the cluster size of our available board (four cores) as well as for double this size (eight cores).
Comparing between the algorithms, the execution time of Heuristic 1 grows slower: It takes 2.6 to 2.8 times more for a 128-core system than for an 8-core system, whereas for heuristics 2 and 3 these factors are 4.1 to 4.3 and 4.1 to 4.5, respectively. Furthermore, the execution time of Heuristic 1 grows faster for systems with more clusters of fewer cores, than for systems with fewer clusters of more cores, which is expected due to its dependence on the number of clusters, m. Indeed, for 8-core clusters, Heuristic 1 takes 1.9 times longer on a 128-core system compared to a 16-core system, whereas for 4-core clusters this factor is 2.8. More importantly, all heuristics' execution time scales sublinearly with system size, as it never doubles when doubling n. This shows that the theoretical upper bounds discussed in Section 4 are pessimistic. This result proves that all algorithms can be used on systems many times larger than the one we have experimented on, without concerns about their response time because of their ability to perform partial search of the configuration space without sacrificing much efficiency. As an indication of how the configuration space grows with respect to system size, we have measured the execution time of a lightweight version of exhaustive search, which considers all options, but only for the new application placement and for the frequency of the selected cluster. We found the execution time of this algorithm to be at least double than our longest heuristic for the smallest system size. More importantly, it grows much faster than our heuristics when increasing the system size: when going from 8 to 128 cores, this limited exhaustive algorithm takes at least 16 more times to execute, compared to the 2.6 to 4.5 factors reported above for the heuristics. Furthermore, this limited exhaustive search, does not even consider the full configuration space. To do so, it would have to also consider all possible migrations of current applications, which would multiply execution time by a factor growing exponentially with the system size.
DISCUSSION
In this section, we list some limitations and alternatives of the proposed approach, both to clarify our contributions and to set some targets for future improvements.
As is evident by the presentation of our performance prediction strategy in Section 3, it is assumed that applications appearing at runtime have been profiled offline. The results of the offline profiling are used as a starting point for the projection-guided runtime prediction. Our approach is indeed partly based on this offline step, thus we focus on making it feasible, by imposing two constraints: (i) profiling of each application should be standalone, regardless of the possible application mixes that can appear at runtime, and (ii) it should consist of a linear (with respect to the target system size) number of runs. The above does not mean that our runtime manager is unable to handle unknown applications, just not as accurately as profiled ones. If an application is unknown in the most extreme sense (not even one profiling run on one core type was possible to carry out offline), then at runtime it would initially have to be placed on an arbitrary core and its online performance monitoring would subsequently have to be used for any future decisions regarding this application, much like is done in Reference [7] .
On a related note, when profiling an application, we only use its own instances to create the initial states. A possible alternative of this stage would be to manually construct a number of custom initial states, using a set of applications with variable characteristics. In this manner, we would potentially create a broader spectrum of initial states, with varying contention for shared resources, increasing the chances for one of them to be closer to the actual current system state. This might improve the accuracy of projection in some cases. Our current approach has the following two interesting characteristics compared to the above alternative. First, using multiple instances of the same application makes profiling standalone and simpler as it does not require the use of other applications. Second, an application with limited demand for a particular type of resource (e.g., DRAM accesses per second) is expected to suffer limited impact by applications that heavily compete for this same resource. Thus, using some fixed applications to form the initial states stressing competition for particular resources may not necessarily improve projection accuracy.
A limitation, regarding mostly our experimental setup, is the assumption of at most one thread per core. As the ODROID XU3 offers one set of performance counters per core, it is challenging to monitor more than one thread running concurrently on the same core and keep the measurements independent and consistent. However, regardless of the current implementation, our approach in general is not limited in this respect. Allowing multiple threads per core would not change the complexity of the runtime heuristics, as the least busy core of each cluster (with respect to its utilization) would still be preferred for application placement. However, profiling would indeed have to be extended, running each application for up to c * n instances, instead of n, c being a constant representing the maximum number of threads per core expected in runtime situations. In this manner, the contention between threads for processor cycles would also be considered, when performing projection to predict IPS in this more challenging contention scenario. While this would not change the complexity of profiling, it would prolong it by a factor of c.
Another factor we have not considered in this work is application phase changes. While we deem this potentially beneficial to efficiency, we think that it is orthogonal as it does not fundamentally change the approach: if a phase change detection mechanism is in place, a phase change can be treated by our proposed approach, as a termination of an application, and a simultaneous spawn of another, with different performance characteristics. Additionally, each application phase (rather than each whole application) should then be offline profiled and characterized, which strengthens the importance of having a scalable profiling strategy. Phase change detection can be performed by observing the online-monitored performance measurements and detecting significant changes. DyPO [9] proposes a way to implement phase change detection.
Last, a limitation of our current implementation is the ability to migrate applications only at specific times. Each application consists of a basic loop that iterates a number of times decided by our event generator (see Section 5) . Migrations can happen only between iterations of this loop-if a migration is decided, the iteration currently running will start over on the new core. This actually punishes the efficiency of Heuristic 3 and also minimizes the effectiveness of trying to migrate applications more often: Calling Heuristic 3 in regular intervals, instead of only spawns and terminations, achieves earlier migration of some applications on a more efficient core, but the original version of the heuristic eventually does the same. As our focus is on providing an efficient initial response, the corrective action capabilities of Heuristic 3 are already sufficient to remedy any bad decisions coming from model inaccuracy or reduced core availability. The challenge of identifying the optimal migration frequency has been studied in Reference [27] .
CONCLUSIONS
In this article, we propose a runtime manager for single-ISA, heterogeneous, DVFS-capable CMPs aiming to improve energy efficiency. The manager uses a prediction model to estimate performance and power for possible configurations and a heuristic to choose candidate solutions. Our prediction model estimates application performance using scalable profiling of applications that can run on the system and projecting this information to the current system status, as measured through online monitoring. Subsequently, it uses these performance estimations to predict system power with an analytical model based only on the specific platform's characteristics. Through exhaustive evaluation, we found our model to mispredict performance, power and energy efficiency by an average 2.5%, 6.1%, and 6%, respectively. We have designed three alternative heuristics, the execution time of which grows sublinearly with respect to the system size. Guided by an oracle model, our heuristics are able to select a configuration only 2.5% less efficient than a brute-force, exhaustive approach. Our approach as a whole (model and heuristics) was evaluated with a plethora of dynamic, multi-application scenarios. Comparing to widely used governors, when not considering individual applications' performance requirements, our solution was 3% more energy efficient than the powersave governor and twice as energy efficient compared to the other governors. Additionally, our approach is able to support applications with performance requirements at the cost of 18% lower energy efficiency versus the powersave governor, which, however, misses the performance targets by 23%. Furthermore, it maintains an efficiency advantage of 52% and 58% over the interactive and ondemand governors, respectively, which can satisfy all requirements.
