results indicate that each of these present several equivalent temporal structures over other eras of these 149 years . Accordingly, none of these cases, including extreme events, presents temporal singularity. We conclude that the methodology's simplicity of implementation and ease of use makes it suitable for studying nonlinear predictability in any area where observations are similar to those describing the ENSO phenomenon.
Introduction
The El Niño/Southern Oscillation (ENSO) is a large-scale tropical Pacific atmosphere-ocean phenomenon (Zebiak and Cane 1987; Neelin et al. 1998; Wang et al. 2012a; Capotondi et al. 2015) . It is also one of the stronger quasioscillatory patterns observed in the climate system, inducing important changes in sea level (Cazenave et al. 2012) and the Earth's gravity field (Phillips et al. 2012 ) and influencing precise variations of geodetic parameters (Viron and Dickey 2014; Niedzielski 2014) . Furthermore, it may play a major role in the generation of seismicity (Guillas et al. 2010) or serve as a modulator of the external sun's influence on the Earth's climate (Burn and Palmer 2014) . However, teleconnection not only influences global climate, but also economic, political, and social-related aspects of the Earth system (Bjerknes 1969; Brunner 2002; Kovats et al. 2003; Hsiang et al. 2011) . Therefore, ENSO signal is a key index representing the complex dynamics of the Earth system as a whole (McPhaden et al. 2006) . It is therefore understandable that comprehension of its dynamics is one of the most important scientific milestones today, and, in Abstract We show that the monthly recorded history of the Southern Oscillation Index (SOI), a descriptor of the El Niño Southern Oscillation (ENSO) phenomenon, can be correctly described as a dynamic system supporting a potential nonlinear predictability well beyond the spring barrier. Long-term predictability is strongly connected to a detailed knowledge about the topology of the attractor obtained by embedding the SOI index in a wavelet base state space. By utilizing the state orbits on the attractor, we show that the information contained in the SOI is sufficient to provide nonlinear attractor information, allowing the detection of predictability for longer than a year: 2, 3, and 4 years in advance throughout the record with an acceptable error. This is possible due to the fact that the lower-frequency variability of the SOI presents long-term positive autocorrelation. Thus, by using complementary methods, we confirm that the reconstructed attractor of the low-frequency part (lower than 1/year) of SOI time series cannot be attributed to stochastic influences. Furthermore, we establish its multifractality. As an example of the capabilities of the methodology, we investigate a few specific El Niño (1972-1973, 1982-1983, 1997-1998) and La Niña (1973-1973, 1988-1989 and 2010-2011) events. Our parallel, its prediction is one of the major challenges and no longer an element solely of interest to climatologists.
International efforts to forecast ENSO, using both dynamical and statistical methods, have been met with some success. Thus, with lead times up to 6 months, various forecasts performed reasonably well, whereas for longer lead times, passing through the boreal spring barrier, the performance is rather low, particularly for the most extreme events such as El Niño 1982 -1983 and 1997 (Landsea and Knaff 2000 Chen and Cane 2008) . However, recent results (Wang et al. 2012b; Ludescher et al. 2014) highlight the potential of predicting tropical Pacific variability at lead times exceeding 1 year for some events (Fedorov et al. 2003) . This is evidence that the ability to predict ENSO events for periods longer than 1 year, and perhaps particularly those leading to greater worldwide consequences, is also feasible. Nonetheless, the step prior to prediction is to first show that this goal is achievable. In other words, is there information within the climate oscillatory system ENSO represented by its primary index, the (SOI) time series, that leaves the construction of solutions for predictability with lead times greater than 2 years for some events, therefore exceeding the boreal spring barrier? Moreover, what are the necessary conditions in which this can be accomplished?
The main contribution of this paper is to report that such evidence exists. In a preceding article (Astudillo et al. 2010 ), a methodology for applying Takens' embedding theorem (Takens 1981) in order to reconstruct an event is developed by solely taking into account the local information contained in a short time series. A description, using Takens' embedding theorem, reconstructs a state space which is diffeomorphic to the physical phase space (Abarbanel et al. 1993) . The physical basis of the method lies in the definition of local predictability (Ding and Li 2007) . Local predictability limit gives a measure of the long-time local predictability on the attractor (Ding et al. 2008) .
These results outline the capabilities of the methodology that this localized reconstruction method uses to characterize the local and nonlinear properties of a given system dynamic. Thus, using the variability over the past century, it was possible to reconstruct local extreme ENSO events (1982-1983 and 1997-1998) , leading by more than 2 years in advance (Astudillo et al. 2010) . Likewise, this method can be applied to arbitrarily large sizes, but the search for the relevant embedding state, or state-space subspaces that characterize the phenomena required a high computational cost, hindering the use of the method, and thereby reproduction of results. A simpler but complementary approach permits reproducibility, reconfirming the preceding study, thanks to a significant breakthrough, that overcame the computational and technical difficulties involved in the application of the method to embed a signal of limited temporal extension in a state space. Thus, it has been reported that the wavelet space and the embedding space are equivalent in topology (Rong-Yi and Xiao-Jing 2011).
As a result of this analysis, the SOI can be considered a macroscopic variable that has been embedded in n-dimensional state space. Therefore, we assume that the SOI represents a variable that is a part of nonlinear differential equations describing the oscillation. Extending the work by Astudillo et al. (2010) to the problem, a wavelet decomposition separates the different n state coordinates from the signal, equivalently as described in Packard et al. (1980) and Farmer and Sidorowich (1987) . This liberates us from the tedious searching process for the optimal state spaces, as was done previously. Accordingly, the processes presented in the preceding study can be simplified, making our study more attractive and straightforward in its application and reproducibility.
The methodology presented here allows for searches to be conducted within the whole length of the times series for nonlinear trajectories that present the same properties as the nonlinear trajectories of the attractor of a particular event being investigated. Therein, it is possible using the sole nonlinear information already present within a time series to find similar attractor trajectories that allow us to investigate if a particular ENSO event is reproducible to a certain extent.
The structure of this paper is as follows. In the following section, we introduce the methodology that allows us to investigate practical predictability in time series. In the results section, we present the general predictability throughout the 149 years (1866-2014) as well its associated statistics. This is possible if and only if a signal has deterministic properties, which is demonstrated via complementary methods. Then, we continue on to studying predictability for some special cases of strong El Niño and La Niña events, demonstrating practical feasibility. We also study the possibility of using this methodology to construct probable future trajectories. The final section summarizes the methodology and proceeds to a discussion.
Methodology
To achieve this goal, we first define an n-dimensional state space E n . The evolution of the system in this state space is recorded in a state trajectory given by r n (t) = (S 1 (t), . . . , S n (t)), where quantities S 1 (t), . . . , S n (t) are obtained by wavelet decomposition of the SOI signal (Können et al. 1998) . From the original signal, a given number n of component signals S i are obtained by means of wavelet filtering the monthly SOI index between the years 1866 and 2014. We decompose the SOI data using a Discrete Wavelet Transformation (DWT) multiresolution algorithm with a Morlet mother wavelet function (Craigmile and Percival 2002; Murguía and Rosu 2011) . In our case, we choose an 8-level decomposition, considering the monthly time series resolution. This was done as fewer levels did not allow us to efficiently separate the interannual time scales or capture interdecadal time scales that characterize ENSO well (Wang et al. 2012b ). Thus, each component (S i , i from 1 to 8) represents a given bandwidth (1-3 intra-seasonal, 4-6 interannual, 7-8, decadal to interdecadal), whereas the last component S 9 represents lowest frequencies that describe the trend. In other words, SOI = S 1 + · · · + S 9 . In this paper, we use a state space E 9 , following Tsonis (2009) , encrypting all information contained in the SOI in the state trajectory. We compute the low-frequency part (lower than 1/year) of the SOI signal as
The event (an El Niño or La Niña event) to be predicted S L i is selected from S L (represented by the red segment in Fig. 1a ). The first point in S L i (represented by a red dot in Fig. 1a ) is the starting point at time t sp , and the terminal point is located by T steps in the future. To select another part of the signal S L that reproduces the relevant features of the S L i event, we seek a state point of the state trajectory in the attractor around which the embedded signal SOI has the same topological features as the starting point of the event. Figure 1b , d shows bidimensional projections of the state trajectory (in orange) around the attractor, while the red and magenta color plots show the selected event and the most similar event, respectively. To accomplish this task, we calculate the Euclidean distance of all state points in the state trajectory to the starting state point. In the E 9 reconstructed state space, the Euclidean distance between each state point of state trajectory to the starting state point is given by d(t) =� r 9 (t) − r 9 (t sp ) �, which is plotted in blue in Fig. 1c . Then, we collect the times, t j , where the curve d = d(t) exhibits local minima. Each selected local minimum of the function d(t) corresponds to a state point on each orbit that is closest to the starting state point in the reconstructed state space E 9 . This search is performed away from a region of T steps from each side (to the past and the future) of the starting point, t sp (regions in black in Fig. 1c ). For each of the collected times, t j a piece of the corresponding S L of T steps long is extracted into its own future (that is S L j ). As shown in Fig. 1a , the S L j piece (magenta) is then moved to the starting point, t sp (the red dot) through a temporal translation (the magenta arrow). In addition, the translated signal (the S L j piece) is shifted up or down [as an amplitude gauge (the red arrow in Fig. 1 )], so that its first point (originally at t j ) matches the value of S L at the starting point at time t sp (the event to be predicted, that is S L i ).
Finally, of all the S L j pieces selected and translated as described, the piece S L i , which produces the least quadratic difference and simultaneously possesses the lowest error in a neighborhood of 2 months around the starting point is definitely chosen (the magenta dot in Fig. 1 ). The last condition corresponds to imposing that the projection of the Fig. 1 This figure details the steps to be carried out in order to determine which part of the signal S L is most similar to the event to be predicted. In a, the S L signal is plotted. The red dot is the starting point for the event, while the red section indicates the extent of the event to be predicted. The magenta point indicates the point corresponding to the nearest point on the chosen orbit. In c, the blue line is the Euclidean distance between the starting point and each point of the state trajectory calculated in E 9 , while the green curve is the Euclidean distance between the starting point and each point of the path that was calculated in E 6 . In b, d, we plot (S 8 , S 6 ) and (S 8 , S 4 ) two-dimensional projections of the attractor, respectively. The orange curves are projections of the state trajectory orbit chosen is tangent at the starting point for the signal, thus preserving causality.
Results
In Fig. 2 , the raw results of the procedure are shown. In Fig. 2a S L , these are drawn with blue dots. The green curves are the predictions obtained for each month as determined according to the procedure described above. In the Fig. 2b , normalized errors are brought to the standard deviation of S L (RMS/σ S L , hereinafter ne) for each prediction. In Fig. 2c , the amplitude adjustment or amplitude gauge emerging from the process is represented. The red line in Figs. 2 and 3 indicates the 0.5 threshold, meaning that the prediction error reaches half of the standard deviation (σ S L ) of the whole signal S L . In Fig. 3 , statistics associated with 2, 3 and 4 years predictability are shown. From left to right in the superior part of this Fig. 3a -c, respectively, histograms of normalized errors (ne) for different cases throughout the 149 years are shown. In the bottom part, the ranking of the attractor orbits associated with each case can be seen. In these, it is possible to appreciate the methodology's nature, which is based on the definition of the nonlinear finite time Lyapunov exponent (Ding and Li 2007) and its relationship with the quantification of local predictability (Ding et al. 2008) . Thus, the orbits that produce the best results do not necessarily correspond to the nearest orbit; that is, the object having the greatest similarity can be found in a remote region in the attractor. In other words, we have assumed that the signal has the property of self-similarity. Likewise, objects that are exactly or approximately similar can be found in various parts of the series, even when the start of the object is in a different intensity. This difference in amplitude intensity is the amplitude gauge.
Therefore, given the nature of the phenomenon, described in first approximation by Lorenz (1963) , and the analysis performed here it is expected that the ENSO signal (SOI) will possess attributes of self-similarity. But, does it really?
We delve these characteristics by analyzing the SOI time series for its deterministic properties. This is of crucial importance since if a system is deterministic, the vector field at every period of the state space is uniquely defined by a set of ordinary differential equations.
The delay vector variance (DVV) method (Gautama et al. 2004) , which is straightforward to interpret, is based on surrogate data methodology, simultaneously detects determinism/stochasticity and linearity/non-linearity in a Amp. Gauge time series, and has improved performance over methods that have been used traditionally (Ahmed 2010) . Figure 4a , b shows the DVV graph and DVV scatter diagram comparison of the original (unfiltered) SOI and its high frequency (hereafter S H , with S H = SOI − S L ) and low frequency S L parts. Since determinism is an inverse of uncertainty, we can immediately see that for the SOI and S H , the degree of uncertainty is high; e.g., the leftmost point in the DVV scatter diagram (see Fig. 4b ) is quite far from the vertical axis. Additionally, observe the large distance of the DVV graph from the horizontal axis (see Fig. 4a ). For the LF signal S L , the degree of uncertainty is very low and therefore the signal exhibits a high degree of determinism, as indicated by the DVV plot and DVV scatter diagram almost touching the horizontal and vertical axis, respectively (see Fig. 4a, b) . We supported these results with a direct deterministic test (Kodba et al. 2005) , inspired by the original Kaplan and Glass test (Kaplan and Glass 1992) . If τ = 1, Nevertheless, we can still use a different method to obtain an equivalent result, but which also delivers complementary although very key information on the characteristics of the time series investigated. This can be done using fractal techniques and estimating the Hurst exponent, which quantifies the long-range correlations of the signal series, plays an important role for processes which show properties of self-similarity. A Hurst exponent between 0 and 0.5 is indicative of an anti-persistent behavior, and the closer the value is to 0 the stronger is the tendency for the time series to revert to its long-term mean value. Inversely, the greater the Hurst exponent (0.5-1), the higher the process is trending (persistent) (Komm 1995; Feder 2013) . The computed Hurst exponent, via detrended fluctuation analysis (DFA) (introduced by Peng et al. (1992 Peng et al. ( , 1994 , is a method known for its accurate evaluation when dealing with non-stationary time series with noise), is H = 0.026 for the highfrequency component of the SOI (S H ), while the lower frequency (S L ) shows a Hurst exponent superior to 0.5 (H = 0.76). That said, uniscaling (or unifractal) processes have their scaling behavior uniquely determined by a constant Hurst exponent, while for multiscaling (or multifractal) processes, each moment scales with a different exponent (that is, H is not constant). In these cases, the concept of a generalized Hurst exponent, H q (q), not necessarily bounded between 0 and 1, was proposed by Kantelhardt et al. (2002) . Therefore, to desintricate the nature of the statistical self-affinity of the low-frequency signal (S L ), we used the multifractal formalism presented in Ihlen (2012) , using multifractal detrended fluctuation analysis (MF-DFA) [an extension of the standard detrended fluctuation analysis (DFA) improved to render reliable multifractal characterization of non-stationary time series (Kantelhardt et al. 2002; Shao et al. 2012) ].
The computed multifractal spectrum (Fig. 5 ) were obtained with a least square linear fit over the scaling function (F q ) with bound between 2 3 and 2 5 . The S L time series fluctuates, with H q (q) presenting an inflection point around zero, in contrast to an almost time-independent generalized Hurst exponent that may result from a monofractal or white noise (see also figure 9 in Ihlen 2012). The same is observed for the mass exponent spectrum τ (q) (not shown). Finally, the singularity spectrum f (α) curve of S L in Fig. 5b shows a width of 0.94. The width of the spectrum α max − α min is a measure of the series' degree of multifractality. The wider the range of possible fractal exponents, the richer the process is in the structure (more developed multifractality).
To substantiate and complement previous results, we investigated the amplitude gauge time series shown in the lower panel of Fig. 2 . If an equivalent temporal structure is located in another epoch, then the temporal evolution of the amplitude gauge must also exhibit properties of selfsimilarity. Our analysis indicated that if effectively the case, all amplitude gauge time series are self-similar multifractals (not shown), presenting evidence of long-range dependence.
As a consequence of all these analyses, the S L time series is deterministic and has long-range correlations which present clear characteristics of multifractality (see Kantelhardt et al. 2002; Ihlen 2012) .
Having established determinism and multifractality of the S L signal, we will investigate its potential predictability of some well-known events. These events include known strong El Niño events, say the 1972-1973, 1982-1983, and 1997-1998 events, and some strong La Niña events: 1973-1974, 1988-1989, and 2010-2011 . For all these events, 2-, 3-, and 4-year lead predictions are performed by extracting information from three different epochs. Firstly, information is extracted from the whole length of the time series, that is from the past and future of the event (case A). Secondly, information from the past of the event is used (case B); while trajectories between 1960 and 2000 are sought in case C, so as to investigate the potential of the latest decades of the twentieth century for providing correct information for prediction.
For the 2-year lead time, the 1997-1998 event, which is shown as an example in Fig. 6a Interestingly, despite being detected as solutions, none of the trajectories found reach its amplitude; that is the lowfrequency part of the amplitude of the 1982-1983 event is unique.
Regarding La Niña events, for 1973-1974 the closest trajectory is located in the future, the 1988-1989 event (ne = 0.12), while in the past, the nearest trajectory is the 1878-1979 event (ne = 0.17). Reciprocally, the closest trajectory for the La Niña of 1988 -1989 is the 1973 -1974 event. Finally, the 2010-11 La Niña finds its pair for the 1888-1989 event (ne = 0.10).
Analysis of the relative error histograms (Fig. 3a-c ) shows that when the lead time increases (from 2 to 4 years), the mean error increases as well from 0.177, 0.298, and 0.389 for 2-, 3-, and 4-years time span, respectively. Predictability undoubtedly decreases as lead time increases. However, it allows searching for equivalent processes over 4 years that ultimately lead to an event. For example, if we use the 4-year lead solutions for the 1997-1998 event, the succession of events between 1968 and 1973 presents the nearest path (ne = 0.25) (Fig. 6b) . Other parallel trajectories to 1997-1998 are additionally found at the end of the nineteenth century, 1884-1888 (ne = 0.37), and surprisingly another at the beginning of the twenty-first century, [2005] [2006] [2007] [2008] [2009] , although the latter has a greater error (ne = 0.48) and does not exhibit the same timing or amplitude. Reciprocally, the 1968-1973 process is essentially paired with the 1994-1998 process.
However, is it possible to use this methodology not only to study the predictability of a series or to understand occurred events, but also to construct blind projections? Is there any information within the attractor of past extreme ENSO orbits that may be consistent (that provides continuity) with the evolution of the current (actual) orbit? In other words, given the attractor evolution, can we look for closest trajectories and constructs probable future trajectories? Therefore, as an example we work with the 1997-1998 event, we will only use information from the past of the event and suppose that we are looking for the possible arrival of an extreme event.
When constructing a 2-year projection for years 1997-1998, starting, for example, in September 1996, the following takes place. The solutions are found using the year preceding the starting point of a solution (corresponding to this case, from September 1995 to August 1996) as a reference and appearing as a black bold solid point in Fig. 7 [(upper left panel (a)], we compute tangency using 2 months into the past (down to September 1995) and two into the future (up to January 1996) of this point (these two points in the past and in the future are reported as red surrounded dots in every panel, from a to h in Fig. 7) . Additionally, we demand that the minimal error projection solution found over each month possesses a future evolution reaching an amplitude characteristic of a large El Niño event. Therefore, from the total set of minimum distance and lower error solutions over each consecutive 5 months around a point along this year (September 1995 to August 1996 preceding the beginning of the projection (September 1996), we first demand that the minimal error solution possesses a future evolution reaching an amplitude characteristic of a large El Niño event. Secondly, we impose a condition of tangency. Once the best solution to all requirements is found, its evolution up to 2 years after the beginning point of the projection length (here from September 1996 to August 1998) is maintained (green dots in Fig. 7) . In the example shown, this is performed contiguously over 8 months (from November 1995 to June 1995, panels a-h in Fig. 7) , producing an average projection of 2 years effectively beginning in September 1996. Therefore, notice that the projection method uses solution lengths in the range of 3-2 years (this becomes more important the farther from the starting point of the projection) to construct a minimally 2-year robust nonlinear blind projection. Some results in this case (starting in November 1995) are presented in Fig. 7 , in which the contiguous solutions for starting point September 1996 are compared with S L .
Discussion and conclusions
As already stated, the physical basis of this methodology considers ENSO dynamics described as a dynamic system. Thus, the signal can be considered a solution for a nonlinear system of differential equations describing the oscillation. In virtue of Takens' theorem, the signal is embedded in the 9-dimensional state space E 9 so that the relevant information contained in the system is encrypted in the system's state trajectory. With this procedure, the state points of the state trajectory, e.g., the states of the system, are arranged in orbits around an attractor. The idea behind this methodology relies on the possibility of finding events (in past or future evolutions of a time series) that present the same characteristics (orbits around the attractor) as the event studied. Once an event S L i is selected in the signal S L , the starting point at time t sp and a time interval of prediction T is determined. The starting point of the selected event corresponds to a system state point on the attractor. To find an event in the signal, S L j , corresponding to a similar solution of the same set of differential equations, we determine the set of state points t sp j that are in a region around the starting state point in the attractor (in E 9 ). We observe that the reconstructed state space E 9 is diffeomorphic to the physical phase space (Abarbanel et al. 1993) . The selection of the most similar piece of the event signal is done by making the choice among all segments of length T, starting at state points that are the closest to each orbit to the event's starting state point. This piece provides the least standard deviation.
The most important result of this study is that the socalled SOI anomaly corresponds to the dynamics of a nonlinear oscillator, having complex regularities and exhibiting acceptable levels of accuracy of nonlinear predictability in the long-term range, between a time span of 2 and 4 years. The nonlinearity of the oscillator could be the product of interaction of atmospheric cells in the Pacific, with the remaining atmospheric and oceanic cells being dynamic boundary conditions. This figure is indeed associated to the model presented by Lorenz and Kerry (1998) . This model understood 40 ordinary differential equations with the dependent variables considering advection, dissipation, and external forcing at sites spaced equally around a latitude circle.
These results are consistent with results by Astudillo et al. (2010) whom by using the same methodology searched for the required embedding dimensions that allowed to evince that there was enough information within the SOI time series to reconstruct some particular events, for example the 1997-1998 El Niño years in advance. Yet the methodology used at the time, was much more rustic, did not use the wavelet filtering as it is now the case and as a result the search for the required embedding dimensions was tedious. With a different perspective, though more comprehensive, Ding (2011, 2013) and Ding et al. (2016) with the same methodology set overall limits predictability of global oceanic or atmospheric data fields (SST and surface pressure for example) along with some climatic indexes for the twentieth century. Therefore, when these studies Ding 2011, 2013 ) took into account higher frequencies, they indicate that the predictability limit was influenced by the persistent barriers associated within each ocean basin, which limited its predictability limit to lesser than 12 months. Instead, when low pass filtering (9 year low pass) was applied (Ding et al. 2016 ) it allowed to investigate the predictability limit of decadal oscillations present in the fields and indexes, and found average lead time in the order of several years (4 for a decade) depending on the ocean basin and climatic index investigated.
Although the topology of the attractor is unknown, it is always possible to find an orbit for each event that corresponds to another event occurring in the past or in the future of the starting point which has the same category. The knowledge of the topological structure of the attractor is a necessary task for forecasting. In our method, as discussed previously, we chose the best orbit in the attractor. The histograms in Fig. 3d-f , respectively shows that there is no deterministic rule allowing us to choose the right orbit with certainty, although a clear trend towards the nearest orbit was observed. This lies in the intrinsic nonlinear nature of the phenomenon and the definition of the nonlinear finite-time Lyapunov exponent, which does not dictate that the chosen orbits must be the nearest in the state space.
Thanks to the wavelet space, we extend the precedent methodology (Astudillo et al. 2010 ) to a set of embedding state spaces that indeed facilitates the search for the most similar orbits. However, this is performed only for constructing the attractor and in order to search for similarities or analogies within the whole length of the time series. Therefore, this time lapse already exist in the series and is not built into the method in any way. Moreover, as shown in this study, the methodology is able to find trajectories that are far away in time from the event analyzed. Thus, the wavelet filtering bank does not interfere with the time lapse selected.
Note that the method is not filter dependent. We tested the methodology with two different filtering banks, empirical modal decomposition (EMD) (Huang and Shen 2005) and singular spectrum analysis (SSA) (Golyandina and Zhigljavsky 2013) . In both cases, and particularly for SSA, the methodology was able to correctly reconstruct most events throughout the time series. Although we do not exactly know the selection rule to determine the optimal orbits for predicting, this does not invalidate the fact that the SOI signal contains enough information to reproduce events over at least a 2-year lead, throughout the time series, with an acceptable error.
We want to highlight that this reconstruction immaculately preserves the nonlinearity of the phenomenon. The signal was separated without loss of information, firstly through wavelets, in order to extract the components so as to create the path through the state system, and also by the detachment of the undulatory part of the adjustment amplitude in the signal, consistent with a self-similarity process. Thus, this procedure rigorously preserves the nonlinear characteristics of the phenomenon. To perform the reconstruction of the attractor, we use all available information to ascertain the set of neighbors' nearby orbits, all consistent with the dynamics characterized by a nonlinear finite time Lyapunov exponent.
With this in mind the methodology is only feasible due to the fact that the lower frequency part of the SOI signal (higher than 1/year), as demonstrated here, possesses characteristics of nonlinear determinism, long-term memory, and under a multifractal formalism. It is interesting to mention that the high-frequency part (higher than 1/year) does not possess these characteristics. Nonetheless, more research should be done to desintricate the characteristics of all high-frequency components and their complex dynamics. Therefore, the SOI signal is so rich and composed of modes with such different natures that one can reasonably understand the difficulty in predicting ENSO events in real time. This reconstruction method projects the attractor through ad hoc rules. As has been demonstrated, the rules are continuity, causality, and the imposition of a characteristic, here being an extreme El Niño event. These nonlinear projections may be useful to improve real-time prediction models as well as to inhibit the dependence of linear Lyapunov exponents on local dynamics, which severely limits them to the spring barrier.
What are the coupled ocean-atmosphere mechanisms associated or that could give birth to such long-term predictability? Given the wide diversity of ENSO events, will those closely related present the same hemispherical precursors or triggers (Capotondi and Sardeshmukh 2015) . May be one of these related to the one as described by Wang et al. (2015) , which show that in the north pacific takes place a slow 2-3 years Sea Surface Temperature propagation, associated with a clear circumglobal atmospheric 4-6 year period, the first seemingly engaging the initiation of ENSO events? Moreover, if we consider the possible nonlinear interactions and take into account the new ENSO framework presented by Chen et al. (2015) what is precisely the part played by the westerly wind bursts in this nonlinearity and how this may affect the long term predictability? Obviously it is not possible to solve all these unknowns at this time, but the present results suggest that the coming years will be fruitful in this regard.
