1. Introduction {#sec1}
===============

Many developing countries depend on other countries for more than 80% of their electricity import. Taking the Palestinian Territories as an example; although they have the lowest total energy consumption in the region (0.79 MW h/inhabitant) but they have the highest energy cost in the Middle East. On the other hand, the Palestinian Territories, as many of other developing counties, have high solar energy potential, about 3000 sunshine hours per year. This encourages the research to take advantage of the solar energy for different applications \[[@bib1], [@bib2]\].

Photovoltaic (PV) panels are one of the main sources for power generation from solar energy. For solar electricity providers, it is essential to accurately predict solar power generation for demand planning in an electrical grid. However, this prediction is a challenging task because solar power generation is weather dependent. So, with the incremental power generation from solar energy, the prediction of PV panel\'s power generation has gained big attention [@bib3].

In the literature, different numerical models have been developed to forecast weather and solar power. Among them, Heinemann et al. [@bib4] presented different approaches to solar irradiance forecasting on different time scales. Maini et al. [@bib5] developed and implemented a system for forecasting maximum and minimum temperatures for 12 locations in India based on the perfect prog method (PPM) approach. However, these models require a robust computing system and afterwards they proved to be unstable in handling the various changes in weather conditions.

Besides the conventional methods \[[@bib4], [@bib5], [@bib6]\], there are some more advanced techniques like the genetic algorithms, and the artificial neural networks (ANNs), which has the ability to represent the nonlinear systems with high efficiency \[[@bib7], [@bib8]\]. With neural networks (NNs), any continuous nonlinear function can be approximated with one or more hidden layers. More, NNs have a parallel architecture that is composed of many processing elements with a simple structure, which is useful for implementation using embedded systems.

This give rise to the usage of NNs to forecast various criteria [@bib9]. In \[[@bib10], [@bib11]\] the authors developed an ANN model to predict solar radiation. The results showed the feasibility of this approach for forecasting solar radiation. Chen et al. [@bib12] amended the ANN to forecast the power generated from solar panels. Devi et al. [@bib13] applied the ANN for temperature forecasting, and find out that this model can be used in complex modeling for different factors. The authors in \[[@bib14], [@bib15]\] mentioned that feedforward neural network (FFNN) is the best model of neural network for real-time forecasting due to the least training time and fast response. In \[[@bib16], [@bib17]\] the authors applied four types of neural networks for prediction of photovoltaic power output. Their research was based on FFNN, general regression neural network (GRNN), recursive neural network (RNN), and a gamma memory (GM). Based on their research, the FFNN has shown a better performance comparing with the other topologies.

Although there has been research into the prediction of some parameters such as temperature and solar radiation \[[@bib9], [@bib10], [@bib11], [@bib12], [@bib13], [@bib14], [@bib15], [@bib16], [@bib17], [@bib18], [@bib19], [@bib20], [@bib21]\], there has not been comprehensive research into the hardware implementation of the neural network in PV-systems \[[@bib22], [@bib23], [@bib24]\]. Mekki et al. [@bib25] implemented a PV panel based on ANNs and VHDL language. They used two hidden layers during their implementation. The used ANN network is not small, which make it unsuitable to run on low cost microcontroller as this will increased the execution time. The implementation using VHDL assumes the use of an FPGA. Although FPGAs are known for their speed due to parallel execution, their cost and power consumption is considered high when compared to low cost microcontrollers. Baptista et al. [@bib26], also used FPGA for implementing ANNs to predict the energy production of a photovoltaic system. The results show that the PV panel can be accurately modeled based on data from a nearby meteorological installation and the hardware implementation produces precise results. Algarín et al. [@bib27], implemented a low-cost maximum power point tracking system based on neural network inverse model controller. Results demonstrated that the proposed implemented model tracks the maximum power point of a PV panel in a more efficient way than the traditional P&O algorithm. Their main novelty was the use of the inverse neural network based on the low cost platform with a buck converter as a control device.

In summary, all previous studies have shown that most of the implementation tryouts tackled only one type of PV panels with no regard to different manufactured PV panels. In addition, these tryouts uses expensive systems, such as FPGAs. In this paper, we present a PV panel\'s output power model based on small artificial neural network. We also present a real and efficient hardware implementation of the model on low cost microcontroller. Moreover, we show that the used approach has the ability to model heterogeneous PV (HPV) panels\' output power with very high accuracy and fast response time. This allows the hardware implementation to be used as a module in a real-time PV panels monitoring system. The paper is organized as follows: section [2](#sec2){ref-type="sec"} discusses the mathematical model of the PV panel and presents the database used in this study. Section [3](#sec3){ref-type="sec"} provides the ANN architecture used to model the HPV panels; also, it describes the implementation of the HPV-ANN topology using the ATmega2560 microcontroller. Results and discussion are presented in section [4](#sec4){ref-type="sec"}. Finally, section [5](#sec5){ref-type="sec"} concludes the work.

2. Theory/Calculation {#sec2}
=====================

To design and evaluate the performance of a photovoltaic panel, an accurate PV model should predict reliable P-V characteristic curves under different operating conditions \[[@bib28], [@bib29]\]. Hence, the model used in this study is based on the dynamic PV model developed and validated in our previous work \[[@bib28], [@bib29], [@bib30]\]. The circuit, see [Fig. 1](#fig1){ref-type="fig"}, is mainly consisted of a photocurrent, diode, parallel resistor, and a series resistor. The photocurrent (***I***~***gc***~) is proportional to the light falling on the cell. The solar cell is not active, during darkness; it works as a diode [@bib31].Fig. 1Single diode PV cell equivalent circuit.Fig. 1

The current of the PV cell is model as shown in [Eq. (1)](#fd1){ref-type="disp-formula"} [@bib30]:$$I_{pv} = I_{gc} - I_{o}\left\lbrack {\exp\left( \frac{V_{pv} + I_{pv}R_{s}}{V_{t}} \right) - 1} \right\rbrack - \frac{V_{pv} + I_{pv}R_{s}}{R_{P}}$$

Where ***V***~***pv***~ and ***I***~***pv***~ are the output voltage (V) and current (A) of the solar cell, respectively, ***I***~***o***~ is the diode saturation currents (A), ***I***~***gc***~ is the photocurrent (A), ***R***~***p***~ is the shunt resistance (U), ***R***~***s***~ is the series resistance (U), and ***V***~***t***~ is the diode thermal voltage that can be given as shown in [Eq. (2)](#fd2){ref-type="disp-formula"} [@bib30]:$$V_{t} = \frac{aKBT_{C}}{q}$$

Where ***KB*** is Boltzmann\'s constant (1.38065e^−23^ J/K), ***a*** is the diode ideality factor that represents the components of diffusion current, ***q*** is the electron charge (1.60217e^−19^ C), and ***T***~***C***~ is the cell temperature (K). The proposed model \[[@bib28], [@bib29], [@bib30]\] is implemented as shown in [Fig. 2](#fig2){ref-type="fig"}.Fig. 2(a) Implementation of the PV model (b) Subsystem implementation of the PV model.Fig. 2

As mentioned previously, the performance of a PV model can be described as a function of solar radiation and ambient temperature. The daily average ambient temperature and solar radiation data for Nablus were collected from An-Najah Energy Research Center [@bib32].

The distribution of solar irradiation and ambient temperature throughout the day for Nablus is illustrated in [Fig. 3](#fig3){ref-type="fig"}.Fig. 3Solar radiation and temperature distributions during March 2016.Fig. 3

3. Model {#sec3}
========

The conversion efficiency of solar energy is related both to the early fault detection and optimal design of PV system. In this section, a simple, accurate, and fast evolutionary model is proposed for the power energy output forecasting of a heterogeneous PV panel based on artificial neural network using low cost microcontroller. This make the model adequate to be used as a module in heterogeneous PV panels power planning and real-time monitoring systems.

3.1. The proposed ANN topology {#sec3.1}
------------------------------

An artificial neural network is an adaptive system that changes its structure based on the information that flows through the network. Their ability to learn from experimental data makes neural networks very powerful and flexible than any other parametric techniques. Therefore, ANN have been used widely for solving classification problems in different application fields [@bib17].

The feedforward neural network was the first and simplest type of neural network developed. It consists of many connected processing nodes known as neurons. All these neurons carry out the same operation, as shown in [Fig. 4](#fig4){ref-type="fig"}. First, the neuron computes the weighted sum of the input signals (see [Equation 3](#fd3){ref-type="disp-formula"}). Then they apply the result to the activation function.$$X_{j} = \left\lbrack {\sum\limits_{i = 1}^{N}{x_{ij}w_{ij}}} \right\rbrack - b_{j}$$Fig. 4Schema of artificial neuron.Fig. 4

The activation function limits the output of the neuron, usually between the values \[-1, +1\] or \[0, 1\]. Each layer in a feedforward neural network has its own specific function. The most commons activate functions are the step function, the linear combination, and the sigmoid function [@bib33]. The topology of the proposed FFNN is shown in [Fig. 5](#fig5){ref-type="fig"}. The FFNN is used to model a heterogeneous PV panel output power and approximate the generated power.Fig. 5Architecture of FFNN.Fig. 5

As illustrated in [Fig. 5](#fig5){ref-type="fig"}, the proposed model composed of three layers. The first layer (input layer) consists of three input neurons, which are the cell temperature (***T***~***C***~), the solar radiation (***G***), and the cell\'s open circuit voltage (***V***~***OC***~) at a 1 kW/m^2^ and 25 °C. The middle layer (hidden layer) consists of five neurons, whose activation function is of the sigmoid type. The output layer consists of one neuron that is the PV power output, whose activation function is the linear function.

Once the supervised FFNN model is constructed, the training data are gathered and fed into the model. The FFNN is trained, by Levenberg Marquardt (LM) training algorithm \[[@bib28],[@bib33]\], to find the relationships between the training parameters. In LM algorithm, the processing element\'s thresholds and the interlayer connection weight are first initialized at small random values. Then a training patterns set is presented to the network. Each set consists of one output (***P***~***pv***~), and three inputs (***T***~***C***~, ***G***, and ***V***~***OC***~). A MatLab code is implemented to generate the PV power, by analyzing the non-linear characteristics of a validated PV model \[[@bib28], [@bib29], [@bib30]\]. The temperature and solar irradiance data are gathered from An-Najah Energy Research Center [@bib32]. Before getting start with training the FFNN, a training data set of 1960 cases were collected from two different PV panels; at different conditions. The training data were given repeatedly to the proposed model, and an adjustment was made after each iteration; if the real output is different from the desired output. The cell\'s ***V***~***OC***~ is used as a reference parameter to select between the two PV panels. [Table 1](#tbl1){ref-type="table"} shows the manufacturer specifications for two different PV panels under standard testing condition (STC).Table 1PV panels specification (1 kW/m^2^, 25 °C).Table 1Sharp\'s NUS0E3EAstronergy CHSM6610P-225*Maximum power (P~m~)*180 W*Maximum power (P~m~)*225 WVoltage at *Pm* (*V~amp~*)23.7 VVoltage at *Pm* (*V~amp~*)29.76 VCurrent at *Pm* (*I~amp~*)7.6 ACurrent at *Pm* (*I~amp~*)7.55 AOpen circuit voltage (*V~oc~*)30 VOpen circuit voltage (*V~oc~*)36.88 VShort circuit current (*I~sc~*)8.37 AShort circuit current (*I~sc~*)8.27 ATemp coefficient for *V~oc~*−104 mV/°CTemp coefficient for *V~oc~*−0.129 V/°CTemp coefficient for *I~sc~*+0.053%/°CTemp coefficient for *I~sc~*+0.052%/°C

3.2. Implementation on low cost microcontroller {#sec3.2}
-----------------------------------------------

The Heterogeneous PV ANN (HPV-ANN) topology was implemented using the ATmega2560 microcontroller. This microcontroller can be found on many kits including DIY Bare Minimum Mega 2560 and the famous Arduino mega 2560. The ATmega2560 [@bib34] is an 8-bit AVR RISC-based microcontroller which combines 256KB ISP flash program memory, 8KB SRAM, 4KB EEPROM, and 86 general purpose I/O lines. Many AVR microcontrollers including the ATmega2560 allows the usage of the program memory to store and access data. Although the ATmega2560 microcontroller is used in this implementation, other microcontrollers can be used even with less specifications. This is possible because the implementation methodology used in this paper does not require a powerful microcontroller but it requires a 64KB memory. However, even if such memory is not included inside a microcontroller, an external relatively cheap serial 64KB flash memory can be easily connected to virtually any microcontroller. We used the Atmel Studio 7.0 software to carry out our implementation. In the following subsections we will discuss how the HPV-ANN explained in section [3.1](#sec3.1){ref-type="sec"} was implemented using the ATmega2560 microcontroller.

### 3.2.1. The HPV-ANN layers implementation {#sec3.2.1}

The HPV-ANN, shown in [Fig. 5](#fig5){ref-type="fig"}, consists of three layers. The first layer is just an input layer to the middle layer. The middle layer consists of five neurons each performing the same operation but with different values, see [Fig. 4](#fig4){ref-type="fig"}. The neurons in the middle layer are the most processing extensive neurons in the HPV-ANN. Each neuron in the middle layer performs the calculations defined by the equations given by Eqs. [(4)](#fd4){ref-type="disp-formula"} and [(5)](#fd5){ref-type="disp-formula"}.$$Y_{j} = \frac{2}{1 + e^{- 2X_{j}}} - 1,\ \ \ \ \ \ \ \ \ \ \ \ \ \ \ where\ j = 1,2,3,4,5.\ and\ X_{j}\ is\ given\ by$$$$X_{j} = \left\lbrack {\sum\limits_{i = 1}^{3}x_{ij}w_{ij}} \right\rbrack - b_{j}\ ,\ \ where\ j = 1,2,3,4,5.$$

Using the training phase, which was carried out using MatLab, see section [3.1](#sec3.1){ref-type="sec"}, we calculated the constants $\mathbf{w}_{\mathbf{ij}}$ and $\mathbf{b}_{\mathbf{j}}$, which are shown in [Table 2](#tbl2){ref-type="table"}.Table 2Values for weights and biases in the hidden layer.Table 2NeuronWeight (*w*~*ij*~)Bias (*b*~j~)1w~11~ = −1.1763b~1~ = −4.2404w~21~ = 0.3765w~31~ = 3.69742w~12~ = 0.4883b~2~ = 2.2941w~22~ = 0.4777w~32~ = 2.66013w~13~ = 0.7049b3 = 1.4885w~23~ = 0.2171w~33~ = 2.13404w~14~ = 0.5709b~4~ = −2.6729w~24~ = 0.1614w~34~ = −3.1075w~15~ = 0.3174b~5~ = −4.8791w~25~ = −0.037w~35~ = 4.9545

Having in mind low cost microcontrollers, the middle layer was implemented according to the block diagram shown in [Fig. 6](#fig6){ref-type="fig"}.Fig. 6Block diagram shows how the HPV-ANN middle layer was implemented.Fig. 6

The implementation in [Fig. 6](#fig6){ref-type="fig"} uses an optimized memory mapped sigmoid method, discussed in [subsection 3.2.2](#sec3.2.2){ref-type="sec"}, which was developed solely for the sake of this implementation. This optimized method allows for fast calculation of P~pv~. The last layer in the HPV-ANN uses the values Y~1~ to Y~5~ calculated by the middle layer to calculate using the equation shown in [Eq. (7)](#fd7){ref-type="disp-formula"}.$$Z = \left\lbrack {\sum\limits_{j = 1}^{5}Y_{j}V_{j}} \right\rbrack + C_{1}$$$$P_{pv} = \ C_{2}\left( \frac{Z}{2} \right) + C_{3}$$

In the Eqs. [(6)](#fd6){ref-type="disp-formula"} and [(7)](#fd7){ref-type="disp-formula"} the constants V~1~, V~2~, V~3~, V~4~, V~5~, C~1~, C~2~, and C~3~ are found using the training phase, which was carried out using MatLab, see section [3.1](#sec3.1){ref-type="sec"}. The values of these constants are shown in [Table 3](#tbl3){ref-type="table"}.Table 3Constant values for the last HPV-ANN layer.Table 3ConstantValueConstantValueConstantValueV~1~0.2294V~4~1.8414C~2~260.6061V~2~0.1583V~5~2.0996C~3~0.03815V~3~0.5460C~1~−1.7459

### 3.2.2. The optimized sigmoid memory mapped implementation {#sec3.2.2}

Most of the calculations done inside the neurons, except for the sigmoid function, are simple functions involving simple arithmetic operations. For the HPV-ANN to be implemented on a low cost microcontroller, the sigmoid function need to be either simplified, estimated, or otherwise optimized in a way to allow for an implementation on a low cost microcontroller. Moreover, the calculation must be efficient with an acceptable fast response. This will enable the HPV-ANN hardware implementation to be included as a module in a real time hardware monitoring system for heterogeneous PV panels.

In our HPV-ANN implementation, the sigmoid function was analyzed for optimization. First, we see that the sigmoid function, shown in [Fig. 7](#fig7){ref-type="fig"}, is mirrored around the axis Y = -X. This allows us to implement only one part, namely the positive part, of the function. Any value from the other part of the function, the negative part, can be obtained by simply negate its corresponding mirrored positive value.Fig. 7The sigmoid function.Fig. 7

Second, we see that the output values of the positive part of the sigmoid function rage from 0 to 1 for input values range from 0 to 10. To fast evaluate the function on a low cost microcontroller, we implemented the positive part of the sigmoid function using memory mapped or look up table approach. The memory mapped approach requires storing the result of the function, ***Y***~***j***~ in [Eq. (4)](#fd4){ref-type="disp-formula"}, in memory locations addressed by the input of the function, ***X***~***j***~ in [Eq. (4)](#fd4){ref-type="disp-formula"}. However, the sigmoid function output is of type float. According to the IEEE-754 standard [@bib35], each floating point number requires 32-bit. Because the sigmoid function output is between 0 and 1, we need only to store fraction numbers. After performing some testing, based on the MatLab simulation and testing in section [3.1](#sec3.1){ref-type="sec"}, we noticed that the fraction number needs not to be more than four digits. This means that the output of the sigmoid function is a number that ranges from 0.0000 to 0.9999. Having that in mind, we can store the fraction without the decimal point in memory; that is store the numbers from 0000 to 9999. Whenever a result is obtained, we put back the decimal point. This way we reduce the bits needed to store each number from 32-bits to 14-bits. Noting that each memory location is 8-bit wide in most memories, two memory locations are required to store each number. However, for the sigmoid function the input value may range from 0.0000 to 9.9999. This requires to store 100000 number. Luckily, because we only need the output to have a precision of four digits, the sigmoid function output will converge to 1 when the input value is greater than 2.3999. This allows us to round the sigmoid function output to 1 for any input value greater than 2.3999. By doing that, the required memory size needed to store the output of the function is reduced to 48KB. The sigmoid function is further optimized by noticing that the output of the function is nearly linear when the input value is close to zero. Also, by noticing that many input values are mapped to the same output value. Moreover, to allow for fast access, the sigmoid function outputs are divided and stored in more than one bank. The algorithm used to calculate the sigmoid function is shown in [Fig. 8](#fig8){ref-type="fig"}.Fig. 8Memory mapped sigmoid function implementation.Fig. 8

4. Results & discussion {#sec4}
=======================

4.1. Multi-layer network {#sec4.1}
------------------------

A dataset, of 2800 cases, was obtained from two different PV panels, namely: Sharp\'s-NUS0E3E, and Astronergy-CHSM6610P. Each case is composed of three inputs (*G, T*~*C*~*, V*~*OC*~), and one output (*P*~*pv*~). The collected dataset was split randomly into three subsets. The size of each set is a percentage value of 70% for training, 15% for validation (to minimize overfitting), and 15% for testing.

During the training, a trial for finding the number of nodes in the hidden layer is evaluated. [Table 4](#tbl4){ref-type="table"} represents the training MSE and regression value for different numbers of hidden nodes for FFNN. Moreover, [Fig. 9](#fig9){ref-type="fig"} shows a graphical visualization of MSE and regression based on the number of nodes in the hidden layer.Table 4MSE and regression for FFNN.Table 4Number of neurons in hidden layerMSE trainRegression train20.250.99915730.230.99900540.1950.99977850.1790.99998760.1810.999978Fig. 9MSE and regression based on the number of nodes in the hidden layer.Fig. 9

According to the above figure and table ([Fig. 9](#fig9){ref-type="fig"}, [Table 4](#tbl4){ref-type="table"}), the best validation performance is when the hidden layer has five nodes.

After the training of the FFNN, discussed in Section [3.1](#sec3.1){ref-type="sec"}, the next step was to test the network for performance and to determine whether the actual results agree with the predicted ones. Using a set of actual 420 cases, the model input parameters were entered consecutively for each case and the predicted output was compared to the corresponding actual obtained PV power. [Fig. 10](#fig10){ref-type="fig"} shows a brief comparison between the predicated and real data under different condition.Fig. 10Comparison between the predicated and real data at different conditions.Fig. 10

As illustrated in [Fig. 10](#fig10){ref-type="fig"}, the level of accuracy is very high. [Fig. 11](#fig11){ref-type="fig"} presents the regression of the calculated data and the real data.Fig. 11FFNN regression of error (a) Training dataset (b) Testing dataset.Fig. 11

4.2. Implementation on microcontroller {#sec4.2}
--------------------------------------

The implementation was tested using the same input data set against the real data obtained from the PV panels, [Fig. 12](#fig12){ref-type="fig"}. The input data was entered using a mobile phone application connected through Bluetooth module to the ATmega2560 microcontroller. The results was probed back along with the processing time through the Bluetooth to the mobile application. Depending on the input data, the calculation time required to obtain a result varies from 0.8 ms to 1.1 ms. The variation in calculation time is due to the optimized implementation and of the sigmoid function, which is discussed in section [3.2.2](#sec3.2.2){ref-type="sec"}. For example if a specific input to the sigmoid function is located on the linear part of the sigmoid function, the output is calculated very fast. On the other hand, if that input is located on memory mapped part of the sigmoid function, more time will be needed depending on which bank and which location that output resides on. In either cases the best and worst time to obtain a result varies from 0.8 ms to 1.1 ms respectively.Fig. 12PV panels Power obtained from real PV panels against Power obtained from the microcontroller implementation.Fig. 12

[Fig. 12](#fig12){ref-type="fig"} shows the power obtained from real PV panels for 24 sample sets of I, T, and V. The x-axis shows the sample set number, the y-axis on the left shows the power obtained for each sample set. The right y-axis shows the time, in microsecond, required to get the result of each sample set using the module, which was implemented on ATmega2560 microcontroller. We can see that the results obtained by the implemented module are very close, if not the same, to the results obtained from the real PV panels. Each result requires an average calculation time of 0.9 ms with an error of less that ±0.1%.

5. Conclusions {#sec5}
==============

Power prediction for PV panels is needed for accurate power planning and monitoring. Hence, in this paper, we presented an efficient hardware implementation that models the output power of heterogeneous PV panels. The hardware implementation was made possible by developing a very small artificial neural network, which accurately modeled the output power of heterogeneous PV panels. The presented hardware model showed high accuracy and fast response time, which enables it to be included as a module in a real-time PV panels monitoring system.

The power of PV panels have been generated from an applied MatLab code, which analyses the output P-V characteristics of the validated PV model. Afterward, the estimated power and meteorological data have been used for training the proposed FFNN.

Simulation results were obtained by the implementation of the HPV-ANN topology using the ATmega2560 microcontroller. Result shows that the proposed module exhibits excellent performance under variable atmospheric conditions. The use of ANN allows the system to be easily updated to adapt for future PV systems. This is possible by updating the new weights after recalculating and offline training.
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