We obtain refined scales of decaying rates of operator semigroups on Hilbert spaces; more specifically, we show that the decaying rates of the orbits of these semigroups, typically in Baire's sense, depend on subsequences of time going to infinity. For normal semigroups, we use the Spectral Theorem to obtain optimal decaying rates.
Introduction and main results
There is a vast literature concerning the theory of stability for solutions of the abstract Cauchy problem   ẋ (t) = Ax(t), t > 0,
where A is the generator of a C 0 -semigroup (T (t)) t≥0 on a Hilbert space H; such theory has a very rich intersection with spectral theory, harmonic analysis, and numerous applications to partial differential equations. Actually, recently, great part of the interest in the study of stability of solutions of (1) comes from damped wave equations and other models (see [2, 3, 12, 15] and references therein). Consider, in particular, the damped wave equation u tt + a(x)u t − △u = 0 in R + × M,
where M is a smooth, compact, connected Riemannian manifold with boundary, a ∈ L ∞ (M ) and a ≥ 0. It is not hard to see that this equation can be rewritten as the abstract Cauchy
, with the operator A invertible, and generator of a non-analytic semigroup of contractions (T (t)) t≥0 (see [2] for details). We note that any estimate of the decaying rates of the semigroup is an estimate for the decaying rates of the energy of the system (since the natural norm on H corresponds to the energy of the system). This is a clear example of how the asymptotic theory of C 0 -semigroups can be applied to the study of concrete PDEs.
Refined scales of decay
Among the papers which are contributing to the recent progress of the asymptotic theory of C 0 -semigroups, one can highlight [2, 3, 12] . In these works, the strategy adopted consists in relating estimates on the norm of the resolvent of the generator to quantitative rates of convergence of the form
with lim t→∞ r(t) = 0. As is well known, this strategy has allowed numerous applications of the theory to PDEs; namely, the resolvent of the generator is often easier to compute than the semigroup. In this context, we refer to [1, 4, 5, 6, 8, 9] , among others.
We recall that a C 0 -semigroup (T (t)) t≥0 is (strongly) stable if, for each x ∈ H,
(T (t)) t≥0 is exponentially stable if T (t) B(H) = O(r(t)), with lim t→∞ r(t) = 0. The semigroup exponential growth bound is defined as
It is easy to see that if ω 0 (T ) = 0, then (T (t)) t≥0 is not exponentially stable. Hence, one cannot expect an uniform rate of decay for all solutions of the abstract Cauchy problem in (1) if the semigroup is stable but ω 0 (T ) = 0. Thus, quantitative rates of convergence as those in (2) can be considered satisfactory. However, we note that such rates may not correspond to the typical (in Baire's sense) asymptotic behaviour of the orbits of the semigroup (see Example 1.1 ahead).
Our main goal in this paper is to study the typical asymptotic behaviour of the orbits of stable C 0 -semigroups; in particular, we investigate the existence of orbits of stable C 0 -semigroups which have decaying rates depending on subsequences of time going to infinity.
In this direction, one has the following result.
Theorem 1.1. Let (T (t)) t≥0 be a bounded C 0 -semigroup on a Hilbert space H, with generator A, so that ω 0 (T ) = 0. Suppose that Then,
is a dense G δ set in H.
Consider now the following result. to infinity, and a polynomially fast decaying rate for another one. There are in the literature numerous examples of bounded C 0 -semigroups satisfying these assumptions (see [2, 3, 12] and references therein).
As mentioned above, Theorem 1.1 gives sufficient conditions for a bounded C 0 -semigroup to present orbits with distinct decaying rates. So, if these conditions are met, we would like to know if such rates are optimal. We note that since α, in the statement of Theorem 1.1, can be chosen arbitrarily, this question is reduced to the growth of β. In this work, we answer this question for the class of normal semigroups, thanks to a powerful tool, namely the Spectral Theorem.
Suppose that {R(λ) > 0 : λ ∈ C} =: C + ⊂ ̺(N ). Then, by the functional calculus, one has that (e tN ) t≥0 := (g t (N )) t≥0 is a C 0 -semigroup of contractions generated by N so that, for every t ≥ 0, e tN is a normal operator. It is known that every normal C 0 -semigroup of contractions is of this form [13] . Suppose that (e tN ) t≥0 is stable. Then,
is a dense G δ set in H. Moreover, the assumption on β is optimal, that is, β can not be chosen with growth faster than sub-exponential.
Remark 1.1. We note that for each N satisfying the hypotheses of Theorem 1.3, the set G N (α, β) has empty interior (see relation (9) in the proof of Theorem 1.3); so it is always a proper subset of H. 
where
It is easy to see that M ϕ is a normal operator and σ(M ϕ ) = {− 1 ln y − iy, y ≥ 2}, which implies that sup{R(λ) : λ ∈ σ(M ϕ )} = 0. Moreover, it is possible show that
(see Example 5.2 in [2] ). We note that M ϕ satisfies the hypotheses of Theorem 1.3. Thus, although in this case, by (3), all classical solutions of (1) do go to zero with sub-exponential rate, typically, the orbits of this semigroup do not have this asymptotic behaviour. Namely, by Theorem 1.3, typically each orbit goes arbitrarily slow to zero for some subsequence of time going to infinity and sub-exponentially fast for another.
We recall that if N is a normal operator in a Hilbert space H, then N can be written as N = N R + iN I , where N R and N I are self-adjoint operators and N R N I = N I N R . Next, we present a new spectral characterization of (strong) stability of normal semigroups. Namely, by the functional calculus [14] , it is found, for each x ∈ H, ||x|| H = 1, that
(the spectral measure µ 
with N R ≤ 0. Thus, if x ∈ kernel(N R ) ⊥ , then, by dominated convergence, Recall that a C 0 -semigroup (T (t)) t≥0 is weakly stable if it converges to zero as t → ∞ in the weak operator topology. We need the following 
Proof (Theorem 1.1). Since, for each t ≥ 0, the mapping
is continuous, it follows that, for each k ≥ 1 and each n ≥ 1, the set
is open, from which it follows that
is a G δ set in H is completely analogous; we, therefore, omit it.
Since, by hypothesis (H1), G A (β) ⊃ D(A) is dense and, therefore, a dense G δ in H, one just needs to show that G A (α) is dense in H. We note that, by Theorem 2.1, there exists x 0 ∈ H such that x 0 H ≤ 1 and, for each t ≥ 0,
So, given x ∈ H, suppose now that, for each k ≥ 1, there exists a sequence t j → ∞ so that, for each j,
otherwise, it follows from (5) that x ∈ G A (α). Then, define, for each k ≥ 1,
It is clear that x k → x in H. Moreover, by (6) , for each k ≥ 1 and each j,
Thus, by combining (5) and (7) one has, for each k ≥ 1,
This shows that x ∈ G A (α), concluding the proof of the theorem.
Proofs of Theorems 1.3 and 1.4
Proof (Theorem 1.3). Since sup{R(λ) : λ ∈ σ(N )} = 0 and σ(N ) ⊂ σ(N R ) × σ(N I ) (for details see [14] ), one has that 0 ∈ σ(N R ). Therefore, by (4), one can assume without loss of generality that N is a self-adjoint operator and 0 ∈ σ(N ) ⊂ R − , which implies that, by Proposition A.1, (e tN ) t≥0 is not exponentially stable.
We note that, by the arguments presented in the proof of Theorem 1.1, one only needs to prove that
is dense in H. So, given x ∈ H, define, for each k ≥ 1,
where P N ((−∞, −1/k) ∪ {0} ∪ (1/k, ∞)) represents the spectral resolution of N over the
stable, it follows that P N ({0}) = 0. Namely, since, by the Spectral Theorem and dominated convergence, for each x ∈ H, one has 
which shows that G N (β) is dense in H.
It remains to prove that the assumption on β is optimal. So, if x ∈ H is such that there
It follows from the Spectral Theorem and Jensen's inequality that 1 e tN x 2
Therefore, for each x ∈ G, e tN x H vanishes slower than exponential as t → ∞. This shows that the assumption on β is optimal.
Proof (Theorem 1.4). Again, by (4), we assume without loss of generality that N is a selfadjoint operator, and N ≤ 0.
Case 1: It is a direct consequence of Proposition A.1.
Case 2:
It is a consequence of Theorem 1.3 and from fact that (e tN ) t≥0 is stable if, and only if, 0 is not an eigenvalue of N .
Case 3: If there exists x ∈ H such that lim t→∞ e tN x 2 = µ N x ({0}) > 0, then it is obvious that 0 is an eigenvalue of N . Therefore, it remains to prove that, generically in H, each orbit of (e tN ) t≥0 does not converge to zero if 0 is an eigenvalue of N . Since, for each t ≥ 0, the mapping
is continuous, it follows that
Now, given x ∈ H, write x = x 1 + x 2 , with x 1 ∈ Span{x 0 } ⊥ and x 2 ∈ Span{x 0 }, where
x 0 , with x 0 H = 1, is an eigenvector of N associated with the eigenvalue 0. If x 2 = 0, then
from which it follows that lim t→∞ e tN x H > 0. Now, if x 2 = 0, define, for each k ≥ 1,
It is clear that x k → x. Moreover, by the previous arguments, one has, for each k ≥ 1,
Thus, F N is dense and, therefore, a dense G δ in H.
A Appendix
For the convenience of the reader, we include this appendix where we prove some auxiliary results. By employing the Spectral Theorem, we begin presenting a new (and simpler) proof, for normal operators, of a well-known general characterization of exponential stability for C 0 -semigroups of contractions due to Prüss [11] .
Proposition A.1. Let N be a normal operator so that C + ⊂ ̺(N ). Then, (e tN ) t≥0 is exponentially stable if, and only if, 0 ∈ σ(N R ).
We present below a simpler proof of Proposition A.1. This comes from the fact that N is also a normal operator, and then one can use the Spectral Theorem.
Proof (Proposition A.1). By (4), we may assume, without loss of generality, that N is a self-adjoint operator, and N ≤ 0.
Assume that (e tN ) t≥0 is exponentially stable. Then, there exist constants C > 0 and a > 0 such that, for each t ≥ 0,
this implies that, for each x ∈ H, and each t ≥ 0,
Thus, for each x ∈ H, each t ≥ 0, and each 0 < δ < 1,
and, therefore,
by letting t → ∞ in (10), we obtain
This shows that σ(N ) ⊂ (−∞, −a); in particular, 0 ∈ σ(N ). Conversely, suppose that 
lim sup
We note that this new characterization of the pointwise lower and upper scaling exponents of µ brings some advantages. Namely, since the function f (w) = R e −2t|w−y| dµ(y)
is more regular than the function g(w) = µ(B(w, ǫ)), this characterization allows a better manipulation of these exponents. Although natural for specialists, we did not find a proof of this result in the literature. thus, given an arbitrary α > 0, there exists t α > 0 so that, for any t > t α , µ(B(w,
By combining this inequality with (13) (taking δ = since α > 0 is arbitrary, the result follows.
