Abstract. We investigate a version of the Phragmén-Lindelöf theorem for solutions of the equation ∆ ∞ u = 0 in unbounded convex domains. The method of proof is to consider this infinity harmonic equation as the limit of the p-harmonic equation when p tends to ∞.
Introduction
In this note we study the growth rate of infinity harmonic functions without any restriction on the sign and, in particular, consider the validity of the Phragmén-Lindelöf type theorem for the infinity harmonic equation in unbounded convex domains of R n , n ≥ 2, with non-empty boundary. For more information and background on the equation (1.1) we refer to [1] , [2] , and [5] . The classical Phragmén-Lindelöf theorem [12] concerns the growth of a subharmonic function u in an unbounded sector in the plane. Suppose that D is a plane sector of angle π/α with vertex at the origin. The theorem states that if u is non-positive on the boundary of D and admits a positive value in D, then an asymptotic growth condition M(r) = sup x∈D∩B(0,r)
u(x) r α holds as r tends to ∞. Following Bhattacharya et al. [5] and Lindqvist-Manfredi [11] our approach is to approximate the equation in (1.1) by the p-harmonic equation,
and let p grow to ∞. Several versions and extensions of Phragmé-Lindelöf theorem to solutions of nonlinear elliptic equations and inequalities on unbounded domains of R n can be found in the literature. To give a few references, we refer to [6] , [9] , [10] , and [7] as well as to the references in these papers.
Our Phragmén-Lindelöf type theorem for infinity harmonic functions, the main result in this note, is stated in Theorem 2.4. Let us mention the related paper [3] , see also [4] , where the author investigates non-negative solutions to (1.1) on the half-space and on the exterior of the closed unit ball. It was shown that if a non-negative solution u vanishes continuously on the hyperplane {x ∈ R n : x n = 0}, then either u does not grow at all or u is affine. However, the restriction on the sign is crucial in [3] for obtaining the estimates on growth rates.
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Phragmén-Lindelöf principle
Let D be a unbounded convex domain of R n , n ≥ 2, with non-empty boundary ∂D. An open ball centered at x and of radius r is written as B(x, r) or, for brevity, as B r , and we write the closure of a ball as B(x, r) or B r . The oscillation sup B(x,r) u − inf B(x,r) u of a function u on B(x, r) is written as osc(u; B(x, r)).
We interpret a non-divergence form equation (1.1) in the viscosity sense. An upper semicontinuous function u is said to be ∞-subharmonic in D if, for every x 0 ∈ D and every ϕ ∈ C 2 (D) such that u − ϕ has a local maximum at x 0 , we have
In what follows, φ : R → R shall be a convex function satisfying the following conditions: there exists a sub-interval I of R such that
The following estimate is straightforward to verify but for the sake of completeness we shall provide a proof. Our proof is rather similar to the argument in the proof of the main theorem in [11] . In [11] a logarithmic function is considered instead of a general convex function φ.
Lemma 2.1. Let u be a ∞-harmonic function in D. Suppose that the conditions in (C-1)-(C-4) are valid for a convex function φ : I → R. Then for every B r ⊂ G and 0 < δ < 1 we have the estimate
Proof. Let us suppose that u p is p-harmonic in D. Then for every B r ⊂ D we have the inequality
is non-negative. The inequality in (2.3) can be easily verified by testing with the function η(x) = φ ′ (u p (x)) p−1 ξ p (x) in the weak formulation of the p-Laplace equation (1.2) and using the conditions (C-1)-(C-3) for the function φ as well as the Hölder inequality:
For the proof of Theorem 2.4 it shall be important to know that the inequality in (2.3) holds also for p-subsolutions of the p-Laplace equation (1.2) by an analogous argument. By the results in [5] and [8] , and reasoning as in [11] , we can conclude the following: there exists a sequence p j of p j -harmonic functions u p j such that u p j → u in C α (B r ) for any α ∈ [0, 1), and u p j ⇀ u in W 1,m (B r ) for any finite m as p j → ∞.
3
Fix m ≥ n. Then for any p > m, we have
By the aforementioned convergence result and the condition (C-4) for the function φ it is straightforward to check that ∇φ(u p ) converges weakly in L m (B r ) to ∇φ(u) as p → ∞. In conclusion, we may justify, by first letting p → ∞ and then m → ∞, that we obtain the inequality in (2.2) by choosing ξ to be a suitable radial test function.
The following result on the growth of infinity harmonic functions is the main result of this note. We remind the reader that there is no restriction on the sign of an ∞-harmonic function u in D. 
where the number α depends only on n and κ 0 , and has the expression
Here C is a positive constant depending only on n. In particular, α → ∞ as κ 0 → 0.
Proof. Our goal is to prove the following oscillation inequality
from which the assertion follows by iterating. The constant 0 < θ < 1 shall depend only on n and κ 0 . Let x 0 ∈ ∂D be fixed. We may apply a result in [5] since the boundary of the set D ∩ B(x 0 , R), R > 0, satisfies the cone property. Hence, by [5] there exists a sequence p j of p j -harmonic functions u p j such that u p j | ∂D = u| ∂D = 0 and u p j → u in C α (D ∩ B(x 0 , R)) for any α ∈ [0, 1) and u p j ⇀ u in W 1,m (D ∩ B(x 0 , R)) for any finite m as p j → ∞. Up to the pointwise estimate in (2.6) the main part of our proof is analogous to the proof of Lemma 2.1. We next consider the sequence of cut-off functions max{u p j , 0} which still converges to max{u, 0} uniformly in C α (D ∩ B(x 0 , R)) and max{u p j , 0} is a non-negative p jsubsolution to the equation in (1.2). The a priori estimates in the proof of Lemma 2.1 hold for the functions in the sequence. Let δ > 0 be small enough. The function max{u p j (x) − δ, 0} is a p j -subsolution to the equation in (1.2) in D ∩ B(x 0 , 4r). We define the functions
from which the latter is a non-negative p j -subsolution to (1.2) in the ball B(x 0 , 4r). Then well known a priori estimates for non-negative subsolutions imply that there exists a subsequence such that h 4r) ) and, moreover, that h p j is a non-negative p j -subsolution in B(x 0 , 4r).
Let us now fix any ε > 0 and define the function
The function φ is convex, φ(0) = 0, satisfies the conditions (C-1)-(C-3), and the condition (C-4) is valid since sup φ ′ (t) ≤ 1/ε. We consider the non-negative p j -subsolution h p j to the equation in (1.2) on B(x 0 , 4r). By letting p j → ∞ and proceeding as in the proof of Lemma 2.1 we have the following pointwise estimate for almost any x ∈ D ∩ B(x 0 , 2r), and eventually for almost every x ∈ B(x 0 , 2r) since the function h defined below is constant in B(x 0 , 4r) \ D,
The function h is ∞-subharmonic in D ∩ B(x 0 , 4r) but not necessarily ∞-harmonic as u need not be positive in D (cf. Lemma 2.1).
Integrating the estimate in (2.6) over the ball B(x 0 , 2r) we obtain
where C depends only on n.
The ∞-harmonic function u is known to be monotone in the sense of Lebesgue [8] . Since the composite function φ • h can also be seen to be monotone we have osc(φ(h); ∂B r ) = osc(φ(h); B r ).
Hence, by applying the well-known Gehring-Mostow oscillation lemma for monotone functions we obtain the inequality (osc(φ(h); B(x 0 , r))) n log 2r
where C is a positive constant depending on n. In conclusion, since the composite function φ(h) is non-negative and vanishes at some point, we obtain sup
where C is a positive constant depending on n only. Letting ε ց 0, we obtain the desired oscillation inequality
We iterate the preceding inequality to get for any ν ∈ N M(4 ν r) ≥ 4 ν r r (3) In the preceding proof, an oscillation lemma due to Gehring and Mostow can be replaced with Morrey's lemma for p > n. In this case monotonicity is not used. Moreover, the estimate in Lemma 2.1 suggests a possibility to avoid both of these oscillation estimates and instead work directly at the L ∞ -level. We did not pursue this approach here.
