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Abstract
In this paper, we study the Kurdyka- Lojasiewicz (KL) exponent, an important quantity for analyzing
the convergence rate of first-order methods. Specifically, we develop various calculus rules to deduce the
KL exponent of new (possibly nonconvex and nonsmooth) functions formed from functions with known
KL exponents. In addition, we show that the well-studied Luo-Tseng error bound together with a mild
assumption on the separation of stationary values implies that the KL exponent is 1
2
. The Luo-Tseng error
bound is known to hold for a large class of concrete structured optimization problems, and thus we deduce
the KL exponent of a large class of functions whose exponents were previously unknown. Building upon
this and the calculus rules, we are then able to show that for many convex or nonconvex optimization
models for applications such as sparse recovery, their objective function’s KL exponent is 1
2
. This includes
the least squares problem with smoothly clipped absolute deviation (SCAD) regularization or minimax
concave penalty (MCP) regularization and the logistic regression problem with `1 regularization. Since
many existing local convergence rate analysis for first-order methods in the nonconvex scenario relies on
the KL exponent, our results enable us to obtain explicit convergence rate for various first-order methods
when they are applied to a large variety of practical optimization models. Finally, we further illustrate
how our results can be applied to establishing local linear convergence of the proximal gradient algorithm
and the inertial proximal algorithm with constant step-sizes for some specific models that arise in sparse
recovery.
1 Introduction
Large-scale nonsmooth and nonconvex optimization problems are ubiquitous in machine learning and data
analysis. Tremendous efforts have thus been directed at designing efficient algorithms for solving these prob-
lems. One popular class of algorithms is the class of first-order methods. These methods are noted for their
simplicity, ease-of-implementation and relatively (often surprisingly) good performance; some notable examples
include the proximal gradient algorithm, the inertial proximal algorithms and the alternating direction method
of multipliers, etc. Due to the excellent performance and wide applicability of first-order methods, their con-
vergence behaviors have been extensively studied in recent years; see, for example, [1, 2, 3, 10, 19, 20, 24, 26, 35]
and references therein. Analyzing the convergence rate of first-order methods is an important step towards a
better understanding of existing algorithms, and is also crucial for developing new optimization models and
numerical schemes.
As demonstrated in [2, Theorem 3.4], the convergence behavior of many first-order methods can be un-
derstood using the celebrated Kurdyka- Lojasiewicz (KL) property and its associated KL exponent; see Defi-
nitions 2.2 and 2.3. The KL property and its associated KL exponent have their roots in algebraic geometry,
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and they describe a qualitative relationship between the value of a suitable potential function (depending on
the optimization model and the algorithm being considered) and some first-order information (gradient or sub-
gradient) of the potential function. The KL property has been applied to analyzing local convergence rate of
various first-order methods for a wide variety of problems by many researchers; see, for example, [2, 16, 24, 43].
In these studies, a proto-typical theorem on convergence rate takes the following form:
Prototypical result on convergence rate. For a certain algorithm of interest, consider a suitable potential
function. Suppose that the potential function satisfies the KL property with an exponent of α ∈ [0, 1), and that
{xk} is a bounded sequence generated by the algorithm. Then the following results hold.
(i) If α = 0, then {xk} converges finitely.
(ii) If α ∈ (0, 12 ], then {xk} converges locally linearly.
(iii) If α ∈ ( 12 , 1), then {xk} converges locally sublinearly.
While this kind of convergence results is prominent and theoretically powerful, for the results to be fully
informative, one has to be able to estimate the KL exponent. Moreover, in order to guarantee a local linear
convergence rate, it is desirable to be able to determine whether a given model has a KL exponent of at most
1
2 , or be able to construct a new model whose KL exponent is at most
1
2 if the old one does not have the
desired KL exponent.
However, as noted in [31, Page 63, Section 2.1], the KL exponent of a given function is often extremely
hard to determine or estimate. There are only few results available in the literature concerning explicit KL
exponent of a function. One scenario where an explicit estimate of the KL exponent is known is when the
function can be expressed as the maximum of finitely many polynomials. In this case, it has been shown in [23,
Theorem 3.3] that the KL exponent can be estimated explicitly in terms of the dimension of the underlying
space and the maximum degree of the involved polynomials. However, the derived estimate grows rapidly
with the dimension of the problem, and so, leads to rather weak sublinear convergence rate. It is only until
recently that a dimension-independent KL exponent of convex piecewise linear-quadratic functions is known,
thanks to [7, Theorem 5] that connects the KL property and the concept of error bound1 for convex functions.
In addition, a KL exponent of 12 is only established in [27] very recently for a class of quadratic optimization
problems with matrix variables satisfying orthogonality constraints. Nevertheless, the KL exponent of many
common optimization models, such as the least squares problem with smoothly clipped absolute deviation
(SCAD) regularization [14] or minimax concave penalty (MCP) regularization [45] and the logistic regression
problem with `1 regularization [39], are still unknown to the best of our knowledge. In this paper, we attempt
to further address the problem of determining the explicit KL exponents of optimization models, especially
for those that arise in practical applications.
The main contributions of this paper are the rules for computing explicitly the KL exponent of many
(convex or nonconvex) optimization models that arise in applications such as statistical machine learning. We
accomplish this via two different means: studying calculus rules and building connections with the concept
of Luo-Tseng error bound; see Definition 2.1. The Luo-Tseng error bound was used for establishing local
linear convergence for various first-order methods, and was shown to hold for a wide range of problems; see,
for example, [28, 29, 30, 40, 41, 46] for details. This concept is different from the error bound studied in [7]
because the Luo-Tseng error bound is defined for specially structured optimization problems and involves first-
order information, while the error bound studied in [7] does not explicitly involve any first-order information.
The different nature of these two concepts was also noted in [7, Section 1], in which the Luo-Tseng error bound
was referred as “first-order error bound”.
In this paper, we first study various calculus rules for the KL exponent. For example, we deduce the KL
exponent of the minimum of finitely many KL functions, the KL exponent of the Moreau envelope of a convex
KL function, and the KL exponent of a convex objective from its Lagrangian relaxation, etc., under suitable
assumptions. This is the context of Section 3. These rules are useful in our subsequent analysis of the KL
1This notion is different from the Luo-Tseng error bound to be discussed in Definition 2.1.
2
exponent of concrete optimization models that arise in applications. Next, we show that if the Luo-Tseng
error bound holds and a mild assumption on the separation of stationary values is satisfied, then the function
is a KL function with an exponent of 12 . This is done in Section 4. Upon making this connection, we can
now take advantage of the relatively better studied concept of Luo-Tseng error bound, which is known to
hold for a wide range of concrete optimization problems; see, for example, [28, 29, 30, 40, 41, 46]. Hence, in
Section 5, building upon the calculus rules and the connection with Luo-Tseng error bound, we show that many
optimization models that arise in applications such as sparse recovery have objectives whose KL exponent is
1
2 ; this covers the least squares problem with smoothly clipped absolute deviation (SCAD) [14] or minimax
concave penalty (MCP) [45] regularization, and the logistic regression problem with `1 regularization [39]. In
addition, we also illustrate how our result can be used for establishing linear convergence of some first-order
methods, such as the proximal gradient algorithm and the inertial proximal algorithm [35] with constant
step-sizes. Finally, we present some concluding remarks in Section 6.
2 Notation and preliminaries
In this paper, we use Rn to denote the n-dimensional Euclidean space, equipped with the standard inner
product 〈·, ·〉 and the induced norm ‖ · ‖. The closed ball centered at x ∈ Rn with radius r is denoted by
B(x, r). We denote the nonnegative orthant by Rn+, and the set of n × n symmetric matrices by Sn. For a
vector x ∈ Rn, we use ‖x‖1 to denote the `1 norm and ‖x‖0 to denote the number of entries in x that are
nonzero (“`0 norm”). For a (nonempty) closed set D ⊆ Rn, the indicator function δD is defined as
δD(x) =
{
0 if x ∈ D,
∞ otherwise.
In addition, we denote the distance from an x ∈ Rn to D by dist(x,D) = infy∈D ‖x − y‖, and the set of
points in D that achieve this infimum (the projection of x onto D) is denoted by ProjD(x). The set ProjD(x)
becomes a singleton if D is a closed convex set. Finally, we write riD to represent the relative interior of a
closed convex set D.
For an extended-real-valued function f : Rn → [−∞,∞], the domain is defined as dom f = {x : f(x) <∞}.
Such a function is called proper if it is never −∞ and its domain is nonempty, and is called closed if it is lower
semicontinuous. For a proper function f : Rn → (−∞,∞], we let z f→ x denote z → x and f(z)→ f(x). The
regular subdifferential of a proper function f [38, Page 301, Definition 8.3(a)] at x ∈ dom f is given by
∂̂f(x) :=
{
v ∈ Rn : lim inf
z→x,z 6=x
f(z)− f(x)− 〈v, z − x〉
‖z − x‖ ≥ 0
}
.
The (limiting) subdifferential of a proper function f [38, Page 301, Definition 8.3(b)] at x ∈ dom f is then
defined by
∂f(x) :=
{
v ∈ Rn : ∃xt f→ x, vt → v with vt ∈ ∂̂f(xt) for each t
}
. (1)
By convention, if x /∈ dom f , then ∂f(x) = ∂̂f(x) = ∅. We also write dom ∂f := {x ∈ Rn : ∂f(x) 6= ∅}.
It is well known that when f is continuously differentiable, the subdifferential (1) reduces to the gradient of
f denoted by ∇f ; see, for example, [38, Exercise 8.8(b)]. Moreover, when f is convex, the subdifferential
(1) reduces to the classical subdifferential in convex analysis; see, for example, [38, Proposition 8.12]. The
limiting subdifferential enjoys rich and comprehensive calculus rules and has been widely used in nonsmooth
and nonconvex optimization [33, 38]. We also define the limiting (resp. regular) normal cone of a closed set S
at x ∈ S as NS(x) = ∂δS(x) (resp. N̂S(x) = ∂̂δS(x)) where δS is the indicator function of S. A closed set S
is called regular at x ∈ S if NS(x) = N̂S(x) (see [38, Definition 6.4]), and a proper closed function f is called
regular at x ∈ dom f if its epigraph epif is regular at the point (x, f(x)) ∈ epi f (see [38, Definition 7.25]).
Finally, we say that x is a stationary point of proper closed function f if 0 ∈ ∂f(x). It is known that any local
minimizer of f is a stationary point; see, for example, [38, Theorem 10.1].
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For a proper closed convex function P , the proximal mapping at any z is defined as
proxP (z) = arg min
x∈Rn
{
P (x) +
1
2
‖x− z‖2
}
,
where arg min denotes the unique minimizer of the optimization problem min
x
{P (x) + 12‖x − z‖2}.2 This
mapping is nonexpansive, i.e., for any y and z, we have
‖proxP (y)− proxP (z)‖ ≤ ‖y − z‖; (2)
see, for example, [36, Page 340]. Moreover, it is routine to show that x = proxP (z) if and only if z ∈ x+∂P (x).
The following property is defined for proper closed functions of the form f = h + P , where h is a proper
closed function with an open domain, and is continuously differentiable with a locally Lipschitz continuous
gradient on domh, and P is proper closed convex. Recall that for this class of functions, we have x¯ ∈ X if and
only if x¯ = proxP (x¯−∇h(x¯)), where X denotes the set of stationary points of f . Indeed, we have
x¯ ∈ X ⇐⇒ 0 ∈ ∂(h+ P )(x¯) (i)⇐⇒ 0 ∈ ∇h(x¯) + ∂P (x¯)⇐⇒ x¯−∇h(x¯) ∈ x¯+ ∂P (x¯)⇐⇒ x¯ = proxP (x¯−∇h(x¯)),
where (i) follows from [38, Exercise 8.8(c)].
Definition 2.1. (Luo-Tseng error bound)3 Let X be the set of stationary points of f . Suppose that X 6= ∅.
We say that the Luo-Tseng error bound 4 holds if for any ζ ≥ inf f , there exist c,  > 0 so that
dist(x,X ) ≤ c‖proxP (x−∇h(x))− x‖ (3)
whenever ‖proxP (x−∇h(x))− x‖ <  and f(x) ≤ ζ.
It is known that this property is satisfied for many choices of h and P , and we refer to [28, 29, 30, 40, 41, 46]
and references therein for more detailed discussions. This property was used for establishing local linear
convergence of various first-order methods applied to minimizing f = h+ P .
Recently, the following property was also used extensively for analyzing convergence rate of first-order
methods, mainly for possibly nonconvex objective functions; see, for example, [2, 3].
Definition 2.2. (KL property & KL function) We say that a proper closed function f has the Kurdyka-
 Lojasiewicz (KL) property at x¯ ∈ dom ∂f if there exist a neighborhood N of x¯, ν ∈ (0,∞] and a continuous
concave function ψ : [0, ν)→ R+ with ψ(0) = 0 such that:
(i) ψ is continuously differentiable on (0, ν) with ψ′ > 0;
(ii) for all x ∈ N with f(x¯) < f(x) < f(x¯) + ν, one has
ψ′(f(x)− f(x¯)) dist(0, ∂f(x)) ≥ 1.
A proper closed function f satisfying the KL property at all points in dom ∂f is called a KL function.
In this paper, we are interested in the KL exponent, which is defined [2, 3] as follows.
Definition 2.3. (KL exponent) For a proper closed function f satisfying the KL property at x¯ ∈ dom ∂f ,
if the corresponding function ψ can be chosen as ψ(s) = c s1−α for some c > 0 and α ∈ [0, 1), i.e., there exist
c,  > 0 and ν ∈ (0,∞] so that
dist(0, ∂f(x)) ≥ c(f(x)− f(x¯))α (4)
2This problem has a unique minimizer because the objective is proper closed and strongly convex. For a general optimization
problem min
x
f(x), we use Arg min f to denote the set of minimizers, which may be empty, a singleton or may contain more than
one point.
3We adapt the definition from [41, Assumption 2a].
4This is referred as first-order error bound in [7, Section 1].
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whenever ‖x − x¯‖ ≤  and f(x¯) < f(x) < f(x¯) + ν, then we say that f has the KL property at x¯ with an
exponent of α. If f is a KL function and has the same exponent α at any x¯ ∈ dom ∂f , then we say that f is
a KL function with an exponent of α. 5
This definition encompasses broad classes of function that arise in practical optimization problems. For
example, it is known that if f is a proper closed semi-algebraic function [3], then f is a KL function with a
suitable exponent α ∈ [0, 1). As established in [2, Theorem 3.4] and many subsequent work, KL exponent has
a close relationship with the rate of convergence of many commonly used optimization methods.
Before ending this section, we state two auxiliary lemmas. The first result is an immediate consequence
of the fact that the set-valued mapping x 7→ ∂f(x) is outer semicontinuous (with respect to the f -attentive
convergence, i.e., y
f→ x; see [38, Proposition 8.7]), and can be found in [2, Remark 4 (b)]. This result will be
used repeatedly at various places in our discussion below. We include a proof for self-containedness.
Lemma 2.1. Suppose that f is a proper closed function, x¯ ∈ dom ∂f and 0 /∈ ∂f(x¯). Then, for any α ∈ [0, 1),
f satisfies the KL property at x¯ with an exponent of α.
Proof. Fix any α ∈ [0, 1). Since 0 /∈ ∂f(x¯) and ∂f(x¯) is nonempty and closed, it follows that dist(0, ∂f(x¯))
is positive and finite. Define η := 12dist(0, ∂f(x¯)) > 0. We claim that there exists  ∈ (0, 1) so that
dist(0, ∂f(x)) > η whenever ‖x− x¯‖ ≤  and f(x¯) < f(x) < f(x¯) + .
Suppose for the sake of contradiction that this is not true. Then there exists a sequence {xk} with xk → x¯
and f(xk)→ f(x¯) so that
dist(0, ∂f(xk)) ≤ η.
In particular, there exists a sequence {ξk} satisfying ξk ∈ ∂f(xk) and ‖ξk‖ ≤ η. By passing to a subsequence
if necessary, we may assume without loss of generality that ξk → ξ¯ for some ξ¯, and we have ξ¯ ∈ ∂f(x¯), thanks
to [38, Proposition 8.7]. But then we have 2η = dist(0, ∂f(x¯)) ≤ ‖ξ¯‖ ≤ η, a contradiction. Thus, there exists
 ∈ (0, 1) so that dist(0, ∂f(x)) > η whenever ‖x− x¯‖ ≤  and f(x¯) < f(x) < f(x¯) + .
Using this, we see immediately that
η(f(x)− f(x¯))α ≤ η < dist(0, ∂f(x))
whenever ‖x − x¯‖ ≤  and f(x¯) < f(x) < f(x¯) + , showing that f satisfies the KL property at x¯ with an
exponent of α. This completes the proof.
The second result concerns the equivalence of “norms”, whose proof is simple and is omitted.
Lemma 2.2. Let t > 0. Then there exist C1 ≥ C2 > 0 so that
C2‖a‖ ≤ (at1 + · · ·+ atm)
1
t ≤ C1‖a‖
for any a = (a1, . . . , am) ∈ Rm+ .
3 Calculus of the KL exponent
In this section, we discuss how the KL exponent behaves under various operations on KL functions. We briefly
summarize our results below. The required assumptions will be made explicit in the respective theorems.
(i) Exponent for min1≤i≤r fi given the exponents of fi for each i; see Theorem 3.1 and Corollary 3.1.
(ii) Exponent for g(F (x)) when the Jacobian of F is surjective, given the exponent of g; see Theorem 3.2.
(iii) Exponent for
∑m
i=1 fi(xi) given the exponents of fi for each i; see Theorem 3.3.
5In classical algebraic geometry, the exponent α is also referred as the  Lojasiewicz exponent.
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(iv) Exponent for the Moreau envelope of a convex KL function; see Theorem 3.4.
(v) Deducing the exponent from the Lagrangian relaxation for convex problems; see Theorem 3.5.
(vi) Exponent for a potential function used in the convergence analysis of the inertial proximal algorithm in
[35]; see Theorem 3.6.
(vii) Deducing the exponent of a partly smooth KL function by looking at its restriction on its active manifold;
see Theorem 3.7.
We shall make use of some of these calculus rules in Section 5 to deduce the KL exponent of some concrete
optimization models.
We start with our first result, which concerns the minimum of finitely many KL functions. This rule will
prove to be useful in Section 5. Indeed, as we shall see there, many nonconvex optimization problems that
arise in applications have objectives that can be written as the minimum of finitely many KL functions whose
exponents can be deduced from our results in Section 4; this includes some prominent and widely used NP-hard
optimization model problems, for example, the least squares problem with cardinality constraint [6].
Theorem 3.1. (Exponent for minimum of finitely many KL functions) Let fi, 1 ≤ i ≤ r, be proper
closed functions, f := min1≤i≤r fi be continuous on dom ∂f and x¯ ∈ dom ∂f ∩
(⋂
i∈I(x¯) dom ∂fi
)
, where
I(x¯) := {i : fi(x¯) = f(x¯)}. Suppose further that each fi, i ∈ I(x¯), satisfies the KL property at x¯ with an
exponent of αi ∈ [0, 1). Then f satisfies the KL property at x¯ with an exponent of α = max{αi : i ∈ I(x¯)}.
Proof. From the definition of I(x¯), we see that mini/∈I(x¯){fi(x¯)} > f(x¯). Since x 7→ mini/∈I(x¯){fi(x)} is lower
semicontinuous and the function f is continuous on dom ∂f , there exists η > 0 such that for all x ∈ dom ∂f
with ‖x− x¯‖ ≤ η, we have
min
i/∈I(x¯)
{fi(x)} > f(x).
Thus, whenever x ∈ dom ∂f and ‖x− x¯‖ ≤ η, we have I(x) ⊆ I(x¯).
Next, using f(x) = min1≤i≤r{fi(x)} and the subdifferential rule of the minimum of finitely many functions
[32, Theorem 5.5], we obtain for all x ∈ dom ∂f that
∂f(x) ⊆
⋃
i∈I(x)
∂fi(x). (5)
On the other hand, by assumption, for each i ∈ I(x¯), there exist i, ci, νi > 0 such that for all x ∈ dom ∂fi
with ‖x− x¯‖ ≤ i and fi(x¯) < fi(x) < fi(x¯) + νi, one has
dist(0, ∂fi(x)) ≥ ci
(
fi(x)− fi(x¯)
)αi
. (6)
Let c = mini∈I(x¯) ci,  = min{η,mini∈I(x¯) i} and ν = mini∈I(x¯){1, νi}. Take any x ∈ dom ∂f with ‖x− x¯‖ ≤ 
and f(x¯) < f(x) < f(x¯) + ν. Then I(x) ⊆ I(x¯) and we have
dist(0, ∂f(x)) ≥ min
i∈I(x)
dist(0, ∂fi(x)) ≥ c min
i∈I(x)
(
fi(x)− fi(x¯)
)α
= c
(
f(x)− f(x¯))α,
where the first inequality follows from (5), the second inequality follows from (6), the construction of c, ν, 
and α, as well as the facts that fi(x) = f(x) and fi(x¯) = f(x¯) for i ∈ I(x) ⊆ I(x¯); these facts also give the
last equality. This completes the proof.
We have the following immediate corollary.
Corollary 3.1. Let fi, 1 ≤ i ≤ r, be proper closed functions with dom fi = dom ∂fi for all i, and f :=
min1≤i≤r fi be continuous on dom ∂f . Suppose further that each fi is a KL function with an exponent of
αi ∈ [0, 1) for 1 ≤ i ≤ r. Then f is a KL function with an exponent of α = max{αi : 1 ≤ i ≤ r}.
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Proof. In view of Theorem 3.1, it suffices to show that for any x¯ ∈ dom ∂f , we have x¯ ∈ ⋂i∈I(x¯) dom ∂fi. To
this end, take any x¯ ∈ dom ∂f . Note that we have dom ∂f ⊆ dom f by the definition, and hence f(x¯) < ∞.
In addition, from the definition of I(x¯), we have f(x¯) = fi(x¯) for all i ∈ I(x¯). Hence, fi(x¯) is finite for all
i ∈ I(x¯). Thus, we conclude that x¯ ∈ dom fi for all i ∈ I(x¯), which implies that x¯ ∈
⋂
i∈I(x¯) dom ∂fi because
dom fi = dom ∂fi for all i by assumption.
The next theorem concerns the composition of a KL function with a smooth function that has a surjective
Jacobian mapping.
Theorem 3.2. (Exponent for composition of KL functions) Let f(x) = (g ◦F )(x), where g is a proper
closed function on Rm and F : Rn → Rm is a continuously differentiable mapping. Suppose in addition that g
is a KL function with an exponent of α ∈ [0, 1) and the Jacobian JF (x¯) ∈ Rm×n is a surjective mapping at
some x¯ ∈ dom ∂f . Then f has the KL property at x¯ with an exponent of α.
Proof. Note from [38, Exercise 10.7] and x¯ ∈ dom ∂f that F (x¯) ∈ dom ∂g. As g is a KL function, there exist
0, c0, ν0 > 0 such that for all u ∈ dom ∂g with ‖u− F (x¯)‖ ≤ 0 and g(F (x¯)) < g(u) < g(F (x¯)) + ν0, one has
dist(0, ∂g(u)) ≥ c0
(
g(u)− g(F (x¯)))α. (7)
On the other hand, since the linear map JF (x¯) is surjective and F is continuously differentiable, it follows
from the classical Lyusternik-Graves theorem (see, for example, [33, Theorem 1.57]) that there are numbers
l > 0 and 1 ∈ (0, 0) such that for all x with ‖x− x¯‖ ≤ 1
lBRm ⊆ JF (x)(BRn),
where BRm and BRn are the closed unit balls in Rm and Rn, respectively. This implies that for all z ∈ Rm we
have the following estimate:
‖JF (x)∗z‖ ≥ l‖z‖, (8)
whenever ‖x − x¯‖ ≤ 1. Moreover, from the chain rule of the limiting subdifferential for composite functions
(see, for example, [38, Exercise 10.7]), we have for all x with ‖x− x¯‖ ≤ 1 that
∂f(x) = {JF (x)∗v : v ∈ ∂g(F (x))},
because JF (x) is a surjective mapping for all such x.
Now, let  ∈ (0, 1] be such that ‖F (x)−F (x¯)‖ ≤ 0 for all ‖x− x¯‖ ≤ , c = l c0 and ν = ν0. Fix x ∈ dom ∂f
with ‖x − x¯‖ ≤  and f(x¯) < f(x) < f(x¯) + ν. Let a ∈ ∂f(x) be such that ‖a‖ = dist(0, ∂f(x)). Then, we
have a = JF (x)∗v for some v ∈ ∂g(F (x)). Hence, it follows from (8) that
‖a‖ = ‖JF (x)∗v‖ ≥ l‖v‖.
In addition, since v ∈ ∂g(F (x)), applying (7) with u = F (x) gives us that
‖v‖ ≥ dist(0, ∂g(F (x))) ≥ c0(g(F (x))− g(F (x¯)))α = c0(f(x)− f(x¯))α.
Therefore,
dist(0, ∂f(x)) = ‖a‖ ≥ l ‖v‖ ≥ c (f(x)− f(x¯))α.
Our next theorem concerns separable sums.
Theorem 3.3. (Exponent for block separable sums of KL functions) Let ni, n ∈ N, i = 1, . . . ,m be
such that
∑m
i=1 ni = n. Let f(x) =
∑m
i=1 fi(xi), where fi, 1 ≤ i ≤ r, are proper closed functions on Rni
with x = (x1, . . . , xm) ∈ Rn. Suppose further that each fi is a KL function with an exponent of αi ∈ (0, 1)
and that each fi is continuous on dom ∂fi, i = 1, . . . , r. Then f is a KL function with an exponent of
α = max{αi : 1 ≤ i ≤ r}.
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Proof. Denote x¯ = (x¯1, . . . , x¯m) ∈ dom ∂f with x¯i ∈ Rni , i = 1, . . . ,m. Then [38, Proposition 10.5] shows that
x¯i ∈ dom ∂fi for each i. As each fi, i = 1, . . . ,m, is a KL function with exponent αi, there exist i, ci, νi > 0
such that for all xi ∈ dom ∂fi ⊆ Rni with ‖xi − x¯i‖ ≤ i and fi(x¯i) < fi(xi) < fi(x¯i) + νi, one has
cidist
1
αi (0, ∂fi(xi)) ≥ fi(xi)− fi(x¯i). (9)
Since the left hand side of (9) is always nonnegative, the above relation holds trivially whenever fi(xi) ≤ fi(x¯i).
In addition, since fi is continuous on dom ∂fi by assumption for each i = 1, . . . , r, by shrinking i > 0 if
necessary, we conclude that fi(xi) < fi(x¯i) + νi whenever xi ∈ dom∂fi and ‖xi − x¯i‖ ≤ i. Thus, we have
from these two observations that for all xi ∈ dom ∂fi ⊆ Rni with ‖xi − x¯i‖ ≤ i,
cidist
1
αi (0, ∂fi(xi)) ≥ fi(xi)− fi(x¯i). (10)
Let  = min1≤i≤r i. Take any x ∈ dom ∂f with ‖x − x¯‖ ≤  and f(x¯) < f(x) < f(x¯) + 1. We will now
verify (4). To this end, let z ∈ ∂f(x) be such that
‖z‖ = dist(0, ∂f(x)).
If ‖z‖ > 1, then clearly
dist(0, ∂f(x)) = ‖z‖ ≥ (f(x)− f(x¯))α
since 0 < f(x) − f(x¯) < 1. Thus, we consider the case where ‖z‖ ≤ 1. In this case, recall from [38,
Proposition 10.5] that
∂f(x) =
m∏
i=1
∂fi(xi).
Hence, there exist zi ∈ Rni with zi ∈ ∂fi(xi) and ‖zi‖ = dist(0, ∂fi(xi)) such that
m∑
i=1
‖zi‖2 = ‖z‖2.
This together with (10) implies that
C0
m∑
i=1
‖zi‖
1
αi ≥
m∑
i=1
ci‖zi‖
1
αi =
m∑
i=1
cidist
1
αi (0, ∂fi(xi)) ≥
m∑
i=1
[fi(xi)− fi(x¯i)] = f(x)− f(x¯) (11)
for C0 = max1≤i≤r ci. Define α := max{αi : 1 ≤ i ≤ r}. Since ‖zi‖ ≤ ‖z‖ ≤ 1 and 0 < αi ≤ α < 1, it then
follows from (11) that
(f(x)− f(x¯))α ≤
(
C0
m∑
i=1
‖zi‖ 1α
)α
≤ C1Cα0 ‖z‖ = C1Cα0 dist(0, ∂f(x)),
where the second inequality follows from Lemma 2.2 with t = 1α . This completes the proof.
We now discuss the operation of taking Moreau envelope. This operation is a common operation for
smoothing the objective function of convex optimization problems.
Theorem 3.4. (Exponent for Moreau envelope of convex KL functions) Let f be a proper closed
convex function that is a KL function with an exponent of α ∈ (0, 23 ). Suppose further that f is continuous on
dom ∂f . Fix λ > 0 and consider
Fλ(x) := inf
y∈Rn
{
f(y) +
1
2λ
‖y − x‖2
}
.
Then Fλ is a KL function with an exponent of max{ 12 , α2−2α} < 1.
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Proof. It suffices to consider the case Arg minFλ 6= ∅ and show that Fλ has the KL property with an exponent
of max{ 12 , α2−2α} at any fixed x¯ ∈ Arg minFλ, in view of Lemma 2.1 and the convexity of Fλ.
To this end, recall from [4, Proposition 12.29] that, for all x ∈ Rn,
∇Fλ(x) = 1
λ
(x− proxλf (x)), (12)
and that ∇Fλ is Lipschitz continuous with a Lipschitz constant of 1λ . Consequently, we have for any y that
Fλ(y)− Fλ(x¯) = Fλ(y)− Fλ(y¯) ≤ 〈∇Fλ(y¯), y − y¯〉+ 1
2λ
‖y − y¯‖2 = 1
2λ
‖y − y¯‖2, (13)
where y¯ is the projection of y onto Arg minFλ, and the last equality holds because ∇Fλ(y¯) = 0.
Next, note that we have Arg min f = {x ∈ Rn : x = proxf (x)} according to [4, Proposition 12.28], which
implies Arg min f = {x ∈ Rn : x = proxλf (x)} as λ > 0. This together with (12) gives Arg minFλ = Arg min f .
Hence, x¯ ∈ Arg minFλ = Arg min f ⊆ dom ∂f . Since f is a KL function with an exponent of α and x¯ ∈ dom ∂f ,
using the fact that f is continuous on dom ∂f , we obtain that there exist c0 > 0 and  > 0 so that
dist(0, ∂f(y)) ≥ c0 (f(y)− f(x¯))α = c0 (f(y)− inf f)α (14)
whenever ‖y− x¯‖ ≤  and y ∈ dom ∂f ; here, the condition on the bound on function values is waived by using
the continuity of f on ∂f and choosing a smaller  if necessary. Moreover, in view of [7, Theorem 5(i)], by
shrinking  if necessary, we conclude that there exists c > 0 so that
dist(y,Arg min f) ≤ c (f(y)− inf f)1−α, (15)
whenever ‖y− x¯‖ ≤  and y ∈ dom ∂f ; here, the condition on the bound on function values is waived similarly
as before. Finally, since Arg minFλ = Arg min f , we have ‖y − y¯‖ = dist(y,Arg min f). Combining this with
(14) and (15) implies that for some c1 > 0,
‖y − y¯‖ ≤ c1[dist(0, ∂f(y))]
1−α
α (16)
whenever ‖y − x¯‖ ≤  and y ∈ dom ∂f .
Now, using the definition of the proximal mapping as minimizer, we have by using the first-order optimality
condition that for any u,
0 ∈ λ∂f(proxλf (u)) + (proxλf (u)− u).
In particular, proxλf (u) ∈ dom ∂f . In addition, using the above relation and (12), we deduce that
dist(0, ∂f(proxλf (u))) ≤
1
λ
‖u− proxλf (u)‖ = ‖∇Fλ(u)‖. (17)
Fix an arbitrary u with ‖u− x¯‖ ≤ . Then ‖proxλf (u)− x¯‖ = ‖proxλf (u)− proxλf (x¯)‖ ≤ ‖u− x¯‖, where the
inequality is due to (2). Let y = proxλf (u). Then y ∈ dom ∂f and ‖y − x¯‖ ≤ . Hence, the relations (16) and
(17) imply that
‖y − y¯‖ ≤ c1 ‖∇Fλ(u)‖
1−α
α .
Applying (13) with y = proxλf (u) and combining this with the preceding relation, we obtain further that
Fλ(proxλf (u))− Fλ(x¯) ≤
c21
2λ
‖∇Fλ(u)‖
2−2α
α . (18)
whenever ‖u− x¯‖ ≤ . Finally, from the convexity of Fλ, we have
Fλ(u)− Fλ(proxλf (u)) ≤ 〈∇Fλ(u), u− proxλf (u)〉 = λ‖∇Fλ(u)‖2, (19)
where the equality follows from (12).
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Shrink  further if necessary so that ‖∇Fλ(u)‖ < 1 whenever ‖u− x¯‖ ≤ ; this is possible since ∇Fλ(x¯) = 0.
Summing (18) and (19), we obtain further that
Fλ(u)− Fλ(x¯) ≤ c
2
1
2λ
‖∇Fλ(u)‖
2−2α
α + λ‖∇Fλ(u)‖2
≤ C‖∇Fλ(u)‖min{2,
2−2α
α }
for some C > 0, whenever ‖u− x¯‖ ≤ . This completes the proof.
Our next result concerns the Lagrangian relaxation. This result will be used later in Proposition 4.2 for
a group LASSO model. In addition, the result, together with results in [23] that give the exponent of the
maximum of finitely many convex polynomials, can be used to study the KL property of a large class of convex
polynomial optimization problems with multiple convex polynomial constraints.
Theorem 3.5. (KL exponent from Lagrangian relaxation) Let h(x) = l(Ax) for some continuous
strictly convex function l and A ∈ Rm×n, g be a continuous convex function and α ∈ (0, 1), D be a closed
convex set. Let C = {x : g(x) ≤ 0}. Suppose in addition that
(i) there exists x0 ∈ D with g(x0) < 0;
(ii) inf
x∈D
h(x) < inf
x∈C∩D
h(x);
(iii) for any λ > 0, the function h(x) + λg(x) + δD(x) is a KL function with an exponent of α.
Then f(x) = h(x) + δC(x) + δD(x) has the KL property at any x¯ ∈ C ∩D, with an exponent of α.
Proof. In view of Lemma 2.1 and the convexity of f , we only need to consider the case Arg min f 6= ∅ and
look at those x¯ with 0 ∈ ∂f(x¯) (and so, x¯ ∈ Arg min f by the convexity of f). From now on, fix any such x¯.
First, from condition (i) and [36, Corollary 28.2.1], there exists λ ≥ 0 so that
f(x¯) = inf
x∈Rn
f = h(x¯) = inf
x∈C∩D
h(x) = inf
x∈D
{h(x) + λg(x)} ≤ h(x¯) + λg(x¯) ≤ h(x¯), (20)
where the first inequality follows from x¯ ∈ C ∩ D, while the second inequality follows from the fact that
x¯ ∈ C and hence g(x¯) ≤ 0. Thus, equality holds throughout (20); in particular, we have h(x¯) + λg(x¯) = h(x¯),
which gives λg(x¯) = 0. Also, in view of the fourth equality in (20) and condition (ii), we must have λ > 0;
consequently, we have g(x¯) = 0. Fix any such λ > 0. Then, in view of [36, Theorem 28.1], we also have
x¯ ∈ Arg min f = {x : g(x) = 0} ∩Arg min(h+ λg + δD). (21)
Next, since h(x) = l(Ax) for some strictly convex function l, it must hold true that Ax is constant for any
x ∈ Arg min(h + λg + δD). Since λ > 0, we deduce that g(x) is constant over Arg min(h + λg + δD). Hence,
in view of (21), we have g(x) = g(x¯) = 0 for any x ∈ Arg min(h + λg + δD). Then we conclude further from
(21) that
Arg min f = {x : g(x) = 0} ∩Arg min(h+ λg + δD) = Arg min(h+ λg + δD). (22)
Now, using condition (iii) and [7, Theorem 5(i)], and noting that x¯ ∈ dom ∂(h+λg+δD), we see that there
exist , ν and c > 0 so that
dist(x,Arg min(h+ λg + δD)) ≤ c(h(x) + λg(x)− h(x¯))1−α (23)
whenever ‖x − x¯‖ ≤ , x ∈ D and h(x¯) ≤ h(x) + λg(x) < h(x¯) + ν, because g(x¯) = 0. On the other hand,
whenever h(x¯) < h(x) < h(x¯) + ν and x ∈ C ∩D, we have
h(x¯) = inf
x∈D
{h(x) + λg(x)} ≤ h(x) + λg(x) ≤ h(x) < h(x¯) + ν,
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where the equality follows from (20) and the second inequality follows from the definition of C. Combining
this with (23), we see that whenever x ∈ C ∩D, ‖x− x¯‖ ≤  and h(x¯) < h(x) < h(x¯) + ν, we have
dist(x,Arg min f) = dist(x,Arg min(h+ λg + δD)) ≤ c(h(x) + λg(x)− h(x¯))1−α
≤ c(h(x)− h(x¯))1−α = c(f(x)− f(x¯))1−α,
where the first equality follows from (22) and the second inequality follows from the definition of C. The
conclusion of the theorem now follows from this last relation and [7, Theorem 5(ii)].
In our next result, Theorem 3.6, we study the KL property of F (x, y) := f(x) + β2 ‖x − y‖2 for any
β > 0 when f is a KL function. The function F is used in the convergence analysis of various first-order
methods whose iterates involve momentum terms; see, for example, [9, 35] for convergence analysis of some
inertial proximal algorithms, and [10, 20] for convergence analysis of the proximal gradient algorithm with
extrapolation. Theorem 3.6 will be used to analyze the convergence rate of an inertial proximal algorithm, the
iPiano [35], with constant step-sizes, in Theorem 5.1.
We start with the following simple lemma.
Lemma 3.1. Let γ ∈ (1, 2]. Then there exist η1 > 0 and η2 ∈ (0, 1) so that
‖a+ b‖γ ≥ η1‖a‖γ − η2‖b‖γ
for any a, b ∈ Rn.
Proof. Notice that x 7→ ‖x‖γ is convex because γ ∈ (1, 2]. Fix any λ ∈ (0, 12 ). Then we have from convexity
that
‖a‖γ =
∥∥∥∥λa+ bλ + (1− λ) −b(1− λ)
∥∥∥∥γ ≤ λ1−γ‖a+ b‖γ + (1− λ)1−γ‖b‖γ .
Rearranging terms, we obtain further that
‖a+ b‖γ ≥ λγ−1‖a‖γ −
(
λ
1− λ
)γ−1
‖b‖γ .
The proof is completed upon noting that λ1−λ ∈ (0, 1), since λ ∈ (0, 12 ).
Theorem 3.6. (Exponent for a potential function for iPiano) Suppose that f is a proper closed function
that has the KL property at x¯ ∈ dom ∂f with an exponent of α ∈ [ 12 , 1) and β > 0. Consider the function
F (x, y) := f(x) + β2 ‖x− y‖2. Then the function F has the KL property at (x¯, x¯) with an exponent of α.
Proof. Since f has the KL property at x¯ with an exponent of α ∈ (0, 1), there exist c,  and ν > 0 so that
dist
1
α (0, ∂f(x)) ≥ c(f(x)− f(x¯)) (24)
whenever x ∈ dom ∂f , ‖x− x¯‖ ≤  and f(x) < f(x¯) + ν, where the condition f(x¯) < f(x) is dropped because
(24) holds trivially otherwise. By shrinking  further if necessary, we assume that  < 12 .
Now, consider any (x, y) satisfying x ∈ dom ∂f , ‖x−x¯‖ ≤ , ‖y−x¯‖ ≤  and F (x¯, x¯) < F (x, y) < F (x¯, x¯)+ν.
Clearly, any such (x, y) satisfies
f(x) ≤ F (x, y) < F (x¯, x¯) + ν = f(x¯) + ν
and thus (24) holds for these x. Then for some suitable positive constants C0, C1 and C2 (to be specified
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below), we have for any such (x, y) that
dist
1
α (0, ∂F (x, y)) ≥ C0(‖β(y − x)‖ 1α + inf
ξ∈∂f(x)
‖ξ + β(x− y)‖ 1α )
≥ C0(‖β(y − x)‖ 1α + inf
ξ∈∂f(x)
η1‖ξ‖ 1α − η2‖β(x− y)‖ 1α )
≥ C1( inf
ξ∈∂f(x)
‖ξ‖ 1α + ‖β(y − x)‖ 1α ) ≥ C2
(
inf
ξ∈∂f(x)
‖ξ‖ 1α + βc
2
‖y − x‖ 1α
)
≥ C2c
(
f(x)− f(x¯) + β
2
‖y − x‖ 1α
)
≥ C2c
(
f(x)− f(x¯) + β
2
‖y − x‖2
)
= C2c(F (x, y)− F (x¯, x¯)),
where the existence of C0 > 0 in the first inequality follows from Lemma 2.2; the second inequality follows
from Lemma 3.1 applied to the term ‖ξ+β(x−y)‖ 1α , with η1 and η2 given by Lemma 3.1; the third inequality
follows by setting C1 = C0 min{η1, 1 − η2}; the fourth inequality follows by further shrinking C1, and c is
the same number as in (24); the fifth inequality follows from (24), while the last inequality follows from the
assumption on α and the observation that
‖x− y‖ ≤ ‖x− x¯‖+ ‖y − x¯‖ ≤ 2 < 1.
This completes the proof.
In our last theorem in this section, we examine KL property on a subset, more precisely, a manifold M.
Roughly speaking, we show that under partial smoothness and some additional assumptions, one only needs
to verify the KL property along M in order to establish the property at a point x¯. Before stating the result,
we recall some necessary definitions. First, following [38, Definition 13.27], a proper closed function f is said
to be prox-regular at a point x¯ for a subgradient v¯ ∈ ∂f(x¯) if x¯ ∈ dom f and there exists ρ ≥ 0 such that
f(x′) ≥ f(x) + 〈v, x′ − x〉 − ρ
2
‖x′ − x‖2,
whenever x and x′ are near x¯ with f(x) near f(x¯) and v ∈ ∂f(x) is near v¯. Furthermore, we say that f is
prox-regular at x¯ if it is prox-regular at x¯ for every v¯ ∈ ∂f(x¯).
Next, let M be a C2 manifold about x¯ ∈ M.6 For a function f that is C2 around x¯ ∈ M, the covariant
derivative ∇Mf(x¯) is defined as the unique vector in Tx¯(M) with
〈∇Mf(x¯), ξ〉 = d
dt
f(PM(x¯+ tξ))
∣∣∣∣
t=0
for any ξ ∈ Tx¯(M), where Tx¯(M) is the tangent space of M at x¯, and PM is the projection onto M; this latter
operation is well defined in a sufficiently small neighborhood (in Rn) of x¯ ∈M.
Finally, we recall the notion of partial smoothness. From [18, Definition 2.3] (see also [22, Definition 2.7]),
a function f is C2-partly smooth at x¯ relative to M if the following four properties hold:
(i) (restricted smoothness) the restriction of f on M is a C2 function near x¯;
(ii) (regularity) at every point in M close to x¯, the function f is regular and ∂f(x¯) 6= ∅;
(iii) (normal sharpness) the affine span of ∂f(x¯) is a translate of the limiting normal cone NM(x¯);
(iv) (subgradient continuity) the subdifferential mapping ∂f restricted to M is continuous at x¯.
6Following [18], this notion means that locally M can be expressed as the solution set of a collection of C2 equations with
linearly independent gradients.
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The class of prox-regular and C2-partly smooth function is a broad class of functions. For example, as pointed
out in [18, Example 2.5], any function f that can be expressed as f(x) = max{fi(x) : 1 ≤ i ≤ p} for some
p ∈ N and C2 functions fi is prox-regular. Moreover, in the same example, the authors also demonstrated that,
if {∇fi(x¯)}1≤i≤p is linearly independent, then f is C2-partly smooth at x¯ relative to M = {x : If (x) = If (x¯)}
where If (x) = {i ∈ {1, . . . , p} : f(x) = fi(x)}.
Theorem 3.7. (Exponent for partly smooth KL functions) Suppose that f is a proper closed function
that is prox-regular at x¯ and C2-partly smooth at x¯ relative to a manifold M. Suppose further that 0 ∈ ri ∂f(x¯)
and that there exist c, ν,  > 0 and α ∈ [0, 1) so that
‖∇Mf(x)‖ ≥ c(f(x)− f(x¯))α
whenever x ∈ M with ‖x − x¯‖ ≤  and f(x¯) < f(x) < f(x¯) + ν. Then f has the KL property at x¯ with an
exponent of α.
Proof. Our proof proceeds by contradiction. Suppose the contrary holds. Then there exists {xk} ⊆ dom ∂f
with xk → x¯ and f(xk) > f(x¯), f(xk)→ f(x¯) such that
dist(0, ∂f(xk)) <
1
k
(f(xk)− f(x¯))α. (25)
In particular, dist(0, ∂f(xk))→ 0. This together with the assumptions on prox-regularity, partial smoothness,
0 ∈ ri ∂f(x¯) and [18, Theorem 5.3] shows that xk ∈ M for all sufficiently large k. Thus, by considering even
larger k if necessary so that ‖xk− x¯‖ ≤  and f(x¯) < f(xk) < f(x¯) + ν, we conclude from the assumption that
‖∇Mf(xk)‖ ≥ c(f(xk)− f(x¯))α
for all sufficiently large k. Since dist(0, ∂f(xk)) = ‖∇Mf(xk)‖ for all sufficiently large k as a consequence of
[11, Proposition 23], we have obtained a contradiction to (25). This completes the proof.
4 Structured problems: Luo-Tseng error bound and KL property
In this section, we examine structured optimization problems where the objective functions f are proper closed
functions taking the following form:
f(x) := h(x) + P (x). (26)
Here, h is a proper closed (possibly nonconvex) function with an open domain, and is continuously differentiable
with a locally Lipschitz continuous gradient on domh, and P is proper closed convex. Since f is proper closed,
we must have domh∩domP 6= ∅. For this class of functions, the Luo-Tseng error bound (3) is commonly used
in the literature for establishing local linear convergence of various first-order methods applied to minimizing
f ; see, for example, [28, 29, 30, 40, 41]. In this section, we study the relationship between the Luo-Tseng
error bound and the KL property for the class of functions (26), under the following assumption concerning
separation of stationary values. Recall that X is the set of stationary points of f .
Assumption 4.1. For any x¯ ∈ X , there exists δ > 0 so that f(y) = f(x¯) whenever y ∈ X and ‖y − x¯‖ ≤ δ.
This assumption is trivially satisfied if h is, in addition, convex. Moreover, a global version of this assump-
tion is commonly used together with the Luo-Tseng error bound for convergence analysis in the literature.
Before proving our main result of this section under Assumption 4.1, we first establish the following
auxiliary lemma. This lemma is a generalization of [13, Proposition 1.5.14], where we have a general proper
closed convex function P instead of just the indicator function of a closed convex set.
Lemma 4.1. Consider the function f given in (26). For any x ∈ dom ∂f , it holds that
‖proxP (x−∇h(x))− x‖ ≤ dist(0, ∂f(x)). (27)
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Proof. For any x ∈ dom ∂f , we have ∂f(x) 6= ∅. Since ∂f(x) = ∇h(x) + ∂P (x) thanks to [38, Exercise 8.8(c)],
we must then have ∂P (x) 6= ∅. Consequently, the set x+ ∂P (x) is nonempty. Using the definition of proximal
mapping, this means that there exists z so that x = proxP (z).
Now, for any x ∈ dom ∂f , let z be such that x = proxP (z). Then
‖proxP (x−∇h(x))− x‖ = ‖proxP (proxP (z)−∇h(proxP (z)))− proxP (z)‖
≤ ‖proxP (z)−∇h(proxP (z))− z‖,
where the inequality follows from (2). Consequently, we have
‖proxP (x−∇h(x))− x‖ ≤ inf
z
{‖proxP (z)−∇h(proxP (z))− z‖ : x = proxP (z)}. (28)
On the other hand, observe that we have
dist(0, ∂f(x)) = inf
ξ
{‖∇h(x) + ξ‖ : ξ ∈ ∂P (x)} = inf
ξ
{‖∇h(x)− x+ x+ ξ︸ ︷︷ ︸
z
‖ : ξ ∈ ∂P (x)}
= inf
z
{‖∇h(x)− x+ z‖ : z ∈ x+ ∂P (x)} = inf
z
{‖∇h(x)− x+ z‖ : x = proxP (z)}
= inf
z
{‖∇h(proxP (z))− proxP (z) + z‖ : x = proxP (z)},
(29)
where the fourth equality follows from the definition of the proximal mapping. The desired inequality (27)
now follows by combining (28) and (29).
Using the above lemma, we can now prove the following result, which states that if the Luo-Tseng error
bound and Assumption 4.1 hold, then f is a KL function with an exponent of 12 .
Theorem 4.1. (Luo-Tseng error bound implies KL) Suppose that X 6= ∅, and that Assumption 4.1 and
the Luo-Tseng error bound hold. Then f in (26) is a KL function with an exponent of 12 .
Proof. From Lemma 2.1, we only need to show that f has the KL property at any x¯ ∈ X with an exponent
of 12 . To see this, fix any x¯ ∈ X . Let δ > 0 be defined as in Assumption 4.1 and take any  ∈ (0, δ4 ) such that
B(x¯, 2) ⊂ domh (this is possible as domh is open and x¯ ∈ domh). Then for any x with ‖x− x¯‖ ≤ , we have
‖u− x¯‖ ≤ ‖u− x‖+ ‖x− x¯‖ = dist(x,X ) + ‖x− x¯‖ ≤ 2‖x− x¯‖ ≤ 2 < δ
2
< δ
whenever u ∈ ProjX¯ (x). From this, one can argue that ProjX¯ (x) = ProjX (x) for these x. Indeed, if u ∈
ProjX¯ (x) ⊆ X¯ , then there exist uk → u satisfying 0 ∈ ∇h(uk) + ∂P (uk) for all k. Using this, u ∈ B(x¯, 2) ⊂
domh and the closedness of ∂P , we conclude that u ∈ X . This proves ProjX¯ (x) = ProjX (x) since ProjX¯ (x) ⊇
ProjX (x) holds trivially. Thus, it holds that f(u) = f(x¯) for any u ∈ ProjX (x) whenever ‖x − x¯‖ ≤ . On
the other hand, notice that B(x¯, 2) is a compact subset of domh and ∇h is locally Lipschitz on domh.
Consequently, ∇h is globally Lipschitz continuous on B(x¯, 2); we denote its Lipschitz constant by L > 0.
Next, from the assumption on Luo-Tseng error bound, we see that for ζ = f(x¯) + 1, there exist c1, 1 > 0
so that
dist(x,X ) ≤ c1‖proxP (x−∇h(x))− x‖ (30)
whenever ‖proxP (x − ∇h(x)) − x‖ < 1 and f(x) ≤ f(x¯) + 1. Since ‖proxP (x − ∇h(x)) − x‖ < 1 is
a neighborhood of X containing x¯, by shrinking  if necessary, we may assume that (30) holds whenever
‖x− x¯‖ ≤  and f(x) ≤ f(x¯) + 1.
From the above discussions, for any x ∈ dom ∂f with f(x¯) < f(x) < f(x¯) + 1 and ‖x − x¯‖ ≤ , we have
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f(x¯) = f(u) for any u ∈ ProjX (x), and
f(x)− f(x¯) = f(x)− f(u) = h(x)− h(u) + P (x)− P (u)
≤ 〈∇h(u), x− u〉+ L
2
‖x− u‖2 + 〈ξ, x− u〉
= 〈∇h(u)−∇h(x), x− u〉+ L
2
‖x− u‖2 + 〈∇h(x) + ξ, x− u〉
≤ 3L
2
‖x− u‖2 + ‖∇h(x) + ξ‖ · ‖x− u‖
=
3L
2
dist2(x,X ) + ‖∇h(x) + ξ‖ · dist(x,X )
≤ C0(‖proxP (x−∇h(x))− x‖2 + ‖∇h(x) + ξ‖ · ‖proxP (x−∇h(x))− x‖)
for any ξ ∈ ∂P (x), where the first inequality is a consequence of the subgradient inequality applied to P and
the fact that ∇h is Lipschitz continuous with a Lipschitz constant of L on B(x¯, 2), which contains both x
and u, the last equality follows from the definition of u, while the last inequality follows from (30) for some
suitable C0 > 0. Taking infimum over all possible ξ ∈ ∂P (x) and invoking Lemma 4.1, we see further that
f(x)− f(x¯) ≤ C1[dist(0, ∂f(x))]2
for some C1 > 0. This completes the proof.
Before ending this section, we discuss some immediate applications of Theorem 4.1. The first application
involves piecewise linear-quadratic (PLQ) functions7
f(x) = l(Ax) + P (x), (31)
where l is strongly convex on any compact convex set and is twice continuously differentiable, A ∈ Rm×n and
P is a convex PLQ function on Rn. We show in the next proposition that the f in (31) is a KL function
with an exponent of 12 . We would also like to point out that, in the special case of `1-regularized least squares
function (that is, f(x) = l(Ax) +P (x) where l(y) = 12‖y− b‖2 and P (x) = µ
∑n
i=1 |xi| for some µ > 0), it was
known in [7, Section 3.2.1] that f is a KL function with an exponent of 12 .
To achieve our promised result, we will need the notions of metric subregularity and calmness for set-valued
mappings. Recall that a set-valued mapping G : Rn → 2Rm is said to be metrically subregular [12, Page 183]
at x¯ for y¯ if y¯ ∈ G(x¯), and there exist a constant κ > 0, a neighborhood U of x¯ and a neighborhood V of y¯
such that
dist(x,G−1(y¯)) ≤ κdist(y¯, G(x) ∩ V ) for all x ∈ U,
A property closely related to metric subregularity is the notion of calmness (see [12, Page 182]). A mapping
S : Rm → 2Rn is said to be calm at y¯ for x¯ if x¯ ∈ S(y¯), and there is a constant r > 0 along with neighborhoods
U of x¯ and V of y¯ such that
S(y) ∩ U ⊆ S(y¯) + r‖y − y¯‖BRn for all y ∈ V,
where BRn is the closed unit ball in Rn. It is known that a set-valued mapping is calm if and only if its inverse
mapping is metrically sub-regular [12, Theorem 3H.3].
Proposition 4.1. (Convex problems with convex piecewise linear-quadratic regularizers) Consider
a convex function f given as in (31). Suppose that Arg min f is a nonempty compact set. Then f is a KL
function with an exponent of 12 .
7Recall that a proper closed function F is called piecewise linear-quadratic [38, Definition 10.20] if domF can be represented
as the union of finitely many polyhedrons, relative to each of which F (x) is given by the form 1
2
xTMx+aT x+α, where M ∈ Sn,
a ∈ Rn and α ∈ R.
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Proof. Fix any x¯ ∈ Arg min f . Denote y¯ = Ax¯ and g¯ = A∗∇l(Ax¯). Then −g¯ ∈ ∂P (x¯) from the first-order
optimality condition and [38, Exercise 8.8(c)]. Notice that Ax ≡ y¯ over Arg min f due to the strong convexity
of l on compact convex sets. Consequently, we also have A∗∇l(Ax) ≡ A∗∇l(y¯) = g¯ over Arg min f . Define
Γf (y¯) := A
−1y¯ and ΓP (g¯) := ∂P ∗(−g¯)
as in [46, Section 3.3]. We will subsequently show that
(1) The pair of sets {Γf (y¯),ΓP (g¯)} is boundedly linearly regular.
(2) The subdifferential mapping ∂P is metrically sub-regular at x¯ for −g¯.
Granting these, since x¯ ∈ Arg min f is arbitrary, we conclude using [46, Theorem 2] and [46, Corollary 1] that
the Luo-Tseng error bound holds. Since f is convex so that Assumption 4.1 is trivially satisfied, the desired
conclusion follows from Theorem 4.1.
Now it remains to prove the two claims above.
For (1), note that P ∗ is convex piecewise linear-quadratic according to [38, Theorem 11.14], which implies
that ∂P ∗(−g¯) is a polyhedral set [38, Proposition 10.21]. Consequently, it follows from [5, Corollary 5.2.6]
that the pair of sets {Γf (y¯),ΓP (g¯)} is linearly regular in the sense that there exists c > 0 such that
dist
(
x,Γf (y¯) ∩ ΓP (g¯)
) ≤ c max{dist(x,Γf (y¯)),dist(x,ΓP (g¯))} for all x ∈ Rn.
Hence, this pair of set is in particular boundedly linearly regular; see [5, Definition 5.6].
For (2), recall that ∂P ∗ = (∂P )−1 is a piecewise polyhedral set-valued mapping [38, Proposition 12.30].
Thus, the set-valued mapping (∂P )−1 is calm by Robinson’s theorem on calmness of piecewise affine mappings
[37] (see also [38, Example 9.57]). Using this and the fact that a set-valued mapping is calm if and only if
its inverse mapping is metrically sub-regular [12, Theorem 3H.3], we conclude further that ∂P is metrically
sub-regular at x¯ for −g¯ ∈ ∂P (x¯). This completes the proof.
In our second application, we consider the following model
f(x) = l(Ax) + δC(x), (32)
where l is strongly convex on any compact convex set and is continuously differentiable with Lipschitz gradient,
and A ∈ Rm×n. In addition, the set C is defined as
C :=
{
x :
m∑
i=1
wi‖xi‖p ≤ σ
}
,
where σ > 0, p ∈ [1, 2], and for each i = 1, . . . ,m, xi ∈ Rni with
∑m
i=1 ni = n, wi > 0, and
‖xi‖p :=
 ni∑
j=1
|(xi)j |p
 1p .
When p = 2 and l(y) = 12‖y − b‖2 for some b, the model (32) can be viewed as a variant of the group LASSO
problem [44]. In the next proposition, we show that the function in (32) has the KL property with an exponent
of 12 , under mild assumptions.
Proposition 4.2. Consider a convex function f given as in (32). Suppose that infx∈Rn f(x) > infx∈Rn l(Ax).
Then f is a KL function with an exponent of 12 .
Proof. Let g(x) :=
∑m
i=1 wi‖xi‖p − σ. Then g(0) = −σ < 0. Now, fix any λ > 0 and consider hλ(x) =
l(Ax) + λg(x). We first consider the case Arg min(hλ) 6= ∅. In this case, in view of [47, Proposition 1], the set
Arg min(hλ) is compact. Thus, if p = 1, we conclude from [47, Corollary 1] that the Luo-Tseng error bound
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holds for hλ. On the other hand, if p ∈ (1, 2], then it follows from [47, Corollary 2] that the Luo-Tseng error
bound also holds for hλ. Since hλ is convex so that Assumption 4.1 is trivially satisfied, we see further from
Theorem 4.1 that hλ is a KL function with an exponent of
1
2 in this case. Note that the same conclusion holds
when Arg min(hλ) = ∅ due to Lemma 2.1. Consequently, the assumptions in Theorem 3.5 are satisfied with
D = Rn and h = l ◦A, and the desired conclusion follows immediately from this theorem.
5 Applications
In this section, we apply our results in the previous sections to deducing the KL exponent of some specific
functions that arise in various applications. We then discuss how our results can be applied to establishing
the linear convergence of some first-order methods.
5.1 Piecewise linear regularizers
In this subsection, we demonstrate how our results can be applied to some problems with possibly nonconvex
piecewise linear regularizers, i.e., their epigraphs are unions of polyhedrons. In particular, we have the following
corollary.
Corollary 5.1. Suppose that f is a proper closed function taking the form
f(x) = l(Ax) + min
1≤i≤r
Pi(x),
where A ∈ Rm×n, Pi are proper closed polyhedral functions for i = 1, . . . , r and l satisfies either one of the
following two conditions:
(i) l is a proper closed convex function with an open domain, and is strongly convex on any compact convex
subset of dom l and is twice continuously differentiable on dom l.
(ii) l(y) = maxu∈D{〈y, u〉 − q(u)} for all y ∈ Rm, with D being a polyhedron and q being a strongly convex
differentiable function with a Lipschitz continuous gradient.
Suppose in addition that f is continuous on dom ∂f . Then f is a KL function with an exponent of 12 .
Proof. Since f is proper, we can assume without loss of generality that dom l ∩ AdomPi 6= ∅ for i = 1, . . . , r.
Let fi(x) = l(Ax) +Pi(x) for i = 1, . . . , r. Consider those fi with Arg min fi 6= ∅. Suppose first that condition
(i) holds. Our arguments follow the proof of [41, Lemma 7]. Define
gi(x, s) = l(Ax) + s︸ ︷︷ ︸
h(x,s)
+δKi(x, s) = l
([
A 0
] [x
s
])
+
[
0
1
]T [
x
s
]
+ δKi(x, s).
where Ki = {(x, s) : Pi(x) ≤ s}. In particular, h takes the form of [28, Eq 1.1]. Also, one can check that
l satisfies the assumptions 1.1 and 1.2 in [28].8 Thus, in view of [28, Theorem 2.1], we conclude that the
Luo-Tseng error bound holds for gi, i.e., for any ζ ≥ inf gi = inf fi, there exist C and  > 0 so that
dist((x, s),Arg min gi) ≤ C‖ProjKi [(x, s)−∇h(x, s)]− (x, s)‖ (33)
whenever ‖ProjKi [(x, s)−∇h(x, s)]− (x, s)‖ <  and gi(x, s) ≤ ζ. Moreover, note that we have
‖ProjKi [(x, Pi(x))−∇h(x, Pi(x))]− (x, Pi(x))‖ ≤ κ‖proxPi(x−∇(l ◦A)(x))− x‖
8Assumption 1.1(a) in [28] holds because dom l is open and l is proper. Assumption 1.1(b) and Assumption 1.2(b) in [28]
hold as l is strongly convex on any compact convex subset of dom l and is twice continuously differentiable on dom l. Assumption
1.2(a) in [28] holds because we are considering the case that Arg min fi 6= ∅ and so Arg min gi 6= ∅. Finally, assumption 1.1(c)
in [28] holds because l is lower semicontinuous with an open domain, so that for any y¯ in the boundary of the domain, one has
lim inf
y→y¯ l(y) ≥ l(y¯) =∞.
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whenever x ∈ dom fi for some κ > 0, thanks to [41, Lemma 6],9 and that for these x, it is easy to show that
dist(x,Arg min fi) ≤ dist((x, Pi(x)),Arg min gi).
Combining these two observations with (33), we conclude that the Luo-Tseng error bound holds for fi whenever
Arg min fi 6= ∅, i.e., for any ζ ≥ inf fi, there exist C1 and 1 > 0 so that
dist(x,Arg min fi) ≤ C1‖proxPi(x−∇(l ◦A)(x))− x‖
whenever ‖proxPi(x −∇(l ◦ A)(x)) − x‖ < 1 and fi(x) ≤ ζ. On the other hand, Suppose that condition (ii)
holds. Then it follows from [41, Theorem 4] that the Luo-Tseng error bound also holds for fi. Next, observe
that Assumption 4.1 is trivially satisfied for all fi because fi is convex for all i. Using these, Theorem 4.1 and
Lemma 2.1 (for the case Arg min fi = ∅), we conclude that the functions fi(x) = l(Ax) + Pi(x), 1 ≤ i ≤ r are
all KL functions with exponents 12 .
Finally, notice that l has an open domain and is continuously differentiable on it under either condition
(i) or (ii); indeed, under condition (ii), l is the conjugate of the strongly convex function u 7→ q(u) + δD(u),
and is thus continuously differentiable everywhere thanks to [4, Theorem 18.15]. Consequently, in view of [38,
Exercise 8.8(c)], we have ∂fi(x) = ∇(l ◦A)(x) + ∂Pi(x) for any x. From this, we deduce further that, for each
i,
dom fi = dom(l ◦A) ∩ domPi = dom(l ◦A) ∩ dom ∂Pi = dom∇(l ◦A) ∩ dom ∂Pi = dom ∂fi,
where the second equality is a consequence of the polyhedricity of Pi: polyhedral functions are piecewise affine
on their domains; see [8, Proposition 5.1.1]. The desired conclusion now follows from Corollary 3.1.
With this corollary in mind, we can show that the following classes of proper closed functions have KL
exponents of 12 :
f1(x) = l(Ax) + µ‖x‖1 − µγ
k∑
i=1
|x[i]|,
f2(x) = l(Ax) + δ‖·‖0≤r(x),
f3(x) = l(Ax) + δ‖·‖0≤r(x) + δ∆(x),
(34)
where: A ∈ Rm×n is a measurement matrix and l is defined as in Corollary 5.1, |x[i]| is the i-th largest (in
magnitude) entry in x, k ≤ n, µ > 0, γ ∈ (0, 1], r > 0 and ∆ := {x ∈ Rn : eTx = 1, x ≥ 0}. Indeed, it is clear
that the regularizers on the right hand side in (34) are representable as the minimum of finitely many proper
closed polyhedral functions. Specifically,
µ‖x‖1 − µγ
k∑
i=1
|x[i]| = min
I∈Ik
{
µ‖x‖1 − µγ
∑
i∈I
|xi|
}
,
δ‖·‖0≤r(x) = min
I∈In−r
{δHI (x)} ,
δ‖·‖0≤r(x) + δ∆(x) = min
I∈In−r
{δHI∩∆(x)} ,
where Ik is the collection of all subsets of {1, . . . , n} of size k and HI = {x : xi = 0 ∀i ∈ I}. Thus, the
conclusions on the KL exponents follow immediately from Corollary 5.1.
The functions in (34) arise as models for sparse recovery. Specifically, the function f1 with l(y) =
1
2‖y−b‖2
was considered in [42], the function f2 with l(y) =
1
2‖y − b‖2 was considered in [6] and many subsequent
work, while the function f3 with l(y) =
1
2‖y − b‖2 arises in the problem of sparse index tracking in portfolio
9The statement of [41, Lemma 6] is proved under the assumption that x 7→ l(Ax) is smooth on an open set containing domPi,
but it is not hard to see that the proof is valid also in our settings, i.e., when dom l ∩ AdomPi 6= ∅ and dom l is open. For the
convenience of the readers, we include a proof in the appendix.
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optimization; see, for example, [21, Section 8]. In addition, we would like to point out that our assumptions on
l are general enough to cover the loss functions for logistic and Poisson regression, where l(y) =
∑m
i=1 log(1 +
exp(biyi)) and l(y) =
∑m
i=1(−biyi+exp(yi)) respectively, for some suitable b ∈ Rm; see [46, Table 1]. Moreover,
one can also consider functions of the form l(y) = −∑mi=1 log(yi) that are not defined on the whole space.
This makes it possible to analyze the local convergence rate for first-order methods applied to some models
that involve these functions.
5.2 Some nonconvex minimum-of-quadratic regularizers
In this subsection, we demonstrate how our results can be applied to some least squares problems with
regularizers that can be written as the minimum of finitely many functions, each of which is the sum of a
quadratic function (not necessarily convex) and a proper closed polyhedral function.
Specifically, we consider the following class of functions:
f(x) = min
1≤i≤r
{
1
2
xTMix+ u
T
i x+ βi + Pi(x)
}
, (35)
where Pi are proper closed polyhedral functions, Mi ∈ Sn, ui ∈ Rn and βi ∈ R, for i = 1, . . . , r. This class of
functions covers nonconvex functions which need not be piecewise linear-quadratic,10 and encompasses a lot
of problems that arise in applications, as we shall see later. We now state the following result.
Corollary 5.2. Let f be defined as in (35). Suppose in addition that f is continuous on dom ∂f . Then f is
a KL function with an exponent of 12 .
Proof. Let fi(x) :=
1
2x
TMix+u
T
i x+βi+Pi(x) for each i = 1, . . . , r. When the set of stationary points of fi is
nonempty, it follows from [41, Theorem 4] that the Luo-Tseng error bound holds. In addition, Assumption 4.1
can be seen to hold by applying [29, Lemma 3.1] to the problem min{ 12xTMix+ uTi x+ ζ : Pi(x) ≤ ζ}. Thus,
for these fi, we have from Theorem 4.1 that they are KL functions with an exponent of
1
2 . On the other hand,
if fi does not have stationary points, then we see from Lemma 2.1 that fi is a KL function with an exponent
of 12 . Finally, note from [38, Exercise 8.8(c)] that dom ∂fi = dom ∂Pi. Thus, it holds that, for each i,
dom ∂fi = dom ∂Pi = domPi = dom fi,
where the second equality follows from the polyhedricity of Pi, as these functions are piecewise affine in their
domains; see [8, Proposition 5.1.1]. The conclusion of this corollary now follows from Corollary 3.1.
We would like to point out that in the special case where r = 1 and P1(x) = δC(x) with C = {x : Ax ≤ b},
it was established in [15, Theorem 1] that the KL inequality holds with an exponent of 12 under the additional
assumption that C is compact and contains the origin in its interior. As we will see below, our extension here
allows us to cover many popular optimization problems with nonconvex regularizers (such as the SCAD and
MCP regularizers); while [15, Theorem 1] cannot be applied due to the additional compactness assumption of
the domain.
In details, we consider the least squares problems with SCAD [14] or MCP [45] regularization functions.
Recall that the objective function of these problems takes the form
f(x) =
1
2
‖Ax− b‖2 +
n∑
i=1
r(xi), (36)
where A ∈ Rm×n is a measurement matrix and r : R→ R is a continuous function. For SCAD, the continuous
function r takes the form
r(t) =

λ|t| if |t| ≤ λ,
−t2+2θλ|t|−λ2
2(θ−1) if λ < |t| ≤ θλ,
(θ+1)λ2
2 if |t| > θλ,
10For a simple example, consider f(x) = −|x21 + x22 − 1|. Clearly, f can be written as a form of (35); while f is not piecewise
linear-quadratic because the pieces of this function cannot be arranged as a polyhedral union.
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where λ > 0 and θ > 2; while for MCP, the function r is given by
r(t) =
{
λ|t| − t22θ if |t| ≤ θλ,
θλ2
2 if |t| > θλ,
where λ > 0 and θ > 0. In view of the definitions of SCAD and MCP, one can see that the regularization
functions
∑n
i=1 r(xi) are continuous functions taking the form
n∑
i=1
min
1≤l≤mi
{fi,l(xi) + δCi,l(xi)}
for some closed intervals Ci,l and one dimensional quadratic (or linear) functions fi,l, for each 1 ≤ l ≤ mi and
i = 1, . . . , n. Since this is a sum of functions with independent variables, it can be equivalently written as
min
j∈J
{
n∑
i=1
[fi,ji(xi) + δCi,ji (xi)]
}
,
where J = {(j1, . . . , jn) ∈ Nn : 1 ≤ ji ≤ mi ∀i} and N is the set of positive integers. Hence, the objective in
the corresponding regularized least squares problems can be written as
min
j∈J
{
1
2
‖Ax− b‖2 +
n∑
i=1
[fi,ji(xi) + δCi,ji (xi)]
}
to which Corollary 5.2 is applicable. Thus, the function f in (36) with SCAD or MCP regularizers has a KL
exponent of 12 .
5.3 Local linear convergence of some first-order methods
In this subsection, we discuss local linear convergence of two common first-order methods, the proximal gradient
algorithm and the inertial proximal algorithm, based on the KL exponent.
We first discuss the proximal gradient algorithm, also known as the forward-backward splitting algorithm.
This algorithm has been studied extensively in recent years; see, for example, [3] and references therein. The
algorithm, in its general form, is applicable to the following optimization problem
min
x∈Rn
f(x) := h(x) + g(x),
where h is a smooth function whose gradient is Lipschitz continuous with constant L and g is a proper closed
function. The proximal gradient algorithm for this problem can be formulated as
xk+1 ∈ Arg min
x∈Rn
{
〈∇h(xk), x− xk〉+ 1
2γk
‖x− xk‖2 + g(x)
}
. (37)
where 0 < infk≥0 γk ≤ supk≥0 γk < 1L . The global convergence of this algorithm has been discussed in [3,
Section 5.2]. We state below the local linear convergence of the method under an explicit assumption on the
KL exponent, which is an immediate consequence of [16, Theorem 3.4]. This result will be used together with
results in Sections 5.1 and 5.2 for deriving new local convergence results when the proximal gradient algorithm
is applied to some concrete optimization problems; see Remark 5.1 below.
Proposition 5.1. Suppose that inf f > −∞ and that f is a KL function with an exponent of 12 . Let {xk} be
the sequence generated by the proximal gradient method given in (37). Suppose that {xk} is bounded. Then
{xk} converges locally linearly to a stationary point of f .
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The next algorithm we consider is the inertial proximal algorithm, known as iPiano, proposed and studied
in [35]. The algorithm can be applied to minimizing (26) when domh = Rn and ∇h is globally Lipschitz
continuous with Lipschitz constant L, and its algorithmic framework can be described below: set x−1 = x0
and update
xk+1 = arg min
x∈Rn
{〈
∇h(xk)− βk
αk
(xk − xk−1), x− xk
〉
+
1
2αk
‖x− xk‖2 + P (x)
}
. (38)
where {βk} and {αk} are suitable choices of sequence specified in [35, Algorithm 5] and [35, Theorem 4.9]. In
particular, the global convergence of the iPiano has been established in [35, Theorem 4.9] by assuming that
{βk} ⊂ [0, 1), δk := 2−βk2αk − L2 ≡ δ > 0 for some δ > 0, infk {
1−βk
αk
− L2 } > 0 and infk αk > 0. Here, we focus on the
local linear convergence of (38). For simplicity, we only consider a version of iPiano with constant step-sizes,
presented as [35, Algorithm 2].
Theorem 5.1. Suppose that f is a coercive KL function with an exponent of 12 . Let βk ≡ β ∈ [0, 1),
αk ≡ α ∈ (0, 2(1−β)L ) and {xk} be a sequence generated by (38). Then {xk} converges locally linearly to a
stationary point of f .
Proof. Define Fδ(x, y) := f(x)+δ‖x−y‖2, where δ := 2−β2α − L2 > 0. Since f is a KL function with an exponent
of 12 , we see from Theorem 3.6 that Fδ has the KL property with an exponent of
1
2 at any points of the form
(a, a) ∈ dom ∂Fδ. Thus, by [35, Theorem 4.9], the whole sequence {xk} converges to a stationary point x¯ of
f . It remains to establish local linear convergence.
To see this, recall from [35, Theorem 4.9] that properties H1, H2 and H3 in [35, Section 3.2] are satisfied,
i.e., there are positive numbers c1 and c2 such that for all k ≥ 0,
c1‖xk − xk−1‖2 ≤ Fδ(xk, xk−1)− Fδ(xk+1, xk),
dist(0, ∂Fδ(x
k+1, xk)) ≤ c2(‖xk − xk−1‖+ ‖xk+1 − xk‖),
Fδ(x
ki+1, xki)→ Fδ(x¯, x¯) for some subsequence {xki}.
(39)
The first and the third properties together imply that limk→∞ Fδ(xk+1, xk) = Fδ(x¯, x¯). Using this, the KL
property of Fδ at (x¯, x¯) and the fact that x
k → x¯, we see the existence of c3 > 0 and k0 ∈ N so that
dist(0, ∂Fδ(x
k+1, xk)) ≥ c3
√
Fδ(xk+1, xk)− Fδ(x¯, x¯)
whenever k ≥ k0. Combining this relation with (39), we have
Fδ(x
k+2, xk+1)− Fδ(x¯, x¯) ≤ Fδ(xk+1, xk)− Fδ(x¯, x¯) ≤ 1
c23
dist2(0, ∂Fδ(x
k+1, xk))
≤ 2
(
c2
c3
)2
(‖xk − xk−1‖2 + ‖xk+1 − xk‖2) ≤ 2
c1
(
c2
c3
)2
[Fδ(x
k, xk−1)− Fδ(xk+2, xk+1)]
for k ≥ k0, where the first inequality follows from the first relation in (39). Rearranging terms, we see that
0 ≤ Fδ(xk+2, xk+1)− Fδ(x¯, x¯) ≤ C
1 + C
[Fδ(x
k, xk−1)− Fδ(x¯, x¯)],
where C = 2c1
(
c2
c3
)2
. This shows that the sequences {Fδ(x2k+1, x2k)} and {Fδ(x2k, x2k−1)} are both Q-linearly
convergent. This implies that the whole sequence {Fδ(xk+1, xk)} is R-linearly convergent in the sense that
lim sup
k→∞
k
√
|Fδ(xk+1, xk)− Fδ(x¯, x¯)| < 1.
Combining this observation with the first relation in (39), we conclude further that there exist M > 0 and
k1 ∈ N and c ∈ (0, 1) so that for k ≥ k1, ‖xk+1 − xk‖ ≤Mck. Consequently, whenever k ≥ k1, we have
‖xk − x¯‖ ≤
∞∑
i=k
‖xi − xi+1‖ ≤ M
1− cc
k,
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showing that {xk} is R-linearly convergent, that is, lim supk→∞ k
√
‖xk − x¯‖ < 1. This completes the proof.
Remark 5.1. (New local linear convergence result for existing first-order methods) As applications
of Proposition 5.1 and Theorem 5.1, we derive new local linear convergence results for two existing first-order
methods applied to some concrete optimization problems:
(i) Combining Proposition 5.1 with the discussions in Sections 5.1 and 5.2, it is immediate that the proximal
gradient algorithm exhibits local linear convergence when it is applied to minx∈Rn h(x) + P (x), where
(a) h(x) = l(Ax) and P (x) = min1≤i≤r Pi(x). Here, l is strongly convex on any compact convex set
and is twice continuously differentiable with a Lipschitz continuous gradient, A ∈ Rm×n and Pi are
proper closed polyhedral functions for i = 1, . . . , r. This, in particular, covers the `1 regularized
logistic regression problem; or
(b) h(x) = 12‖Ax− b‖2 and P is the SCAD or MCP regularizers;
assuming that inf f > −∞ and the sequence generated is bounded for both cases.
(ii) Similarly, one can also study local convergence rate when applying the iPiano to minimizing functions in
the form of (26) for which the Luo-Tseng error bound holds using Theorems 4.1 and 5.1. For example,
as a consequence of Proposition 4.1, local linear convergence is guaranteed when applying the iPiano to
minx∈Rn h(x) + P (x) with coercive objectives, where h(x) = l(Ax), l and A are given as in item (i) case
(a), and P is a convex piecewise linear-quadratic regularizer.
6 Concluding remarks
In this paper, we studied the KL exponent by developing calculus rules for the exponent and relating the
exponent to the concept of Luo-Tseng error bound. Consequently, many convex or nonconvex optimization
models that arise in practical applications can be shown to have a KL exponent of 12 . We also discuss how our
results can be applied to establishing local linear convergence of some first-order methods.
One future research direction is to develop calculus rules for deducing the exponent of potential functions
such as the augmented Lagrangian function Lβ(x, y, z) = f(x) + g(y) + z
T (x − y) + β2 ‖x − y‖2 used in the
convergence analysis of the alternating direction method of multiplier in a nonconvex setting; see, for example,
[1, 19, 25]. Another direction is to derive the exponent for least squares models with some other popular
nonconvex regularizers P such as the logistic penalty function, P (x) = λ
∑n
i=1 log(1 + α|xi|) [34], and the
fraction penalty function, P (x) = λ
∑n
i=1
α|xi|
1+α|xi| [17].
A An auxiliary lemma
In this appendix, we prove a version of [41, Lemma 6] for a class of proper closed functions taking the form
f := ` + P , where ` is a proper closed function with an open domain and is continuously differentiable on
dom `, and P is a proper closed polyhedral function. Our proof follows exactly the same line of arguments as
[41, Lemma 6] and is only included here for the sake of completeness.
In what follows, we let K := {(x, s) : s ≥ P (x)}, and define
g(x, s) = `(x) + s︸ ︷︷ ︸
h(x,s)
+δK(x, s).
Then we have the following result.
Lemma A.1. There exists C > 0 so that for any x ∈ dom f , we have
‖ProjK [(x, P (x))−∇h(x, P (x))]− (x, P (x))‖ ≤ C‖proxP (x−∇`(x))− x‖.
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Proof. For notational simplicity, let
(y, µ) := ProjK [(x, P (x))−∇h(x, P (x))],
w := proxP (x−∇`(x)).
Note that ∇h(x, P (x)) = (∇`(x), 1). Using these and the definitions of proximal mapping and projection, we
have
(y, µ) = arg min
(u,s)∈K
{
〈∇`(x), u− x〉+ (s− P (x)) + 1
2
‖u− x‖2 + 1
2
(s− P (x))2
}
, (40)
w = arg min
u
{
〈∇`(x), u− x〉+ 1
2
‖u− x‖2 + P (u)
}
. (41)
Now, using the strong convexity of the objective function in (40) and comparing its function values at the
points (y, µ) and (w,P (w)), we have
〈∇`(x), y − x〉+ (µ− P (x)) + 1
2
‖y − x‖2 + 1
2
(µ− P (x))2
≤ 〈∇`(x), w − x〉+ (P (w)− P (x)) + 1
2
‖w − x‖2 + 1
2
(P (w)− P (x))2
− 1
2
‖y − w‖2 − 1
2
(µ− P (w))2.
(42)
Similarly, using the strong convexity of the objective function in (41) and comparing its function values at the
points w and y, we have
〈∇`(x), w − x〉+ 1
2
‖w − x‖2 + P (w)
≤ 〈∇`(x), y − x〉+ 1
2
‖y − x‖2 + P (y)− 1
2
‖y − w‖2
≤ 〈∇`(x), y − x〉+ 1
2
‖y − x‖2 + µ− 1
2
‖y − w‖2,
(43)
where the last inequality follows from the fact that (y, µ) ∈ K. Summing the inequalities (42) and (43) and
rearranging terms, we see further that
1
2
(µ− P (x))2 + ‖y − w‖2 ≤ 1
2
(P (w)− P (x))2 − 1
2
(µ− P (w))2. (44)
Since P is a proper closed polyhedral function, it is piecewise linear on its domain (see, for example, [8,
Proposition 5.1.1]) and hence is Lipschitz continuous on its domain. Thus, it follows from this and (44) that
there exists M > 0 so that
|µ− P (x)| ≤ |P (w)− P (x)| ≤M‖w − x‖ and ‖y − w‖ ≤ |P (w)− P (x)| ≤M‖w − x‖. (45)
Moreover, we can deduce further from the second relation in (45) that
‖y − x‖ ≤ ‖y − w‖+ ‖w − x‖ ≤ (M + 1)‖w − x‖.
This together with the first relation in (45) and the definitions of (y, µ) and w completes the proof.
Acknowledgements. We would like to thank the two anonymous referees for their detailed comments
that helped us to improve the manuscript.
23
References
[1] B. P. W. Ames and M. Hong. Alternating direction method of multipliers for sparse zero-variance dis-
criminant analysis and principal component analysis. Comput. Optim. Appl. 64, pp. 725-754, (2016).
[2] H. Attouch, J. Bolte, P. Redont and A. Soubeyran. Proximal alternating minimization and projection
methods for nonconvex problems: an approach based on the Kurdyka-Lojasiewicz inequality. Math. Oper.
Res. 35, pp. 438–457, (2010).
[3] H. Attouch, J. Bolte and B. F. Svaiter. Convergence of descent methods for semi-algebraic and tame
problems: proximal algorithms, forward-backward splitting, and regularized Gauss-Seidel methods. Math.
Program. 137, pp. 91–129 (2013).
[4] H. H. Bauschke and P. L. Combettes. Convex Analysis and Monotone Operator Theory in Hilbert Spaces.
Springer (2010).
[5] H. H. Bauschke and J. M. Borwein. On projection algorithms for solving convex feasibility problems,
SIAM Review 38, pp. 367–426 (1996).
[6] T. Blumensath and M. Davies. Iterative thresholding for sparse approximations. J. Fourier Anal. Appl.
14, pp. 629–654 (2008).
[7] J. Bolte, T. P. Nguyen, J. Peypouquet and B. W. Suter. From error bounds to the complexity of first-order
descent methods for convex functions. To appear in Math. Program., DOI:10.1007/s10107-016-1091-6.
[8] J. Borwein and A. Lewis. Convex Analysis and Nonlinear Optimization. Springer (2006), 2nd edition.
[9] R. I. Bot¸ and E. R. Csetnek. An inertial Tseng’s type proximal algorithm for nonsmooth and nonconvex
optimization problems. J. Optim. Theory Appl. 171, pp. 600–616 (2016).
[10] A. Chambolle and Ch. Dossal. On the convergence of the iterates of the “fast iterative shrink-
age/thresholding algorithm”. J. Optim. Theory Appl. 166, pp. 968–982 (2015).
[11] A. Daniilidis, W. Hare and J. Malick. Geometrical interpretation of the predictor-corrector type algorithms
in structured optimization problems. Optim. 55, pp. 481–503 (2006).
[12] A. L. Dontchev and R. T. Rockafellar. Implicit Functions and Solution Mappings. Springer Monographs
in Mathematics. Springer Science+Business Media, LLC, New York (2009).
[13] F. Fachinei and J.-S. Pang. Finite-Dimensional Variational Inequalities and Complementarity Problems.
I and II. Springer (2003).
[14] J. Fan. Comments on “wavelets in statistics: A review by A.Antoniadis.” J. Ital. Stat. Soc. 6, pp. 131–138
(1997).
[15] M. Forti, P. Nistri and M. Quincampoix. Convergence of neural networks for programming problems via
a nonsmooth  Lojasiewicz inequality. IEEE T. Neural Networ. 17, pp. 1471–1486 (2006).
[16] P. Frankel, G. Garrigos and J. Peypouquet. Splitting methods with variable metric for Kurdyka-
 Lojasiewicz functions and general convergence rates. J. Optim. Theory Appl. 165, pp. 874–900 (2015).
[17] D. Geman and G. Reynolds. Constrained restoration and the recovery of discontinuities. IEEE T. Pattern
Anal. 14, pp. 367–383 (1992).
[18] W. L. Hare and A. S. Lewis. Identifying active constraints via partial smoothness and prox-regularity. J.
Convex Anal. 11, pp. 251–266 (2004).
24
[19] M. Hong, Z.-Q. Luo and M. Razaviyayn. Convergence analysis of alternating direction method of multi-
pliers for a family of nonconvex problems. SIAM J. Optim. 26, pp. 337–364 (2016).
[20] P. R. Johnstone and P. Moulin. Local and global convergence of an inertial version of forward-backward
splitting. Preprint (2017). Available at https://arxiv.org/abs/1502.02281v5.
[21] A. Kyrillidis, S. Becker, V. Cevher and C. Koch. Sparse projections onto the simplex. ICML (2) 2013,
pp. 235–243.
[22] A. S. Lewis. Active sets, nonsmoothness, and sensitivity. SIAM J. Optim. 13, pp. 702–725 (2002).
[23] G. Li, B. S. Mordukhovich and T. S. Pham. New fractional error bounds for polynomial systems with
applications to Ho¨lderian stability in optimization and spectral theory of tensors. Math. Program. 153,
pp. 333–362 (2015).
[24] G. Li and T. K. Pong. Douglas-Rachford splitting for nonconvex optimization with application to non-
convex feasibility problems. Math. Program. 159, pp. 371–401 (2016).
[25] G. Li and T. K. Pong. Global convergence of splitting methods for nonconvex composite optimization.
SIAM J. Optim. 25, pp. 2434–2460 (2015).
[26] W. Li. Error bounds for piecewise convex quadratic programs and applications. SIAM J. Control Optim.
33, pp. 1510–1529 (1995).
[27] H. Liu, W. Wu and A. M.-C. So. Quadratic optimization with orthogonality constraints: explicit
 Lojasiewicz exponent and linear convergence of line-search methods. ICML, pp. 1158-1167 (2016).
[28] Z. Q. Luo and P. Tseng. On the linear convergence of descent methods for convex essentially smooth
minimization. SIAM J. Control Optim. 30, pp. 408–425 (1992).
[29] Z. Q. Luo and P. Tseng. Error bound and convergence analysis of matrix splitting algorithms for the
affine variational inequality problem. SIAM J. Optim. 1, pp. 43–54 (1992).
[30] Z. Q. Luo and P. Tseng. Error bounds and convergence analysis of feasible descent methods: A general
approach. Ann. Oper. Res. 46, pp. 157–178 (1993).
[31] Z. Q. Luo, J. S. Pang and D. Ralph. Mathematical Programs with Equilibrium Constraints. Cambridge
University Press, Cambridge (1996).
[32] B. S. Mordukhovich and Y. Shao. On nonconvex subdifferential calculus in Banach spaces. J. Convex
Anal. 2, pp. 211–227 (1995).
[33] B. S. Mordukhovich. Variational Analysis and Generalized differentiation, I: Basic Theory, II: Applica-
tions. Springer, Berlin (2006).
[34] M. Nikolova, M. K. Ng, S. Zhang and W.-K. Ching. Efficient reconstruction of piecewise constant images
using nonsmooth nonconvex minimization. SIAM J. Imaging Sci. 1, pp. 2–25 (2008).
[35] P. Ochs, Y. Chen, T. Brox and T. Pock. iPiano: inertial proximal algorithm for non-convex optimization.
SIAM J. Imaging Sci. 7, pp. 1388–1419 (2014).
[36] R. T. Rockafellar. Convex Analysis. Princeton University Press, Princeton (1970).
[37] S. M. Robinson. Some continuity properties of polyhedral multifunctions. in Mathematical Programming
at Oberwolfach vol. 14, Springer Berlin Heidelberg, pp. 206–214 (1981).
[38] R. T. Rockafellar and R. J.-B. Wets. Variational Analysis. Springer (1998).
25
[39] J. Shi, W. Yin, S. Osher and P. Sajda. A fast hybrid algorithm for large scale `1-regularized logistic
regression. J. Mach. Learn. Res. 11, pp. 713–741, (2010).
[40] P. Tseng. Approximation accuracy, gradient methods, and error bound for structured convex optimization.
Math. Program 125, pp. 263–295 (2010).
[41] P. Tseng and S. Yun. A coordinate gradient descent method for nonsmooth separable minimization. Math.
Program. 117, pp. 387–423 (2009).
[42] Y. Wang, Z. Luo and X. Zhang. New improved penalty methods for sparse reconstruction based on
difference of two norms. Preprint (2015). Available at researchgate, DOI: 10.13140/RG.2.1.3256.3369.
[43] Y. Xu and W. Yin. A block coordinate descent method for regularized multi-convex optimization with
applications to nonnegative tensor factorization and completion. SIAM J. Imaging Sci. 6, pp. 1758–1789
(2013).
[44] M. Yuan and Y. Lin. Model selection and estimation in regression with grouped variables. J. Royal Stat.
Soc. B. 68, pp. 49–67 (2006).
[45] C.-H. Zhang. Nearly unbiased variable selection under minimax concave penalty. Ann. Stat. 38, pp.
894–942 (2010).
[46] Z. Zhou and A. M.-C. So. A unified approach to error bounds for structured convex optimization problems.
To appear in Math. Program., DOI:10.1007/s10107-016-1100-9.
[47] Z. Zhou, Q. Zhang and A. M.-C. So. `1,p-norm regularization: error bounds and convergence rate analysis
of first-order methods. ICML 2015, pp. 1501–1510 (2015).
26
