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Sažetak
Ovaj rad započinje s dva poznata teorema aditivne kombinatorike,
koji su potom svedeni na rezultat iz teorije grafova. Daljnje poopćenje
je iskazano jezikom teorije vjerojatnosti, kako bi ga se dokazalo kori-
štenjem vjerojatnosne varijante Szemerédijeve leme o regularnosti. Ta
lema daje dekompoziciju proizvoljne slučajne varijable na strukturi-
rani dio, pseudoslučajni dio i grešku, a u radu je iznesen njezin pot-
puni dokaz.
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Abstract
This paper begins with two well-known theorems from additive
combinatorics, which are then reduced to a result from graph theory.
A further generalization is formulated in the language of probability
theory, in order to be established using the probabilistic variant of the
Szemerédi regularity lemma. This lemmaprovides a decomposition of
an arbitrary random variable into a structured part, a pseudorandom
part, and an error, and the paper presents its complete proof.
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1 Nekoliko rezultata iz aditivne kombinatorike
Jedan od ciljeva ovog članka je pokazati kako matematičko istraživanje po-
nekad prirodno vodi od elementarnih koncepata prema njihovim daleko-
sežnim poopćenjima. U ovom odjeljku krenut ćemo od dva poznata rezul-
tata tzv. aditivne kombinatorike, koja se bavi kombinatornim aspektima pod-
skupova neke (komutativne) grupe, poput skupa cijelih brojeva uz uobiča-
jeno zbrajanje. Potom ćemo ih dobiti kao posebne slučajeve jednog rezul-
tata iz teorije grafova, u čijem iskazu se više uopće neće pojavljivati ope-
racija zbrajanja. Dokaz tako poopćenog rezultata ostavit ćemo za iduće
odjeljke, gdje će nam se uklopiti u razmatranja o dihotomiji strukturira-
nosti i pseudoslučajnosti.














U ovom radu ćemo skup cijelih brojeva označavati sa Z, a skup prirodnih
brojeva (koji ne uključuje 0) s N. Nadalje, aritmetička progresija1 će nam
uvijek biti uređena k-torka brojeva
(a, a+ d, a+ 2d, . . . , a+ (k− 1)d)
za neke a, d ∈ Z i k ∈ N. Broj k je tada duljina aritmetičke progresije, a
ukoliko je d = 0, reći ćemo da je riječ o trivijalnoj aritmetičkoj progresiji.
Broj elemenata (tj. kardinalitet) konačnog skupa A pisat ćemo |A|.
Sljedeći rezultat se često smatra jednim od najvećih doprinosa kombina-
torici skupa cijelih brojeva. On je preteča čitave serije tvrdnji koje govore
da u svakom dovoljno gustom (pamakar i vrlo nepravilnom) podskupu od
Z možemo pronaći razne pravilne uzorke. Prvi ga je dokazao K. F. Roth
1953. godine u radu [8] i time dao djelomični odgovor na pitanje P. Erdősa















Teorem 1.1. (Rothov teorem, slabija varijanta) Za svaki 0 < δ ≤ 1 postoji
n0(δ) ∈N sa sljedećim svojstvom: ako je n ∈N, n ≥ n0(δ) i ako skup A ⊆
{1, 2, . . . , n} ima kardinalitet |A| ≥ δn, tada Amora sadržavati netrivijalnu
aritmetičku progresiju duljine 3.
Omjer |A|/n je prirodno zvati gustoća skupa A obzirom na {1, 2, . . . , n}.
Zato teorem možemo izreći riječima: Svaki skup gustoće barem δ > 0 u do-
voljno velikom (ovisno o δ) intervalu prirodnih brojeva ima tri različita elementa
koji stoje u aritmetičkoj progresiji.
1Ovaj termin se preferira u literaturi (poput knjige [19]) naspram termina aritmetički niz kako
bi se naglasilo da je riječ o konačnom slijedu brojeva.
2
Vjerojatnosna lema o regularnosti i njezine primjene u kombinatorici
Uslijedila su brojna kvantitativna poboljšanja i poopćenja teorema 1.1.
Prije svega napomenimo kako ćemo mi zapravo pokazati da skup A iz is-
kaza mora sadržavati barem α(δ)n2 aritmetičkih progresija duljine 3, za
neku konstantu α(δ) > 0 koja ovisi samo o δ. Ovo pojačanje je prvi primi-
jetio P. Varnavides [20].
Teorem 1.2. (Rothov teorem, jača varijanta)Za svaki 0 < δ ≤ 1 postoji α(δ) >
0 sa sljedećim svojstvom: ako je n ∈ N i ako za A ⊆ {1, 2, . . . , n} vrijedi
|A| ≥ δn, tada A ima barem α(δ)n2 aritmetičkih progresija duljine 3.
Primijetimo da teorem 1.2 povlači teorem 1.1. Jednom kad dokažemo
drugi teorem, tada ćemo za n0(δ) iz iskaza prvog teorema moći uzeti naj-
manji prirodni broj veći od 1/α(δ). Naime, u skupu A postoji |A| ≤ n trivi-
jalnih aritmetičkih progresija duljine 3 pa α(δ)n2 > n garantira da A sadrži
i barem jednu takvu netrivijalnu progresiju. Preporučujemo čitatelju da za
vježbu pokuša dokazati i obratnu implikaciju, tj. izvesti jaču varijantu iz
slabije.
Zadatak 1.1. Izvedite teorem 1.2 iz teorema 1.1.
Zadatak 1.1 je nešto teži pa dajemo uputu. Korisno je promatrati ne-
trivijalne aritmetičke progresije u skupu {1, 2, . . . , n} duljine k takve da je
k ≥ n0(δ/2) i k ≥ 10. Potom treba svaku od njih afino preslikati u skup
{1, 2, . . . , k}, tako da se unutar nje teorem 1.1 može primijeniti uz δ/2 i k
umjesto δ i n. Uzmemo li skup A gustoće najmanje δ, treba primijetiti kako
barem (δn/k2)(δn/4) takvih progresija ima barem (δ/2)k zajedničkih ele-
menata sa skupom A; detalji se mogu naći u [20].
Nadalje, prirodno je pokušati odozgo ocijeniti broj
r(n) := kardinalitet najvećeg podskupa od {1, 2, . . . , n}
koji ne sadrži netrivijalnu aritmetičku progresiju duljine 3.
Naime, iz teorema 1.1 slijedi samo limn→∞ r(n)/n = 0 (dokažite to!), ali
pažljivom analizom Rothovog dokaza može se dobiti r(n) ≤ Cn/ ln ln n za
neku konstantu C > 0 i za sve dovoljno velike n ∈N. Trenutni rekord drži
T. F. Bloom [2] s ocjenom




a za vrijeme pisanja ovog članka T. F. Bloom i O. Sisask najavili su ocjenu
oblika r(n) ≤ Cn/(ln n)1+ε za neki ε > 0, koju je P. Erdős još davno posta-
vio kao izazovni otvoreni problem.
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S druge strane, P. Erdős i P. Turán [4] su još 1936. naslutili da analogni
rezultat vrijedi i za aritmetičke progresije duljine k ≥ 4. Proteklo je dosta
vremena dok je E. Szemerédi to potvrdio za k = 4, a potom i za općeniti
fiksirani k u svom radu [14] 1975. godine.
Čitatelju ostavljamo da iz teorema 1.1 izvede još jednu varijantu koja se










































Zadatak 1.2. Neka je Apodskup skupaprirodnih brojeva s pozitivnomasimp-
totskom gornjom gustoćom, tj.
lim sup
n→∞
|A ∩ {1, 2, . . . , n}|
n
> 0.
Dokažite da tada A sadrži netrivijalnu aritmetičku progresiju duljine 3.
Navedena formula definira asimptotsku gornju gustoću skupa A ⊆N, dok
je njegova (asimptotska) gustoća varijanta te definicije s uobičajenim limesom
kada n → ∞. Prednost limesa superiora je što on uvijek postoji, čak i kad
niz ne konvergira, a u našem slučaju je on broj iz intervala [0, 1].
Tako je naprimjer gustoća skupa neparnih brojeva jednaka 1/2, dok je
gustoća skupa prostih brojeva jednaka 0: premda prostih brojeva ima be-
skonačno mnogo, prilično su rijetki. Ipak, skup prostih brojeva sadrži arit-
metičku progresiju 3, 5, 7, a čitatelj će lako provjeriti da se aritmetičke pro-
gresije 5, 11, 17, 23, 29 i 7, 37, 67, 97, 127, 157 također sastoje samo od prostih
brojeva. Štoviše, B. J. Green i T. Tao [6] su uspjeli pokazati da skup prostih
brojeva sadrži po volji duge aritmetičke progresije, čime je potvrdno od-
govoreno na višestoljetnu hipotezu brojnih matematičara poput J.-L. La-
grangea i E. Waringa. Dakle, dovoljni uvjet iz zadatka 1.2 nije i nužan za
postojanje po volji dugih aritmetičkih progresija.
1.2 Teorem o uglovima
U ovom poglavlju promatrat ćemo podskupove Kartezijevog kvadrata
{1, 2, . . . , n}2 = {1, 2, . . . , n} × {1, 2, . . . , n}.
Umjesto aritmetičke progresije, uzorak kojeg želimo pronaći je tzv. netrivi-
jalni ugao. Pritom ugao2 definiramo kao uređenu trojku parova(
(a, b), (a+ d, b), (a, b+ d)
)
za neke a, b, d ∈ Z, a kažemo da je trivijalan kada je d = 0. Naredni teorem
prvi su dokazali M. Ajtai i E. Szemerédi [1] 1974. godine.
2Ovaj termin koristi Škredov u radu [16] i od tada se on uvriježio u literaturi iz aditivne
kombinatorike.
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Teorem 1.3. (O uglovima)Za svaki 0 < δ ≤ 1postoji n0(δ) ∈N sa sljedećim
svojstvom: ako je n ∈ N, n ≥ n0(δ) i ako skup A ⊆ {1, 2, . . . , n}2 ima
kardinalitet |A| ≥ δn2, tada Amora sadržavati netrivijalni ugao.
I ovdje ima smisla promatrati niz definiran s
u(n) := kardinalitet najvećeg podskupa od {1, 2, . . . , n}2
koji ne sadrži netrivijalni ugao.
Iz teorema 1.3 slijedi da niz s općim članom u(n)/n2 konvergira prema
0. Pomalo začuđuje da je bilo kakva netrivijalna i razumna kvantitativna
ocjena broja u(n) dugo bila otvoreni problem. Tek je 2004. godine I. D.





za neke konstante c,C > 0. Opet se prirodno postavlja i pitanje poopćenja
na višedimenzionalne uglove, koje su dokazali H. Furstenberg i Y. Katznel-












Premda će oba dosad spomenuta teorema biti zajednička posljedica op-
ćenitije formulirane tvrdnje o grafovima, sugeriramo čitatelju da pokuša
pokazati kako je drugi teorem zapravo jači od prvog.
Zadatak 1.3. Izvedite teorem 1.1 iz teorema 1.3.




(a, b) ∈ {1, 2, . . . , 2n}2 : b− a ∈ A}.
Primijetite da svaki netrivijalni ugao u skupu A˜ putem projekcije (a, b) 7→
b− a daje netrivijalnu aritmetičku progresiju duljine 3 u skupu A.
1.3 Lema o uklanjanju trokutâ
Za formulaciju rezultata koji slijedi potrebno je poznavati najosnovnije poj-
move teorije grafova. Jednostavni neusmjereni graf, ili kratko samo graf, G =
(V, E) sastoji se od konačnog skupa vrhovaV i skupa bridova E. Svaki brid
e ∈ E je dvočlani skup e = {u, v} elemenata iz V, a mi slikovito kažemo da
brid e spaja vrhove u i v. Trokut u grafu G je svaki tročlani skup vrhova iz V
takav da su svaka dva od tih vrhova spojena bridom.
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Lema 1.1. (O uklanjanju trokutâ) Za svaki δ > 0 postoji konstanta β(δ) > 0
takva da vrijedi sljedeće: ako je G graf s n vrhova koji sadrži manje od β(δ)n3
trokutâ, tada možemo ukloniti manje od δn2 njegovih bridova i dobiti graf koji ne
sadrži nijedan trokut.
Ovaj rezultat se obično zove lema o uklanjanju trokutâ, zbog njezinih broj-
nih primjena, premda je zanimljiva već i sama za sebe. Vrlo neformalno
možemo ju izreći: Ako graf ima relativno malo trokutâ, tada uklanjanjem rela-
tivno malog broja bridova možemo eliminirati sve trokute. Napomenimo kako
je tvrdnja trivijalna za δ ≥ 1/2, jer je |E| ≤ (n2) < n2/2, a uklanjanjem svih
bridova iz E će svakako nestati i svi trokuti iz G.
Za dokaz leme 1.1 trebat će dosta priprema u narednim odjeljcima. Za-
sad samo prokomentirajmo u kakvoj je ona vezi s teoremima aditivne kom-
binatorike. Iskazali su je I. Z. Ruzsa i E. Szemerédi [9], kao i uočili da ona
implicira Rothov teorem, što ćemo uskoro i mi pokazati. Nadalje, vidjet
ćemo da ona povlači i teorem o uglovima, što je prvi primijetio J. Solymosi
[13].
Primijetimo da, ako u grafu postoji m trokutâ s međusobno disjunktnim
bridovima, tada za njihovu eliminaciju svakako treba ukloniti baremm bri-
dova. Zato obratom po kontrapoziciji u lemi 1.1 dobivamo sljedeću, nešto
operativniju posljedicu.
Korolar 1.1. Za svaki δ > 0 postoji konstanta β(δ) > 0 sa sljedećim svoj-
stvom: ako je G graf s n vrhova koji sadrži barem δn2 trokutâ bez zajednič-
kih bridova, tada G mora sadržavati ukupno barem β(δ)n3 trokutâ.
Čitatelj može razmisliti čini li mu se tvrdnja korolara 1.1 očekivana ili
iznenađujuća. Mogli bismo pomisliti kako se na temelju pretpostavke na
graf G može jedino zaključiti da je broj trokutâ u njemu reda veličine n2,
ali je ustvari taj broj maksimalnog mogućeg reda veličine, tj. n3.
Zanimljivo je kako je korolar 1.1 jači rezultat od teorema 1.1–1.3, premda
on iz formulacije eliminira svaki spomen operacije zbrajanja.
Dokaz teorema 1.2 korištenjem korolara 1.1. Postupit ćemo slično kao u [7] ili
[18]. Fiksirajmo 0 < δ ≤ 1, n ∈ N i skup A ⊆ {1, 2, . . . , n} za koji vrijedi
|A| ≥ δn. Promotrimo graf G čiji skup vrhova je V := {1, 2, . . . , 3n} ×
{1, 2, 3}, a bridovi su mu određeni na sljedeći način:
• vrhovi (i, 1) i (j, 2) su spojeni bridom ako i samo ako je j− i ∈ A,
• vrhovi (i, 1) i (k, 3) su spojeni bridom ako i samo ako je (k− i)/2 ∈ A,
• vrhovi (j, 2) i (k, 3) su spojeni bridom ako i samo ako je k− j ∈ A,
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pri čemu su i, j, k ∈ {1, 2, . . . , 3n} proizvoljni.
Za svaki i ∈ {1, 2, . . . , n} i svaki a ∈ A vrhovi
(i, 1), (i+ a, 2), (i+ 2a, 3)
čine trokut u grafu G. Očigledno su bridovi svih tih trokutâ međusobno
disjunktni, jer bilo koja dva od tih parova jednoznačno određuju brojeve a
i i. Dakle, G ima barem n|A| ≥ δn2 = (δ/81)|V|2 trokutâ bez zajedničkih
bridova pa po korolaru 1.1 on sadrži barem β(δ/81)|V|3 trokutâ.
Uočimo da trojka vrhova (i, 1), (j, 2), (k, 3) čini trokut u G ako i samo ako
je j = i+ a, k = i+ 2b za neku aritmetičku progresiju (a, b, c) u skupu A,
jer iz tih dviju jednakosti odmah slijedi i k− j = 2b− a = c. Svaka takva
aritmetička progresija može biti pridružena za najviše 3n trokutâ, jer ima
manje od 3nmogućnosti za indeks i. Iz prethodnodobivenog zaključujemo




aritmetičkih progresija duljine 3, pri čemu smo stavili α(δ) = 35β(δ/81).
Dokaz teorema o uglovima je još elegantniji ako maštovito reinterpreti-
ramo tvrdnju.
Dokaz teorema 1.3 korištenjem korolara 1.1. Fiksirajmo 0 < δ ≤ 1, n ∈ N i
skup A ⊆ {1, 2, . . . , n}2 s barem δn2 elemenata. Ovaj put za skup vrhova
grafa G uzimamo sve pravce s nagibom −1, 0 ili ∞ koji imaju neprazan
presjek sa {1, 2, . . . , n}2. Preciznije, V je skup svih pravaca čija jednadžba u
pravokutnom Kartezijevom koordinatnom sustavu ima jedan od sljedećih
oblika:
• y = −x+ c za neki c ∈ {2, 3, . . . , 2n},
• y = c za neki c ∈ {1, 2, . . . , n},
• x = c za neki c ∈ {1, 2, . . . , n}.
Odavde vidimo da je |V| = 4n− 1. Smatrat ćemo da su dva vrha spojena
bridom ako i samo ako se odgovarajući pravci sijeku u nekoj točki skupa
A. Primijetimo da trojka pravaca čini trokut ako i samo ako se u parovima
sijeku i točke njihovih presjeka čine ugao u skupu A.
Kroz svaku točku (a, b) ∈ A prolaze tri gore navedena pravca i oni čine
trokut (kojem odgovara trivijalni ugao). Svi ti trokuti imaju međusobno
različite bridove, jer već bilo koja dva od tri pravca jednoznačno određuju
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točkupresjeka. Popretpostavci takvih trokutâ imabarem δn2 > (δ/16)|V|2.
Iz korolara 1.1 zaključujemo da G ukupno ima barem β(δ/16)|V|3 trokutâ
pa, posljedično, u skupu A postoji barem β(δ/16)(4n− 1)3 uglova. Kako
trivijalnih uglova ima |A| ≤ n2, preostaje za n0(δ) uzeti najmanji prirodni
broj n takav da vrijedi β(δ/16)(4n− 1)3 > n2.
Primijetimo da smo u oba dokaza lemu o uklanjanju trokutâ primjenji-
vali na tzv. tripartitne grafove, tj. takve kod kojih se skup vrhova može par-
ticionirati V = V1 ∪V2 ∪V3 tako da nikoja dva vrha iz istog člana particije
nisu spojena bridom. Nadalje, iz gornjih dokaza dobivamo primjere gra-
fova koji doista sadrže δn2 trokutâ s disjunktnim bridovima.
2 Pripremni rezultati iz teorije vjerojatnosti
Sada ćemo dati kratki pregled osnovnih pojmova i rezultata iz teorije vje-
rojatnosti koji će biti korišteni u iduća dva odjeljka. Za čitatelja koji je već
upoznat s općom teorijom vjerojatnosti (vidjeti npr. knjigu [10]) iznijet ćemo
definicije na sasvim općenitom i apstraktnom vjerojatnosnom prostoru. S
druge strane, za dokaz leme 1.1 bi bilo dovoljno raditi samo na konačnom
prostoru elementarnih događaja i, posljedično, s diskretnim slučajnimvari-
jablama. Zato ćemo za manje iskusnog čitatelja, radi lakše čitljivosti teksta,
dati i posebne slučajeve definicija u tom kontekstu i tada je samo poželjna
familijarnost s vrlo osnovnimkonceptima elementarne teorije vjerojatnosti (vi-
djeti npr. udžbenike [11] i [12]).
2.1 Vjerojatnosni prostor i slučajne varijable
Osnovni koncept u teoriji vjerojatnosti je uređena trojka (Ω,F ,P), koja čini
tzv. vjerojatnosni prostor. Pritom je Ω neprazan skup, čije elemente zovemo
elementarni događaji, a F je σ-algebra podskupova od Ω, čije članove zo-
vemo događaji. To znači da je F familija koja sadrži ∅ i Ω i zatvorena je na
prebrojive skupovne operacije; dovoljno je zahtijevati zatvorenost na kom-
plementiranje i na prebrojive unije. Skup∅ zovemo nemoguć događaj, aΩ je
siguran događaj. Konačno,P : F → [0, 1] zovemo vjerojatnost ili vjerojatnosna
mjera i to je skupovna funkcija koja zadovoljava P(Ω) = 1 i ima svojstvo
σ-aditivnosti, tj.P(
⋃∞
i=1 Ai) = ∑
∞
i=1P(Ai) za bilo koje disjunktne događaje
A1, A2, . . .. U posebnom slučaju kada je Ω konačan skup možemo uzeti
F := P(Ω), P(A) := |A|/|Ω| za svaki A ⊆ Ω, (1)
tj. svi podskupovi od Ω su događaji, a vjerojatnost događaja A proporci-
onalna je broju njegovih elemenata.
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Za σ-algebruG takvuda jeG ⊆ F kažemoda je σ-podalgebra, a ukoliko je i
konačna (tj. G sadrži samo konačno mnogo događaja) zovemo ju podalgebra
od F . Naime, tada je dovoljno zahtijevati samo zatvorenost na konačne
skupovne operacije. Svaka konačna podalgebra od F se može atomizirati,
o čemu govori idući zadatak.
Zadatak 2.1. Ako je G konačna podalgebra odF , dokažite da postoji jedins-
tvena particijaA skupaΩ na konačno mnogo njegovih nepraznih podsku-
pova takva da se G sastoji od svih unija (uključujući i praznu uniju ∅) čla-
nova od A. Elemente od A zovemo atomi podalgebre G. Dakle, ako G ima
točno n atoma, tada G sadrži točno 2n događaja.
Za bilo koje događaje A1, A2, . . . , Am ∈ F možemo promatrati najmanju
podalgebru odF koja ih sadrži; zovemo ju podalgebra generirana tim doga-
đajima i označavamo σ({A1, A2, . . . , Am}). Lako je vidjeti da njoj odgovara
particija odΩ na skupove A∗1 ∩ A∗2 ∩ · · · ∩ A∗m, pri čemu A∗i zamjenjuje Ai ili
Aci za svaki i = 1, 2, . . . , n te izbacujemo prazne presjeke. Posebno vidimo
da σ({A1, A2, . . . , Am})može imati najviše 2m atoma.
Svaka konačna podalgebra G od F je očigledno generirana samo s ko-
načno mnogo događaja. Kažemo da G ima složenost m ∈ N ukoliko je ona
generirana s nekihm događaja, ali nije generirana ni s kojihm− 1 događaja.
Dogovorno stavljamo i da trivijalna podalgebra G = {∅,Ω} ima složenost
0. Prema komentaru odmalo prije, podalgebra složenostim ima najviše 2m
atoma, što dalje znači da sadrži najviše 22m događaja.
Slučajne varijable su realne funkcije na vjerojatnosnomprostoru koje imaju
tzv. svojstvo izmjerivosti. Umjesto da izložimo definiciju iz [10], mi ćemo
samo dati jednu elegantnu karakterizaciju iz iste knjige: funkcija X : Ω →
R je slučajna varijabla ako i samo ako je za svaki c ∈ R skup oblika
{X ≤ c} := {ω ∈ Ω : X(ω) ≤ c}
događaj, tj. element σ-algebre F . Analogne karakterizacije vrijede i kada
{X ≤ c} zamijenimo skupovima oblika {X < c}, {X ≥ c} ili {X > c}.
Ukoliko pak krenemo od događaja A ∈ F , prirodno mu je pridružiti slu-
čajnu varijablu 1A, koju nazivamo indikator od A ili karakteristična funkcija
skupa A, a definiramo ju
1A(ω) :=
{
1 ako je ω ∈ A,
0 ako je ω ∈ Ω \ A.
Sa slučajnim varijablama često notacijski postupamo kao s brojevima pa
nam tako npr. X ≤ Y znači da je X(ω) ≤ Y(ω) za svaki ω ∈ Ω, ali nam
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inače {X ≤ Y} označava događaj {ω ∈ Ω : X(ω) ≤ Y(ω)}, a P(X ≤ Y)
njegovu vjerojatnost. Nadalje, presjek događaja vezanih uz slučajne varija-
ble često samo odvajamo zarezom pa nam npr. {X > 1,Y > 2,X+Y < 5}
označava presjek događaja {X > 1}, {Y > 2} i {X+Y < 5}.
Jedan od osnovnih koncepata vezanih uz slučajnu varijablu X je njeno
očekivanje EX, koje se može interpretirati kao njena svojevrsna prosječna
vrijednost. Ovdje nećemo prezentirati konstrukciju od EX (jer ona zalazi
duboko u teoriju mjere), već ćemo samo reći da je moguće krenuti od ra-
zumnog uvjeta E1A = P(A) za svaki A ∈ F i proširiti operator E na
kolekciju svih ograničenih slučajnih varijabli tako da bude linearan,
E(aX+ bY) = aEX+ bEY,
i monoton,
X ≤ Y =⇒ EX ≤ EY,
za svake dvije slučajne varijable X, Y i konstante a, b ∈ R. U posebnom
slučaju kad je prostor elementarnih događaja Ω konačan, a vjerojatnost P




P({ω})X(ω) = 1|Ω| ∑
ω∈Ω
X(ω) (2)
i tada vidimo da je EX u stvari uobičajeni prosjek od X.
Zadatak 2.2. (a) Dokažite tzv. Markov-Čebiševljevu nejednakost: Ako je X
slučajna varijabla koja poprima samo nenegativne vrijednosti, tada
za svaki c > 0 vrijedi P(X ≥ c) ≤ (EX)/c.
(b) Izvedite apstraktnu formulaciju Dirichletovog principa: Ako za slu-
čajnu varijablu X i konstantu c ∈ R vrijedi EX ≥ c, tada postoji
ω ∈ Ω za kojeg je X(ω) ≥ c.
Ukoliko imamo dva vjerojatnosna prostora, (Ω1,F1,P1) i (Ω2,F2,P2),
tada je naKartezijevomproduktuΩ1×Ω2 prirodno promatrati produktnu
σ-algebruF1⊗F2, tj. najmanju σ-algebru podskupova odΩ1×Ω2 koja sa-
drži sve skupove oblika A× B za A ∈ F1 i B ∈ F2. Može se pokazati da
postoji jedinstvena vjerojatnosnamjeraP1×P2 naF1⊗F2 takva da vrijedi
(P1 ×P2)(A× B) = P1(A)P2(B). Pomoću te vjerojatnosne mjere defini-
rano je i očekivanje slučajne varijable X : Ω1 ×Ω2 → R, koje opet označa-
vamo samoEX, u nadi da je vjerojatnosni prostor jasan iz konteksta. Kada
želimo naglasiti produktnu strukturu, pisat ćemoEω1∈Ω1,ω2∈Ω2X(ω1,ω2),
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tj. u indeksu od E ćemo označavati po kojim prostorima Ωi se uzima oče-
kivanje i obzirom na koje ωi iz izraza pod očekivanjem.
Ako su pak G1 ⊆ F1 i G2 ⊆ F2 konačne podalgebre kojima redom od-
govaraju particije na atome {A1, . . . , Am} i {B1, . . . , Bn}, tada Kartezijevi
produkti Ai × Bj, i = 1, . . . ,m, j = 1, . . . , n čine atome od G1 ⊗ G2.
2.2 Uvjetno očekivanje i dvije važne norme
Pretpostavimo sada da je zadan vjerojatnosni prostor (Ω,F ,P) i ograni-
čena slučajna varijabla X na njemu. Uzmimo proizvoljnu konačnu podal-
gebru G ⊆ F i neka su A1, . . . , An njezini atomi pozitivne vjerojatnosti.
Uvjetno očekivanje od X obzirom na podalgebru G je nova slučajna varijabla








Dakle, za ω ∈ Ai je E(X|G)(ω) upravo prosječna vrijednost od X na do-
gađaju Ai. S druge strane, ova definicija stavlja E(X|G)(ω) = 0 za ω iz
atoma koji ima vjerojatnost 0, ali ionako nije jako važno čemu je jednaka
slučajna varijabla na događaju vjerojatnosti 0. Ako baš uzmemo trivijalnu
podalgebru G = {∅,Ω}, koja ima samo jedan atom Ω, odmah vidimo
da je E(X|{∅,Ω}) konstantno jednaka EX na cijelom prostoru. Radi toga
uvjetno očekivanje poopćuje obično očekivanje.
Zadatak 2.3. Dokažite nekoliko svojstava uvjetnog očekivanja.
(a) Ako za neke a, b ∈ R, a ≤ 0 ≤ b vrijedi a ≤ X ≤ b, tada je također
a ≤ E(X|G) ≤ b.








E(X|G)∣∣H) = E(X|G) = E(E(X|H)∣∣G).
Definirat ćemo L2 normu ograničene slučajne varijable X kao broj
‖X‖L2(Ω) := (EX2)1/2.
Ova veličina zadovoljava definicijska svojstva norme, od kojih je netrivi-
jalna jedino nejednakost trokuta:
‖X+Y‖L2(Ω) ≤ ‖X‖L2(Ω) + ‖Y‖L2(Ω)
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za bilo koje ograničene slučajne varijable X i Y. Cauchy-Schwarzova nejedna-
kost se u ovom kontekstu može zapisati
|E(XY)| ≤ ‖X‖L2(Ω)‖Y‖L2(Ω).
Reći ćemo da su X i Y ortogonalne ako je E(XY) = 0 i u tom slučaju iz
linearnosti očekivanja odmah slijedi tzv. Pitagorin poučak,
‖X+Y‖2L2(Ω) = ‖X‖2L2(Ω) + ‖Y‖2L2(Ω).
Zadatak 2.4. (a) Ako su G ⊆ H konačne podalgebre od F , dokažite da
su slučajne varijable E(X|G) i E(X|H)−E(X|G) ortogonalne.
(b) Ako su G ⊆ H ⊆ I ⊆ J konačne podalgebre od F , dokažite da
su slučajne varijable E(X|H)−E(X|G) i E(X|J )−E(X|I) ortogo-
nalne.
Za ograničenu slučajnu varijablu X definiranu na produktu Ω1 × Ω2
vjerojatnosnih prostora moguće je definirati i razne druge veličine. Jedna













Takav naziv je dobila jer točke u kojima izračunavamo vrijednosti od X čine
vrhove svojevrsnog pravokutnika u Ω1 ×Ω2. Iz narednog zadatka slijedi
da ta veličina zadovoljava nejednakost trokuta, što nam daje za pravo da je
zovemo normom.
Zadatak 2.5. Dokažite nekoliko svojstava pravokutne norme.
(a) Pokažite da je ‖X‖22(Ω1×Ω2) dobro definirano, tj. da je izraz pod čet-
vrtim korijenom uvijek nenegativan.
(b) Za ograničene slučajne varijableW,X,Y,Z pokažite∣∣Eω1,ω′1∈Ω1,ω2,ω′2∈Ω2(W(ω1,ω2)X(ω1,ω′2)Y(ω′1,ω2)Z(ω′1,ω′2))∣∣
≤ ‖W‖22(Ω1×Ω2)‖X‖22(Ω1×Ω2)‖Y‖22(Ω1×Ω2)‖Z‖22(Ω1×Ω2).
(c) Posebno zaključite da za ograničene slučajne varijable X i Y vrijedi
‖X+Y‖22(Ω1×Ω2) ≤ ‖X‖22(Ω1×Ω2) + ‖Y‖22(Ω1×Ω2).
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3 Vjerojatnosna varijanta leme o regularnosti
Konačno smo umogućnosti formulirati glavni rezultat ovog članka, koji će
govoriti o dekompoziciji proizvoljne slučajne varijable na sljedeća tri dijela.
• Strukturirani dio će biti slučajna varijabla koja poprima samo kontroli-
rano veliki broj vrijednosti. Preciznije, ona će biti uvjetno očekivanje
polazne slučajne varijable obzirom na podalgebru kontrolirane slo-
ženosti.
• Pseudoslučajni dio će biti slučajna varijabla koja u nekom smislu slabo
korelira s produktnom strukturom. Pseudoslučajnost ćemo mjeriti
ranije spomenutom pravokutnom normom, koja bi za takvu slučajnu
varijablu trebala biti razmjerno mala. Naziv dolazi od heurističkih
razmatranja (u koja ovdje nećemo ulaziti) kod kojih čitavu slučajnu
varijablu shvaćamo kao elementarni događaj u nekom velikom vjero-
jatnosnom prostoru, npr. bacajući novčić za svaku njezinu pojedinu
vrijednost. Tako nasumično odabrana slučajna varijabla bi s velikom
vjerojatnošću trebala biti pseudoslučajna.
• Greška će biti slučajna varijabla koja je mala u L2 normi. Ona je u
praksi zanemariva i ne igra značajnu ulogu.
Slikovite nazive tih dijelova treba shvatiti samo intuitivno, a uskoro će usli-
jediti precizne definicije. Rezultat ovog tipa, ali za grafove, prvi je formuli-
rao E. Szemerédi [15], a danas se on naziva Szemerédijeva lema o regularnosti.
Uslijedila su brojna poopćenja, na kojima su radili mnogi poznati matema-
tičari, među ostalima i T. Tao. Mi ćemo prezentirati vjerojatnosnu varijantu
leme o regularnosti i to upravo prema njegovom preglednom članku [18].
U cijelomovom i idućemodjeljku podrazumijevat će se da su (Ωi,Fi,Pi),
i = 1, 2, 3, vjerojatnosni prostori. Možemo ih smatrati fiksiranima, ali na-
pomenimo da nikoje konstante iz rezultata koji slijede neće ovisiti o njima.
Elemente od Ωi ćemo i dalje tipično pisati ωi,ω′i , dok ćemo podalgebre od
Fi označavati Gi,G ′i ,G0i ,G1i , itd.
3.1 Dvije formulacije glavnog rezultata
Teorem 3.1. (Vjerojatnosna varijanta leme o regularnosti) Uzmimo proizvolj-
nu funkciju F : N∪ {0} →N i definirajmo niz nenegativnih cijelih brojeva
(mi)∞i=0 rekurzivnom formulom
m0 = 0, mi+1 = mi + 16F(mi)8 za i ≥ 0.
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Za svaku slučajnu varijablu X : Ω1×Ω2 → [0, 1] i proizvoljni ε > 0 postoje
cijeli broj 0 ≤ k ≤ bε−2c i konačne podalgebre G1 i G2 redom od F1 i F2
složenosti najviše mk tako da X ima dekompoziciju
X = Xst + Xps + Xgr,
pri čemu vrijedi:
• Xst = E(X|G1 ⊗ G2) (Xst je strukturirana),
• ‖Xps‖22(Ω1×Ω2) < 1/F(mk) (Xps je pseudoslučajna),
• ‖Xgr‖L2(Ω1×Ω2) < ε (Xgr je greška),
• slučajne varijable Xst i Xst + Xgr poprimaju vrijednosti u intervalu
[0, 1].
U iskazu teorema smo koristili oznaku bxc za najveći cijeli broj manji
ili jednak x (tzv. najveće cijelo od x), a kasnije ćemo još sa dxe označavati
najmanji cijeli broj veći ili jednak x (tzv. najmanje cijelo od x). Primijetimo
usput da iz
0 ≤ Xst, Xst + Xgr, Xst + Xgr + Xps ≤ 1 (3)
slijedi
−1 ≤ Xps,Xgr ≤ 1. (4)
U gornjoj formulaciji isprva začuđuje pojavljivanje proizvoljne funkcije
F, no to je fleksibilnost koju želimo imati kao kompenzaciju za slabu kon-
trolu nad brojem mk.
Zadatak 3.1. U rekurziji iz teorema 3.1 uzmite nekoliko primjera funkcije F,
poput F(n) = (n+ 1)2 ili F(n) = 2n. Uvjerite se pomoću računala da niz
(mi)∞i=0 tipično raste astronomski brzo.
Nadalje, može nas zbuniti potreba za uvođenjem greške Xgr. Dekom-
pozicije kod kojih nema člana interpretiranog kao greška često zovemo na-
ivnim. Jednu takvu naivnu varijantu leme o regularnosti ostavljamo čitatelju
kao zadatak za vježbu nakon čitanja ostatka ovog članka.
Zadatak 3.2. Neka je X : Ω1 × Ω2 → [0, 1] proizvoljna slučajna varijabla i
neka je dan broj η > 0. Pokažite da postoje konačne podalgebre G1 i G2
od F1 i F2 složenosti najviše 16/η8 takve da X ima dekompoziciju X =
Xst + Xps, pri čemu vrijedi:
• Xst = E(X|G1 ⊗ G2) (Xst je strukturirana),
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• ‖Xps‖22(Ω1×Ω2) < η (Xps je pseudoslučajna).
Usporedimo zadatak 3.2 s teoremom 3.1. U navedenom zadatku pro-
dukt ograde za složenost i osme potencije ograde za pseudoslučajnost iz-
nosi 16. S druge strane, pogodnim odabirom funkcije F u teoremu 3.1 mo-
žemo garantirati da je bilo koji produkt tog tipa po volji malen. Ipak, tada
moramo dozvoliti postojanje trećeg pribrojinika Xgr.
Kako bismo vjerojatnosnu varijantu leme o regularnosti mogli iskoris-
titi za dokaz leme o uklanjanju trokutâ, potrebna nam je malo općenitija
formulacija koja istodobno dekomponira tri slučajne varijable.
Teorem 3.2. (O istovremenoj regularnosti) Uzmimo proizvoljnu funkciju
F : N∪ {0} →N i definirajmo niz (mi)∞i=0 rekurzivnom formulom
m0 = 0, mi+1 = mi + 32F(mi)8 za i ≥ 0. (5)
Neka su X : Ω1 ×Ω2 → [0, 1], Y : Ω2 ×Ω3 → [0, 1] i Z : Ω3 ×Ω1 → [0, 1]
slučajne varijable te neka je dan broj ε > 0. Tada postoje cijeli broj 0 ≤ k ≤
b3ε−2c i konačne podalgebre G1,G2,G3 od F1,F2,F3 složenosti najviše mk
tako da se sve tri slučajne varijable X, Y, Zmogu istovremeno rastaviti kao
X = Xst + Xps + Xgr, Y = Yst +Yps +Ygr, Z = Zst + Zps + Zgr, (6)
pri čemu vrijedi:
• Xst = E(X|G1 ⊗ G2), Yst = E(Y|G2 ⊗ G3), Zst = E(Z|G3 ⊗ G1),
• ‖Xps‖22(Ω1×Ω2), ‖Yps‖22(Ω2×Ω3), ‖Zps‖22(Ω3×Ω1) < 1/F(mk),
• ‖Xgr‖L2(Ω1×Ω2), ‖Ygr‖L2(Ω2×Ω3), ‖Zgr‖L2(Ω3×Ω1) < ε,
• slučajne varijableXst,Xst+Xgr,Yst,Yst+Ygr, Zst, Zst+Zgr poprimaju
vrijednosti u intervalu [0, 1].
3.2 Tri pomoćne tvrdnje
Pripremni dio dokaza teorema 3.1 i 3.2 provest ćemo kroz tri leme. Naj-
prije ćemo se uvjeriti da pravokutna norma doista daje dobru mjeru pse-
udoslučajnosti. Preciznije, pokazat ćemo da, ako imamo slučajnu varijablu
sa zamjetno velikom pravokutnom normom, onda u toj slučajnoj varijabli
možemo pronaći određenu strukturiranost.
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Lema 3.1. Ako za slučajnu varijablu X : Ω1×Ω2 → [−1, 1] i broj η > 0 vrijedi
‖X‖22(Ω1×Ω2) ≥ η,














Primjenom Dirichletovog principa (vidjeti (b) dio zadatka 2.2) možemo












0 1ds ako je X(ω1,ω
′
2) ∈ [0, 1],∫ 0
X(ω1,ω′2)









{ω1 ∈ Ω1 : X(ω1,ω′2) ≥ s} ako je s ∈ [0, 1],
{ω1 ∈ Ω1 : X(ω1,ω′2) ≤ s} ako je s ∈ [−1, 0〉.
Događaje Bt definiramo analogno, pomoću vrijednosti od X(ω′1,ω2), te










Primijenimo još jednomDirichletov princip, ovog puta na par brojeva s, t ∈
[−1, 1], kako bismo našli događaje A = As ∈ F1 i B = Bt ∈ F2 takve da je
4
∣∣Eω1∈Ω1,ω2∈Ω2(X(ω1,ω2)1A(ω1)1B(ω2))∣∣ ≥ η4.
Tvrdnja sada slijedi dijeljenjem s 4.
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Ideja vjerojatnosne varijante leme o regularnosti je aproksimirati slu-
čajnu varijablu X slučajnom varijablom Xst kontrolirane složenosti toliko
dobro da ostatak bude mali u pravokutnoj normi. Sljedeća lema nam je
važna jer pokazuje da aproksimaciju koja nije dovoljno dobra možemo po-
boljšati.
Lema 3.2. Neka je X : Ω1 ×Ω2 → [0, 1] slučajna varijabla. Pretpostavimo da
postoje konstanta η > 0, nenegativan cijeli broj m i konačne podalgebre G1 ⊆ F1
i G2 ⊆ F2 složenosti najviše m tako da je
‖X−E(X|G1 ⊗ G2)‖22(Ω1×Ω2) ≥ η.
Tada možemo naći konačne podalgebre G ′1 ⊆ F1 i G ′2 ⊆ F2 složenosti najviše
m+ 1 koje redom proširuju G1 i G2 i za koje vrijedi






Dokaz. Primijenimo prethodnu lemu na slučajnu varijablu X −E(X|G1 ⊗
G2) i nađimo događaje A ∈ F1 i B ∈ F2 za koje je∣∣∣E((X−E(X|G1 ⊗ G2))1A×B)∣∣∣ ≥ η44 .
Neka je G ′1 jednaka algebri generiranoj skupovima iz G1 i skupom A, tj.G ′1 := σ(G1 ∪ {A}), i neka je podalgebra G ′2 jednaka σ(G2 ∪ {B}). Jasno je












∣∣G ′1 ⊗ G ′2)1A×B)
= E
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Pritom smo iskoristili dijelove (b) i (c) zadatka 2.3 i činjenicu da je A× B ∈
G ′1 ⊗ G ′2. Primjenom Cauchy-Schwarzove nejednakosti dobivamo
‖E(X|G ′1 ⊗ G ′2)−E(X|G1 ⊗ G2)‖L2(Ω1×Ω2)‖1A×B‖L2(Ω1×Ω2) ≥
η4
4
pa ocjenjivanjem ‖1A×B‖L2(Ω1×Ω2) ≤ 1 nestaje drugi faktor s lijeve strane,
tj. imamo
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Kako su slučajne varijable E(X|G1 ⊗ G2) i E(X|G ′1 ⊗ G ′2) − E(X|G1 ⊗ G2)
ortogonalne, vidi zadatak 2.4(a), iz Pitagorinog poučka i (7) potom slijedi
‖E(X|G ′1 ⊗ G ′2)‖2L2(Ω1×Ω2)
= ‖E(X|G1 ⊗ G2)‖2L2(Ω1×Ω2) + ‖E(X|G
′
1 ⊗ G ′2)−E(X|G1 ⊗ G2)‖2L2(Ω1×Ω2)




što je i trebalo pokazati.
Iteriranjem prethodne leme ćemo slučajnu varijablu X proizvoljno dobro
aproksimirati slučajnim varijablama koje poprimaju samo konačno mnogo
vrijednosti. Naravno, što bolju aproksimaciju želimo, to veću složenost
aproksimirajuće slučajne varijable moramo dozvoliti, tj. ona mora biti de-
finirana kao uvjetno očekivanje obzirom na podalgebru velike složenosti.
Lema 3.3. Neka je X : Ω1 × Ω2 → [0, 1] proizvoljna slučajna varijabla, neka
je m nenegativan cijeli broj, neka su G1 ⊆ F1 i G2 ⊆ F2 konačne podalgebre
složenosti najviše m i neka je η > 0 proizvoljna konstanta. Tada možemo proširiti
G1 i G2 redom do podalgebri G ′1 i G ′2 složenosti najviše m+ 16/η8 tako da je
‖X−E(X|G ′1 ⊗ G ′2)‖22(Ω1×Ω2) < η. (8)
Dokaz. Konstruirat ćemo dva niza konačnih podalgebri,
G01 ⊆ G11 ⊆ G21 ⊆ · · · i G02 ⊆ G12 ⊆ G22 ⊆ · · · ,
takvih da G i1 i G i2 imaju složenost najviše m+ i za svaki indeks i.
Stavimo G01 := G1 i G02 := G2. Ostatak niza konstruiramo induktivno
koristeći prethodno dokazanu lemu 3.2. Pretpostavimo da smo za neki
indeks i već definirali podalgebre G i1 i G i2 složenosti najviše m+ i.
(1◦) Ako je ‖X−E(X|G i1 ⊗ G i2)‖22(Ω1×Ω2) < η, onda stajemo s konstruk-
cijom niza te izabiranjem G ′1 := G i1 i G ′2 := G i2 dobivamo (8), što do-
kazuje teorem ukoliko je i manji ili jednak 16/η8.
(2◦) U suprotnom je ‖X − E(X|G i1 ⊗ G i2)‖22(Ω1×Ω2) ≥ η pa primjenom
leme 3.2 možemo naći podalgebre G i+11 i G i+12 složenosti najviše m+
i+ 1 takve da vrijedi
‖E(X|G i+11 ⊗ G i+12 )‖2L2(Ω1×Ω2) ≥ ‖E(X|G
i
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Ponavljajmo ovaj postupak. Tvrdimo da se drugi slučaj može ponoviti naj-
više 16/η8 puta i nakon toga završavamo u prvom slučaju. Zaista, uvjetno
očekivanje od X nad bilo kojom podalgebrom uvijek poprima vrijednosti
u intervalu [0, 1] pa je
‖E(X|G i1 ⊗ G i2)‖2L2(Ω1×Ω2) ≤ 1 (9)
za svaki indeks i. Kod svake primjene koraka iz drugog slučaja veličina
s lijeve strane od (9) se povećava barem za η8/16. Kad bi se drugi slučaj
mogao ponoviti više od 16/η8 puta, tada bi ta veličina premašila broj 1.
Čitatelj će sada lako riješiti zadatak 3.2, koristeći samo lemu 3.3.
3.3 Dokazi teoremâ o regularnosti
Sada se vraćamo na dokaze teorema 3.1 i 3.2.
Dokaz teorema 3.1. Premda je već lema 3.3 bila dobivena višestrukom pri-
mjenom leme 3.2, još bolji rezultat daje njeno daljnje iteriranje. Konstruirat
ćemo dva rastuća niza konačnih podalgebri, (G i1)∞i=0 i (G i2)∞i=0, pri čemu će
G i1 i G i2 imati složenost najviše mi.
Stavimo G01 := {∅,Ω1} i G02 := {∅,Ω2} i prisjetimo se da su one, po
definiciji, složenosti 0. Pretpostavimo da smo već definirali konačne po-
dalgebre G i1 i G i2 složenosti najviše mi za neki indeks i ≥ 0. Iskoristimo
lemu 3.3 uz η = F(mi)−1 kako bismo dobili njihova proširenja G i+11 i G i+12
složenosti najviše mi + 16F(mi)8, što je po konstrukciji niza jednako mi+1,
takve da vrijedi
‖X−E(X|G i+11 ⊗ G i+12 )‖22(Ω1×Ω2) < F(mi)−1. (10)




∥∥E(X|G i+11 ⊗ G i+12 )−E(X|G i1 ⊗ G i2)∥∥2L2(Ω1×Ω2) ≤ 1.
Najviše bε−2cpribrojnika iz gornje sumemože biti veće ili jednako ε2. Dakle,
postoji indeks 0 ≤ k ≤ bε−2c takav da je
‖E(X|Gk+11 ⊗ Gk+12 )−E(X|Gk1 ⊗ Gk2)‖L2(Ω1×Ω2) < ε. (11)
Sada je dovoljno uzeti G1 := Gk1 , G2 := Gk2 te
Xst := E(X|Gk1 ⊗ Gk2),
Xps := X−E(X|Gk+11 ⊗ Gk+12 ),
Xgr := E(X|Gk+11 ⊗ Gk+12 )−E(X|Gk1 ⊗ Gk2),
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čime dobivamo željenu dekompoziciju. Naime, uz (10) i (11) primijetimo
daXst iXst+Xgr = E(X|Gk+11 ⊗Gk+12 ) poprimaju samovrijednosti između
0 i 1, jer slučajna varijabla X po pretpostavci smije poprimiti samo takve
vrijednosti; pogledajte zadatak 2.3(a).
Dokaz drugog teorema je sličan pa ćemo biti ponešto šturi.
Dokaz teorema 3.2. Ovaj put konstruirat ćemo tri rastuća niza, (G i1)∞i=0,
(G i2)∞i=0, (G i3)∞i=0, konačnih podalgebri od F1, F2, F3. Za početnu trojku
G01 , G02 , G03 ponovno uzimamo trivijalne algebre. U i-tom koraku krećemo
od podalgebri G2i1 , G2i2 , G2i3 složenosti najviše mi za neki indeks i ≥ 0. Pri-
mijenimo lemu 3.3 na slučajnu varijablu X i konstantu η = F(mi)−1 te po-
većajmo podalgebre G2i1 i G2i2 do podalgebri G2i+11 i G2i+12 takvih da vrijedi
‖X−E(X|G2i+11 ⊗ G2i+12 )‖22(Ω1×Ω2) < F(mi)−1
i da su njihove složenosti najviše mi + 16F(mi)8. Primijenimo ponovno
lemu 3.3 na slučajnu varijabluY i povećajmo G2i+12 i G2i3 do podalgebri G2i+22
i G2i+13 takvih da je
‖Y−E(Y|G2i+22 ⊗ G2i+13 )‖22(Ω2×Ω3) < F(mi)−1,
pri čemu je složenost od G2i+22 najviše mi + 32F(mi)8 = mi+1, a složenost
od G2i+13 najviše mi + 16F(mi)8. Primijenimo lemu 3.3 još i na slučajnu va-
rijablu Z i povećajmo G2i+11 i G2i+13 do podalgebri G2i+21 i G2i+23 složenosti
najviše mi+1 takvih da je
‖Z−E(Z|G2i+23 ⊗ G2i+21 )‖22(Ω3×Ω1) < F(mi)−1.
Ovime smo gotovi s konstrukcijom nizova.
Za bilo koji indeks i promotrimo:
Xist := E(X|G2i1 ⊗ G2i2 ), Xips := X−E(X|G2i+11 ⊗ G2i+12 ),
Xigr := E(X|G2i+11 ⊗ G2i+12 )−E(X|G2i1 ⊗ G2i2 ),
Yist := E(Y|G2i2 ⊗ G2i3 ), Yips := Y−E(Y|G2i+22 ⊗ G2i+13 ),
Yigr := E(Y|G2i+22 ⊗ G2i+13 )−E(Y|G2i2 ⊗ G2i3 ),
Zist := E(Z|G2i3 ⊗ G2i1 ), Zips := Z−E(Z|G2i+23 ⊗ G2i+21 ),
Zigr := E(Z|G2i+23 ⊗ G2i+21 )−E(X|G2i3 ⊗ G2i1 ).
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(‖Xigr‖2L2(Ω1×Ω2) + ‖Yigr‖2L2(Ω2×Ω3) + ‖Zigr‖2L2(Ω3×Ω1)) ≤ 3
pa možemo naći indeks 0 ≤ k ≤ b3ε−2c takav da je
‖Xkgr‖L2(Ω1×Ω2) < ε, ‖Y
k
gr‖L2(Ω2×Ω3) < ε, ‖Z
k
gr‖L2(Ω3×Ω1) < ε.
Upravo za taj indeks k dobivamo dekompoziciju koju trebamo.
4 Vjerojatnosno uklanjanje trokutâ
Kako bismo iskazali vjerojatnosnu formulaciju leme 1.1, definirajmo formu
Λ tako da za ograničene slučajne varijable
X : Ω1 ×Ω2 → R, Y : Ω2 ×Ω3 → R, Z : Ω3 ×Ω1 → R (12)
stavimo
Λ(X,Y,Z) := Eω1∈Ω1,ω2∈Ω2,ω3∈Ω3X(ω1,ω2)Y(ω2,ω3)Z(ω3,ω1).
Ta forma je trilinearna, tj. linearna u svakoj od triju slučajnih varijabliX,Y,Z.
Multilinearne forme često zadovoljavaju mnoge zanimljive ocjene. Či-
tatelju prepuštamo kao vježbu jednu takvu ocjenu, tzv. Loomis-Whitneyevu
nejednakost, koja nam neće trebati u daljnjem tekstu.
Zadatak 4.1. Pokažite da vrijedi
|Λ(X,Y,Z)| ≤ ‖X‖L2(Ω1×Ω2)‖Y‖L2(Ω2×Ω3)‖Z‖L2(Ω3×Ω1).
4.1 Formulacija apstraktne tvrdnje
Iskazat ćemo apstraktni rezultat kojeg je logično zvati vjerojatnosnom for-
mulacijom leme o uklanjanju trokutâ, iz razloga koji će uskoro postati jasni.
Naime, vidjet ćemo kako je lema 1.1 zapravo njegov prikriveni posebni slu-
čaj. S druge strane, glavni sastojak u njegovom dokazu bit će teorem o is-
tovremenoj regularnosti, tj. teorem 3.2.
Teorem 4.1. (Apstraktni teorem o uklanjanju trokutâ) Za svaki δ > 0 postoji
konstanta γ(δ) > 0 sa sljedećim svojstvom: ako su
X : Ω1 ×Ω2 → [0, 1], Y : Ω2 ×Ω3 → [0, 1], Z : Ω3 ×Ω1 → [0, 1]
slučajne varijable za koje jeΛ(X,Y,Z) < γ(δ), tada postoje događaji E1,2 ∈
F1 ⊗F2, E2,3 ∈ F2 ⊗F3, E3,1 ∈ F3 ⊗F1 takvi da vrijedi
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• 1E1,2(ω1,ω2)1E2,3(ω2,ω3)1E3,1(ω3,ω1) = 0 za sve ω1 ∈ Ω1, ω2 ∈ Ω2,
ω3 ∈ Ω3,
• E(X1Ec1,2) +E(Y1Ec2,3) +E(Z1Ec3,1) < δ.
Neformalno rečeno: Ako je vrijednost forme Λ na X,Y,Z mala, tada malom
modifikacijom tih slučajnih varijabli možemo dobiti slučajne varijable na kojima
forma Λ iščezava. Naime, X1E1,2 , Y1E2,3 i Z1E3,1 možemo shvatiti kao male
modifikacije od X, Y i Z takve da je
Λ(X1E1,2 ,Y1E2,3 ,Z1E3,1) = 0.
Ovaj put je tvrdnja trivijalna za δ > 3, jer tada za E1,2, E2,3, E3,1 možemo
uzeti nemoguće događaje.
Dokaz leme 1.1 korištenjem teorema 4.1. Grafu G = (V, E) s |V| = n vrhova
prirodno je pridružiti vjerojatnosni prostor (Ω,F ,P) kod kojeg je Ω = V,
F čine svi podskupovi odV, a vjerojatnosnamjera je definirana saP(S) :=




1 ako su vrhovi u i v spojeni bridom,
0 inače.




X(u, v)X(v,w)X(w, u) =
6 · broj trokutâ u G
n3
,
jer, u ovom posebnom slučaju, forma Λ u stvari broji trokute {u, v,w} u
grafu G, s tim da je svaki trokut uračunat 3! = 6 puta.
Stavimo β(δ) := γ(δ)/6. Pretpostavka da graf G sadrži manje od β(δ)n3
trokutâ se sada može zapisati Λ(X,X,X) < γ(δ). Primjenom teorema 4.1
nalazimo podskupove E1,2, E2,3, E3,1 od V ×V takve da je





X(u, v) + ∑
u,v∈V
(u,v)∈Ec2,3










Vjerojatnosna lema o regularnosti i njezine primjene u kombinatorici
Izbacit ćemo sve bridove {u, v} ∈ E takve da se (u, v) ili (v, u) nalazi u
barem jednom od skupova Ec1,2, E
c
2,3 i Ec3,1. Iz gornjeg vidimo da smo na taj
način izbacili manje od δn2 bridova. Preostali su bridovi {u, v} ∈ E za koje
vrijedi
{(u, v), (v, u)} ⊆ E1,2 ∩ E2,3 ∩ E3,1,
ali radi (13) nikoja tri od njih ne mogu određivati trokut.
4.2 Dokaz apstraktne tvrdnje
Važno svojstvo forme Λ je da ju možemo kontrolirati pravokutnom nor-
mom bilo koje od triju slučajnih varijabli.
Lema 4.1. Ako su X,Y,Z slučajne varijable kao u (12) s vrijednostima u [−1, 1],
tada vrijedi ocjena
|Λ(X,Y,Z)| ≤ min{‖X‖22(Ω1×Ω2), ‖Y‖22(Ω2×Ω3), ‖Z‖22(Ω3×Ω1)}. (14)
Dokaz. Koristeći |Y|, |Z| ≤ 1 i nejednakost iz zadatka 2.5(b), možemo pi-
sati:











≤ ‖X‖22(Ω1×Ω2)‖1‖322(Ω1×Ω2) = ‖X‖22(Ω1×Ω2),
pri čemu je 1 konstantna funkcija jednaka 1 na cijelom produktnom pros-
toru Ω1 ×Ω2. Isti račun možemo provesti zamijenivši ulogu od X slučaj-
nim varijablama Y i Z pa preostaje kombinirati tri tako dobivene nejedna-
kosti.
Konačno imamo sve pripremljeno za dokaz teorema iz ovog odjeljka. Iz-
nosimo ga prema preglednom radu [18].
Dokaz teorema 4.1. Koristimo teorem 3.2, ali zasad nećemo precizirati funk-
ciju F i parametar ε iz iskaza tog teorema, već ćemo ih prikladno odabrati
tek na kraju dokaza. Primijenimo ga na slučajne varijable X,Y,Z, tako da
za neki 0 ≤ k ≤ b3ε−2c dobijemo podalgebre G1,G2,G3 složenosti najviše
mk i rastave (6) sa svojstvima iz iskaza. Ovdje je (mi)∞i=0 niz definiran po-
moću funkcije F rekurzivnom formulom (5). U daljnjem tekstu pisat ćemo
m umjesto mk, a primijetimo i da je
m ≤ M(F, ε), (15)
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pri čemu smo označili M(F, ε) := mb3ε−2c. Prisjetimo se još nejednakosti
(3) i (4), a analogne ograde vrijede i za dijelove iz rastava slučajnih varijabli
Y i Z.
Krećemo od pretpostavke
Λ(Xst + Xgr + Xps, Yst +Ygr +Yps, Zst + Zgr + Zps) < γ, (16)
a kasnije ćemo za fiksirani δ > 0 iz iskaza izabrati γ = γ(δ). Osnovna
ideja je najprije ukloniti Xps,Yps,Zps, a potom i Xgr,Ygr,Zgr iz ocjene (16).
Kada nam ostanu samo strukturirani dijelovi Xst,Yst,Zst, sjetit ćemo se da
su oni izmjerivi obzirom na podalgebre s kontroliranim brojem atoma pa
ćemokorisne ocjene dobiti samona temelju njihovog prebrojavanja. Pritom
ćemomorati biti pažljivi i neke od argumenata primijeniti lokalno, tj. samo
na pažljivo odabranim događajima.
Utjecaj pseudoslučajnih dijelova na formu Λ možemo ocijeniti pomoću
leme 4.1. Korištenjem trilinearnosti formeΛ i ocjena za pravokutnu normu
od Xps,Yps,Zps, iz (14) i (16) lako dobijemo
Λ(Xst + Xgr,Yst +Ygr,Zst + Zgr) ≤ γ+ 3F(m)−1. (17)
Nadalje, definirajmo događaje D1,2, D2,3 i D3,1 s
D1,2 :=
{
Xst ≥ ε1/10, E(X2gr|G1 ⊗ G2) ≤ ε
} ∈ G1 ⊗ G2,
D2,3 :=
{
Yst ≥ ε1/10, E(Y2gr|G2 ⊗ G3) ≤ ε
} ∈ G2 ⊗ G3,
D3,1 :=
{
Zst ≥ ε1/10, E(Z2gr|G3 ⊗ G1) ≤ ε
} ∈ G3 ⊗ G1.
Pokažimo da je X mala izvan D1,2:
E(X1Dc1,2) = E(Xst1Dc1,2) ≤ E(Xst1{Xst<ε1/10}) +E(Xst1{E(X2gr|G1⊗G2)>ε})
≤ ε1/10E1Ω1×Ω2 +P
({
E(X2gr|G1 ⊗ G2) > ε
})
≤ ε1/10 + ε−1E(E(X2gr|G1 ⊗ G2))
= ε1/10 + ε−1‖Xgr‖2L2(Ω1×Ω2) ≤ ε
1/10 + ε−1ε2 ≤ 2ε1/10.
Pritom smo redom koristili činjenicu Dc1,2 ∈ G1 ⊗ G2, zadatak 2.3(b), za-
datak 2.2(a) i potom ponovno zadatak 2.3(b), a zadnja nejednakost vrijedi
čim je 0 < ε ≤ 1. Potpuno analogno postupamo s Y i Z pa imamo ocjene
E(X1Dc1,2), E(Y1Dc2,3), E(Z1Dc3,1) ≤ 2ε
1/10. (18)
Uzmimo bilo koja tri atoma A, B i C u G1, G2 i G3 takva da je
A× B ⊆ D1,2, B× C ⊆ D2,3, C× A ⊆ D3,1. (19)
24




(Xst + Xgr)1A×B, (Yst +Ygr)1B×C, (Zst + Zgr)1C×A
)
(20)






i ostalih članova, koje po apsolutnoj vrijednosti možemo ocijeniti s
Λ(|Xgr|1A×B,1B×C,1C×A) +Λ(1A×B, |Ygr|1B×C,1C×A)
+Λ(1A×B,1B×C, |Zgr|1C×A). (22)
Na događajima D1,2,D2,3,D3,1 su redom slučajne varijable Xst,Yst,Zst veće




) ≥ ε3/10Λ(1A×B,1B×C,1C×A). (23)
Nadalje, znamo da na događaju A× B ⊆ D1,2 vrijedi E(X2gr|G1 ⊗ G2) ≤ ε
paprimjenomCauchy-Schwarzove nejednakosti, činjenice A× B ∈ G1⊗G2


















≤ ε1/2P(A)P(B)P(C) = ε1/2Λ(1A×B,1B×C,1C×A), (24)
a analogne ocjene vrijede i za preostala dva pribrojnika iz (22). Nejedna-
kosti (23) i (24) ocjenjuju (22) odozgo sa
3ε1/5Λ(Xst1A×B,Yst1B×C,Zst1C×A).
Dakle, (20) se od glavnog člana (21) razlikuje najviše za udio 3ε1/5 od (21)
pa, ako je 3ε1/5 ≤ 1/2, tj. ε ≤ 6−5, tada dobivamo
Λ(Xst1A×B,Yst1B×C,Zst1C×A)
≤ 2Λ((Xst + Xgr)1A×B, (Yst +Ygr)1B×C, (Zst + Zgr)1C×A).
Zbrajajući po svim atomima A, B,C za koje vrijedi (19) i uzimajući u obzir
nejednakost (17) zaključujemo da vrijedi
Λ(Xst1D1,2 ,Yst1D2,3 ,Zst1D3,1) ≤ 2γ+ 6F(m)−1. (25)
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Naime, događajeD1,2,D2,3,D3,1 redom rastavimo na produktne atome A×
B′, B× C′,C× A′, iskoristimo trilinearnost od Λ na lijevoj strani od (25) te
uočimo da dobiveni pribrojnici
Λ(Xst1A×B′ ,Yst1B×C′ ,Zst1C×A′)
iščezavaju osim kad je A′ = A, B′ = B, C′ = C, a po konstrukciji za njih
mora vrijediti i (19). Iz (25) i definicija od D1,2,D2,3,D3,1 odmah dobivamo
ocjenu
Λ(1D1,2 ,1D2,3 ,1D3,1) ≤ 2ε−3/10γ+ 6ε−3/10F(m)−1. (26)
Definirajmo sada E1,2 kao podskup od D1,2 koji je jednak uniji svih pro-
dukata A× B ⊆ D1,2 za neke atome A ∈ G1 i B ∈ G2 takve da su P1(A)
i P2(B) barem 2−mε. Ostatak skupa D1,2 ima malu vjerojatnost. Zaista,
unija svih atoma iz G1 vjerojatnosti manje od 2−mε ima vjerojatnost manju
od ε jer G1 ukupno ima najviše 2m atoma. Isto tako i unija svih atoma iz
G2 vjerojatnosti manje od 2−mε ima vjerojatnost manju od ε. Prema tome,
uniranje po svim pripadnim atomima od G1 ⊗ G2 daje
(P1 ×P2)(D1,2 \ E1,2) ≤ 2ε.
Analogno definiramo E2,3 i E3,1 te slično ocjenjujemo vjerojatnosti skupov-
nih razlika D2,3 \ E2,3 i D3,1 \ E3,1. Kombinirajući to s nejednakošću (18),
vidimo da za ε ≤ 6−5 < 1 svakako imamo
E(X1Ec1,2) +E(Y1Ec2,3) +E(Z1Ec3,1) < 12ε
1/10. (27)
Za fiksirani δ > 0 odabiremo
ε := min{6−5, (δ/12)10}, (28)
tako da je 12ε1/10 ≤ δ pa je radi (27) zadovoljen drugi uvjet iz iskaza te-
orema. Pretpostavimo sada da funkcija
(ω1,ω2,ω3) 7→ 1E1,2(ω1,ω2)1E2,3(ω2,ω3)1E3,1(ω3,ω1)
nije identički jednaka 0. Tada postoje atomi A ∈ G1, B ∈ G2 i C ∈ G3 za
koje je
P1(A),P2(B),P3(C) ≥ 2−mε (29)
i
A× B ⊆ E1,2 ⊆ D1,2, B× C ⊆ E2,3 ⊆ D2,3, C× A ⊆ E3,1 ⊆ D3,1. (30)
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dok s druge strane iz (29) dobivamo
Λ(1A×B,1B×C,1C×A) = P1(A)P2(B)P3(C) ≥ (2−mε)3. (32)
Odgodimo još malo odabir od γ, a funkciju F definirajmo formulom
F(n) := d23nε−4e, (33)
tako da kombiniranje (31) i (32) daje
2−3mε3 < ε−1γ+ 2−3m−1ε3, tj. 2−3m−1ε4 < γ.
Uvažavajući već komentiranu grubu ogradu (15), kontradikciju ćemo do-
biti ako definiramo
γ = γ(δ) := 2−3M(F,ε)−1ε4,
pri čemu su ε i F redom dani sa (28) i (33). Time zaključujemo da je zado-
voljen i prvi uvjet na skupove E1,2, E2,3, E3,1 iz iskaza teorema.
5 Zaključak
Najapstraktniji rezultati ovog članka su svakako vjerojatnosne formulacije
Szemerédijeve leme o regularnosti, teoremi 3.1 i 3.2. U raznim matema-
tičkim granama moguće je dobiti rezultate koji rastavljaju općeniti objekt
na strukturirani dio, pseudoslučajni dio i grešku, a same definicije tih dije-
lovamogu biti prilagođene kontekstu pojedinog problema. U diplomskom
radu prvog autora [3] mogu se naći još dvije varijante leme o regularnosti,
u Fourierovoj analizi i u funkcionalnoj analizi, kao i njihove usporedbe s
vjerojatnosnom formulacijom. T. Tao u predavanju [17] iznosi svojevrsne
filozofske diskusije o istoj ideji u još raznovrsnijim matematičkim situaci-
jama.
Kao što smo vidjeli, teorem 3.2 je glavni sastojak u dokazu vjerojatnosne
formulacije leme o uklanjanju trokutâ, teorema 4.1. Nadalje, iz tog teorema
slijedi lema 1.1, a iz nje se pak izvode teoremi 1.1–1.3. Na taj način smo
jezikom teorije vjerojatnosti dokazali jednu zanimljivu tvrdnju o neusmje-
renim grafovima, u koju se mogu ukodirati dva poznata teorema aditivne
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kombinatorike: Rothov teorem o aritmetičkim progresijama i teorem o ug-
lovima. Njih je moguće dokazati i čisto kombinatornim tehnikama (kao u
[1], [9], [13], [14]), korištenjem Fourierove analize (kao u [2], [8], [16]), ili
pomoću ergodičke teorije (kao u [5]). Pojedini dokazi im imaju specifične
prednosti, npr. da su kvantitativni ili da se lakše poopćuju. Ipak, nijedan
dokaz nije značajno jednostavniji od ovdje navedenog, što samo svjedoči o
netrivijalnosti i zanimljivosti tih rezultata.
Autori zahvaljuju RudijuMrazoviću i Luki Rimaniću na novostimau vezi
još neobjavljenog rezultata T. F. Blooma i O. Sisaska.
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