Abstract|This paper presents the investigations in the electric performance of di¬erential signalling transmission lines used for high speed integrated circuits (IC's) and boards by using the parallelized nite-di¬erence time-domain (FDTD) method. The FDTD method is rstly parallelized with single-program multipledata (SPMD) architecture using the MPI protocol and experimentally validated. The key electrical factors, crosstalk, impedance of highspeed di¬erential transmission lines, are simulated and investigated for various con guration using the developed parallelized FDTD code. The discussions presented in this paper shall be used a guideline for engineers to optimize high-speed circuit designs with di¬erential signaling transmission lines for signal integrity (SI) and electromagnetic compatibility (EMC).
INTRODUCTION
Rapid developments in microelectronic technology have led to denser layouts with faster signal rise time in high-speed circuits. In present high-speed and high-density regime, it is very di¯cult to implement a standard single-ended or unbalanced signal transmission in backplanes or connectors due to the crosstalk of signals between the signal traces. The di¬erential signal transmission is a preferred structure in highspeed circuit designs for their low susceptibility to common mode noise such as crosstalk, simultaneous switching noise, power supply and ground bounce noise [1] . As a consequence, there is a growing tendency to adopt di¬erential signalling for critical signals in highspeed circuits. In order to design e¬ectively with di¬erential signals on a PCB, extensive researches have been conducted on di¬erential signal transmission scheme and its applications [2{7] , where the signal integrity of the di¬erential signal in backplanes and interconnections has been analyzed. S. Kaufer has presented some knowledge on how to terminate di¬erential signals on PCBs, and various termination techniques were developed [5] . F. Gisin [6] and N. Orhanovie [7] have all dealt with the e¬ect of split power or ground planes on single and di¬erential signals propagating on microstrip structures using the FDTD method. But due to complexity of SI/EMC analysis in highspeed circuits, the mechanism and design techniques for di¬erential signal transmission at high-speed circuits are not well established yet, and research and development on such techniques are highly demanded in microelectronic industry.
To understand the electric performance of di¬erential signal transmission in high-speed circuits, traditional techniques are no longer su¯cient because they can not capture all of the signi cant physical e¬ects in the models with good accuracy. As a consequence, the need of full-wave electromagnetic solvers has been recognized, among which the FDTD method has gained prominence. The electromagnetic simulations for actual high-speed IC and packaging based on full-wave numerical techniques are usually resource intensive, which leads to the computational time required on a single-CPU computer normally intolerable for such solutions. On the other hand, the FDTD method, based on the central di¬erence in temporal and spatial domains for time-domain Maxwells equations, ts very well with parallelization. Thus parallelized FDTD method is becoming a popular tool for solving SI/EMC complex problems in the complex digital design.
The purpose of this paper is to evaluate and model the e¬ects of various structures of di¬erential transmission lines and determine their relative impact on SI/EMC problems using the parallelized FDTD method. This paper is organized as follows: The MPIbased parallelized FDTD implementation is rstly presented and the e¯ciency and accuracy of the developed code are veri ed in Section 2. In Section 3, the signal propagation in di¬erential transmission lines with various structures is studied using the parallelized FDTD method, the emphasis is put on the crosstalk. Finally, the conclusions are presented in the last Section.
PARALLELIZED FDTD METHODOLOGY
The nite-di¬erence time-domain method applies central nitedi¬erence discretization to the Maxwell's time-dependent curl equations,
and divides the space of a solution into a mesh composed of cells.
Here J e and J m are the imposed electric and magnetic current densities respectively. " and · are the permittivity and permeability respectively. On each of the cell, electric-and magnetic-eld components are de ned and central nite-di¬erence equations are directly derived from Maxwell's curl equations in the form that they are staggered in space and time,
The time steps are indicated with the superscript n. In these equations, the permittivity and the permeability are set to the appropriate values depending on the location of each eld component. For the electric eld components on the dielectric-air interface, the average of two permittivities, (" 0 + " 1 )=2, is used.
As time evolves, the solutions for each eld component are determined at a particular instant in time. Among temporal and spatial step lengths, the stability criterion of Yee's algorithm, known as Courant's condition [8] which limits the maximum time step used in nite di¬erence equations, must be satis ed:
where v max is the maximum signal phase velocity in the computational volume. Typically, v max is the velocity of light in free space unless the entire volume is lled with dielectric.
Parallelization of FDTD Method
The equations (3){ (8) show that the electric-or magnetic-eld only depends on itself at the instant one time step earlier and immediately surrounding magnetic-or electric-elds at the instant half of time step earlier and the computations for electric-and magnetic-elds are alternated. So the domain-decomposition technique is used in the parallelized FDTD implementation, in which, a number of computational units work together to solve the problems. The threedimensional computational space is divided into subspaces, and each subspace is attributed to one process. In each process, the same FDTD program is exactly executed, but operated on its own subspace independently of the others. With distributed memory, each process can obtain the values of electromagnetic elds on the boundaries of its subspace through communication to its neighboring counterparts with the MPI protocol.
The main concerns of FDTD parallelziation, domain decomposition and communication among processes, are deliberated in the following sections.
Domain Decomposition Technique
Domain decomposition can be conducted in one, two, or three dimensions although original problem is three-dimensional. For a reasonable problem size, the ratio of computation overhead to communicational time should be relatively high and computational e¬orts should be evenly distributed among the processes, thus ensuring good e¯ciency over all processes. Normally, the amount of computation is proportional to the volume of subspaces handled by each process, while that of communication is to its total surface area. Because each processor used in numerical simulation usually has similar performance, load balance requires all subspaces should have the same size. For a given computational space, the surface area of total subspaces is presented below if n processes are used and the same size for each subspace is assumed.
Where n 1 , n 2 , n 3 and l 1 , l 2 , l 3 are the number of subspaces and the length measured by the number of cells along three directions in the computational space respectively, and n 1 ¢ n 2 ¢ n 3 = n. If the computational space is of cubicle with the length of each side, the optimized solution is obtained with n 1 = n 2 = n 3 = 3 p n and the corresponding amount of communication is proportional to
Communication among Processes
In the FDTD calculation, most eld computation in a subspace only requires data from that subspace because the time-marching equations only relate to the eld components from the immediately neighbouring cells. However, the computation for the eld components on the boundaries of the subspaces requires information from the neighbouring subspaces, hence, a boundary condition problem appears in each subspace where the eld in the cells belonging to the neighbouring subspaces need be known to calculate the eld in the boundary cells. For subspace 5 as illustrated in Fig. 1 , in order to calculate the electrical eld component E x in the plane y = y 1 , the magnetic eld component H z localized in the subspace 4 is required, and so the reception of H z values is necessary for all the cells of the x-z plane at the boundary y = y 1 . In the same manner, the y=y3 . . . subspace 5 must send H z values to the subspace 6 over all the xz plane at the boundary y = y 2 . All the communications required for a typical subspace are shown in three-dimensional FDTD code has been developed and parallelized for supercomputers with singleprogram multiple-data (SPMD) architecture using the MPI protocol.
Validation of Parallelized FDTD
The line-fed rectangular microstrip antenna as shown in Fig. 3 has been used to verify the accuracy of the developed parallelized FDTD code. The circuit is constructed on Duroid substrates with " = 2:2. The actual dimensions are depicted in Fig. 3 and scattering coe¯cient S 11 is shown in Fig. 4 . The simulation results obtained by the two methods, serial (normal) FDTD and parallelized FDTD, show the good agreement with the measured result from literature [9] .
SIGNAL PROPAGATION ANALYSIS IN DIFFERENTIAL TRANSMISSION LINES

Di®erential Line Modeling
In order to study the signal propagation properties of di¬erential transmission lines, a simple and common structure, two pair di¬erential line is set to be in nitesimal, for which the tangential electric elds of the cells where the line lies is zero. In order to decrease the signi cance of the end e¬ects, each transmission line is set long enough.
Gaussian pulse is used as voltage source excitation because it has a smooth waveform in time and its Fourier transformation is also a Gaussian pulse centred at zero frequency. The electric eld component parallelized to the metal strip can be excited with a ground plane placed behind the source [10] . The ground plane at the front will be switched into an absorbing boundary once the Gaussian pulse is fully launched. Alternatively, the vertical electrical eld component at the front plane underneath the metal strip will be excited and the magnetic wall source condition [9] is used to compute the elds elsewhere in this plane.
In this study, the source excitation technique presented in [11] is applied to analyse the microstrip circuits. The source plane is located several cells inside the near-end terminal plane. For a given excitation wave, E n z;src , the FDTD equations on the source plane at j src ¢y is modi ed as following; 
The FDTD equations for other eld components remain unchanged on the source plane. This source excitation scheme can signi cantly reduce the computational volume by allowing the source plane to be moved closely to the discontinuity of the microstrip structure.
Crosstalk
Crosstalk among interconnection lines is one of the main EMI phenomena involving signal integrity in high-speed circuits due to coupling, which results in the occurrence of interference, and needs to be analyzed in order to understand and verify high-speed circuit layout during design phase. When crosstalk among interconnects is studied, at least two lines will be concerned, one is source or aggressive trace, another is a victim line. Once a signal is added onto the source trace, it will propagate along this trace and the unwanted radiation will occur. Then some energy will be transmitted to victim trace and interference may occur if enough energy is coupled. Crosstalk is often de ned as:
In order to investigate the crosstalk of di¬erential line, we use one pair of di¬erential line as source or aggressive trace and one single end line as victim line. The relationship between the critical geometrical dimensions and crosstalk would be helpful in the design of di¬erential lines. In order to establish a quantitative relationship between them, we performed a number of simulations with di¬erent trace widths, separations, substrate heights and substrate materials. The structure has the dimension in the order of micrometer, and the frequency range of interest is from dc to a few of tens gigahertz. Total mesh dimensions are 51 £ 71 £ 1021 in thex,ŷ, andẑ directions respectively. The time step used is ¢t = 0:8333 £ 10 ¡12 s. The simulations are performed for 10000 time steps. For parallelized FDTD simulations, 4 processors are used, which typically spend the machine time of 8122 seconds. However, the machine time of 25833 seconds is required for sequential FDTD simulations, which indicates 4-processor parallel computing can reduce computational time by the factor of 3.18 compared to sequential counterpart.
The simulation results are plotted in Fig. 7{12 , which show only far end crosstalk on victim trace. The simulation frequency of 10 GHz is applied unless speci ed. Fig. 7 shows the transient coupling voltage waveform in victim di¬erential line for various line separations as a function of time step. Fig. 8 shows crosstalk varies with di¬erent distances of victim line from the source line. As expected, the crosstalk decreases as the distance increases. Fig. 9 shows the crosstalk as a function of line width from where we can see that the crosstalk decreases with the ratio of line width to substrate height increases. This is due to the following two e¬ects. The rst is the distance between adjacent edges of two di¬erential lines becomes smaller as the line width increases with the central distance of two di¬erential lines keeps constant. And the second is current edge e¬ect, which will cause opposite current crowded at the edges of the two di¬erential lines. Attribute to the two facts, most of the eld contributed by current on two di¬erential lines will be cancelled. Fig. 10 shows crosstalk as a function of substrate height. It is worth to note that the crosstalk asymptotes to a certain value when substrate height increases. That means when dielectric thickness between the di¬erential traces and the closest reference plane is increased to a certain value, then crosstalk will not degrade anymore. Fig. 11 shows crosstalk as a function of substrate dielectric. Crosstalk tends to change slow as the substrate dielectric increases. It is also can be observed from these gures that in most cases crosstalk of di¬erential lines is much less than that of single end transmission line. But exception occurs when the D=W is relative small as shown in Fig. 8 , the situation reversed. This is caused by the fact that when D is decreased to the order of distance between two di¬erential lines, the crosstalk contributed from di¬erential currents will not be cancelled as the spatial phase di¬erence may be out of phase. In the worst case, the di¬erential lines will perform like two single end lines. The crosstalk of di¬erential signalling transmission lines with frequency in near end and far end under even and odd mode excitations is illustrated in Fig. 12 . Compared with that of single-ended signalling transmission line, it can be found that the crosstalk is largest from even mode excitations and smallest from odd mode excitations, which indicates the use of di¬erential signalling can compress the crosstalk. It also should be noticed that in high frequency, the crosstalk in far end degrades faster than that in near end.
Impedance
Di¬erential signal lines can support two modes, even and odd modes, of which, the former is undesirable in the point of signal integrity. Two modes have di¬erent propagation property so that the signal combined with two modes will be deviated from the original waveform when it propagates down along di¬erential signal lines. For the perfect balancing of di¬erential transmission lines, one of the most important factors is the di¬erential mode impedance Z di® and common mode impedance Z comm ¢Z di® and Z comm denote the impedance seen between the two di¬erential traces. For equivalent sources and symmetrical traces, basic circuit theory shows that Z odd is exactly half Z di® . The same relation is also suited for Z comm and Z even . Where Z odd and Z even are the impedance seen between one of the di¬erential traces and the reference of its associated source. The impedance Z odd and Z even are calculated using the parallelized FDTD with variation of dielectric thickness and line separation. impedance plots are for ratios of edge-to-edge separations to trace width ranging from 1 to 2.5. It can be found that for very small dielectric thickness, both the even mode impedance and odd mode impedance are decided mainly by the substrate height and the trace separation has little e¬ect on them. As the dielectric thickness between the di¬erential traces and the closest reference plane is increased, the capacitive coupling to the reference plane(s) decreases, so the impedance asymptotes to a certain value. The impedance also increases with the increased trace separation. It should be noted that the impedance is greatly dependent on both the ratio of trace separation to dielectric thickness and trace width to dielectric thickness. For the same trace width and separation, the impedance of even-mode will be higher than that of the odd-mode impedance, which indicates that even mode has more serious crosstalk and coupling problems than odd mode.
CONCLUSIONS
A parallelized FDTD algorithm is implemented based on singleprogram multiple-data architecture using the MPI protocol. With the parallelized FDTD method, the electric performance of highspeed di¬erential transmission lines is investigated. A number of simulations for crosstalk, and impedance with di¬erent trace widths, separations, substrate heights and substrate materials are conducted to establish a quantitative relationship between them. It can be noted that the di¬erential transmission lines can signi cantly suppress unwanted eld emission. The crosstalk decreases with the ratio of line width to substrate height increase and asymptotes to a certain value when substrate height increases. The impedance is highly dependent on both ratio of trace separation to dielectric thickness and trace width to dielectric thickness, and it increases with the increased trace separation. The insights into the electromagnetic mechanism of transmission lines presented in this paper are useful for optimizing interconnect design in the high-speed circuit. 
