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The main result below deals with the behavior, as / E 1 + 0, of solutions 
of the initial-value problem 
1 
x’ -=f(t,x,y1 ,..., yn 1 E) x(to) = X” 
qy: == gj(t, x, y1 ,..., yn , 6) Yd4J = YAl (j = l,...,“) 
(1) 
where ’ denotes differentiation with respect to t, and X, yi , . . ..yn and 
f, g, , .*., g, are real vectors of dimension K, h, , . . . . k, , respectively. Here 
the positive real parameters ej satisfy or ---f 0 and (E~.+JE~) ---t 0 as 1 E / + 0 
forj = 1, . . . . n - 1. (The explicit dependence of the ej on / E 1 is suppressed 
in the notation.) 
Conditions are given under which the solution of (1) converges to that of 
1-y’ -=f(t, X,Yl ,...,yn, 0) x(t,) -= x0 
10 -= g(t, .x, y1 t..., yn , 0) (j :-: l,...,n) (2) 
as 1 E [ + 0 for t,, < t < co. This work represents an extension to arbitrary n 
of the result in [I] for IZ == 1, and the method of proof for this result is the 
same as that used there. The difference between the two proofs is that in 
[I] a single boundary layer equation was used whereas here a hierarchy of 
boundary layer equations occurs. The basis of the proof in [I] (Lemma 3 
there) is modified accordingly. 
A result similar to that proved here, but with t restricted to finite intervals, 
was stated by A. N. Tihonov [Z]. However, the proof given in [2] is based 
on an earlier result of Tihonov which was shown in [3] to be incorrect. 
When attention is restricted to finite intervals, the hypotheses in the 
theorem below are substantially weakened. In this form, the theorem provides 
the convergence result needed by A. B. Vasil’eva [4] for the construction of 
asymptotic solutions of (1) on finite t-intervals. Her work had been based 
on the incorrect Tihonov result. 
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This paper contains three sections. The theorem is stated in section I. 
In section 2 some possible alternatives to the theorem are discussed and an 
example is presented; and section 3 is devoted to the proof of the theorem. 
1. PRELIMINARIES 
Let I = [t,, , co), SRW1 = (z E Em : j z I = 1 zr j +...+ 1 z,, / <R}, and 
s, = SRk x S$ x .‘. x S$ .DefineQ =I x SRandQo=L?X [-E~,E~] 
for some co > 0. Finally, let K denote the class of all continuous, strictly 
increasing, real-valued functions d(r), r > 0, with d(O) = 0; and, let S 
denote the class of all continuous, strictly decreasing, nonnegative, real- 
valued functions u(s), 0 < s C. co, for which U(S) ---i) 0 as s ---f co 
Let us assume the functions f, gr , . . . . g, satisfy the following conditions. 
First, suppose the system of equations 
g&, x, y1 , -.., Yn , 0) =z 0 (j = 1, . ..) 11) 
can be solved successively in the following way. Let there be a function 
Yn(4 x,y, 9 ..*, y+r) which satisfies 
g&, 2, Yl , ‘e.3 Yn-1 7 Yn(c x7 Yl 9 . . . . Yn-11, 0) = 0. 
Next, replace y,, by Y,(t, X, yr , . . . . m-r) in 
&I-1(4 x, y1 , -0.) yn I 0) = 0 
and suppose the resulting equation can be satisfied by a function 
Yn-1 = Yn-l(t, %Yl , *.., ~,-a). Assuming this procedure can be continued, 
we finally assume that the equation 
Rl(t,‘TY1,..~,Yn,o) =o 
with yi? , . . . . yla replaced by Yi(t, X, yr), . . . . Yn(t, x, yr , . . . . y,+i) at every 
occurrence can be satisfied by a function Yr(t, x). The existence of the func- 
tions Yj can be assured by placing certain conditions on the Jacobian matrices 
(ag,/ay,). However, these conditions unnecessarily rule out some interesting 
systems; e.g., g, = -y13. 
Suppose all of the above “roots” Yr , . . . . Y, are tw-ice continuousl\ 
differentiable and that they arc isolated in the sense that if 
‘%?(t*, x*, Y1* ) . ..) y,“_1 , z, Y&t*, x*, . ..). .*., 0) = 0 
for some t*, x*, y: , . . . . yj*_r with z f Yj(t*, x*, yf , . . . . Y,*_~), then 
! x - Y?(t*, x*,yf , . . . . y,Q > R. 
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\Vith these assumptions, me can simplify the notation considerably 1)) 
performing a change of variable. Let 
&t -=yn ~ k,(t, x, z1 + Y1(t, x), . ..). 
Substituting this in (1) gives 
where 
x’ == F(t, x, Zl , .) z, , E) 
E q; =: G).(t, x, z1 ( .) 2, ) <) (j = I) . ..) ?z) 
F(t )X, z1 )...) z,, , c) =-f(t, .Y’, z1 f lT1(t, x), z, 
1 l-,(2, x, z1 L Y1(t, 2)) ,...) 2, + l,(f, d ,... ), c) 
G,(t, x, z1 )...) 2, ) c) == gl(t, s, z1 + lT,(t,.x) ,...) c) 
El[(i;Yl/a) + (al;/ax) . F] 
G,(t , .z’, 3 ,...I zn , c) == gj(t, s, z1 $ l.Jt, x) )...) c) 
- cj 
[ 
(aY,/iit) t (aY,/ax) . F + ;g (ay,/i;y,) . G] 
for; -: 2,..., a. 
This system is of the same form as system (1) but has the added feature that 
G,(t, x, 0, . . . . 0) == 0 
Gi(t , x’, z1 , . . . . Z,_l ) 0, . ..) 0) = 0 (j r= 2 , “‘> n) 
Moreover, these roots z, = 0 are isolated. In formulating the first condition, 
we assume that such a transformation has been performed, and we maintain 
the notation of system (1). 
(I) Let the functions g, , . . . . g, satisfy 
g1(t, .x, 0, . . . . 0) = 0 
and 
ni(tt x, y1 , ..., y,-* ) 0, . . . . 0) == 0 (j =- 2, . ..) n) 
for all (t, s, yr , . . . . yn) E Q. illoreover, if zf 0 and 
,?{(f”, .y*, y:: . . ..) yj*-1 ) z, 0, . ..) 0) = 0 
for some (t*, x*, y: , . . . . yj”_,) E I x Sk+“l-“” kj-l, then 1 z 1 “> R. 
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Let y denote the R, - ... + k, - dimensional vector whose components 
are those of the yj , j = I, . . . . n; i.e., y == (yi , . . . . yJ. 
(II) There exists a solution .2: = v(t),y = 0 of (2) for t, & i < co. Now, 
by performing another change of variable if necessary, we can assume that 
f (t, 0, .‘., 0) = 0 for all t 6 I. 
With assumptions (I) and (II), system (2) can be written in the more 
convenient form for y = 0. 
x’ = f (t, x, 0, ..*, 0) x(t,) = x0 . (2’) 
This system of equations has .r: = 0 as a solution for all t, < T < co. 
(III) f (t, X, y, l ) and its derivatives with respect to the components 
of x and y and each gj(t, X, y, l ) and its derivatives with respect to t and the 
components of x and y are continuous on Q”. 
(IV) f (t, X, 0, 0,), fz(t, X, 0,O) are bounded on 1 x SRk here fz denotes 
the matrix with components (3fi/i’ixj). And, for each j = 1, . . . . U, gj(t, X, y, 0) 
and its derivatives with respect to t and the components of x and y are 
bounded on .Q. 
Now we require two uniform smoothness conditions for f and the gj 
(V) There is a continuous, nonnegative function v with ~(0, 0) = 0 
such that 
I .f(t, x> Y? cl - f (4 x, 0, O)l < 4 y I, c) 
for all (t, X, y, 6) E Q”. 
(VI) For eachj = 1, . . . . n, there is a continuous, nonnegative function ,u~ 
such that ~~(0, .. . . 0) = 0 and 
for all (t, x, y, 6) E Q”. 
Finally, there are two stability conditions on certain differential equations 
associated with (1). 
(VII) The solution x = 0 of (2’) IS uniform-asymptotically stable. That 
is, there is d E K and 0 E S such that if x = @(t, t, , x0) is the solution of 
(2’) which satisfies @(tl , t, , x0) = x0 , 
I @(t, t, 3 xo)l < 4 xo I) 4t - td 
for all to ,< t, < t < 03 and / x,, 1 < R. 
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For fixed.:‘, let s = (t - t,,)/cj in (1). This gives 
dxjds = Ej f(t, $- cjs, x,y, E) 
&Iyl>L/ds zz (cj/Ewt)gm(fo 4. E$, 2, .Y, c) for 1 < m <j 
(~m/~j)dyn,/ds == gvt(to + E,S, X, Y, 6) forj + 1 :< m < 12. 
Formallv letting / E / ---f 0 here gives 
dxjds = 0 
dy,jds = 0 (m = 1, . . . ..j - 1) 
dyjlds = gi(t, , x, Y, 0) 
0 = g&o 9 x7 Y> 0) (m =j $- 1, . . . . n). 
The solutions of the firstj differential equations here are identically constant. 
The solution of the last n - j equations is, by assumption (I), 
yj+1 = 0, . . . . yn = 0. Thus, the reduced system may be written as 
dyj/ds = gj(a, B, YI , ...I YG.I , yi , 0, . . . . 0) (3,) 
where 01, p, yr , . . . . yjel are treated as parameters. For each j, (3,) is called 
the jth boundary layer equation associated with (1). Observe that for each 
j, yj = 0 is a rest point for (3,). 
Finally, we require for each j = 1, . . . . n, 
(VIII,) The solution yj = 0 of (3,) is uniform-asymptotically stable 
uniformly in the parameters (01, j3, yr , . . . . y+r) ~1 X Si+kl+‘.“k3-l (as 
s --f +a). That is, there is ej E K and pj E S such that if 
Yj = Yd(4 Yjo 3 % iB, Yl > ***7 n-1) 
is the solution of (3,) which satisfies 
Yj(O, yjo 9 % A Yl > ...> ri-1) = Yjo , 
then 
j Y&, Yjo > 01, A Yl Y . . . . %-,)I G $(I Yjo IMs> 
for s > 0, / yjo 1 < R and (01, /3, yr , . . . . yj-r) E I x Skfkl+“‘+kj-l. 
The proof of the following theorem is given in section 3. 
THEOREM. Let conditions (I)-(VII) and (VIII,), j = 1, . . . . n, be satisfied. 
Thenfor su$iciently small / E 1 andfor (x0 , yo) suficiently near (0, 0): 
(i) The solution of (1) exists for to :< t < co, and 
(ii) The solution of (1) converges to the solution of (2) as / E j --f 0 uniformly 
on any closed subset of (to , 00). (In particular, sets of theform to < t, < t < co 
are included). 
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2. SOME REMARKS ON THE THEOREM 
First, if attention is restricted to finite t-intervals, the conditions in the 
theorem can be considerably weakened. In particular, conditions (IV), (V) 
and (VI) are automatically satisfied, and condition (VII) is no longer needed. 
The extent to which the conditions (I)-(VIII) are necessary for the con- 
vergence part of the theorem has been partly answered in [I]. The examples 
E.l-E.3 in [I] show that the hypotheses (V)-(VII) cannot be substantially 
weakened. Example E.4 shows that if the result is to hold in general, the 
uniform-asymptotic stability in condition (VIII) must be uniform in the 
parameters. 
However, there is the opportunity for two important modifications of 
condition (VIII) here which did not arise in l-11. 
First, consider the conditions : 
(A) For some k, 1 < R < n, the conditions (VIII,) are satisfied for 
,j = 1, . . . . K; and 
(B) The functions g,+r , . . . . g,, do not depend explicitly on E. 
The theorem remains valid with conditions (VIII,) replaced by con- 
ditions (A) and (B) if attention is restricted to those solutions beginning on 
the manifold yk+r = 0, . . ..yn = 0. Clearly, condition (B) along with 
condition (I) ensure that solutions of (1) which begin in the subspace 
Yki-1 = 0, aa.1 yn =OofI x S,, remain in that subspace. 
It is interesting that condition (B) cannot even be replaced by the following 
condition (C) without possibly destroying the convergence part of the 
theorem. 
(C) The solution yi = 0 of (3,) is uniform-asymptotically stable for each 
set of values (01, /?, yr , . . . . yi-i) forj = k + 1, . . . . n. 
The following example shows that the convergence of the theorem need not 
occur for any non-trivial choice on initial conditions if conditions (I)-(VII) 
are satisfied, but condition (VIII) is replaced by conditions (A) and (C). 
Consider 
x’ = -x x(l) = x() 
cr; = -Y1 +Y2 Y,(l) = YlO 
6”Y;; = (6” - (l/W2 + E Y2U) = Y20 . 
The system corresponding to (2) here with yi = 0, y2 = 0 is 
x’ z -x x(1) = X” . 
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Those corresponding to (3,) and (32) are 
dy,,‘ds = -yl (31,) 
dy,/ds : (-1 /a)yP . (31,) 
Clearly, conditions (I)-(VII) are satisfied. Also conditions (A) and (C) are 
satisfied with k = 1. 
It is easily shown that the yz ~ compoment of the solution of (1’) satisfies 
I yz(t, c)I > (yzo + (11~)) t(-l@)exp(t - I) - (t(-l’C’)/~). 
Hence it is unbounded for any choice of yzO, 1 ya,, ~ 5; R, provided 
0 < E < (l/R). While ys(t, ) E -0 as E++O for each l<t<:as, 
the convergence cannot be uniform on any unbounded set. 
Finally, it is not necessary to restrict the cj’s to being positive. However, 
if this is changed, condition (VIII) must be changed accordingly; e.g., if 
cl + -0 as i E 1 ---) 0, we must assume the solution yr = 0 of (3,) to be 
asymptotically stable as 5 + - so. The proof presented below goes through 
in these cases with minor modification. 
3. PROOF OF THE THEOREM 
The proof is accomplished by first constructing Liapunov functions for 
the associated systems (2’) and (3,), j = 1, . . . . n. These functions are used 
to define sets in Q which are invariant with respect to the solutions of (1) 
for sufficiently small 1 E /. These sets along with an analysis of the relation 
between the solutions of (1) and those of (3,) then gives the result. 
The construction of the Liapunov functions is carried out in the same way 
as in [I], and is not done here. A result of J.L. Massera [5] is combined 
with conditions (VII) and (VIII) to give : 
There exists a real-valued function I’(t, X) such that 
(V-i) li 6 C’(I X SRk), 
(V-ii) There exists aV, byE K such that av(i x 1) < v(t, x) < bv(l x I) 
for all (t, X) EI X SRh’, 
(V-iii) There exists CUE K such that 
v,(t, X) -: V,.(t, X) .f(t, x, 0,O) b -cY(i x I) for all (t, X) EJ X SRh, 
(The left side here represents the derivative of V in the direction of 
solutions of (2’)) 
(V-iv) 1 vz(f, x)I is bounded on I x SRb’. 
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Also, for each j 2 I, . . . . n, there exists a real-valued function 
wj(t, x~ .Yl Y ..., Yj) 
such that 
(W,-i) Wj g c’(I x S~kl+“‘+kj), 
(W,-ii) There exist aj , bj E K such that 
uj(l Yj I) ,< wj(t~ x, Yl 9 .‘.j Yj) G bj( I .Yj I) 
on 1 x Sk’ ...+kj 
R , 
(Wj-iii) There exists cj E K such that 
Wjvj(t, X9 Y1 T se.7 yj) * gj(t, x, Y1 > -*-t Yj 3 0, *.*Y 0) G -c:i(l Yj I) 
on I x L~~+kl+“‘fkj, and 
(W,-iv) ) W,, 1, ) W,, ) and ) WjV, 1 (m = 1, . . ..j) are bounded on 
1 x sy.+lij, 
We now have 
LEMMA 1. Let the conditions of the theorem be satisfied. Then given c 
sufficiently small, for sufficiently small h, , . . . . h, there exists E(C, h) where 
h = (h, , .., h,) such that any solution of (I) with 0 < 1 l / < ~(c, h) which 
meets the set 
rr Ir = {(t, x, y) E Sz : V(t, x) -5 c and W?(t, x,yl , . . . . yj) < hiforj = 1, . . . . n> 
cannot leave it thereafter. 
This lemma is proved as follows. The boundary of I’,,, is contained in 
the set r u r, u ...~r’,, where r=((t,x,y)~Q: V(t,x) =c} and 
rj == ((t, x,y) E 52 : Wj(t, x,y, , . . . . yi) = hj}. It is then shown that c, h 
and E can be so chosen that the derivatives of I’, W, , . . . . W, in the direction 
of solutions of (1) are negative on r, r, , . . . . I?, , respectively. Since the 
proof of these statements proceeds in the same way as Lemma 3 in [I], the 
details are omitted. 
At this point we can prove the first part of the theorem. Let co, h,O, ,.., h,O be 
chosen so Lemma 1 applies and r,,,,, C Q. Let Do = {(x, y) : (to, X, y) E reO,hU}. 
Then for I E < E(cO, ho) and any (x0 , yo) E Do , the corresponding solution 
of (1) can be continued to I because it remains in I’,,,,, , 
\Ve now prove 
LEMMA 2. Let the hypotheses of the theorem be satisfied, and let (x0 , yO) be a 
given point in D, . Then for each j = 1, . .., n, there is a nonnegative, continuous 
function TV with ~~(0) = 0 such that yj(t, E), the yj-component of the 
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solution of (1) corresponding to (x0 , yO), satisfies / y,(t, E) j ---f 0 as 1 E / ---f 0 
uniformly for t, + TV -< t < co. 
Proof of Lemma 2. If we can show that for eachj =-= 1, . . . . n, / y,(t, E)I -+ 0 
as 1 E / ---f 0 uniformly for to --+ t, < t < co for any t, > 0, then the desired 
function TV can be constructed. Indeed, suppose theyj’s have this property. 
If {TV} and {tn} arc null sequences, for each ?z there is an e(n) such 
that 1 yi(t, c)I < 7n for / E / < C(R) and to + t, & t < co. The sequence 
c(n) can be chosen to be nonincreasing. Now a strictly increasing, continuous 
function -r;‘(t) with Q-;‘(O) = 0 can be constructed such that if g)(t) is defined 
by q(t) = c(n) for t, < t < t,L-l (n = 1, 2, 3,...), then T;l(t) < F(t) for 
0 < t < 03. While the inverse of this function, 7i , is actually a function 
of 1 E 1, we suppress the absolute values in the notation. Then, given any 
q > 0, choose N so y,v < 7, It follows that for I E I < E(N) , I yj(t, c)I < 77 
for to + TV < t < Co. 
Thus, it is sufficient to show that for each j = 1, . . . . n, and each 
t, > 0, I yj(t, c)I -+ 0 as j E / ---f 0 uniformly for to + t, < t < co. Let 17 > 0 
and t, > 0 be given, and let s, = (t - to)/cn in (1). This gives 
dxlds, = cnf (to + us,, , X,Y, c) x(0) = x0 (4) 
&j/4x = (&)gdto + GA, , *> Y, 4 Yj(O) = yjo (j = 1, . ..) n). 
If x = x(t, E), yj = yj(t, E),j = 1, . . . . 71, is the solution of (1) corresponding 
to the choice of (x,, , yO) E D, , the solution of this initial value problem is 
x = qs, , 6) = x(t, + %zsn 7 4 
Yi = 3&z 9 c) = Yj(to + %A , 6) (j = 1) . . . . n). 
As I E I ---f 0, system (4) tends continuously to 
dxjdq, = 0 x(0) = x0 
dyJds, = 0 ~~(0) = yio (j = 1, . . . . n - I) 
&Jds, = gn(to 9 ~9 Y> 0) m(O) = Yno . 
By condition (VIII) choose SF so the solution 5%(sn) of 
dynldsn = g&o > xo , ~10 9 . . . . an-I o > in 9 0) Ye = Y~O 
satisfies / jQs%)[ < b;r (an(q))/2 for s, 3 s,* . Choose c,* so 
I Adsit ,4 - M?3l < 434dV2 for I E j < c,* . 
Then I y,(t, c)i < b;;‘(a,(T)) for t = to + E& and 1 E / < c,* . From this 
it follows that 
Uln(t, x(4 E), *.., Y& 4) < an(v) 
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for t = f, + ens: and 1 E 1 < cz . If 71 is sufficiently small, Lemma 1 implies 
w?dt, 44 4, .a., Y&9 4) < %(d 
for t > to + E,s,* , so 1 yn(t, <)I < q for / E I sufficiently small and 
t 3 to + E,s,* . Since E,, + 0 as / E 1 -+ 0, eventually E,s,* < tl . This shows 
that I yn(t, <)I + 0 as 1 E I + 0 uniformly for to $ t, < t < 00. 
Let T,(C) denote the continuous function constructed as above for I yJt, <)I. 
That is, / yn(t, <)I + 0 as / E 1 + 0 uniformly for to + ~~(6) < t < CO 
where T,(O) = 0. 
Now assume that we have shown that for each tr > 0, the functions 
I Yn(4 E)l, ...P / ~~+~(t, E)/ tend to zero as I E I + 0 uniformly for to + t, < 
t < cc, and let TV, . . . . T~+~(E) be t e uric ions h f t constructed as above 
corresponding to yn , . . . . yj+l . We must show that / yj(t, E)/ --f 0 as j E I + 0 
uniformly on sets of the form to < to + t, < t < co. Let sj = (t - to - Tj(e))/ci 
in (1) where T,(c) = TJE) + *** + T~+~(E). The first j + 1 components of 
the resulting system are 
Wdsi = %f(to + T,(c) + qj, x,y,, . . ..yi ,Yi+&o + T,(c) + c;isj, E), **a, 6) 
x(O) = X(&l + Tj(E), e) 
4eJ4 = (+n)gm(to + T,(4 
+ qj 7 x, y1 , .-., Yj > Yj+l(to + T3(4 + qj 7 E), ..-> 6) 
Ym(O) = Y&o + Tj(E), 4 (m = 1, . . . . j). 
Clearly, x = f(s, , E) = x(t, + T,(c) + qi , c) 
Ym = %h 3 c) = Ywito + T,(c) + 95 , 4 (m = 1, . . . . j) 
is the solution of this initial value problem. For si > 0, as 1 E j ---f 0 this system 
tends continuously to 
dxld+ = 0 x(0) = x0 
d!w,ldsj = 0 ym(0) =ylnO (m = 1, . . . . j - 1) 
dyjldsj = g&o , x’, ~1 , . . . . yj , 0, . . . . 0) Yd”) = Yj0 * 
Given t, > 0 and 77 > 0, choose sf sojj(sj), the solution of 
444 = gdto 9 xo 3 ~10 9 . . . . yi-1 o , yj , 0, . . . . 0) Y,(O) == Yjo > 
satisfies I sj(sj*)l < 6;‘(47))/2. Next choose 6: so 1 E I < .$ implies 
I Yj(Sj* P 4 - %%)I < 41(47))/2. 
Then, as before, / yj(t, e)I < 7 for t 3 to + T,(E) + E& . 
This completes the proof of Lemma 2. 
To complete the proof of the theorem, we must show that 1 ~(t, e)- D(t): 4 0 
as j E i --i 0 uniformly on i sets of the form t,, <I- I, {- t, I c: YJ. Here 
Q(t) denotes the solution of (2’) corresponding to the choice of (x0 , y,,) E I>,, 
The function .r =-I x(t, C) satislies 
where T;,(E) =- TV ~- ... r T,(E), the T, being given by Lemma 2. Since 
the 1 yj(t, l )I ---+ 0 as 1 E 1 ox 0 uniformly for t, $- T,(E) 5; t < cc and 
x(t, + To(t), C) tends to x,, as / E / --+ 0, it follows bq’ standard arguments 
that / x(t, 6) - Q(t)’ - 0 as 1 t / --+ 0 uniformly on compact sets of the 
form to -‘: t ‘.: t, + 7’. 
Given 77 ;b 0 and 1, > 0, let C, h, , . . . . /7, be so that I,emma 1 applies and 
r,,, CI x &/2) Then there is 6, 0 < 8 C: 7112 such that I x S, C r,,, . 
If T is so that 1 a(t)1 < 6/2 for t,, -1-m T -: t and 8 so that 1 E 1 -< 6” implies 
~ Q(t) - x(t, l )I < S/2 fort, -1 t, :. t 3: t,, -1 T, then, x(1’, l )I -.’ 8. Further 
restricting 1 E /, wre have by Lemma 2 that 1 yj(t, l )I 1 8 for to t, f <: 02. 
Thus (T? s(T, E), y(T, c)) E r,,,, . From this it follows that .r(t, l ) - @(t)i 
1 x(t, <)I -t CD(t), < 7,j for t t,, t T. Then .x(t, C) -- @p(t)1 i q for 
t, + t, :I t c. m. 
This completes the proof of the theorem. 
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