In this paper we outline a new procedure for estimating technical change and price elasticities.
Introduction
Productivity and technical change have long been of interest to economists. Beginning with Tinbergen (1942) , economists have used a time trend in economic functions (e.g., production functions or their dual representations such as cost functions) to represent the rate at which new technology is introduced into the production unit. Specifically, the time trend approach usually involves adding a linear term in the time trend, a quadratic term in the time trend, and/or interactions of the time trend with factor input prices or outputs to a fixed coefficient economic function. Given estimation of the economic function, technical change (thus productivity growth) can then be readily expressed in terms of the estimated coefficients of the economic function, e.g., by taking the derivative of the economic function with respect to the time trend. Due to its empirical tractability, this approach has enjoyed considerable popularity since its introduction, and in fact it remains the dominant econometric approach to productivity measurement.
Despite its popularity, the time trend approach has two major drawbacks. First, it "produces a smooth, slowly changing characterization of the pace of technical change" (Baltagi and Griffin, 1988) .
This pattern of technical change is not supported by the evidence from index number approaches to calculating rates of technical change. For example, Baltagi and Griffin (1988) , using the Divisia productivity index, found that productivity growth in the U.S. electricity industry showed considerable variability across time periods. Feng and Serletis (2008) , using the Fisher productivity index, found that productivity growth in the U.S. manufacturing industry varied substantially from year to year. In addition, the smooth, slowly changing pattern of technical change obtained using the time trend approach is also inconsistent with findings in the investment literature (Cooper et al., 1999; Abel and Eberly, 1994) that suggest new technology adoptions occur in a "lumpy" fashion with discrete jumps.
Second, the time trend approach suffers "the problem of trending elasticities", i.e., estimated price elasticities show little temporal variation even when in fact they do. Taking the standard time-trend normalized quadratic (NQ) functional form for example, the price elasticities produced by this functional form often exhibit little variation over time (see, for example, Feng and Serletis, 2008) . This problem occurs mainly because the coefficients for the quadratic terms in input prices, on which price elasticities depend, are constant over time. Unfortunately, this problem is not confined to the NQ functional form.
Taking for example the standard time-trend translog cost function to be examined in this paper, the price elasticity of demand for input i with respect to input price j is calculated as ij = ij =s i + s j ij , where ij is the coefficient for the quadratic term in log input prices, s i (s j ) is the cost share of input i (j), and ij = 1 if i = j and 0 otherwise. As can be seen, ij is a constant, and s i and s j are cost shares that do not vary much especially over a short period of time. If ij is also restricted to be constant over time, then price elasticities (i.e., ij 's) are destined to show little temporal variation.
To overcome the first drawback, Baltagi and Griffin (1988) proposed an innovative procedure, which involves first replacing linear and quadratic terms in the time trend 1 in the standard translog cost function with a general index of technical change, and then estimating the index by use of a set of time-specific dummies and their interactions with input prices and output quantities. This procedure offers numerous advantages over the time trend approach, among which a major one is that it is capable of producing estimates of productivity growth that closely track the "observed" productivity growth represented by the Divisia productivity index. It is worth noting that while not discussed in their paper, the Baltagi and Griffin (1988) procedure still suffers the problem of trending elasticities, because the coefficients for the quadratic terms in log input prices in the translog cost function (i.e., ij discussed above) remain constant over time. Since the seminal work of Baltagi and Griffin (1988) , however, little progress has been made to overcome the two drawbacks. A possible reason is that the then existing econometric methods did not readily lend themselves to alternative methods of representing technical change.
The purpose of this paper is to propose a new procedure to simultaneously overcome the two drawbacks inherent in the standard time trend approach. Specifically, we propose a categorical time-varying coefficient translog cost function, whose primary feature is that each of its coefficients is expressed as a nonparametric function of a categorical time variable (which consists of T time points or T categories, where T is the total number of discrete time periods). The advantage of this feature is that it allows each time period to have its own set of coefficients and thus its own cost function. In other words, the new cost function has time-specific coefficients, thus enabling one to model production technology in a timespecific manner. To see this clearly, let t c = 1; 2; :::; T denote the categorical time variable, y denote a vector of outputs, and w denote a vector of input prices, then the categorical time-varying coefficient 1 Recent studies (see, for example, Example 5.4 of Chen, Gao and Li 2012) show that the time trending component can be chosen by a flexible form to improve model building and estimation. cost function can be written as C t c (y; w), where the superscript t c = 1; 2; :::; T is used to indicate that the coefficients of the cost function differs across time periods 2 . In contrast, all the coefficients are restricted to be constant over time in standard time trend models. To distinguish the categorical timevarying coefficient translog cost function from the standard time trend translog cost function, we refer to the former as "the categorical time-varying coefficient model" and the latter as "the standard time trend model".
The formulation of the categorical time-varying coefficient model is inspired by recent econometric advances in varying-coefficient models (Fan and Zhang, 1999; Fan and Zhang, 2008; Gao and Phillips, 2013) , particularly in categorical varying coefficient models (Li et al., 2013) . The main feature of varying-coefficient models is that their regression coefficients are not set to be constants but are allowed to evolve with certain characteristics (covariates). Because these models allow the exploration of dynamic features that may exist in the data set (Fan and Zhang 2008) , they have received increasing attention in different areas of economics, such as monetary policy (Primiceri, 2005) and growth theory (Durlauf et al., 2001) . However, to the best of our knowledge, this is the first study that uses a varying-coefficient model to model technical change and price elasticities.
The categorical time-varying coefficient model has two advantages. First, it is capable of producing estimates of productivity growth that closely track the Törnqvist discrete approximation to the Divisia productivity index (hereafter "the discrete Divisia index"). Index numbers (such as the discrete Divisia and Fisher indexes) are widely used as benchmarks to check the accuracy of productivity estimates obtained from econometric models (Baltagi and Griffin, 1988; Feng and Serletis, 2008) . There are two reasons for this. First, these indexes are simple and transparent. As pointed out by Good, Nadiri and Sickles (1997) , these indexes "embody less stringent assumptions than are required by econometric models" and thus "provide valuable checks on the results of those (econometric) models". Hulten (2001) also recommended that researchers "exploit the relative simplicity and transparency of these indexes to serve as a benchmark for interpreting the more complicated results of the parametric (econometric) approach". Second, these indexes, particularly the Divisia and Fisher indexes, satisfy many desirable statistical properties such as constant quantities, time reversal, and proportionality (Dean, Harper and Sherwood, 1996) . In this paper, we follow Baltagi and Griffin (1988) and use the discrete Divisia index as a benchmark to evaluate productivity estimates obtained from our model.
We apply the categorical time-varying coefficient model to a panel of 81electricity firms in the U.S.
over the period 1986 -1998. We find that the productivity estimates obtained from the new model show considerable year-to-year variations. Particularly, we compare the productivity estimates obtained from the new model and those constructed from the discrete Divisia index and find that the former estimates closely track the latter ones, suggesting that the new model is capable of producing estimates of productivity growth with accuracy comparable to the discrete Divisia index. In addition, we find that our productivity estimates also closely track those obtained using the general index of technical change of Baltagi and Griffin (1988) , further confirming the ability of the new model to closely track well-known productivity indexes. In contrast, we find that the standard time trend model yields only a smoothed version of the discrete Divisia index. Moreover, we find that the standard time trend model results in a misleading conclusion regarding the relative importance of technical change and scale effects.
Second, the categorical time-varying coefficient model is capable of producing price elasticities that show considerable year-to-year variations, as indicated by our empirical results. This is not surprising because all the coefficients of this new model, including ij on which all price elasticities are based, are allowed to vary from time period to time period. In contrast, we find that the standard time trend model generates price elasticities that show little temporal variations. Due to the importance and wide applications of price elasticities, this latter advantage should be of interest to economists in many fields, such as energy economics, public economics, international economics, and labor economics (Hochman et al., 2010; Farrell and Walker, 1999) .
The rest of the paper is organized as follows. Section 2 provides a brief summary of two approaches to estimating technical change -the econometric approach and the index number approach. Section 3 presents two competing econometric methods for estimating technical change and price elasticities:
the standard time trend model and the categorical time-varying coefficient model. Section 4 discusses the estimation procedure for the categorical time-varying coefficient model. Section 5 deals with data issues. Section 6 compares the empirical results of the two models. Section 7 concludes the paper.
Overview of Index Number and Econometric Approaches to Measuring Technical Change
Generally, there are four approaches to measuring technical change: the growth accounting approach, the index number approach, the nonparametric frontier approach, and the econometric approach (see, for example, Hulten, 2001) . In this section we focus on the two approaches that are related to this paper:
the index number approach and the econometric approach.
Index number approach
In general, a total factor productivity growth (TFPG) index is defined as the growth in outputs not attributable to the growth in inputs. An advantage of index numbers is that they "embody less stringent assumptions than are required by econometric models" and thus "provide valuable checks on the results of those (econometric) models" (Good, Nadiri and Sickles, 1997) . For example, Baltagi and Griffin (1988) used a Divisia productivity index as a benchmark to evaluate productivity estimates obtained from the general index of technical change. In this paper, we follow Baltagi and Griffin (1988) and use a Divisia productivity index to evaluate productivity estimates obtained from our categorical timevarying coefficient model. Therefore, in what follows we provide an overview of Divisia productivity indexes. Solow (1957) was the first to propose a Divisia TFPG index. Specifically, he began with an aggregate production function with a Hicksian neutral shift parameter and constant returns to scale. Assuming each input is paid the value of its marginal product, Solow (1957) showed that a Divisia TFPG index based on this production function was calculated as output growth minus observed cost-share-weighted input growth. Later, Jorgenson and Griliches (1967) generalized this index to a multiple-output framework and showed that a Divisia TFPG index based on a multiple output production function was calculated as the observed revenue-share-weighted output growth rate minus the observed cost-share-weighted input growth rate. Formally,
where y m is output m (m = 1; 2; :::; M ); x n (n = 1; 2; :::; N ) is input n; a dot over a variable indicates the percentage growth of that variable (i.e., _ y = d ln y=dt); e s m is the observed revenue share for output m; and s n is the observed cost share for input n.
While having enjoyed considerable popularity, these two indexes are restricted in the sense that they are obtained under perfect competition and constant returns to scale. Noting this problem, Denny et al. (1981) replaced the observed revenue shares with cost elasticity shares, resulting in an index that is valid in the presence of imperfect competition and increasing returns to scale. Specifically, Denny et al. (1981) assumed that the underlying production process of a cost-minimizing productive firm was represented by the following cost function
where C is total cost; w = (w 1 ; :::; w N ) 0 is an N 1 vector of input prices; x = (x 1 ; :::; x N ) 0 is an N 1 input vector; y = (y 1 ; :::; y M ) 0 is an M 1 output vector; and t is a time trend. Denny et al. (1981) showed that the conceptually correct expression for TFPG for the cost-minimizing firm was
where m = @ ln C (y; w; t) =@ ln y m is the elasticity of the cost function with respect to output m, and = P M j=1 m is the reciprocal of local returns to scale. The TFPG index defined in (2) has been widely used and discussed in the literature (see, for example, Jorgenson, 1991) .
The continuous-time Divisia TFPG indexes given in (1) and (2) must be approximated by reasonable discrete-time approximations as data do not come in continuous-time form. As is well known, the Törnqvist approximation to the Divisia index is "exact" if the production/cost function has the translog form. In other words, the Törnqvist index is not an approximation at all, but is actually exact under right conditions. In addition, because the translog production function is a second order approximation to other production/cost functions, the discrete-time Törnqvist index is a sensible choice even if the underlying true functional form is not a translog (see, for example, Hulten, 2001) . The continuous-time Divisia TFPG index given in (1) can be approximated by the following discrete-time Törnqvist index (Fuss, 1994) :
With respect to the continuous-time Divisia TFPG index in (2), it can be approximated by the following discrete-time Törnqvist index (Fuss, 1994) :
In this paper, we follow Baltagi and Griffin (1988) and use (3) as a benchmark to compare productivity estimates obtained using the categorical time-varying coefficient model with those obtained using the standard time trend model. This is because (3) does not require econometric specification and estimation of technology. In contrast, (4), while theoretically correct, involves the specification and estimation of a cost function to obtain estimates of elasticities of cost with respect to output. Consequently, TFPG estimates obtained using (4) may vary considerably depending on how the cost function is specified and estimated, making (4) less suitable as a benchmark.
Econometric approach
The econometric approach to productivity measurement involves estimating the parameters of an economic function -a production, cost, or profit function. Productivity growth can then be expressed in terms of the estimated parameters of the economic function. Compared with the index number approach, this approach has three advantages. First, it avoids the need to impose the marginal productivity conditions that are required by the Solow (1957) and Jorgenson and Griliches (1967) TFPG indexes.
Second, it gives a full representation of the technology such that the estimated parameters can be used not only in the calculation of productivity but also in the calculation of substitution elasticities and scale parameters. Third, noncompetitive pricing behavior, nonconstant returns, and factor-augmenting technical change can be accommodated to help "explain" the sources of productivity (Hulten, 2001 ).
The dominant econometric approach is the standard time trend approach, which involves using a time trend in cost or production functions to represent the rate at which new technology is introduced into the production unit. While this approach has enjoyed considerable popularity since its inception by Tinbergen (1942) , no theoretical justification exists for the use of the time trend to proxy technical change. In fact, this approach produces a smooth, slowly changing characterization of the pace of technical change (Baltagi and Griffin, 1988) , which is neither supported by the evidence from index number approaches to calculating rates of technical change, nor consistent with findings that suggest production technology proceeds in a "lumpy" fashion with discrete jumps.
Dissatisfaction with the standard time trend approach has led researchers to propose different techniques to overcome the problem associated with the standard time trend approach. For example, Baltagi and Griffin (1988) proposed an innovative procedure that involves the use of time-specific dummies and their interactions with input prices and output quantities. In this paper, we approach the problem from a different perspective -we approach the problem via the coefficients. More specifically, we allow the coefficients of our model (the categorical time-varying coefficient model) to potentially vary over time by expressing each coefficient as a nonparametric function of a categorical time variable. Such a flexible approach allows each time period to have its own set of coefficients and thus its own cost function, which in turn leads to two major advantages: (1) our model is capable of producing estimates of productivity growth that closely track those obtained using the Divisia productivity index, and (2) our model is capable of overcoming the well-known "trending elasticities problem". In the following section we will explain the categorical time-varying coefficient model in more details.
Model Specifications
In this section, we will discuss two competing econometric methods for estimating technical change and price elasticities: the standard time trend model and the categorical time-varying coefficient model.
Because the former model serves as the benchmark model, we begin with this model.
The standard time trend model
For comparison purposes, we start by specifying the standard time trend model as follows:
where C is total cost; w = (w 1 ; :::; w N ) 0 is an N 1 vector of variable input prices; y = (y 1 ; :::; y M ) 0 is an M 1 output vector; t is a time trend; K is the number of firms; D k (k = 2; :::; K) are firmspecific dummies; and e k (k = 2; :::; K) are the corresponding coefficients for the dummies. The usual symmetry restrictions require in = ni (i; n = 1; ; N ) and jm = mj (j; m = 1; ; M ). Moreover, homogeneity of degree one in input prices implies the following restrictions:
Although we could estimate (5) directly, efficiency gains can be realized by estimating (5) together with its cost share equations, which can be obtained by applying Shephard's lemma to the cost function (5):
where s i is the cost share for input i 3 . It is worth noting that the parameters i , in , ij , and i are common across the system of equations.
Given the estimated parameters from equations (5) and (7), it is possible to compute technical change as follows:
Total factor productivity growth can then be computed as in Baltagi and Griffin (1988) and Fuss (1994) T
where for j = 1; 2; :::; M ,
is the cost elasticity of the jth output, and
weighted growth rate of outputs. According to (8), productivity growth can be decomposed into two components: technical change (T C) and scale effects ( 1 P M j=1 cy j _ y). The latter component is positive (negative) in the presence of increasing (decreasing) returns to scale.
The categorical time-varying coefficient model
Our categorical time-varying coefficient model involves specifying each coefficient of the standard translog cost function (without the usual time trend) as a function of a categorical time variable:
where t c is the categorical time variable (which consists of T time points or T categories); C t c (y; w) is the cost function for period t c ; D k (k = 2; :::; K) are firm-specific dummies; and k are the corresponding parameters, which are assumed to be constant over time. Symmetry requires in (t c ) = ni (t c ) (i; n = 1; ; N ) and jm (t c ) = mj (t c ) (j; m = 1; ; M ). Linear homogeneity in w implies
Applying Shephard's lemma to the cost function (9) yields the following cost share equations:
Note that the parameters i (t c ), in (t c ), and ij (t c ) are common across the cost system.
Given the estimated parameters from equations (9) and (11), it is possible to compute technical change. Noting that t c is a categorical variable, technical change from period t 1 to t is computed as:
price) vector for the previous period. Given estimation of T C, the total factor productivity growth can be computed as
where, for j = 1; 2; :::; M , the cost elasticity of the jth output,
As in the case of the standard time trend model, (12) suggests that productivity growth can be decomposed into two components: technical change (T C) and scale effects 1
Semiparametric Estimation
In this section we detail the semiparametric estimation procedure for the categorical time-varying coefficient model (i.e., (9) - (11)). In doing so, we draw on recent advances in semiparametric estimation for categorical varying coefficient models (Li et al., 2013) . For the standard time trend model ( (5) - (7)), its estimation procedures have been widely documented in the traditional factor demand literature (Barten, 1969; Christensen and Greene, 1976 ) and thus is not discussed in this paper.
Before proceeding to the semiparametric estimation procedure, we first impose the linear homogeneity restrictions in (10). This is done by normalizing the cost and input prices in (9) and (11) by one of the input prices (say, w N )
and
This normalization method has been widely used to impose linear homogeneity property on economic functions (Griffith et al., 2000) .
Equations (14) and (15) can then be combined to form a system of N equations that, upon appending idiosyncratic error terms, takes the common seemingly unrelated regression (SUR) form. In estimating this SUR system, we follow the spirit of Bai (2009) and use an iteration scheme, where each iteration involves two steps: 1) given the time-invariant coefficients for the firm-specific dummy variables (i.e., k , k = 2; :::; K), we compute the time-varying coefficients for the non-dummy variables (i.e., 0 (t c ),
, and ij (t c )) using the semiparametric estimation procedure developed by Li et al. (2013) ; and 2) given the time-varying coefficients, compute the time-invariant coefficients.
As pointed out by Bai (2009) , this iteration scheme is very robust and has an excellent convergence property. Considering that the second step is straightforward, we elaborate on the first step in what follows.
The SUR system in the first step is subject to many cross-equation restrictions implied by Shephard's lemma. Specifically, as can be seen from (14), the coefficients i (t c ), in (t c ), and ij (t c ) are common across the cost and share equations. To allow for such equality restrictions, we follow Wooldridge (2010, p.188) and Cameron and Trivedi (2005, p.210) and redefine the regressors and coefficients given in (14) and (15) so that the SUR system in the first step can be estimated by least square method.
Specifically, we first define the dependent variable vector and the disturbance vector. Let q l be an N 1 vector representing the dependent variables associated with the lth observation with the first element being ln
b k D lk and the second to the last element being the N 1 shares (i.e., s l;i ; i = 1; :::; N 1), and u l = (u l1 ; :::; u lN ) 0 be an N 1 disturbance vector, whose variance-covariance
We then define regressors and coefficients equation by equation. For the normalized cost equation, let X l1 be a 1
vector representing all the non-dummy regressors in the normalized cost function (i.e., (14)): X(t c ) be the corresponding coefficients, i.e., all coefficients for non-dummy variables in (14). The first equation of the N equation system can be written
For the first normalized share equation, we still use (t c ) as our redefined coefficient vector. However, the regressor vector, X l2 , is redefined in such a way that X l2 (t c ) is equal to the right hand side of the first normalized share equation. Formally, X l2 = 0; 1; 0 N +M 2 ; ln w l2 w lN ; :::; ln
; ln y l1 ; 0 N 2 ; :::; ln y lM ; 0 N 2 , where 0 p is a 1 p vector of zeros.
Thus, the second equation of the N -equation system can be written as
The i th (i = 2; 3; :::; N 1) normalized share equation can be redefined in a similar manner. Stacking all the N equations associated with the lth (l = 1; ; KT ) observation in the data set yields:
The entire system of equations associated with the KT observations can then be written as 
which can be written more compactly as
where q and u are N KT 1 vectors and X is a N KT
matrix. The N KT 1 disturbance vector u has the following variance-covariance matrix: = E(uu 0 ) =I KT ; where I KT is an identity matrix of dimension KT .
The least-squares estimator of (t c ) in (18) is the solution to
where L(t c ) is a N KT N KT diagonal matrix with the ith (i = 1; 2; :::; N KT ) diagonal element defined as in Li et al. (2013) where is a smoothing parameter 5 . The range of is from 0 to 1. = 0 leads to an indicator function, while = 1 gives a uniform weight function. 4 We also estimate the time-varying coefficient model (i.e., (9) - (11)), where the time variable (t c ) is treated as an ordered discrete variable. However, we find that this treatment results in less accurate estimates of technical change. A possible reason is that in our particular case, the values (i.e., 1, 2, ..., T) of the time variable are used only as labels for cost functions of different time periods. Thus, the time variable should be treated as unordered rather than ordered.
5 As in Li et al. (2013) , we consider the case where K (the number of cross-sectional units) is large and T is small.
Solving for (t c ) in (19) leads to the estimator
where the error covariance matrix , as in the case of the standard feasible generalized least squares (FGLS) method for SUR models (Wooldridge, 2010 p.176) , can be estimated by using the consistent system estimator which ignores the information in the variance-covariance matrix (i.e., by setting = I N KT ). In this case, (20) reduces to
Using (21), we can obtain the N 1 vector of residuals associated with the l th observation as e u l =q l X l e (t c ) = [e u l1 ; e u l2 ; :::; e u lN ] 0 . The estimate of the variance covariance matrix is given by
l ; and hence we can construct our estimator of .
The choice of the smoothing parameter is crucial. When = 0, our estimator is equivalent to estimating T independent cost functions with one for each period, whereas when = 1, b (t c ) becomes unrelated to t c , implying that the coefficients are constant over time. When choosing , we follow Li et al. (2013) and minimize the following least squares cross-validation:
where g j is the jth row of q, z j is the jth row of X, and the leave-one-out estimates of the time-varying coefficients is expressed as
and the notation j implies that the j th row is removed from , L(t c ), X and q.
Data
Our data was provided by Rungsuriyawiboon and Stefanou (2007) and consisted of annual time-series data for 81 privately investor-owned electric utilities in the United States over the period 1986 -1998.
The choice of U.S. electric utilities is particularly relevant considering the numerous studies of productivity in this industry.
With regard to the specification of outputs and inputs, one output is specified (i.e., M = 1) and represented by net steam electric power generation in megawatt-hours, which is defined as the amount of power produced using fossil-fuel fired boilers to produce steam for turbine generators during a given period of time. On the input side, three inputs are specified (i. 
Empirical Results
We estimate the standard time trend model and the categorical time-varying coefficient model separately for the electric utilities, and report the estimated parameters and their associated standard errors in Tables bodies and producers, effort-averse managers may engage in inefficient activities, resulting in possible deviations from cost-minimization (Fabrizio et al., 2007) . These distortions may be amplified because electric power rates were set by the asymmetrically informed regulatory bodies (Laffont and Tirole, 1993; Fabrizio et al., 2007) .
Comparison of the estimated coefficients of the two models
It is of interest to compare the estimated coefficients of the two models. As can be seen from Tables   1.1 variation in the latter model is that during the sample period the US electric industry underwent a profound restructuring and ceased to be operated by regulated monopolies, resulting in adjustments in the behavior and technology of producers in the sector (Fabrizio et al., 2007) .
We can also formally compare the estimated coefficients of the two models. To this end, we first rewrite the standard time trend model as follows:
ij ln w i ln y j . (22) If we treat 0 + t + 1 2 t 2 in (22) as the coefficient for the constant term, ( i + i t) as the coefficient for ln w i , and ( i + i t) as the coefficient for ln y j , then a comparison of (22) with the categorical timevarying coefficient model in (9) reveals that the former model is a special case of the latter model at t = t c = 1; 2; :::; T . More specifically, let 0 (t c ) denote the vector of coefficients of (22) When conducting the test, we employ a parametric model specification testing procedure (see, for example, Chapter 3 of Gao, 2007) . Specifically, we formulate the null hypothesis as follows: H 0 :
Pr ( (t c ) = 0 (t c )) = 1, i.e., the probability of (t c ) being equal to 0 (t c ) is one. The corresponding test statistic follows a standard normal distribution. In our particular case, the test statistic is 6:667 with an associated p-value of approximately zero; hence we reject the null that the general nonparametric coefficient function (t c ) is of the parametric form 0 (t c ).
Estimates of Total Factor Productivity
In this subsection, we compare the performance of these two models in terms of their ability to estimate total factor productivity growth. In doing so, we compute four industry aggregate TFPG indexes with the first one based on the standard time model (denoted by T F P G T ime ), the second one based on the categorical time-varying coefficient model (denoted by T F P G CT C ), the third one based on the discrete Divisia TFPG index (denoted by T F P G Divisia ), and the fourth one based on the general index of technical change of Baltagi and Griffin (1988) (denoted by T F P G GI ) 6 . Specifically, T F P G T ime is obtained by first computing individual utility-level total factor productivity growth using (8) and then computing an industry aggregate index as an average of the 81 individual TFPG estimates. T F P G CT C , T F P G Divisia and T F P G GI are obtained in a similar way but by using (12), (3), and the general index of technical change of Baltagi and Griffin (1988) respectively. As discussed in the Introduction, T F P G Divisia is used here as a benchmark for assessing T F P G T ime and T F P G CT C , because the discrete Divisia index does not require direct estimation of the underlying technology, satisfies many desirable statistical properties, and also is widely used by major statistical agencies around the world (see, for example, Good, Nadiri and Sickles, 1997; Dean, Harper and Sherwood, 1996; Hulten, 2001 ). With regard to T F P G GI , it is used as a second benchmark to further confirm the accuracy of T F P G CT C .
In addition, we also construct 95% confidence intervals for T F P G CT C using 1,000 bootstrap replications. Figure 1 .1 plots T F P G T ime , T F P G CT C , T F P G Divisia , and T F P G GI over the sample period. To avoid graphical clutter, the 95% bootstrap confidence intervals for T F P G CT C are plotted in Figure 1 .2.
We first compare T F P G T ime and T F P G Divisia . As can be seen from Figure 1 .1, T F P G T ime shows much less variation than T F P G Divisia and is roughly a smoothed version of T F P G Divisia . To better observe this, we first examine the temporal pattern of the benchmark series, T F P G Divisia . Roughly speaking, the series T F P G Divisia can be divided into five segments : 1987 -1988, 1988 -1989, 1989 -1993, 1993 -1996, and 1996 -1998 , with the first, third and fifth segments representing three productivity slowdowns and the second and fourth segments representing two productivity resurgences. More specifically, in the first segment it decreases significantly from 8:37% in 1987 to 0:98% in 1988; in the second segment it rebounds from 0:98% in 1988 to 6:08% in 1989; in the third segment it declines substantially from 6:08% in 1989 to 3:14% in 1993; in the fourth segment it rebounds from 3:14% in 1993 to 3:68% in 1996; and in the last segment it drops sharply from 3:68% in 1996 to 3:78% in 1998.
Turning now to T F P G T ime , we see that for each of the five T F P G Divisia segments, T F P G T ime passes close by the mean of the segment. Considering the third segment as an example, the T F P G T ime series crosses this segment at a point where TFPG is approximately 0, which is close to the mean (0:0006) of 6 For details on the general technical change index model, see Baltagi and Griffin (1988). this segment. This suggests that the series T F P G T ime can be regarded as being obtained by linking the means of the five segments. In this sense, T F P G T ime is roughly a smoothed version of T F P G Divisia .
We now compare T F P G CT C and T F P G Divisia . From Figure 1 .1, we note that T F P G CT C closely tracks T F P G Divisia , starting at 7:36%, dropping significantly to 2:09% in 1988, rebounding to 5:22% in 1989, dropping substantially to 1:42% in 1993, rebounding noticeably to 3:16% in 1996, and falling to 0:97% in 1998. Furthermore, T F P G CT C suggests exactly the same technological segments as 1987 -1988, 1988 -1989, 1989 -1993, 1993 -1996, and 1996 -1998, with the first, third and fifth segments representing three productivity slowdowns and the second and fourth segments representing two productivity resurgences.
In addition, we also compare T F P G CT C and T F P G GI (i.e., the one obtained using the general index of technical change of Baltagi and Griffin (1988) ). As can be seen from Figure 1 .1, T F P G CT C also closely tracks T F P G GI , further confirming the ability of the categorical time-varying coefficient model to closely track well-known productivity indexes.
To further compare T F P G CT C and T F P G T ime , we calculate the mean squared error (MSE) for each of them. Formally, M SE =
, where d T F P G t stands for an estimate of industry-level T F P G for period t (e.g., T F P G
CT C t or T F P G T ime t
). Our results indicate that T F P G CT C has an MSE of 0:016%, whereas T F P G T ime has a much higher MSE of 0:067%, further confirming that the categorical time-varying coefficient model tracks more closely with the discrete Divisia index than does the standard time trend model. and SC CT C closely track each other. This suggests that SC T ime and SC CT C show a similar degree of variation, which in turn implies that scale effects cannot lead to the lack of variations in T F P G T ime . Figure 2 .2 presents the estimates of T C T ime and T C CT C . We note that compared with T C CT C that varies considerably from year to year, T C T ime declines in a linear fashion over the sample period, suggesting that it is the lack of variability in T C T ime that leads to the lack of variation in T F P G T ime .
An interesting question to ask at this point is: what causes the lack of variations in T F P G
In fact, T C T ime is roughly a smoothed version of T C CT C . To see this, we follow Feng and Serletis (2008) and obtain a smoothed T C CT C series by regressing the raw T C CT C series on firm dummies and a continuous time trend, calculating the fitted values, and aggregating across individual electric utilities.
The smoothed T C CT C is also plotted in Figure 2 .2. As can be seen, T C T ime evolves in a similar pattern as the smoothed T C CT C , confirming that T C T ime is roughly a smoothed version of T C CT C .
It is also noted that one consequence of the lack of variation in T F P G T ime is that it does not have the right sign for 5 of the 12 time periods, namely 1990 , 1991 , 1992 , 1993 , and 1995 looking at Figure 1 .1, we see that T F P G Divisia suggests that productivity growth is positive in 1990
and 1995 and negative in 1991, 1992, and 1993; however, T F P G T ime suggests exactly the opposite. In contrast, T F P G CT C has the right sign for all the 12 time periods, as evidenced from Figure 1 .1.
Decomposition of Total Factor Productivity into Technical Change and Scale Effects
As previously discussed, productivity growth can be decomposed into two components: technical change and scale effects. This decomposition raises an interesting question: What do the two competing models imply about the relative importance of technical change and scale effects? Table 2 presents the two components for each of the two models (i.e., the standard time trend model and the categorical timevarying coefficient model). For each model, firm-level estimates of technical change and scale effects are developed and then used to produce industry-level estimates of technical change and scale effects.
Looking at Panel A, Table 2 , we see that the categorical time-varying coefficient model suggests that on average scale effects is dominant over technical change. Specifically, this model suggests that on average scale effects accounts for 58:0% (i.e., 0:0102=(0:0074 + 0:0102)) of the productivity growth over the sample period, whereas technical change accounts for 42:0% (i.e., 0:0074=(0:0074 + 0:0102)).
This finding is consistent with the long tradition of individual plant studies emphasizing the importance of scale economies and their potential for stimulating productivity growth (see, e.g., Christensen
and Greene 1976; Atkinson and Halvorsen, 1984) . We also note that while on average scale effects contributes positively to productivity growth over the whole sample period, it contributes negatively to productivity growth over the subperiod 1990 -1995, implying that these electric utilities exhibit de-creasing returns to scale during this subperiod. A possible explanation for the decreasing returns to scale over this subperiod is due to deviations from cost-minimization by the electric utilities caused by price regulation by state governments (Fabrizio et al., 2007) .
Looking at Panel B, Table 2 , we see that the standard time trend model suggests that on average technical change plays a more important role than scale effects. Specifically, this model suggests that on average technical change accounts for 72:1% (i.e., 0:0106=(0:0106 + 0:0041)) of the total productivity growth, compared to 27:9% (i.e., 0:0041=(0:0106 + 0:0041)) accounted for by scale effects, thus implying that technical change is the dominant component. To examine why technical change plays a more important role in the case of the standard time trend model, we plot in Figure 3 the estimates of technical change implied by this model together with those of scale effects implied by the same model.
As can be seen from this figure, the dominance of technical change over scale effects occurs because the former component is positive throughout the sample period, whereas the latter one is negative for half of the sample period (i.e., 1990 -1993, 1995, and 1998) . However, as previously discussed, the positiveness of technical change in the standard time trend model is mainly the result of the model's inability to accurately capture the shift of the cost function over time.
In summary, the use of the standard time trend model not only results in mis-measured productivity growth (as discussed in the previous subsection), but also results in a misleading conclusion regarding the relative importance of technical change and scale effects.
Estimates of Price Elasticities
As discussed in the Introduction, the standard normalized quadratic (NQ) functional form suffers "the problem of trending elasticities", that is, the price elasticities produced by this functional form often exhibit little variation over time. This problem raises an intriguing question: Do the two competing translog models in the present paper suffer the same problem? Figures 4.1 -4 .9 present the estimates of own price elasticity of labor ( 11 ), elasticity of demand for labor with respect to the price of fuel ( 12 ), elasticity of demand for labor with respect to the price of capital ( 13 ), elasticity of demand for fuel with respect to the price of labor ( 21 ), own price elasticity of fuel ( 22 ), elasticity of demand for fuel with respect to the price of capital ( 23 ), elasticity of demand for capital with respect to the price of labor ( 31 ), elasticity of demand for capital with respect to the price of fuel ( 32 ), and own price elasticity of capital ( 33 ). For each model, firm-level estimates of price elasticity of demand for input i with respect to input price n are calculated as
where in is the coefficient for ln w i ln w n , s i (s n ) is the cost share of input i (n), and in = 1 if i = n and 0 otherwise. These firm-level estimates are then used to produce industry-level estimates of price elasticities. In each figure shows much more variation is not surprising, because 11 is no longer a constant in the categorical time-varying coefficient model. Instead, it varies from time period to time period, thus allowing 11 to vary from one period to another even when 11 is a constant and s 1 does not vary much. More specifically, 11 is a nonparametric function of the categorical time variable (t c ) and thus is very flexible with respect to time. This flexible treatment allows 11 to vary considerably over time, which in turn allows price elasticities (i.e., 11 ) to vary considerable over time as in our case (see (23)).
It is worth noting that in Figure 4 .1 the elasticity estimates obtained from the standard time trend model (i.e.,
T ime 11
) fall into the 95% bootstrap confidence intervals for those obtained from the categorical time-varying coefficient model (i.e., CT C 11 ). There are two possible reasons why this happens.
First, as can be seen from the figure, the dashed line representing
is roughly a smoothed version of the solid line representing CT C 11 , making it very likely that the former line falls into the 95% confidence intervals associated with the latter line. Second, the categorical time-varying coefficient model allows each period to have its own set of coefficients, which in turns allows price elasticities to vary considerably from year to year. Accordingly, this model requires large number of observations for each period in order to obtain tight elasticity confidence intervals. In our particular case, however, we have only 81 observations (firms) for each period, which may not be large enough to produce tight elasticity confidence intervals.
We turn now to 
Conclusion
The econometric approach to productivity measurement literature has long been dominated by the time trend approach. Despite its popularity, this approach has two major drawbacks. First, it produces a smooth, slowly changing characterization of the pace of technical change. This pattern of technical change is neither supported by the evidence from index number approaches to calculating rates of technical change, nor consistent with findings in the investment literature that suggest technologies are introduced in a "lumpy" fashion with discrete jumps. Second, it suffers the problem of trending elasticities.
To overcome the two drawbacks associated with the standard time trend approach, we propose in the present paper a categorical time-varying coefficient translog cost function. The main feature of this model is that each of its coefficients is expressed as a nonparametric function of a categorical time variable (which consists of T time points or T categories, where T is the total number of discrete time periods), thus allowing each time period to have its own set of coefficients and cost function. In this sense, the time-varying feature of the new cost function relaxes the restrictive implicit assumption underlying the standard time trend models that all sample years have to share the set of coefficients, thus making the new cost function a more general representation of production technology. Our technique requires panel data on firms within the same industry to allow the coefficients to differ across time periods.
We apply the categorical time-varying coefficient model to a sample of 81 electric utilities in the United States over the period 1986 -1998. We find that the categorical time-varying coefficient model is capable of producing estimates of productivity growth that closely track those obtained using the Divisia productivity index. In contrast, the standard time trend model produces estimates of technical change that is only a smoothed version of those implied by the Divisia productivity index. We also find that the use of the standard time trend model not only results in mis-measured productivity growth, but also results in a misleading conclusion regarding the relative importance of technical change and scale effects.
We also find that the categorical time-varying coefficient model free of the problem of trending elasticities. Specifically, we find the price elasticities produced by the model shows considerable yearto-year variations, whereas those produced by the standard time trend model vary within very narrow ranges. Considering the importance and wide applications of price elasticities, this latter advantage should be of interest to applied economists in many fields. 10 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 Point estimate 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 Time Trend
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