An information-theoretic framework is developed to assess the predictive skill and model error in imperfect climate models for long-range forecasting. Here, of key importance is a climate equilibrium consistency test for detecting false predictive skill, as well as an analogous criterion describing model error during relaxation to equilibrium. Climate equilibrium consistency enforces the requirement that long-range forecasting models should reproduce the climatology of prediction observables with high fidelity. If a model meets both climate consistency and the analogous criterion describing model error during relaxation to equilibrium, then relative entropy can be used as an unbiased super-ensemble measure of the model's skill in long-range coarse-grained forecasts. As an application, we investigate the error in modeling regime transitions in a 1.5-layer ocean model as a Markov process, and identify models that are strongly persistent but their predictive skill is false. The general techniques developed here are also useful for estimating predictive skill with model error for Markov models of low-frequency atmospheric regimes.
Introduction
In Paper I of this series (Giannakis and Majda 2011) we developed information-theoretic methods to quantify longrange coarse-grained predictive skill in the framework of a perfect climate model. The main result of that paper was that details of the initial conditions are not needed to make skillful long-range forecasts, provided that appropriate coarse-grained partitions of the set of possible initial data are employed. In the context of the equivalent barotropic, double-gyre ocean model of McCalpin and Haidvogel (1996) , we demonstrated that an algorithm based on K-means clustering and running-average coarsegraining of the training and initial data can reveal predictability of certain large-scale observables (viz., energy and the leading PCs of the streamfunction) over lead-times significantly exceeding the corresponding decorrelation times.
Relative entropy was used throughout Paper I to measure skill via the additional information beyond climatology D τ gained about an observable at forecast lead time τ through knowledge of the initial affiliation S of the system to the clusters in the partition. There, the probability distributions for long-range forecasts are conditioned on S (an integer-valued function), instead of a high-dimensional vector of initial data Z. This has obvious implications in longrange ensemble forecasting, where identifying appropriate initial conditions of the ensemble members remains a challenge (Keenlyside et al. 2008) . Moreover, super-ensemble skill measures in this framework can be evaluated practically using equilibrium trajectories of ergodic dynamical systems; this is because the coarse-graining operation Z → S makes it possible to compute the expectation value of skill over the initial data.
Even though the problem of assessing long-range coarsegrained forecasting skill in a perfect model is an important problem in its own right, in several cases one is interested in quantifying the skill of reduced models that aim to capture the low-frequency dynamics of the full model with high fidelity. Prominent reduced modeling techniques include data-driven approaches, such as hidden Markov models (HMMs) (Majda et al. 2006; Franzke et al. 2008) and linear inverse models (LIMs) (Penland 1989; Collins 2002; Teng and Branstator 2010) , or stochastic mode reduction techniques that make direct use of approximate equations of motion ). Other methods blend direct models with statistical parameter estimation (Wikle et al. 1998; Wikle and Berliner 2007) . Owing to their relative simplicity and transparent structure, such models can substantially improve one's understanding of the lowfrequency dynamics of the true model. Moreover, reduced models are useful when one is interested in generating long coarse-grained realizations, but cannot afford to integrate the full model.
In general, all of the above techniques will produce imperfect models, characterized by time-dependent prediction probability distributions p M τ that are systematically biased away from the corresponding distributions in the perfect model. Major implications of such biases include misguided physical interpretation of the low-frequency dynamics of the true model (e.g., by erroneously attributing Markovian behavior through an HMM), or, when it comes to predictability studies, false identification of predictive skill due to unrealistically slow relaxation of p M τ to equilibrium. For these and several other reasons, quantifying objectively the model error in imperfect models is a problem of wide practical interest (Roulston and Smith 2002; DelSole 2005; Reichler and Kim 2008a; DelSole and Shukla 2010; Majda and Gershgorin 2010) .
Building on the tools introduced in Paper I to measure predictive skill in a perfect-model setting, in this paper we develop information-theoretic strategies to assess the error in long-range prediction in imperfect coarse grainedmodels. Here, we measure model error via a relative-entropy measure E τ that corresponds to the lack of information at lead time τ in the time-dependent prediction distributions in the model relative to the truth (Roulston and Smith 2002; Majda and Gershgorin 2010) . One of the principal uses of E τ is to detect situations where measures of skill based solely on statistics internal to the imperfect model are false. Examples of falsely attributing skill for the imperfect model can occur with the discrepancy D M τ between p M τ and the potentially biased climatology p M eq , or skill measures based on the root mean square difference (RMSD) of ensemble trajectories (Boer 2000 (Boer , 2004 Collins 2002) .
Of central importance is a criterion that we refer to as climate equilibrium consistency, which requires that, at a minimum, long-range forecasting models must be able to reproduce the climatology of prediction observables with high fidelity. Since the model error E τ converges to E eq for long times, climate consistency is expressed by the requirement E eq 1; this statement is equivalent to the fidelity criterion of DelSole and Shukla (2010) . If E eq is not small, then the model climatology is consistently biased away from nature. As a result, any measure of skill relative to model equilibrium (including D M τ and RMSDbased metrics) will actually attribute false skill, even at τ = 0. In the literature this issue is typically sidestepped, e.g., by subtracting the imperfect model climatology to give forecasts of anomalies rather than absolute values (Smith et al. 2007; Keenlyside et al. 2008; Pohlmann et al. 2009 ). Here our viewpoint is that climate equilibrium consistency and long-range forecasting skill are two intrinsically interrelated notions, and the former is a necessary prerequisite for the latter.
Climate equilibrium consistency is not, however, a sufficient condition for skill. Here, besides the behavior of model error at asymptotic times, we explicitly consider the behavior of model error at finite times. In particular, predictions of a climate-consistent model are deemed skillful at lead time τ if D M τ is large and E τ is small. In general, the model errors studied here are of a fundamentally different nature compared to the loss of information due to coarse-graining discussed in Paper I.
As an application, we study the predictive skill and model error in Markov models of the switching process between the ocean circulation regimes identified in Paper I. That is, we treat the 1.5-layer, double gyre model of McCalpin and Haidvogel (1996) as the true signal from nature and the Markov models, determined empirically via a maximum-likelihood algorithm (Metzner et al. 2007) , as coarse-grained dynamical models with model error. Metastability in the low-frequency dynamics has been well established in this class of ocean models (McCalpin and Haidvogel 1996; Berloff and McWilliams 1999) , and is generally associated with relatively infrequent transitions between meandering, moderate-energy, and extensional configurations of the eastward jet (which mimics the separating currents developing in the Earth's ocean basins). Because the wind-forcing driving the model is time-independent, this behavior is entirely due to internal variability, and therefore a statistically stationary description of the regime transitions is appropriate. Imposing Markovianity on the transition process is a familiar approximation for the atmosphere (Ghil and Robertson 2002; Majda et al. 2006; Franzke et al. 2008 Franzke et al. , 2009 Horenko 2008 Horenko , 2009 Horenko , 2010 , though the validity of this assumption typically remains moot. The approach developed here can be used to assess false predictive skill in that context.
Our analysis exposes starkly the falseness of predictive skill that one might attribute to a Markovian description of the regime transitions in the 1.5-layer model by relying on an (internal) assessment based solely on the deviation of the time-dependent prediction probabilities of the Markov model from its biased equilibrium. In particular, we find that the Markov model associated with a seven-state partition appears to outperform the corresponding three-state model, both in its discriminating power and its persistence (measured respectively by the deviation from equilibrium and rate of approach to equilibrium), when actually the skill of the seven-state model is false because it fails to meet climate equilibrium consistency. Here, the main conclusion is that evaluating simultaneously model errors in both the climatology and the dynamical relaxation to equilibrium should be an integral part of assessments of long-range forecasting skill. We demonstrate that the relative-entropy metrics E eq and E τ for model error allow one to detect the biased K = 7 model, as well as to estimate the forecast lead times for which the K = 3 model has small bias. Through an eigenvector analysis of the Markov transition probability matrix, we find that the dynamical relaxation of the streamfunction anomaly in the K = 3 model is dominated by the leading two empirical orthogonal functions (EOFs) of the streamfunction, with EOF 4 also playing an appreciable role.
The plan of this paper is as follows. In §2, we briefly review the key points of the methods for coarse-grained long-range forecasting introduced in Paper I in the perfectmodel setting. The analysis is further developed in §3 to provide strategies for assessing errors in imperfect models.
As an instructive application of these techniques, in §4 we study the predictive skill and model error in Markov models of regime transitions in the 1.5-layer ocean model. We conclude in §5.
Predictability in the perfect model
a. Partitioning observation-space for long-range forecasts
Following §2 of Paper I, we consider that the true signal from nature x(t) ∈ R m is generated by a high-dimensional, strongly chaotic, ergodic, and mixing dynamical system, observed through incomplete observations z(t) = G(x(t)) ∈ R n of dimension n m. We use the notation A(t) to represent a general prediction observable, i.e., a function of x(t) that is of interest to be predicted. In the ocean application of §4, our main prediction observables are the energy E(t), the leading two principal components (PCs) of the streamfunction, PC 1 (t) and PC 2 (t), and the streamfunction anomaly h (r, t).
Long-range predictability in the perfect model is revealed by partitioning the space of observations R n into K clusters,
and using the cluster-conditional probability density functions (PDFs)
to make ensemble forecasts for A at lead-time τ . In the above, S(t) is an integer function of time taking values {1, . . . , K}, such that S(t) = k indicates that the affiliation of the system at time t is with cluster ξ k ∈ Ξ. The affiliation S(t) and the PDFs in (2) are determined via the following two-step process, described in detail in §3 of Paper I. First, in the so-called training stage, the data set
of observations is coarse-grained by fixing a time window ∆t = (q − 1) δt, and replacing z(t) by the running average
K-means clustering (MacQueen 1967; Duda et al. 2000) is then applied to the coarse-grained training data, which leads to a set of coordinates
cluster weights
and affiliation function
Together, γ k and Θ minimize the usual error functional
In the second part of the procedure, referred to as prediction stage, initial data z(t) are collected over an interval [t − ∆τ, t] with ∆τ = (q − 1) δt, and their average z ∆τ is computed via an analogous formula to (4). It is important to note that the initial data in the prediction stage are independent from the the training data set. The affiliation function S(t) is then given by
i.e., S(t) depends on both ∆t and ∆τ . By ergodicity, the p k τ in (2) can be estimated by binning the cluster-conditional samples
for each k ∈ {1, . . . , K}, given samples of the doublet {S(t), A(t)} over a long-enough time.
b. Relative-entropy measures of predictive skill
As has been discussed by several authors (Kleeman 2002; Majda et al. 2002; DelSole 2004 DelSole , 2005 Abramov et al. 2005; Majda and Gershgorin 2010; Branstator and Teng 2010; Teng and Branstator 2010) , the natural informationtheoretic functional for measuring initial-value predictive skill is the relative entropy distance,
between a time-dependent forecast PDF for observable A conditioned on some initial data available to a model and the corresponding equilibrium measure, p eq = lim τ →∞ p τ . Here, the tacit assumption is that the forecast lead time τ is short-enough for the forced, climate-change component in the statistics of A to be weak compared to internal variability (Meehl et al. 2009; Hurrell et al. 2009; Solomon et al. 2009; Branstator and Teng 2010) . That is, p eq is a quasi-equilibrium measure evaluated with respect to the present-day climate. In what follows, we assume that p eq is time-independent, but the skill and error measures introduced below may be generalized to more realistic timeperiodic problems (Majda and Wang 2010; Gershgorin and Majda 2010) . Besides the above assumptions on the long-time behavior of p τ , in Paper I we further assumed that details in the initial data are not important for long-range coarse-grained forecasts. In particular, our key assertion has been that appropriate initial data with which to condition p τ is the integer-valued affiliation S(t), as opposed to, say, the full high-dimensional history of initial data used to determine S(t) in (9). Adopting this viewpoint leads naturally to a family of K measures of predictive skill, given by setting
Taking the expectation value of D k τ with respect to the equilibrium distribution of S(t),
then provides a super-ensemble measure of long-range predictability of A given the coarse-grained partition Ξ. Because D τ is unbounded from above, it is convenient to convert it into a skill score δ τ ∈ [0, 1] (Joe 1989; DelSole 2005) through the transformation
Following the analysis of DelSole (2005), in Paper I we showed that D τ is equal to the mutual information I(S(t); A(t+ τ )) between the cluster affiliation at time t and observable A at time t + τ , and, as a result, also equivalent to skill measures in related earlier work (Leung and North 1990; Schneider and Griffies 1999) .
Assessing the forecasts of imperfect models a. Information theory and model error
A crucial condition underlying the analysis in §2b is that the ensemble prediction probabilities can be evaluated with no errors. Because the procedure described in §2a is fully empirical, that condition is satisfied by the cluster-conditional PDFs in (2), at least in the limit of long realizations of A(t) and S(t). Frequently, however, long-enough realizations are not available to sample p k τ accurately. Even if sampling errors are not an issue, the empirical nature of these distributions may limit their usefulness in providing physical insight of the operating lowfrequency dynamics. In such situations, involving either lack of independent samples to determine p k τ (A) or limited physical intuition in the empirical prediction probabilities, an alternative approach is to fit a dynamical model M to the affiliation sequence Γ (t) determined from (7) in the training data, and use the model to produce probability distributions p M k τ that attempt to approximate p k τ . For instance, in §4 we will build such models by assuming that Γ (t) is a Markov process.
Using the model prediction probabilities p (12) and (13) for a perfect-model environment. In particular, we set
and also consider
as a candidate super-ensemble measure of the model's predictive skill. The danger, however, in working with D M τ directly is that it is purely a model-intrinsic measure, and does not take into account model error. In particular, if the discrepancy between p M k τ and p k τ (defined in a suitable way) is large, the skill measured by (16), or the corresponding unit-normalized score
is false. Information theory provides an objective way of quantifying the discrepancy between the perfect and imperfect models through a relative-entropy measure describing the lack of information, or ignorance, in p M k τ relative to the truth (Roulston and Smith 2002; Majda et al. 2002 Majda et al. , 2005 Majda and Gershgorin 2010) . In the present application, involving cluster-conditional PDFs, the natural error measure to use is
which is to be computed for each k ∈ {1, . . . , K}. The above measure has the desirable properties that (i) E k τ ≥ 0 with equality if and only if p Majda et al. 2002) . In coding theory, evaluating (18) using logarithms of base 2 gives the expected increase in the length of a Shannon code designed for samples of A drawn from p M k τ when, in reality, A is generated by p k τ (Cover and Thomas 2006, Chap. 5) . Thus, the error measure in (18) is intimately related to the amount of data compression allowed by the model probability distributions of the true signal from nature. Taking the expectation value with respect to the cluster-affiliation probabilities π k in (13) leads to a super-ensemble measure of model error,
and a corresponding error score lying in the unit interval, viz.
However, unlike D τ , the error measure E τ does not admit a direct interpretation as mutual information.
As discussed in §2b of Paper I, a relative-entropy measure E τ with a similar mathematical structure to E τ in (18) can be used to quantify the loss of information due to coarse-graining phase space. Even though both E τ and E τ measure lack of information, it is important to note that the loss of information described by E τ takes place in a perfect-model environment. That is, even though coarsegraining a partition of phase space will generally result in a decrease in the discrepancy D k τ between the corresponding ensemble prediction probabilities and climatology, that discrepancy will still be attributable to predictive information gain (in accordance with the Bayesian-update interpretation of relative entropy). On the other hand, unless E τ = E eq = 0, the corresponding discrepancy D M k τ in the imperfect model defined in (15) is not amenable to a Bayesian-update interpretation relative to the true climate, because with an imperfect model either p
b. Climate equilibrium consistency test of model error
In long-range forecasting, it is natural to require that, at a minimum, the model reproduces the correct climatology, i.e., p M eq (A) = p eq (A), or, equivalently,
Here we call (21) the climate equilibrium consistency condition. DelSole and Shukla (2010) employ an equivalent measure called fidelity, though the way in which the latter is evaluated in practice differs from the approach we adopt in the present work, particularly with regards to the calculation of super-ensemble means over the initial data and the imposition of Gaussianity assumptions in that work. For models that meet climate equilibrium consistency, the relative entropy in (16) converges to the objective skill measure (13) of p τ relative to equilibrium, i.e.,
Thus, models in this class have the especially important property for long-range forecasting that the discrepancy of their prediction distributions from (model) climatology conveys genuine model skill, provided that one is interested in prediction horizons τ sufficiently far in the future. Borrowing the terminology of Meehl et al. (2009) , the intuition behind the criterion in (21) is that there exists a 'confluence', decadal time-scale in climate prediction problems, where details in the initial conditions are not important (i.e., the use of coarse-grained models is justified), and internal variability dominates over forced response (e.g., due to CO 2 emissions); this has also been noted by a number of other authors (Hurrell et al. 2009; Solomon et al. 2009; Branstator and Teng 2010) . The general notion of forecasting skill in this context involves making comparisons between non-equilibrium states of a model and the present-day quasi-equilibrium climate, despite the fact that the quasi-equilibrium hypothesis will eventually break down at longer, multi-decadal time scales.
Mathematically, the distinguished role of model climatology is explicitly evident in the definition of D M τ in (16) from the fact that p M eq is in the denominator of the relativeentropy functional, and it enters implicitly in RMSD-based metrics through the variance of equilibrium trajectories. Thus, high fidelity in the climatology, established here by the consistency condition in (21), is an essential aspect of long-range forecasting models, without which the very concept of predictive skill loses its meaning. This situation is manifestly different from short-range forecasting, where the question of whether or not the model will eventually relax to the correct equilibrium is of minimal importance compared to the lack of information at short times due to coarse graining, as measured, e.g., by the relative entropy E τ in Paper I.
Of course, equilibrium consistency does not mean that E τ is also zero for finite times, including τ = 0. Indeed, in §4, we will encounter a Markov model with little error in the climatology in the sense of (21), but with substantial model error at intermediate times. These examples illustrate that predictive models must be assessed with respect to D M τ and E τ in addition to E eq for key observables of interest. That is, a model for long-range forecasting should be deemed skillful at prediction horizon τ if it reproduces climatology with high fidelity (E eq 1), its information content D M τ beyond climatology is large, and, at the same time, the corresponding error E τ is small.
The simultaneous use of E eq , E τ and D M τ in assessing model error and predictive skill is a key difference of our framework from the classical approach in studies of longrange predictability; this approach subtracts the model mean, A M , from A, and continues using the model to make predictions about A − A M without further consideration of the amount of bias in the climatology (Smith et al. 2007; Keenlyside et al. 2008; Pohlmann et al. 2009 ). In fact, a systematic application of Jaynes' maximum-entropy principle (Jaynes 1957) shows that if the model mean as well as the associated covariance are available (a natural assumption if one is interested in predicting climate variability), correcting solely for the mean does not minimize bias. Instead, models should be calibrated by minimizing a relative-entropy sum that depends on both model drift and dispersion . Here, our focus is not on formulating explicit strategies for model calibration, but rather on identifying the fundamental sources of error in long-range forecasting, and establishing objective measures for a posteriori assessment of how close a model comes to the ideal.
Markov models of regime behavior in the 1.5-layer ocean model
We now apply the tools developed in §3 to assess the model error in Markov models of regime behavior in the reduced-barotropic double-gyre model of McCalpin and Haidvogel (1996) . Throughout, we treat the output of this socalled 1.5-layer model as 'nature', and Markov models of the switching process between the regimes identified in Paper I as approximate models with dynamical model error. Regimes in this ocean model correspond to rolled-up or extensional configurations of the jet (McCalpin and Haidvogel 1996; Berloff and McWilliams 1999) , which are well described by the leading few (∼ 4) EOFs of the streamfunction. Below, we will be mainly be concerned with EOF 1 , EOF 2 , and EOF 4 , indexed as usual in order of decreasing explained variance. These EOFs, shown in Fig. 1 , have the longest decorrelation times among all streamfunction EOFs (see Fig. 3 of Paper I).
In the perfect-model setting of Paper I we established that these regimes can be predicted five or more years in advance, provided that the set of initial data can be partitioned in an appropriate way. In this paper, we introduce model error through the prediction probabilities p M k τ , which are evaluated under the assumption that the affiliation sequence Γ (t) in (7) is a Markov process (Lawler 2006) . The Markov assumption for Γ (t) is made frequently in cluster analyses of time series in atmosphere-ocean science (Ghil and Robertson 2002; Majda et al. 2006; Franzke et al. 2008 Franzke et al. , 2009 Horenko 2008 Horenko , 2009 Horenko , 2010 , but as we demonstrate in §4b, can lead to false predictive skill, as measured by the D M τ metric in (16). The benefit of the theory developed here is that false predictive skill can be detected directly through the measures of model error E eq and E τ .
a. Estimating the Markov generator matrix
The fundamental assumption in the Markov models studied here is that there exists a K × K generator matrix L, such that
where Γ (t) is the cluster-affiliation sequence defined in (7), and t is an integer multiple of the sampling interval δt.
In general, the existence of L is not guaranteed, even if Γ (t) is indeed Markovian. Nevertheless, one may always try to estimate a Markov generator that is consistent with the given realization Γ (t) using one of the available algorithms in the literature (Crommelin and Vanden-Eijnden 2006; Metzner et al. 2007) , and verify a posteriori its consistency by computing E k τ from (18) for prediction observables A of interest. Here, the cluster-conditional probabilities in the Markov model are given (via Bayes' theorem) by
where
are the PDFs for A conditioned on the value of Γ (t) for the training data. These distributions can be estimated by cluster-conditional bin counting of simultaneous realizations of A(t) and Γ (t), as described in Paper I. Our primary observables of interest in the ocean application below are the total energy in the flow, E, and the leading two PCs of the streamfunction. Since for sufficiently long training time series φ k are equivalent to the p k τ distributions in (2) evaluated at τ = 0 with equal running-average windows in the training and prediction stages (i.e., ∆t = ∆τ ), the model probabilities in (24) have no error at time τ = 0; i.e., E k 0 = 0 by construction. Moreover, E k τ will vanish in equilibrium for models that meet the equilibrium-consistency condition in (21) for
is the equilibrium distribution of the Markov model, defined by the requirement for all τ ,
However, due to dynamical model error, E τ will generally be nonzero for finite and nonzero τ . Below, we will be interested in evaluating time-dependent and equilibrium expectation values of A with respect to p
We use the shorthand notation A k = A k (0) to represent the expectation value of A(t) conditioned on Γ (t) = k. The evaluation of (28) is facilitated by considering the decomposition of P into its left and right eigenvectors (Gardiner 2010), viz.
for k ∈ {0, 1, . . . , K − 1}. The normalization convention u k 1 = 1 (which we adopt throughout), followed by a suitable normalization for v k , turns the left and right eigenvectors into a biorthonormal set with the property u i · v j = δ ij . Moreover, with the latter convention, the eigenvectors u 0 = π and v 0 = 1 corresponding to λ 0 = 1 are respectively equal to the equilibrium distribution π of the Markov chain and a K-element vector of ones. For later convenience, we introduce the matrices U = [U ij ] and V = [V ij ], whose j-th columns are equal to u j−1 and v j−1 respectively.
Using the eigendecomposition of P in (29), it is possible to derive the formulas
for A 1 (t), . . . , A k (t) andÂ 0 , . . . ,Â k−1 . Thus, the relaxation of A k (t) to equilibrium according to the model can be expressed as a linear mixture of the cluster-conditional expectation values A k appropriately weighted by the eigenvalues and left and right eigenvectors of P.
b. The model error in long-range predictions with coarse-grained Markov models
To construct our Markov models, we took the same training data used in Paper I consisting of the leading 20 PCs of the streamfunction in the 1.5-layer model,
and computed affiliation sequences Γ (t) from (7), applying the procedure described in §2 for various choices of K and running-average windows ∆t. In each case, we determined P by fitting the generator matrix L in (23) to Γ (t) using the Bayesian algorithm of Metzner et al. (2007) . As described in Paper I, we estimated the cluster-conditional probabilities φ k in (25) for the total energy E(t) in the streamfunction field and the leading two PCs by conditional bincounting over 100 bins. All relative entropy measures were then evaluated using the trapezoidal quadrature rule. In total, we used 80,000 samples of z(t) taken uniformly every δt = 20 days. We checked for robustness against sampling errors by repeating our calculations using half of the training time series. This resulted to relative changes of order 10 −3 in L, as measured by the ratio of Frobenius norms δL / L . Likewise, the changes in the predictive-skill and model-error results in Fig. 2 , as well as the regimes and EOF projection coefficients in Figs. 3-5, were not significant.
The two main dangers with the assumption that Γ (t) has the Markov property are that (i) the Markov model fails to meet the climate equilibrium consistency condition in (21), i.e., the Markov equilibrium distribution deviates systematically from the truth; and (ii) the discrepancy D M τ in (16) from equilibrium of the Markov model measures false predictive skill, e.g., for a Markov model that relaxes to equilibrium unjustifiably slowly. The latter two pitfalls may arise independently of one another, since the discrepancy E τ in (19) of a model from the truth as it relaxes to equilibrium can be large for some forecast lead time τ , even if the model error E eq in the climatology is small. Nevertheless, the E τ and E eq metrics allow one to detect these types of error a posteriori, given the Markov matrix P fitted to the data.
In Fig. 2 we illustrate these issues through a comparison between a K = 7 and a K = 3 Markov model. The seven-state model was constructed using the Γ (t) affiliation sequence of the K = 7 partitions in Table 2 of Paper I; i.e., the training time series z(t) was coarse-grained using a running-average window of ∆t = 1000 days. The same training time series was used to evaluate the generator of the K = 3 Markov model, but in this case ∆t was increased to 2000 days. First, it is clear from the graphs for E τ that the seven-state Markov model asymptotes to an incorrect equilibrium distribution. For this reason, the relative-entropy score δ M τ measures false predictive skill for all prediction horizons, including τ = 0. On the other hand, the K = 3 model of Fig. 2 does meet climate equilibrium consistency (with E eq ∼ 10 −5 ), which means that for this model δ M 0 is a true measure of classification skill beyond climatology. That model, however, experiences a gradual ramp-up of τ , peaking around τ = 2000 days, and as a result, its predictions cannot be deemed accurate beyond, say, a horizon τ 1000 days.
Note now how the second pitfall might lead one to believe that the seven-state Markov model is more skillful than the three-state one: The smallest non-trivial eigenvalue, µ 1 = (log λ 1 )/δt −1/(4000 days), of the generator matrix of the K = 7 model, has smaller absolute value than the corresponding eigenvalue, µ 1 −1/(3000 days) of the K = 3 model. That is, for long-enough prediction horizons, the seven-state model relaxes more slowly to equilibrium than the three-state model, i.e., it is more persistent. By monitoring E eq and E τ it is possible to identify models with false persistence as illustrated above.
c. Eigenvalue/eigenvector analysis
For the remainder of this section we restrict attention to the K = 3 Markov model in Table 1 . Even though the error in that model is certainly non-negligible for lead times in the τ ∼ 2000 days range (see Fig. 2 ), the build-up of error takes place at a relatively slow rate, at least compared to the K = 7 model. Thus, so long as one considers sufficiently short lead times (τ 3 years) the K = 3 Markov model should serve as a useful proxy of the dynamics in the true model, at least for coarse-grained initial data.
First, it follows immediately from the bi-orthogonality U T V = I of the of the left-and right-eigenvector matrices in (30) that at time τ = 0 the Markov model reproduces the cluster-conditional expectation values of the streamfunction anomaly exactly, i.e.; h M k (r) = h k (r), where h k (r) is the expectation value of the streamfunction with respect to the true-model probability p k 0 in (2) (see Figs. 7 and 8 of Pa-per I). The spatial configuration of the jet in these regimes, displayed in Fig. 3 , is meandering for k = 1, extensional for k = 3, and resembles the mean flow for k = 2. Thus, as discussed in more detail in Paper I, the coarse-grained partitioning of the training data is consistent with the canonical three-state phenomenology established in this class of ocean models (McCalpin and Haidvogel 1996; Berloff and McWilliams 1999) .
With regards now to τ > 0, it also follows from (30) that the evolution of the expected streamfunction anomaly is governed by the mixturesĥ j (r) = K i=1 h i (r)U i,j+1 associated with the components U ij of the non-trivial left eigenvectors of the transition probability matrix of the Markov model (see Table 1 ). In Fig. 4 , we display the spatial configuration of the jet in these mixtures. We show the corresponding projection coefficients onto the EOFs of the streamfunction in Fig. 5 . It is clear from these results that the evolution of the streamfunction anomaly in the Markov model is dominated by the leading two EOFs, with EOF 4 also playing an important role. Specifically, the most slowly decaying mixture,ĥ 1 (r), projects strongly onto EOF 1, as is evident pictorially from the extensional jet configuration in this mixture. On the other hand, the dominant role inĥ 2 (r) is played by EOFs 2 and 4. As stated earlier, it so-happens that EOFs 1, 2, and 4 have the longest decorrelation times among all streamfunction EOFs in the 1.5-layer model. Thus, the relaxation of the streamfunction anomaly to equilibrium, as predicted by the imperfect three-state Markov model, is (at least in the mean) in close correspondence with the most slowly decorrelating principal components of the perfect model.
Conclusions
Building on the strategies developed in Giannakis and Majda (2011) in a perfect-model setting, in this paper we have presented an information-theoretic framework for assessing predictive skill and model error in imperfect models for long-range coarse-grained forecasts that is based on three fundamental measures: (i) the lack of information E eq , or bias, in the model climatology relative to the truth; (ii) the time-dependent error E τ in the PDFs for ensemble forecasts in the model at lead time τ ; (iii) the additional information beyond model climatology D M τ gained by knowledge of the affiliation of the system in a coarsegrained partition of initial data. These measures are all based on the principle that relative entropy is an objective measure of skill either in the perfect-model scenario (Kleeman 2002; DelSole 2004; Teng and Branstator 2010) , or when the goal is to quantify model errors and uncertainties (Roulston and Smith 2002; Majda et al. 2002; DelSole and Shukla 2010; Majda and Gershgorin 2010) . Here, by virtue of coarse-graining the initial data, these metrics can be evaluated practically to produce super-ensemble assessments of model error and predictive skill without invoking additional assumptions such as Gaussianity.
Each of the above measures plays a distinct role in assessing imperfect models. Specifically, E eq enforces a criterion E eq 1 called here climate-equilibrium consistency (and referred to as fidelity by DelSole and Shukla (2010) ), expressing the requirement that the model reproduces climatology with high fidelity. This is a natural requirement to make in coarse-grained decadal-range forecasts, where internal dynamics contribute more significantly to skill than the forced response (Meehl et al. 2009; Hurrell et al. 2009; Solomon et al. 2009; Branstator and Teng 2010) . However, climate-equilibrium consistency is a requirement about model behavior at asymptotic times, and does not take into account error at finite times. In the framework developed here skillful forecasts at a finite lead time τ should additionally meet the requirement E τ 1. If both E eq and E τ are small, then the D M τ metric measures genuine skill. In the present context, the imperfect reduced models are Markov models for the switching process in the cluster affiliations Horenko 2009 ), but other techniques, such as hidden Markov models (Majda et al. 2006; Franzke et al. 2008) and linear inverse models (Penland 1989; Collins 2002; Teng and Branstator 2010) , are used widely in atmosphere-ocean science applications. In these and other examples the incurred dynamical error, either in the climatology or during dynamical relaxation to equilibrium, is usually not assessed. The framework developed here and in Majda and Gershgorin (2010) provides a systematic way to do this, and instructive illustrations of false predictive skill were presented in §4b. More generally, given reliable observational or reanalysis data, the information-theoretic metrics introduced here can be used to assess objectively the model error in GCMs.
Whereas a major goal in prediction is to expand the lead time for unbiased and informative predictions as far as possible in the future given the initial conditions, in this work we argue that for long-range forecasting it is equally important to address the problem from a dual standpoint, which is to build models whose dynamical error is as small as possible relative to the equilibrium climate. Heuristically, we approach the question of predictive skill from the 'τ = ∞' side of the forecast lead time τ , rather than the 'τ = 0' side. In this picture, skillful models must have small error in both the climatology and the dynamical relaxation to equilibrium. Climate equilibrium consistency (21), is especially important in this context because, if it is not satisfied, any metric that measures skill relative to climatology will be false for all values of the forecast lead time. However, even if a model meets climate consistency, then, depending on its dynamics, it may exhibit small bias for some forecast lead times and large bias for other times.
Applying these techniques to simulations of an equivalent barotropic, double-gyre ocean model (McCalpin and Haidvogel 1996; Berloff and McWilliams 1999) we find that in certain cases (Fig. 2) , Markov models of the clusteraffiliation sequence have large relative entropy beyond their equilibria (i.e., high discriminating power), and strong persistence (in the sense of slow relaxation to equilibrium), but fail to meet climate equilibrium consistency. These models are particularly dangerous in that they would be deemed skillful by most conventional methods, when, due to dynamical errors, their skill would be false. The informationtheoretic framework developed in this paper allows one to detect and reject these models.
In closing, we comment briefly on the applicability of our scheme in situations where long-time and unbiased observations of nature are not available. This type of difficulty was avoided in §4b by treating the 1.5-layer model as nature, but will almost certainly arise in assessments of GCMs. Here, model testing and validation is generally performed using reanalysis data sets, in which uncertainties and biases may be comparable or exceeding those in the GCM (Bengtsson et al. 2004; Reichler and Kim 2008b) . Short time span and biases of validation data impact to some extent all model-assessment schemes, but nevertheless the methods in this work remain useful even in that context. In particular, note that the cluster coordinates Θ in (5) can be evaluated even if the training data Z are biased. Presumably, using a biased and/or short time series to compute Θ will impact the information content in the resulting observation-space partition Ξ, but will not introduce bias in the cluster-conditional probabilities p and Haidvogel (1996) model, indexed in order of decreasing eigenvalue, and normalized so that max r |EOF i (r)| = 1. The contour levels are spaced uniformly by 0.1. Among all streamfunction EOFs, these EOFs have the largest-three decorrelation times, τ 1 = 1170 days, τ 2 = 453 days, and τ 4 = 306 days (see Fig. 3 of Paper I). The most prominent structure in EOF 1 and EOF 2 is an eastward-propagating elongated jet. EOF 4 features a strong circular eddy in the interior of the basin. , and model error, τ , of the K = 3 and K = 7 Markov models of §4b as a function of the forecast lead time τ . The observables under consideration are the energy E and the leading two PCs. The coarse-graining interval ∆t for partitioning the training data set is ∆t = 2000 and 1000 days, respectively for K = 3 and K = 7, with corresponding model error in the energy climatology eq ∼ 10 −5 and 0.068; i.e., the three-state Markov model meets climate-equilibrium consistency (21), but the seven-state model does not. At finite τ , small values of τ mean that the relative-entropy distance δ M τ is an appropriate surrogate for the true predictive skill of the Markov models. On the other hand, if τ and δ M τ are both large, then δ M τ is biased, and measures false predictive skill. The equilibration time of the Markov models (given by −1/µ 1 , where µ 1 is the first non-trivial eigenvalue of the generator of the Markov process) is 3000 days and 4260 days, respectively for K = 3 and K = 7. Thus, in this example the most erroneous Markov model has the largest false skill and is also the most persistent. Table. 1. Solid and dotted contours correspond to non-negative and negative values of h k (r), respectively, with an overall normalization chosen so that max r |ĥ k (r)| = 1. The contour levels are spaced uniformly by 0.1. Mixtureĥ 1 features strong, elongated counter-rotating gyres, which project strongly onto EOF 1 of the streamfunction. The jet in mixtureĥ 2 displays a southward dip at x ∼ 600 km, which is characteristic of EOF 2 . Table 1 . Solid and dotted contours correspond to non-negative and negative values, respectively, with an overall normalization chosen so that max r |h k (r)| = 1. The contour levels are spaced uniformly by 0.1. The running-average window used to coarse-grain the training time series in this calculation is ∆t = 2000 days. The latter is twice the value of the ∆τ window used to compute the S(t) affiliation from (9) in the regimes displayed in Fig. 7 of Paper I. As a result, the distinction between regimes 1 and 2 above is less sharp than the corresponding results in Paper I. Table 1 . Generator matrix, L, single-step transitionprobability matrix, P(δt), left-eigenvector matrix, U and right-eigenvector matrix, V for the K = 3 Markov model of §4b. Here, the only quantities that have physical dimension are the components of L, expressed in units of (1000 days) −1 . The non-trivial eigenvalues of L are µ 1 = −(3000 days) −1 and µ 2 = −(1690 days) −1 . The eigenvalues of P(δt) in (23) 
