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1. encourage and  inspire  innovative and  informative  IS  research  that  is  relevant  to  the 
social, economic and cultural particularities of the Mediterranean region  
2. raise  the visibility of  IS‐related  research practice, education and policy carried out  in 
the Mediterranean region  
3. bring  together  researchers,  educators,  policy  makers  and  practitioners  originating 
from, or working in the region, thus engaging junior and more experienced members of 
the Mediterranean IS community in a creative dialogue 
The MCIS  conference  series  is  held  under  the  auspices  of  the  Association  of  Information 
Systems (AIS). The Athens University of Economics and Business (AUEB) and the Department of 
Management  Science  and  Technology  (DMST)  are  honored  to  host  the MCIS  2009  event  in 
Athens, Greece. Aspiring to set‐up an inclusive, high quality IS conference with solid academic 
and  practitioner  foundations,  the  MCIS  2009  presents  papers,  case  studies,  panels  and 














conference,  giving  voice  to  information  systems  researchers  originated  from, working  in  or 
interested in the Mediterranean region. MCIS 2009 aspired to help increase the community of 
researchers who meet  together  in  the conference  to discuss  issues pertaining  to  information 






the  conference  comprises  research works  in  enterprise  systems,  e‐  and mobile  business,  e‐
government and the  information society,  IS knowledge and  innovation, the social study of  IT, 
economics of  IS,  IS  in: education,  tourism, health and marketing,  IS security, and challenging 
technologies  such  as  free,  libre  &  open  source  software,  recommender  systems,  RFID 
integrated IS, digital interactive media and social virtual worlds.  
 
The  conference  officers  have  taken  active  steps  to  ensure  broad  regional  IS  community 
representation.  Track  chairs were  enlisted  among  researchers  in  the Mediterranean  region 
with  expertise  in  the  research  areas  listed  above. We  are  delighted  that  the  Programme 
Committee  of MCIS  2009  brought  together more  than  150  academics,  primarily  from  the 
Mediterranean  region,  who  played  a  key  role  in  promoting  the  conference  across  the 
Mediterranean region and subsequently in supporting the review process.  
 
With  the  assistance  of  the  Track  Chairs  and  Programme  Committee members, MCIS  2009 
attracted a record number of submissions. A total of 188 papers were submitted, from across 




















theme. We  anticipate  that  the  rich  and  diverse  contents  of  the  conference  program  will 























































































































































































































































































































































































































































































































































































































































































Starting  from  fundamental  philosophical  questions  regarding  the  nature  of  organization, 
Professor Tsoukas will explore  the constitutive  role of  information  systems  in organizational 
life, as we experience it. Information systems can be viewed from a process perspective, in the 
context  of  professional  practice,  or  in  everyday  managerial  action.  In  what  ways  do 
information systems constrain action, and when do they enable reflection and improvement? 
The  notion  of  institutionalized  reflexivity  attempts  to  provide  a  new  theoretical  lens  on 
information systems in organizations. 
Haridimos  Tsoukas  is  the  George  D.  Mavros  Research  Professor  of  Organization  and 
Management  at  ALBA  Graduate  Business  School,  Greece  and  a  Professor  of  Organization 
Studies at Warwick Business School, University of Warwick, UK. He obtained his PhD at  the 
Manchester Business  School  (MBS), University of Manchester,  and has worked  at MBS,  the 
University of Warwick, the University of Cyprus, the University of Essex and the University of 
Strathclyde.  He  has  published  widely  in  several  leading  academic  journals,  including  the 
Academy  of  Management  Review,  Strategic  Management  Journal,  Organization  Studies, 
Organization  Science,  Journal  of Management  Studies,  and  Human  Relations.  He  was  the 
Editor‐in‐Chief of Organization Studies (2003‐2008) and serves on the Editorial Board of several 
journals. His  research  interests  include: knowledge‐based perspectives on organizations;  the 
management of organizational change and social  reforms;  the epistemology of practice; and 
epistemological issues in organization theory. He is the editor (with Christian Knudsen) of The 
Oxford Handbook  of Organization  Theory: Meta‐theoretical  Perspectives  (Oxford University 
Press,  2003). He  has  also  edited Organizations  as  Knowledge  Systems,  Palgrave Macmillan, 
2004 (with N. Mylonopoulos) and Managing the Future: Foresight in the Knowledge Economy, 
Blackwell, 2004  (with  J. Shepherd).   His book Complex Knowledge: Studies  in Organizational 






from  the  Department  of  Informatics  and  Telecommunications,  University  of  Athens.  Since 
March 2004, he is the General Secretary for Information Systems of the Ministry of Economics 
and  Finance.  He  has  been  involved  in  several  research  projects  in  the  area  of  databases, 
distributed systems, simulation, open and  long distance training and multimedia applications, 
funded by European Union and national resources. He has published more than 50 papers  in 
international  journals  and  conference  proceedings  in  the  area  of  simulation,  distributed 
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The Mediterranean  region  is  of  strategic  importance  to  the  EU,  in  both  economic  (trade, 
energy, migration) and political (security, stability) terms. The strategic importance of the area 
has been recognised by Europe since many years and politically relevant initiatives have been 












In  the  future, as  it  is  foreseen by  the Union  for  the Mediterranean,  ICT and e‐Infrastructure 
cooperation are expected to be further reinforced. 
Konstantinos Glinos  leads  the Géant & e‐Infrastructures Unit of  the Directorate General  for 
Information Society and Media at the European Commission since 2009. From 2003 to 2008 he 
was Head of  the Embedded Systems and Control unit and  interim Executive Director of  the 
ARTEMIS  Joint  Undertaking.  Previously  he  was  deputy  head  of  Future  and  Emerging 
Technologies. Before Kostas worked with multinational companies and  research  institutes  in 
the U.S., Greece and Belgium. He holds a diploma in Chemical Engineering from the University 





















provide  their  students  the  opportunity  to  enjoy  the  benefits  of  technology  and  take  their 
classes  in  a  different  format  –  where  they  do  not  actually  need  to  come  to  campus. 
Universities  like Stanford, Columbia and New York University offer online degrees  in addition 
to their traditional on‐campus programs (Wolfe et al., 2002). However, it is known that those 
initiatives  are  not  always  successful  and  there  have  been  several  reports  on  failure  in  this 
domain. For example, Pensare,  Inc., which developed MBA programs for Duke University and 
the University of Pennsylvania's Wharton School, filed for bankruptcy a few years ago. Yet, the 
budget dedicated  for DL classes  is  rapidly  increasing every year and currently  it  is estimated 
that this industry invests several dozen millions of dollars to create DL classes. 
One of the main “clients” of DL initiatives is business schools. Business schools concentrate on 
teaching  students  business  related  subjects,  such  as  management,  accounting,  finance, 
marketing, etc. When  considering  all  the business disciplines  together, one of  the  capstone 
courses in a business school is the business game course. Business games and simulations have 
been  developed  since  the  1950s;  however,  their  complexity  deterred  instructors  from 
frequently using  them  in the classroom  (Ben‐Zvi, 2007). Today, with a more mature  internet 
network, educators are more willing to teach the game on the web, using DL tools. Moreover, 
several game companies, that develop business games, have been distributing their games on 
the  internet  and  started  administering  those  games  for  education  institutions.  Indeed,  this 
facilitates the endorsement of games as a teaching tool in education (e.g., Burns, 1998; Griffin, 
et. al., 1999). 
This  study  examines  the  application  of  such  a  game  in  a  DL  environment. We  specifically 




this  paper.  Next,  we  state  this  study’s  hypotheses  and  detail  the methodology. We  then 





DL  is an  innovative method that uses technology to enhance  learning. It  is usually being used 
remotely where the  learner and the  instructor are not present at the same place  (Verduin & 
Clark,  1991). Many  studies  tried  to  examine  the  effects  of  DL.  Those  effects  take  place  in 
universities; naturally, they  impact the students who take the course or courses using DL; DL 
also  impact  the  instruction method,  as  the  students  are  not  present  in  a  classroom,  the 
instruction method must  be modified.  The  reader  is  referred  to  several  review papers  that 
were  published  in  this  area.  For  example,  see  Schlosser  and  Anderson  (1994), Moore  and 
Thompson (1997) and Lesh and Rampp (2000). Some studies show that students consider the 
DL method  as  superior  to  the  traditional  teaching methods  and  therefore,  it  bears  several 
benefits for the students as it enhances the  learning experience (for example, see Boucher et 
al., 1999).  
One  important  factor  that makes DL  so unique  is  that  it allows  learning  to be an  individual 
matter. That  is, the  learner does not need  to  follow  the  instructor’s dictated pace  (Kosmahl, 
1994). As stated earlier, studies that explored DL show that this method  is considered better 
than  traditional methods  because  of  the  flexibility  it  allows  to  the  learners.  This  outcome 
comes at lower costs to the students (all they need to have is a computer and a headset) and 





the  end.  Unlike  traditional  teaching methods,  the  instructor  usually  cannot  follow  student 
participation  in  virtual  classes,  as  those  can  be  easily  manipulated  using  the  available 
technology  (Webster & Hackley, 1997). Griffin  et  al.  (1999)  states  that  sometimes one may 
even  find negative  reaction  to  this method. This usually happens when  the students are not 
technology savvy and have hard time operating in a virtual class.  
2.2 Ethics and Pedagogy 
In  today’s environment  it  is only natural  that we desire  to see our students becoming more 
ethical. Many argue that higher education institutions should increase their emphasis on ethics 
(e.g., Bennis and O’Toole, 2005). However, usually educators fail to help students thoughtfully 
assess what  goals  are worthy  of  professional  (and  personal)  aspirations,  and  aid  and  abet 
physical, psychological, spiritual pain for our students, the organizations they work for, and the 
society at large (Giacalone, 2004). Koehn (2005) agrees that we are failing as professionals. He 
argues that what  is needed  is a radical change  in peoples’ self conceptions and that  it  is our 
duty as teachers to bring about a positive change in our students.  
The  argument  to  increase  pedagogical  emphasis  on  Business  Ethics  is  supported  by  the 
observation that young people are susceptible to attitude change  (Ricci and Markulis, 1992). 



















Business  games  and  simulations  also  present  an  experiential  learning  experience.  Although 
published  more  than  20  years  ago,  Kolb’s  theory  (1984)  on  experiential  learning  is  still 
considered  a  central  theory  in  education.  His model  emphasizes  the  interaction  between 
experience  and  learning  by  exploiting  the  subjective  nature  of  the  learning  process  and 
creating a transformation of experience that engenders knowledge (Mainemelis et al., 2002). 
Business  games  relate  to  experiential  learning  as  they  present  a method  that  epitomizes 
experiential  learning  (Garris et al., 2002). They provide  students  the opportunity  to become 
intimately  involved  in  decisions  faced  by  executives  in  real  organizations,  to  test  the 
understanding  of  theory,  to  connect  theory  with  application,  and  to  develop  theoretical 
insights (Ben‐Zvi and Carton, 2007). 
Kolb’s model consists of  four elements: concrete experience, observation and  reflection,  the 
formation of abstract concepts and  testing  in new situations. The model  is  represented as a 
learning circle, depicted in Figure 1. 
 







Testing in New 
Situation  ↓
                 
Figure 1.   Kolb’s (1984) Learning Model 
The concrete experience refers to  introductory concepts and skills acquired when performing 
specific  (learning)  tasks.  Observation  and  reflection  represents  a  synthesis  of  the  concrete 
experience  and movement  towards  an  understanding  of  principles  and  theories  associated 
with  a  given  discipline.  Forming  abstract  concepts  involves  one’s  grasp  of  how  to  study 
something.  This  may  include  application  of  subject‐specific  techniques  and  methods  or 
informed  judgments  for determining when  to use appropriate procedures. Testing  in a new 
situation  refers  to  applying  the  acquired  concepts  and  experiences  in  another  setting. 
Although  it  seems  as  the  highest  level  of  learning,  it  actually  lays  the  foundations  for  new 
learning experiences. 
Kolb  and  Fry  (1985)  argue  that  the  learning  cycle  can begin  at  any  one  of  the  four  points. 
However,  they  suggest  that  the  learning process  should begin with  a person  carrying out  a 
6 
particular  action  and  then  seeing  the  effect  of  the  action  in  a  situation.  Generalizing may 
involve  actions  over  a  range  of  circumstances  to  gain  experience  beyond  the  particular 
instance and suggest the general principle. Understanding the general principle is the ability to 
see a connection between the actions and effects over a range of circumstances. 
This  model  represents  a  practical  heuristic  for  exploring  the  interplay  between  teaching, 
learning, and ethical matters. Thus, we discuss ethics issues in a specific game course. 
3 HYPOTHESES  
The  DL  environment  forces  the  students  experience  a  “real  world”  case  scenario  that  is 
indirectly chosen or directed by the instructor. The benefits of this indirect approach according 
to Marturano (2005) include the development of moral imagination, critical thinking skills, and 






easily definable.  It has been  found that students often realize that concept when engaged  in 
indirectly  ethical  situations,  such  as  simulations  (Sondergaard  and  Lemmergaard,  2002). 
Accordingly the next two hypotheses are:  













was a DL business game  class. Overall we had over 200  students. Although  the  face‐to‐face 





a  company  of  four  or  five  participants  assuming  executive  roles.  To make  the  teams more 
diverse,  we  formed  the  teams  in  advance  according  to  the  students’  concentrations. We 
believe  that  this  intervention  actually  enhance  the  practicality  of  the  game,  as  companies 
consist  of  executives  from  different  backgrounds.  When  conducting  a  demographic 
investigation, we  revealed  that both  groups  (the  face‐to‐face  group  and  the DL  group) had 
more or less the same characteristics. 
7 
In  the beginning of each  semester  the  students got an orientation  lecture. The  face‐to‐face 
students got  the orientation session  in class;  they were able  to ask questions, communicate 
and  interact  with  the  instructor.  The  DL  students  also  received  the  orientation  session. 
However, their session was pre‐recorded and they were able to listen to the recording at their 
own  time.  This may  become  an  advantage  as  you may prepare  to  class  at  your own  time; 
However,  this prevented  the students  from asking  the  instructor direct questions,  related  to 
the  orientation.  The  use  of  email  and  virtual  communication with  the  instructor  eased  the 
learning experience with the DL students. We believe that the face‐to‐face orientation helped 
also  students who  did  not  interact with  the  instructor,  as  they were  able  to  listen  to  the 
communication in class. This was not possible with the DL group. 
In each of  the  two semesters,  the  two groups,  the  face‐to‐face  class and  the DL class, were 
administered  separately:  the  traditional‐taught  students  were  attending  classes  and  were 
playing  the  game  in  class,  on  campus.  They  also  received  assistance  from  the  instructor 
whenever  they attended  their classes. The DL class on  the other hand, did not  received  this 
immediate  assistance  and had  to  come up with questions  to  the  instructor  and  send  them 
through email. Only them were they provided with the desired assistance.  
As the game necessitates open communication between the students and the  instructor, the 
instructor’s  policy  in  the  L  class  was  to  answer  all  questions  within  24  hours.  This  policy 




short  questionnaire  evaluating  their moral  dilemmas  and  their  ethical  behavior  during  the 






































1  2  3  4  5  6  7 
Table 1.   Course Evaluation Questionnaire. 
5 HYPOTHESIS TEST RESULTS  
The  hypotheses  we  stated  for  this  study  consider  ethical  issues.  Although  the  students 
experienced  moral  dilemmas,  the  DL  group  did  not  show  a  higher  level  of  dilemmas. 
Therefore, we  reject hypothesis  1. However, on  average,  the  students  came  to  realize  that 
when making ethical decisions one should pay attention  to his or her conscience. Also,  they 
understood that solutions to ethical problems are usually not easily definable. Therefore, both 
hypotheses 2 and 3 were confirmed. The  results  from both groups along with  the  statistical 
tests are presented in Table 2. 
In addition to taking the course and playing the game, the students also had to deal with the 
additional  technical burden placed on  them. This was especially noticed  for  the DL players. 
They  had  to  interface  via  the  internet,  and  this  affected  their  game  behavior.  Also,  their 






Mean  S.D.  Mean  S.D. 
Moral Dilemmas  4.53  0.64  4.61  0.67  0.81  0.3843 
Awareness of one’s 
conscience 




5.93  0.52  5.86  0.46  1.01  0.3106 
Experiencing 
problems 




on  the DL  population  deviated  some  of  the  players  from  playing  the  game  to  dealing with 
internet‐use problems. Rather  than pure  learning,  the DL group had  to deal with  redundant 
communication with  the  instructor  to  try and  solve  the  technical problems. This different  is 
significant between the two groups. 
6 DISCUSSION AND CONCLUSIONS 
Many studied have examined  the  implications of a DL environment. Our  findings  reveal  that 
students  did  not  consider  this  type  of method  to  be  superior  to  the  face‐to‐face  teaching 
method.  Moreover,  students  in  the  DL  group  that  we  examined  reported  on  several 







that  is a 24 hour availability and  responding  to emails within a day,  this was not always  the 
case. In some instances, the students experienced delays of several hours, and in one case the 
problems  were  so  severe  that  the  system  was  shut  down  for  two  days.  Although  when 
examining the entire time table of the semester, spanning over three months those delays do 
not  seem  significant.  However,  when  dealing  with  DL,  open  and  swift  communication  is 
important, as the system is the only way the students can get feedback on their work. Without 
this feedback the students may find themselves lost without guidance.  
Overall, we cannot state  that DL presented a worst experience  than  the  traditional  teaching 
method of attending classes on campus. However, the experience was different and therefore 
requires  extensive  training  of  potential  DL  instructors  and  a  lot  of  preparation,  including 





structured  self‐awareness  model  that  is  capable  of  presenting  the  difficulties  of  ethical 
decision‐making  in  a  DL  environment.  This  study  suggests  that  such  a  learning  model  is 
possible and that  is has some effect on the participants beyond the traditional benefits of DL 
situations 








Mean  S.D.  Mean  S.D. 
Course Evaluation  5.12  0.45  5.20  0.41 
Simulation Evaluation  4.67  0.79  4.85  0.55 
Table 3.   Means and Standard Deviations (S.D.) of Responses for the DL and Traditional‐
Taught Groups. 
We  also  discovered  that  in  the  traditionally‐taught  group  the  use  of  the  game  produced 






This  leads us to highlight the role the  institution has  in helping creating DL environments. As 





others  to  do  wrong  in  the  game  (as  they  themselves  expressed  that).  Although  many 
eventually succumbed to that pressure, they became aware of their conscience when making 
ethical decision and developed an understanding that those ethical problems are usually not 
easily definable. Perhaps we, as educators, need  to develop  teaching methods  that will help 
our students not yield to that kind of pressure. We suggest an extensive study of this topic, as 
well  as  other  learning  effects  produced  by  games  and  simulations.  Research  into  the 
























































































The  split‐attention  effect  is  in  the  area  of  multimedia  learning  an  often  examined  and 









The  area  of multimedia  learning  is  dominated  by  two  psychological  theories:  the  Cognitive 
Load  Theory  of  Sweller,  van  Merriënboer  and  Paas  (1998)  and  the  Cognitive  Theory  of 
Multimedia Learning of Mayer (2005). Both theories have been evaluated quite often and lead 
to consistent findings. But both approaches have theoretical weaknesses  if they try to handle 
effects which  came  into  being  directly  from  the  theories.  An  example  for  this  is  the  split‐
attention  effect  which  arises  if  the  learner  has  to  divide  his  attention  between  different 
sources and at the same time has to combine the contents of these sources mentally. Sweller 
et al. (1998, p. 280) explain the creation of this effect  in the following way: "Of considerable 
importance,  the  split‐attention  effect  was  obtained  only  when  high  element  interactivity 
material  was  used,  providing  the  first  evidence  of  the  importance  of  intrinsic,  as  well  as 
extraneous, cognitive  load." However no actual evidence  is given but the derived conclusions 





Theory  of  Sweller  et  al.  (1998)  and  the  Cognitive  Theory  of Multimedia  Learning  of Mayer 
(2005).  The  Cognitive  Load  Theory  is  very  similar  to  the  Cognitive  Theory  of  Multimedia 
Learning  and  is mentioned  at  this  point  in  order  for  completeness.  Also  the  split‐attention 
effect and the new principles of grouping of Palmer (1999) are introduced. 
Different  cognitive  loads  for  the  learning  of multimedia  contents  are  discussed within  the 
literature. According to the Cognitive Load Theory of Sweller (2005) there are three different 
so called "loads": The  intrinsic cognitive  load, the extraneous cognitive  load and the germane 
cognitive  load. These three  loads are added up to the cognitive  load. However Mayer (2005) 
uses  different  names  for  this  loads  which  are  in  correct  order:  representational  holding, 
incidental processing and essential processing. The different naming is due to the fact, that the 
two  theories  were  developed  at  almost  the  same  time  but  by  different  researches  and 
therefore received attention from different places within the scientific community. 
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For  the  construction  and  automation  of  schemata  it  is  important  to  observe  the  limited 
capacity of the working memory according to Baddeley (1997). If this limitation isn’t observed 
and disregarded e.g. by too much  learning material, then  it  impedes the effectiveness of the 
learning instruction and thereby the result of the learning itself is being left to chance. 
Representational holding again arises  from  the natural  complexity of  the  information which 
has to be learned. Therefore the element interactivity plays a very important role. On the one 
hand  there are elements which can be  learnt  independently  from others and  therefore only 
cause  a  low  cognitive  load.  Sweller  (2003)  calls  this  low‐element  interactivity material.  The 
learning of  vocabulary of a  foreign  language  is an example  for  this due  to  the  fact  that  the 
vocabulary  can  be  learned  singularly  and  independently  without  being  confronted  with 
problems. 
On the other hand there are elements which correspond strongly to each other, called high‐
element  interactivity material.  Here  a  high  cognitive  load  arises  due  to  the  fact  that  the 
information has to be learned simultaneously in order to achieve a high level of understanding 
by the learner. One example for this would be the syntax of a foreign language due to the fact 








necessary for the  learner  in order to understand the material which has to be  learnt. For the 
now  arisen  split‐attention  effect  the  cognitive  load  is  increased,  especially  the  extraneous 
cognitive load, respectively the incidental processing. The solution of the problem according to 













In  illustration 2 the separated version of the graphic  illustration  is presented, the descriptive 
text  is  in remote distance at the  lower edge of the screen. The  learning success  is obstructed 
according to Moreno et al. (1999).  
2.2  New Principles of Grouping 
In  order  to  find  alternatives  to  the  previous  approach  of  spatial  proximity  of  learning 
multimedia material, cognitive psychological expansions are considered. For this reason three 
additional  Gestalt  principles  of  Palmer  are  taken  into  account:  common  region,  element 
connectedness and synchrony. The main attention of  this study  is directed  towards  the  first 
two factors, which have been confirmed by Beck and Palmer (2002) empirically. 
The grouping  factor common  region  implies according  to Palmer  (1992)  that – all else being 
equal ‐ elements are perceived as a group  if they are  integrated within a connected, similarly 
coloured or uniformly structured area with the same  included contour and color. By “all else 







the proximity of  the points  is no  longer  important  for  the perceived grouping, although  the 
points within  an  ellipse  are more  distant  than  the  two  bordering  points  in  two  bordering 






Rock  (1994).  All  else  being  equal,  elements  tend  to  be  grouped  together  when  they  are 




is  presented:  Text  and  a  graphic  illustration  should  be  grouped  as  near  as  possible  on  the 
computer screen, due to the fact that otherwise it would result in significant losses of learning 
performance.  
In this article  it  is argued against  it, that not only the proximity between the elements “text" 
and  "picture"  is  important,  but  also  that  an  artificially  created  relationship  between  these 
elements leads to at least equal learning success for the subjects. The following hypotheses are 
therefore examined:  
H1. The  linked  display  format  (artificially  created  relationship)  with  the  new  principles  of 
grouping  according  to  Palmer  (1999)  does  not  lead  to  less  retention‐  and  transfer 
performance than the integrated display format.  
H2. The  animation  without  a  descriptive  text  performs  as  a  control  condition  significantly 










between  cumulous  and  nimbus  clouds.  4.)  I  know what  a  low pressure  system  is.  5.)  I  can 
explain what makes the wind blow. 6.) I know what this symbol means: [symbol for cold front]. 
7.) I know what this symbol means: [symbol for warm front]. 
Subsequently  the  subjects  have  been  assigned  by  random  to  one  of  six  conditions  for  the 
experiment  in which a three minute‐long animation about the creation of  lightning has been 
displayed. The conditions of the experiment provided a connection between the split‐attention 
effect  and  the  new  principles  of  grouping,  respectively  surveyed  the  split‐attention  effect 
itself. The conditions of the experiments were different in respect to 2 characteristic features: 
On the one hand the spatial proximity of text to the corresponding animation and on the other 
































    IT  ITCR  CG ST STCR STEC 
IT    ‐‐‐‐  .52  99.92*** .01 .24 .25
17 
ITCR    ‐‐‐‐  ‐‐‐‐  95.43*** .66 1.91 1.52 
CG    ‐‐‐‐  ‐‐‐‐  ‐‐‐‐ 131.20*** 130.61*** 116.46*** 
ST    ‐‐‐‐  ‐‐‐‐  ‐‐‐‐ ‐‐‐‐ .21 .25
STCR    ‐‐‐‐  ‐‐‐‐  ‐‐‐‐ ‐‐‐‐ ‐‐‐‐ .02









    IT  ITCR CG ST STCR STEC 
IT    ‐‐‐‐  .01  9.43** .74 .32 .24 
ITCR    ‐‐‐‐  ‐‐‐‐  10.80*** .91 .42 .33 
CG    ‐‐‐‐  ‐‐‐‐  ‐‐‐‐ 5.17* 9.82** 6.80** 
ST    ‐‐‐‐  ‐‐‐‐  ‐‐‐‐ ‐‐‐‐ .26 .13 
STCR    ‐‐‐‐  ‐‐‐‐  ‐‐‐‐ ‐‐‐‐ ‐‐‐‐ .01 






and  STEC)  is  not  significantly  worse  than  in  the  integrated  text  condition  (IT),  the  first 




the  results  in  the  linked  text  conditions  were  partly  better  than  in  the  separated  text 




Test condition  N  M SD
IT  115  5.06 4.12
ITCR  114  4.69 3.79
CG  116  1.00 1.46
ST  113  5.08 3.54
STCR  303  5.27 3.92
STEC  108  5.33 4.05








Palmer  (1999)  in  cognitive  psychology,  detailed  by  common  region  and  element 
connectedness.  As  long  as  information  systems  are  artificial  socio‐technical  systems,  an  at 






For  retention  and  transfer  of  knowledge  the  animation without  a  descriptive  text was  not 
sufficient. The second hypothesis was confirmed, the animation was not self‐descriptive.  
This study is measured by the size of the sample, which is probably the largest in the context of 




profit  from  the  available  results  by  an  additional  angle  of  perspective when  examining  the 









two  mentioned  studies  didn't  have  the  aim  of  questioning  the  effect,  but  can  only  be 
interpreted in that direction by the non discovery of this effect. 
Another  very  promising  field  of  research  would  be  to  show  the  existence  of  any  cultural 




Hofstedes  cultural  dimensions  (power  distance,  collectivism  vs.  individualism,  femininity  vs. 
masculinity  and  uncertain  avoidance)  to  show  different  types  of  contribution  to Wikipedia, 
subject to regional provenance. For the Mediterranean region it would be a challenge to take 
large efforts to achieve the same categorization like Pfeil et al. (2006) achieved.  









systems.  Using  a  categorization  method  like  the  cultural  dimensions  of  Hofstede  or  the 
personality dimensions of a personality questionnaire  could  shed  light on previous  failed e‐
learning efforts in the Mediterranean region. 
In  conclusion  it  can  be  recorded  that  the  split‐attention  effect  cannot  be  replicated  as 
universally  valid  and  the new principles of grouping have  successfully passed  their debut  in 
research about  the Cognitive Load Theory due  to  the acceptance of  the  first hypothesis and 
should be  investigated  and used more extensively  in  this  context. Especially  the  introduced 





















































argue  that  without  examining  and  re‐examining  the  potential  benefits  of  homework 
assignments  and whether  they  are  achieved, we miss  the opportunity  to  support  students' 
learning.  In  this paper we describe an  instructional  tactic of  individually assigned homework 
that  promotes  and  strengthens  individual  learning  processes.  The  method  was  originally 
developed to cope with the relatively high IS students' failing rate. We describe the study that 
accompanied  the employment of  this  tactic  in a Computer Architecture course and describe 
respective quantitative  and qualitative  results.  For  the  first  time  ever no  student  failed  the 
course and an  increase  in students' motivation and  learning accountability was observed. We 
compare the results to a previous study we conducted using the same tactic and discuss the 
implication of our results for IS education. 




argue  that  without  examining  and  re‐examining  the  potential  benefits  of  homework 
assignments  and whether  they  are  achieved, we miss  the opportunity  to  support  students' 
learning. This issue becomes significantly important due to several trends in higher education. 
Some of the trends relate to the characteristics of incoming students, and others to economic 




The variety makes  it necessary  for  the  teachers  to have  tools  for  formative assessment and 
also  makes  it  necessary  for  the  students  to  exercise  self‐assessment.  In  a  paper  titled 
"Homework?  What  Homework?"  (Young,  2002)  the  author  summarizes  findings  from  the 






Many  professors  say  their  students  are  doing  less  homework  these  days,  though  there  are 
always  a  few model  students.  The  problem may  start  in  high  school,  where  students  are 
apparently spending far less time on homework than those who graduated a decade ago; and 
also have problems managing  their  time and getting  the most out of  their  studying  (Young, 
2002).  
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As many  students  come  to higher education  to make good grades  rather  than explore new 
topics, academic dishonesty gets prevalent. Academic dishonesty may be defined as students’ 
attempt  to  present  others’  academic  work  as  their  own  (Jensen  et  al.,  2002).  Academic 
dishonesty among high  school and  college  students  is highly  common—so  common,  in  fact, 
that  some  observers  describe  it  as  ‘‘epidemic’’  (Haines, Diekhoff,  LaBeff, &  Clark,  1982).  In 
1979, a Carnegie Council Report warned of  ‘‘ethical deterioration’’  in academic  life, and  the 
U.S. Department of Education issued a report describing cheating among college students as a 
‘‘chronic  problem’’  (Maramark  &  Maline,  1993).  When  students  submit  homework 
assignments done by others they miss the chance to learn and the teacher misses the chance 
to get a realistic mapping regarding students' understanding. As stated by Gibbs and Simpson 
(2004),  plagiarism  on  assignments  presents  a  serious  problem  for  the  integrity  of  the 
educational process. Various tools were developed for detecting plagiarism (Jones, 2008) and 










In  addition  to  the  heterogeneous  students'  population mentioned  before, most  academic 
institutes have also experienced dramatic decline  in  Information Technology and  Information 
Systems enrollment  in the past several years (Granger et al., 2007).   Many studies suggested 
numerous  reasons  for  the  decline,  starting  with  the  false  dot‐com  boom,  job  off‐shoring, 
misconception of the profession and even poor computing teaching (Clear et al., 2008). On top 
of  the  low  enrollment  issue,  there  are  also  the  gender  issues  and  the  retention  problem. 
McGettrick et al. (2005) stated that: "People view the curriculum as being too complex and too 
crowded. Evidence  for this  is the dropout rate  in many  institutions, which often  is as high as 
30‐50  percent."  Some  studies  directly  link  the  dropout  rate  to  the  first  and  second  year's 











students'  heterogeneous  population  and  learning  habits  (Chang  and  Chang,  2000).  In 
particular,  this  is  applicable  to  first  year  students, who  are  less  prepared  for  college  level 
learning. The bimodal distribution reflects students' prior knowledge and their  lack of proper 
learning habits. 
Research  on  learning  in  the  last  decades  emphasizes  the  important  role  that  collaborative 
learning  plays  in  the  learning  process.  Collaboration  is  expected  to  promote  activities  like 
elaboration,  justification  and  argumentation  that  trigger  learning mechanisms.  Despite  the 
expectations,  there  is  no  guarantee  that  these  activities  will  occur  without  additional 
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and motivation.  In  this paper we stress  the need of  instructional design  for enhancing  these 
individual  capabilities, which  later become a cornerstone  in any collaboration activity. Some 
researchers  dealing with  instructional  design  for  collaborative  learning  also  emphasize  the 
individual  facet  (Puntambekar,  1999).  Hoadley  and  Enyedy  (1999)  use  the  metaphor  of 
monologue  and dialogue  to describe  the  social  activities  in which  learning  is  grounded  and 
suggest  the need  for  learning  environments  that help  students’  transition  from dialogue  to 
monologue  and  back  again.  Pair  programming,  for  example,  when  employed  as  an 
instructional methodology  emphasizes  the  different  roles  and  different  responsibilities  for 
each participant. This collaborative environment is effective only if each student carries his/her 
own  task  and  does  not  "rely"  on  the  other.  This  demonstrates  the  importance of  personal 




We  claim  that  there  is not enough  focus  in  the  current  learning  research on ways  to make 
students  employ  spiral  learning processes by  themselves:  analyze,  solve, debug,  reflect  and 
repeat the process as long as necessary. These individual capabilities (or learning habits) play a 
crucial role in any future collaborative learning or collaborative work environments. 
The  instructional  tactic  suggested  in  this paper  is based on  a unique design  for  individually 
assigned homework. By  individually assigned homework we mean that homework  is required 
to be done  individually  (versus collaboratively),  required  to be done by  the  student himself; 
and  designed  in  a way  that  each  student  uses  different  data  than  the  other  students  for 
performing the task. The idea behind the design is to force students to try to employ individual 
learning  processes  as  the  intermediate  and  final  values  are  different  from  one  student  to 
another and any comparisons (or "borrowing") of values is fruitless.  
This study  is a follow‐up of a previous study (Yadin and Or‐Bach, 2008) and the results of this 
study  provide  further  evidence  for  the  benefits  of  individually  assigned  homework.  In  the 
following  sections we  describe  the  course  Computer  Architecture  and  one  of  its  individual 
assignments  along with  the  accompanying  study  and  the  encouraging  results. We  conclude 




computer  hardware  operations,  data  types  representation,  system's  architecture  and 
optimization  techniques. The participant  students are  in  their  second year after  successfully 
completing  all  first  year  requirements.  The main  course  objective  is  to  enhance  software 
developers' capabilities through a better understanding of hardware functions and operations. 
Being  a  second  year  course,  Computer  Architecture  provides  an  excellent  opportunity  to 
assess the students' understanding as  it relates to more abstract  issues. At this stage of their 




changes  during  the  years  such  as  the  inclusion  of mid‐term  exams,  additional  in‐class  lab 
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exercises  and  revised  assignments  both  manual  and  computerized  ones.  Albeit  the 
improvement attempts there was a constant increase in the students' failing rate percentage.  
During  the  academic  year  2008  we  introduced  into  the  course  the  idea  of  individual 
assignments.  The main  idea  behind  the  design  of  the  personal  assignments  was  to make 
students invest more time by themselves on the task before comparing with other students as 
they are used to do; and as a result have them exercise basic  learning skills. The wording for 
each  assignment  is  identical,  however,  the  assignment  for  each  student  is  based  on  some 
unique  identifiers  each  student  posses  (identity  number,  driver  license  number,  phone 
number, address, etc.). Using a simple algorithm, these unique identifiers are migrated into the 
assignment data, creating a different solution for each student.  
The  following  is  an example of  such  a  task  given  in  the Computer Architecture  course. The 
purpose of  the assignment  is to rehearse and assess  the students' understanding of the disk 
arm movement  algorithms.  By  utilizing  a  unique  example  for  each  student,  these  abstract 
algorithms "come to  life" and are better understood. The algorithms  to be  rehearsed by  the 
students are: (1) FCFS (First Come First Serve) ‐ the requests in the queue are processed in the 
order  issued causing a  longer seek time; (2) SSTF (Shortest Seek Tine First) ‐ the driver serves 
the  request  in  the queue based on  the  relative distance  for current position;  (3) SCAN  ‐  the 
arm moves  from  this position onwards  in one direction  serving  all available  requests  in  the 
queue. When  it  gets  to  the  last  position,  the  arm  reverses  direction  serving  the  available 
requests; (4) C‐SCAN (or Circular Scan) ‐ the arm moves in one direction only. When it gets to 



























This  type of  assignments makes  it  impossible  to  "import"  the  full or partial  solution  from a 
colleague  or  compare  results  before  employing  self‐monitoring/debugging  procedures.  Any 
help  provided  by  a  fellow  student  or  a  teaching  assistant will  have  to  concentrate  on  the 
solving process without mentioning exact outcomes. The  fact  that each student gets his/her 
"own" assignment encourages good  individual  learning habits. This type of "individualization" 
might also have an affective effect, making  students more attached and motivated  to  solve 
their own tasks. In this case students might relate better to any feedback given to them. Since 
the students thought about their assignment by themselves, the feedback they receive makes 
sense  to  them.  There  is  also  the  affective  facet,  students  feel  the  feedback  is  personal  ‐ 
relevant to their "own" problem and was produced especially for them. 
3 THE STUDY 
In  the  academic  year  2008  (where  the  final  exam  was  on  June  2008)  there  were  in  the 
Computer Architecture course  six assignments during  the semester, contributing 10% of  the 
total grade. All  the assignments were of  the  "individualized"  type described  in  the previous 
section. Each submitted assignment was graded and in addition, since feedback is essential for 
the students' improvement, detailed informative feedback was provided. When necessary, the 
feedback  included  extra  explanations,  links  to  the  learning  materials  and  to  additional 
exercises. The  feedback  served also  for adding and enhancing  the  course materials  for next 
year. Our LMS (Electronic Learning Management System) was used to publish the assignments, 
set  the  last date  for online  submission,  collect  the  students' work and present  the  relevant 
feedback for each submitted assignment.   
Figure1 clearly depicts the change of trend during the semester  in which the "individualized" 
















and  the  year  before,  and  interviews  with  some  of  the  students  to  assess  subjective 
impressions. The main factor we used for indicating the learning effectiveness of the individual 
assignments was the overall course failing rate.  
Employing  these  individualized  assignments  reduced  the  course  failing  rate  (compared  to 
previous years). The overall  course  failing  rate was  reduced  from 18%  last year  to  zero  this 
year.  
The fact that no one failed the course correlates to an increased usage of our LMS during the 









assessment  before  submitting  their  work;  (3)  Students  got  to  appreciate  the  value  of  the 
feedback they got from the  instructor; (4) Most students reported an  increase  in the  level of 
understanding and the  level of perceived clarity due to the  individualized assignments. These 
findings  are  the  same  as  the  findings  in  a  previous  study  (Yadin  and  Or‐Bach,  2008)  that 
involved  the  same  instructional  method  of  personal  assignments  but  in  another  course  ‐ 








































with  the effectiveness of  feedback  for  learning  that  its  importance was  recognized  in many 
studies  (Hattie, 1987; Black & William, 1998). The  individual assignments  increased students' 
accountability  for  their  own  work  as  well  as  their  appreciation  for  the  role  of  homework 
assignments  in  the  learning  process.  Furthermore,  studies  show  that  (reliable)  coursework 
marks are a better predictor of long term learning of course content than are exams (Conway 
et al., 1992).  
The  decrease we  found  in  the  courses'  failing  rate  can  be  considered  evidence  that most 
students  responded  positively  to  the  new  instructional  tactic.  Even  though  the  decrease 








Findings  also  showed  that  all  interviewed  students  appreciated  the  employment  of  the 
individually assigned assignments.  It should be emphasized that we do not  intend to use the 
personal  and  individual  assignments  to  replace  the  collaborative work. On  the  contrary, we 
believe that by fostering good personal learning habits, students become more knowledgeable 
and responsible; thus their future collaborative work will be more effective.  
It  should  be  noted  that  personal  and  individual  assignments  also  promote  some  level  of 
competition mainly  among  top  performance  students,  which  by  itself might  help  to  raise 
motivation. However, in addition, the individual assignments call for a different way to help a 
fellow student, a way we want to encourage – not showing one's own work but explaining how 
to  get  there. Another  advantage  of  the  suggested  tactic  is  that when  instructors  are more 
convinced that the work they got was done by the specific student they are more motivated to 





The  feedback  served also  for adding and enhancing  the  course materials  for next year. The 
improved feedback might also explain the change of trend in the failing rate. 
From  an  instructor's point of  view,  the  individual  assignments provide  a  clear  and  frequent 
insight into the situation of each student and of the class in general. This helps identify topics 
that students find difficult, and since  it happens early  in the process, additional explanations, 
exercises  and  personal  tutoring  can  be  provided  to  avoid  failing  the  course.  An  additional 
important result obtained by this tactic was the ability to  identify error patterns. Discovering 
these  error  patterns  helped  revealing  some  of  the  students'  hidden  conceptual 
misunderstandings. Some are individual error patterns, while others are shared among several 
students. Analysis of these students' error patterns is an effective mechanism for determining 
the  problems  students  have.  Our  future  research  and  development  plans  include  the 
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employed, explored  and  generalized  in  two directions. One direction  is  the adoption of  the 
same tactic in courses where it is possible. The tactic can be based on any personal data such 
as ID numbers, telephone numbers, name etc. Another direction for generalizing our results is 
for any design of  frequent homework assignments that  require students to exercise  learning 
processes by  themselves.  There  are  various methods  that  are used by  teachers  in order  to 
force  student  to  submit  individual  work.  Such  examples  are  found  in  seminars  and  other 
courses, but  in  these cases  the assignments are designed usually  for  summative assessment 
and do not support the idea of assessment for learning during the course.  
Using any such personalized approach effectively requires innovation in preparing assignments 
and significant amount of  the  instructor's time and effort. Resource constraints nowadays  in 
higher education have led to a reduction in the frequency of assignments, in the quantity and 
quality  of  feedback  and  in  the  timeliness  of  this  feedback.  One  advantage  of  the method 
described in this paper for designing personal assignments is that it enables partial automatic 
checking.  It makes  it  easy  for  the  teacher  to  check  automatically  whether  the  solution  is 
correct or not, but still further manual checking is needed in order to provide the student with 
helpful feedback.  
Various possible  tactics  for designing  individually  assigned homework  can be described  in  a 
space of two  (or more) axes. One axis  is that of the  level or way  for personalization and the 
other is the level of automatic checking. The study described in this paper relates to one case 
or point in this space, where we found promising results. As we strongly believe in the role of 
homework  for  learning  we  plan  to  explore  various  tactics  within  this  space  that  can 
accommodate the different courses with their idiosyncratic characteristics.  



















































































Web  2.0  covers  technological  advancements  in  peer‐peer  networks  and  Internet  open 
architecture  that  facilitate better user  interaction, participation and multimedia  file  sharing. 
This marks  a  new Web  paradigm  where  the  Internet  becomes  a  huge  social  networking, 
collaborative forum. In this paper innovative Web 2.0 examples and enabling technologies are 
gathered  to  elaborate  the  significance  of  the  new  paradigm.  Based  on  this  analysis 
characteristics of Web 2.0 applications will be derived showing potential usage and benefits in 
teaching,  learning  and  research.  A  case  study,  Faculty  of  Computers  &  Information,  Cairo 
University, Egypt will be  investigated  in order  to highlight  limitations  and/or prosperities of 
current IS education and research in a developing country context. It is argued that the digital 




be  integrated  within  current  shortcomings  and  barriers  showing  a  roadmap  for Web  2.0 
adoption in learning, teaching and research in a developing country context. 





that offer  rich user  experience  (Craig,  2007).  For  example,  a blog  is  a  system  that  allows  a 
group  of  users  to write  and  publicly  display  time‐ordered  posts/notes; whereas  a wiki  is  a 
system  that  allows more  than one  author  to  co‐create  content using  the Web page editing 
facility  (Franklin et al., 2007). Beyond Web publishing, other activities have been  involved  in 
Web 2.0,  for example photos and music  sharing and editing, etc. The  concept of  "Web 2.0" 
began  with  a  conference  brainstorming  session  between  Tim  O'Reilly  and  MediaLive 
International; where O'Reilly  referred  to Web 2.0 as  the “second generation” of Web‐based 
services  that  emphasize  online  collaboration  and  participative  computing  among  users 
(O’Reilly, 2005). Web 1.0 focused mainly on transactions; whereas Web 2.0 is more concerned 
with  leveraging user participation and harnessing user‐generated content  (Cosh et al., 2008). 
Advancements  in  communication networks  and distributed  applications made  it possible  to 
deliver software as a continually‐updated service. This goes beyond Web 1.0 published content 
to  deliver  rich  user  experiences;  for  example Office  2.0  is  a Web  application  that  provides 
sharing of online task  lists, calendars, to do  lists, reminders, planners etc., as well as allowing 
online file storage and sharing (Ganesh et al., 2007). Thus, Web 2.0 marks a new paradigm of 






tools.  It  highlights  possible  fruifull  impacts  on  the  learning  and  teaching  experience  in 




FCI  and  generally  speaking Cairo University  are  known of  their  flexible  education  style  that 
would  florish  creativity  and  enhance  adoption  of  emerging  technologies.  Still  several 
hinderments and constraints have been depicted through a thourough analysis of research and 
teaching  activities  of  academic  staff  during  the  period  2000‐2007.  This  will  allow  us  to 







2.0  applications  which  implies  the  importance  of  modern  communications  networks  and 
exploitation of the massive pool of networked users and their ‘collective  intelligence’. He also 
points  to  ‘information sharing’,  ‘user participation,  ‘networked applications’ and  ‘knowledge’ 
as major characteristics of Web 2.0 applications. Ganesh & Padmanabhuni  (2007)  recur  that 
Web 2.0 relies on  leveraging the ‘network effect’ by attracting a  large number of participants 
and  enabling  interactions  between  them.  They  conceptualise Web  2.0  as  a mechanism  to 
enhance a ‘rich user experience’ by facilitating speedy ‘collaborative participation’, ‘content co‐
creation’,  ‘collaborative  information  exchange’,  ‘multimedia  and  file  sharing’  and  exploiting 
users’  ‘collective  intelligence’  through  tagging,  rating  and  reviews.  They  also  specify 
‘modularity’  as  a  key  concept  for  realising Web  2.0  applications.  This  implies  the  usage  of 
small,  modular  technological  constituents,  for  example  availability  of  lightweight  APIs 
(Application Programming  Interfaces), RSS feeds and Web services have made Mashup‐based 





the  Web.  While  in  the  past  Webmasters  were  maintaining  personal  Websites, 
nowadays any user can create a blog, allowing visitors to actively participate through 
posting a comment  (Cosh, 2008). Similarly, social networking sites collect data about 
members  and  then  store  them  as  user  profiles.  The  data,  or  profiles,  can  then  be 




for  collaborative editing of  same documents at  the  same  time. This  feature enables 
users to collaboratively work over the Web, either by editing content simultaneously 
or simply by sharing work edited by different individuals at different times (Franklin et 








or  in  other  words  socialising)  and  also  LinkedIn  (for  professional  networking) 
(Gajewski,  2008).  Professional  and  social  networking  sites  that  facilitate  people 
meeting,  chatting  and  sharing  content,    lie mainly  on  exploiting  the  power  of  the 
crowd, or in other words the network effect (Anderson, 2007).  
‐ Content  Tagging  &  Collective  Intelligence:  Bookmarking  becomes  ”user‐oriented” 
when  tagging  is  added  to  its  functionality.  Tagging means  that  the  user  can  add  a 
keyword  (tag) to a chosen  link  in order to classify  it. Other  Internet users can search 
bookmarks  through  tags  (keywords)  to  find  content  relevant  to  their  interest.  The 
process of organising  information  through ”user‐generated”  tags has become known 





(Cosh  et  al.,  2008).  Folksonomy  solves  the problem  by  passing  the  responsibility  of 
classification over to the user, this  is referred to as collective  intelligence. It  is argued 
that searching within tagged content with users sharing the same interest will lead to 




interested  in multiple  sources  of  information  scattered  on multiple Web  sites.  An 
aggregator  or  feed  reader  can  be  used  to  centralize  all  the  recent  changes  in  the 
sources of  interest, and a user  can easily visit  the  reader/aggregator  to view  recent 






to  the  production  of Web  content.  Thus  Internet  users  participate  in  sharing  and 
exchange of multi‐media  files, as well as producing  their own. This development has 
only  been  made  possible  through  the  widespread  adoption  of  high  quality,  but 







2008).  It  aims  to build Web‐based  software  that works  and  gives  the user  a  similar 






interaction  to  happen  asynchronously,  i.e.  independent  of  communication with  the 
server and  in that way will speed up processing on the client side. AJAX technologies 
are  applied heavily  in  applications,  such  as Gmail  (Google's  email program), Google 





based  applications  that  intermix  content  from multiple  online  sources  (McConchie, 
2008).  For  example,  Paul  Rademacher's  housingmaps.com  combines  Google  Maps 
with  Craigslist  apartment  rental  and  home  purchase  data  to  create  an  interactive 
housing search tool (O’Reilly, 2005). 
Several  literature assent that Web 2.0 concepts provide  innovative tools and have started to 
influence business, education  and  research practice. They enable  a  rich‐participative  forum, 
better knowledge sharing and content co‐creation, mashup‐based services, and others. Several 
possible  applications  and  benefits  have  been  suggested  in  literature.  For  example,  Kane & 
Fichman  (2009) argue  that Wikis enable better participation and  content authoring  facilities 
that would enhance research collaboration and publishing activities. Similarly Majchrzak et al. 
(2008) show a case of a so called exploratory learning during a conference paper presentation 
using a Wiki. Attendees collaborated by giving  their  feedback on  the paper and shared  their 
reactions  simultaneously during  the presentation which  resulted  in better  learning and  idea 
generation  about  the  topic  of  the  presentation.  Whereas,  Huang  &  Behara  (2007)  have 
explored  their  experience with Web  2.0  enabled MIS  course delivery;  such  as MBA‐level  e‐
Commerce  and Operations Management  courses.  They  emphasize  that  the  use of Web  2.0 
have  leveraged what  they  call  “outcome‐driven experiential  learning”. They mean by  that a 
practice‐based,  interactive delivery, rich  in social networking and mass authoring as opposed 
to  the  traditional  delivery model  limited  in  less  participative  instructional  formats  and  sole 
dependence  on  classroom  resources.  Furthermore,  Benlian  &  Hess  (2007)  stress  the 
importance of Web 2.0 technologies in support of global software development activities. They 
argue that Web 2.0 tools, such as social networking, blogs, wikis, Web feeds and podcasts will 
facilitate  collaborative  generation  of  design  ideas,  enhance  distributed  pair  programming, 
sharing of re‐usable code, etc. In addition, Craig (2007) examines the impact of Web 2.0 tools 
on  e‐learning  environments.  As  Web  2.0  environments  facilitate  a  better  collaborative 
platform;  learners  and  educators will  have  it  easier  to  share  and  edit  content  (e.g.  lecture 
podcasts,  publications,  etc.),  as well  as  form  an  interactive  forum  that would  improve  the 
learning and teaching experience. But this requires re‐evaluation of vendor‐specific e‐learning 





Cairo  University  is  the  oldest  and  largest  university  in  Egypt  that  serves  more  than  160 
thousand  students  annually  to meet  the  requirements  of  the  Egyptian  community  and  its 
development. Graduates of Cairo University have been evaluated and  recognized at a global 
level, which has always been a source of attraction to foreign  learners, especially those from 





in  the  academic  year  1996  –  1997.  According  to  the  faculty  Website  http://www.fci‐
cu.edu.eg/,  the  following  information has been extracted  regarding FCI various departments 
and specialities: 
• Computer  Science  (CS):  The  department's  mission  is  to  produce  scholars  capable  of 
creative work  in  computer  science  specialities.  The  program  covers  several  areas  of  CS 
including  programming  skills  and  software  engineering,  artificial  intelligence  and  soft 
computing, computer architecture and parallel processing and computer security.  
• Information  Systems  (IS):  Systems  analysis &  design  are major  activities  for  developing 
information  systems;  these  cover  systems  of  retrieving  information  (database  systems), 
data  searching,  and  data marts.  In  addition  the  department  covers methodologies  for 
information systems development, quality assurance of information system, economics of 
information systems, as well as applications of  information systems  in various  fields, e.g. 
electronic  commerce,  bio‐informatics,  management  information  systems,  geo‐graphic 
information systems etc. 
• Information Technology  (IT): The department  specialises  in  scientific domains  related  to 
information networks and multi‐media, these  include; communications technologies, e.g. 
the  Internet,  securing  information  and  networks,  processing  digital  signals,  acquainting 
and  generating  speech,  acquainting  and  processing  pitchy  photos,  drawing  systems  of 
computer  art  and  computer  animated  cartoon, multi media  securing  and  compressing 
data, etc. 
• Decision Support (DS): The department focuses on bases and concepts of Systems science, 
to  include;  foundations  of  operations,  decision  support methodologies, modelling  and 
simulation,  simulating  computer  languages,  simulation  of  administration  and  economy, 
linear  and  non‐linear  programming,  multi‐goals  programming,  dynamic  and  random 




Egyptian  IS  Community.  We  will  then  reflect  on  top  international  IS  research  areas  and 
emerging Web 2.0 practices in order to find out prosperities and/or deficiencies in IS education 
and research  in Egypt. This will  result  in  identifying how  far the  research community  is  from 
adopting Web 2.0 tools and emerging  IS concepts. Based on this analysis we will derive skills 
and IS practices required to improve IS research and education in a Mediterranean context in 
Web  2.0  era.  The  investigation  is  based  on  one  in‐depth  case  study  in  order  to  analyse 
research activities and areas of specialties of the faculty staff. While it is difficult to generalise 
from one  case,  it  is  important  to note  that  FCI  is one of  the  largest  computer  science  and 
informatics faculties in Egypt. Other universities in Egypt, such as Ain Shams and Helwan have 
also  remarkable  contributions  in  the  area  of  computer  science  and  informatics,  but  their 





Postgraduate  Studies  at  FCI.  A  publication  including  these  records  have  been  even 
disseminated along with the proceeding CD of the 6th FCI annual conference, INFOS 2008, that 
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took place from 27th to 29th March, 2008  in Cairo, Egypt.  It  is found that total of 392 M.Sc. & 
Ph.D. registrations have been registered during this period, of which 25 Ph.D. degrees and 105 
M.Sc. degrees have been awarded. The research method covered mapping the registrations to 
the various  research  topics of  the  four departments; CS,  IS,  IT & DS as  specified  in previous 
section. It is found that some registrations could be relevant to more than one research topic. 
In order to ensure accuracy of results these registrations have been revisited with a senior FCI 




of  Information Systems” to students of  level 3  from the  four departments, during the winter 
semester (2007‐2008) & summer semester 2008. These observations covered mainly the Web 




and  Ph.D.  topic  areas  registered  at  FCI.  Figure  1  (see  Appendix)  shows  the  percentage  of 




In  the  following  we  will  investigate  the  number  of M.Sc.  &  Ph.D.  registrations  in  various 
research  areas  at  the  four  departments.  To make  the  information  easier  to  assimilate, we 
collate CS, IT & DS departments’ research themes together (Figure 2 for Ph.D. projects & Figure 





























soft  computing,  simulations  &  others.  Top  Ph.D.  areas  in  CS,  IT  &  DS  are  Modelling  & 
Simulation, Artificial Intelligence and Decision Support Systems. Top M.Sc. areas in CS, IT & DS 
are Decision  Support  Systems,  Computer Networks,  Security  and  Image  Processing. On  the 
other hand IS research is still under‐developed relative to the other more technically‐oriented 
research  aspects  of  computer  based  systems.  Top  research  areas  in  IS  (M.Sc.  &  Ph.D. 
combined) are Web Database, Web Technologies, IS  Methodologies, GIS, Data warehousing & 
Data  mining.  But  Bioinformatics  research  is  considerably  low  at  FCI  as  compared  to  GIS 
research  (6  times  less).  FCI  needs  to  focus  more  on  bioinformatics  research  taking  into 


























International  IS  research  has  other  perspectives  as  implied  by  Sidorova  et  al.  (2007).  They 
gathered abstracts  from  research articles published  in seven  leading MIS  journals during  the 
period of 1985‐2006 and  in each of  the 5‐year windows  (1987‐1991, 1992‐1996, 1997‐2001 
and  2002‐2006).  Journals  under  investigation  included  MIS  Quarterly  (MISQ),  Information 
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Systems Research (ISR), Journal of Management Information Systems (JMIS), Communications 
of ACM  (CACM), Management Science  (MS),  Information & Management  (I&M) and Decision 
Sciences (DS). By applying text mining techniques on gathered paper abstracts latent semantic 
factors were  extracted  that  characterize  key  IS  research  themes  in  the  papers.  Ranking  of 
identified themes was then based on the publication count within the period under study. This 














By  comparing  Table  1  with  international  IS  research  topics  it  becomes  apparent  that  IS 
research at FCI focuses more on technical aspects of  IS. This  is reflected  in Web technologies 
and Web  database &  search  as  top  IS  themes  at  FCI  as  compared  to  electronic  consumer 
behaviour and electronic marketplaces on  international  level. Then comes ISD methodologies 
as  second  important  IS  theme  at  FCI. Data warehousing,  data mining,  XML,  as well  as  SW 
architecture  attracted  more  attention  at  FCI  than  on  international  level.  IS  management 
themes  like IT adoption, economics of IT, the value of IT & technology acceptance that are of 
importance to IS research internationally did not appear in FCI research. IS applications like GIS 
&  Bioinformatics  attracted  rather  more  attention  at  FCI  than  on  international  level.  HCI, 




Information Systems. Still the  IS research culture  in developing countries  is more directed to 
quantitative aspects whereas qualitative research in this area is undermined.  
With  regard  to Web  2.0  technologies  and  techniques,  there were  no  registrations  tackling 
these  concepts. Major  reason  is  that  staff  research  is more  directed  to  semantic Web  and 
mobile  intelligent  agents  and  search  engines  (Web  3.0)  than  to  social  networking  and 
collective intelligence function of the Web. It seems that the wording of Web 3.0 that refers to 
the  intelligent  aspect  of Web  applications  gives  the  impression  that Web  2.0  concepts  are 
outdated, although both areas are integral and are still emerging.  
But,  the  first  author witnessed  an  interesting  phenomenon  of  unintended  use  of Web  2.0 
concepts by students at FCI. During the delivery of the module “Fundamentals of Information 
Systems”  to year 3,  the author was handed at  the end of her  first  lecture a piece of paper 









2.0  forum as a substitute, which  implies  the significance of  such concepts  to  IS education & 
research.  According  to  Turban  et  al.  (2008)  the  use  of Web  2.0  tools  in  IS  applications  in 
general and  in e‐business  in particular will  form a substantial portion of  the economy  in  the 
coming  years.  Therefore  these  tools  and  techniques  need  to  be  apart  of  IS  research  and 





















Design of curricula  in the above mentioned subjects  is paramount for developing countries  in 
order  to  overcome  skill  shortage  in  teaching  and  learning.  It  is  argued  that  these  curricula 
requirements  and  technological  advancements  would  drive  the  reform  as  they  put  forth 
necessary  knowledge  and  skills  required  to  improve  IS  research  in  developing  countries. 
Without these skills no significant progress will be witnessed  in  IS research areas  like human 
computer interaction, consumer behaviour, IT adoption, virtual communities, economics of IT, 
etc.  
With  respect  to Web  2.0  applications, Ganesh &  Padmanabhuni  (2007)  emphasise  that  the 
interplay  of  emerging  Web  2.0  technologies  with  the  standards  of  Service‐  Oriented 
Architecture  (SOA)  that  facilitate  the  development  of  distributed  and  interoperable 
applications will form the foundation of future IS developments. In order to have  insight  into 
emerging IS topics for Web 2.0 environments call for papers of well‐known IS conferences and 
journals  (e.g.  AMCIS2009,  AIM2009,  Journal  of  Information  Systems  Education‐JISE, 
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computer‐equipped  class  rooms, as well  as  leveraging  soft  skills, business and management 
knowledge in a developing country context. But this is not enough as universities need also to 
exploit benefits of Web 2.0  tools, such as participation, networking,  file sharing, podcasting, 
etc  in  learning,  teaching and  research  as has been discussed  in  section 2. Hence beside EEI 
40 




• Web  2.0–based  e‐learning  facilities,  e.g.  podcasting  of  lectures,  file  sharing,  social 
networking, etc., as well as emphasis on SOA architecture for e‐learning systems 
• Web  2.0‐enabled  distributed  design  &  development  networks,  using  e.g.  wikis,  social 
networking, mashup‐based services 
• Emphasis  on  prominent  Web  2.0  research  areas,  e.g.  mashup‐based  services,  SOA 
architecture, P2P networks, rich user experience Web applications, folksonomy, modelling 
social networking systems and Web 2.0 enabled Global Software Development (GSD) 
It  is  suggested  that  these undertakings provide  innovative  tools and models  for professional 
development  in  modern  environments.  These  would  leverage  IT  readiness  and  global 
competitiveness  of  developing  countries  in  Web  2.0  paradigm.  Findings  of  practical 
applications of such concepts will be considered in subsequent publications, as the authors are 
currently  engaged  with  a  Web  2.0‐  supported  delivery  of  an  undergraduate  e‐commerce 








































































Figure 1: IS versus CS, IT & DS Research (Percentage of Projects-MSc & PhD) 2000-2007 
Figure 2: CS, IT & DS  Ph.D. Registrations  2000-2007 
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Figure 6: IS Management Registrations (M.Sc. & Ph.D.) 2000-2007 
Figure 5: IS Development & Applications Registrations (M.Sc. & Ph.D.) 2000-2007 
Figure 4: IS Technical Building Registrations (M.Sc. & Ph.D.) 2000-2007 
































































This  paper  reports  on  the  developmental  process  of  an  undergraduate  program  for  Management 
Information Systems at  the School of Business of University of Nicosia which  is a private University  in 
Cyprus. The paper examines how, beyond the challenges widely documented in the literature, the team 
in  charge  of  curriculum  development  had  to  balance  out  requests  by  a  Visiting  Team  of  academics 
appointed by ECPU ‐a national quality assurance body supervising private Universities‐ with the insights 
and  guidelines  of  an  Advisory  Body  composed  of  volunteering  representatives  of  major  business 
organizations  in Cyprus, whilst keeping under consideration  financial restrictions as well as constraints 









public  and private  sectors;  thus MIS  curricula need  to  reflect upon  the needs of  associated business 
communities and  such needs may be quite diversified  in various geographical  settings.   Furthermore, 
these needs could be addressed by multiple educational approaches depending on the orientation and 
strata  of  education  systems  within  which  this  endeavor  is  undertaken  (AACSB  2002,  Dhar  and 
Sundararajan 2007, Maier and Gambill 1997, McAfee 2007).  
Additional  challenges  derive  from  the  ever  evolving  technological  developments:  as  a  result,  often 
updates ought to apply to an MIS curriculum in the context of conceptual knowledge and practical skills 
to be developed  (Kung, et al. 2006, Sutcliffe et al. 2005). Therefore, additional updates must apply to 
infrastructure,  conceptual  and  laboratory based  courses  and  faculty  expertise  (Ehie  2002, Maier  and 
Gambill 1997, McAfee 2007). 
In face of declining student enrollments in information systems and other related academic programs in 
recent  years  (George  et  al.  2005, McGettrick  et  al.  2006)  educational  institutions  attempt  to update 
curricula so that they become more appealing to perspective students and future employers (Landry et 
al. 2000, Lee et al. 1995). Many MIS programs remain technically focused (Kung, et al. 2006, Sutcliffe et 
al.  2005);  students  avoid  such MIS  programs  as  a major  because  they  view  them  as  too  technical 
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(Lomerson and Pollacia 2006). MIS practitioners and perspective employers prefer MIS graduates who 
understand  inter‐functional  relations, have good communications and people  skills, and  the ability  to 




Hasan 2006, Hirschheim  and Klein 2003,  Jones 1997, Keen 1991, Myers 2003, Orlikowski  and  Iacono 
2001, Robey 1996, Stowell and Mingers 1997, Wade et al., 2006, Weber, 1987), at a practical level MIS 
curricula are  served by  faculty  from  two distinct disciplinary bases  that  influence  curricula  formation 
based on dynamics pertinent to specific educational environments and faculty expertise. 




body  supervising private Universities  in Cyprus‐ with  the  insights and guidelines of  an Advisory Body 
composed of volunteering representatives of major business organizations  in Cyprus. Furthermore, the 
team considered financial restrictions as well as constraints  imposed by the regulatory framework of a 
newly  recognized Private University.    The developed  curriculum  addresses  these  issues  and provides 
flexibility  for  future  curriculum updates  in accordance with ever evolving  challenges of  this  field. The 
value  of  this  paper  lies  on  the  insights  derived  for  curriculum  development  in  a  highly moderated 
environment. At a practical  level,  it offers potential replication  in other settings. Finally, the proposed 
curriculum  structure  allows  for  gradual  modifications,  extensions  or  specializations  that  could  be 
applicable in other educational settings, as well.  
2 MIS PROGRAM DEVELOPMENT PROCESS 
In  the  Republic  of  Cyprus,  there  are  three  state  Universities,  namely,  University  of  Cyprus,  Cyprus 
University  of  Technology  and  the  Open  University  of  Cyprus.  By  law,  the  state  Universities  are 
autonomous, thus the governing bodies of the Universities decide on the development of new programs 
of study and/or revision of existing ones. As of October 1st 2007, three private Universities have been 
licensed  and  have  started  their  operation,  namely  European  University,  Frederick  University  and 
University  of  Nicosia.  The  Evaluation  Committee  for  Private  Universities  (ECPU)  was  set  up  by  the 
Council  of Ministers  of  the  Republic  of  Cyprus  to maintain  quality  assurance  of  teaching,  research, 







of  the  private  University,  discuss  the  program  specifics  with  all  involved  stakeholders  (program 
coordinator,  academic  and  administrative  officials,  faculty,  staff  and  students)  and  examine  the 
suitability  of  the  infrastructure  (classes,  library,  labs  etc).  They  report  back  to  the  ECPU with  their 
findings,  remarks,  recommendations  etc.  Then,  the  ECPU  forwards  the Visiting  Team’s  report  to  the 
private University officials. They may reply to the comments included in the report within a month. Soon 
afterwards, all  supporting documentation, namely original application, Visiting Team’s  report and  the 









they  could  take  nine  courses  in  Computer  Science  and  MIS  related  issues.  However,  their  MIS 
concentration did not appear on their degree; rather, it was specified in the student transcript and the 
Diploma supplement. Students complained because this arrangement did not enable them to apply for 
positions  in  governmental  and/or  semi‐governmental  organizations  that  explicitly  required  MIS 
graduates,  that  is,  graduates  whose  degree  explicitly  stated  as  their  field  of  study  “Management 
Information  Systems”.  Furthermore,  students  wanted more  specialization  courses  with  distinct MIS 
flavor  rather  than  courses which  typically  also  appear  in  a  Computer  Science  curriculum.   However, 
students  had mixed  views  as  to  the  type  of  those MIS  courses;  some  students  favored  technically 
oriented  courses while  the majority preferred  courses  that  strengthen  their  skills  in management of 
information  systems  resources, project management and  so on. All  students agreed  that  they would 
prefer to develop competencies through lab exercises, rather than conceptual advancement. 
University officials pride themselves on being attentive to students needs. Lack of an MIS program was 
viewed  as  a  competitive  disadvantage;  at  that  time,  another  private University was  offering  such  a 
degree;  in  fact,  that  was  the  only  one  institution  offering  such  a  degree  among  state  and  private 
Universities  in  the Republic of Cyprus. University officials,  considering  the  financial  constraints of  the 
University, agreed to the development of the new MIS program but they clearly preferred to have a high 
degree of overlap between courses included  in the new pathway and those in the pathways of already 
existing  programs,  like  Computer  Science  and  Business  Administration.  They  were  also  willing  to 
introduce  some new  courses, especially  those  that  could be  supported by  tenured  faculty. However, 








would  prefer  perspective MIS  students  to  attend  as  many  business  related  courses  as  they  could 
possibly get. They would see that the policy of allowing students to take free electives from any other 
accredited  program  could  be  easily  abused.  Also,  the  Business  School  administrators,  including  the 
Dean, the Department Head and the Program Coordinator favored an MIS program that would clearly 




businesses  in Cyprus. A draft version of  the proposed MIS  curriculum was presented  to  the Advisory 
Council for feedback. Two new courses were suggested, namely one course on IT Audit and Control and 
one more on Supply Chain Management.   Unanimously,  the Advisory Council agreed  that beyond  the 
proposed courses, it  is more important for students to get exposure to the business world before they 
graduate. This  recommendation has been addressed with  the  introduction of special purpose courses 
that allow for internships and/or projects directly related to businesses.  
Based on  a  synthesis of  views of  all  stakeholders mentioned  above,  a proposed MIS  curriculum was 
submitted  to  ECPU  in November  2007.  ECPU  appointed  a  Visiting  Team  (VT)  that  performed  a  fact 
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finding  visit  at  the  premises  of  the  University  in  April  2008.  The  Visiting  Team  composed  of  four 
academics  from Greece and Cyprus. Three of  the members were professors  in Computer Science and 




Program  Coordinator,  the  Director  of  Academic  Affairs  and  members  of  the  faculty.    During  this 
meeting,  all  details  related  to  the  program  and  samples  of  student’s  work  have  been  thoroughly 
examined  by  the  VT.    Furthermore,  the  evaluation  visit  included  extensive meetings with  students, 
individual  interviews  with members  of  the  faculty  and  site  visits  to  all  spaces  that  serve  both  the 
demands of the academic program and the research efforts of the faculty members. 
The  Visiting  Team  commented  on  thirty  three  distinct  aspects  of  the  proposed  program.  The main 
concern  of  the  Visiting  Team  was  that  the  proposed  program,  although  in  line  with  the  model 
curriculum by ACM/AIS/AITP had objectives that were very ambitious and difficult to implement “due to 
the interdisciplinary nature of the MIS program”. They also argued that other Universities offering such 
degrees often prioritize  the various  relevant  topics and adopt specific choices as  the primary  focus of 
their program based on their faculty expertise, the need of the local business community and targeted 
career paths.   The VT also outlined points  that needed  to be addressed  in  the program structure and 
course content. 
In  response  to  the  remarks  of  the  Visiting  Team,  a  new  updated  curriculum  was  put  forward.  An 
extensive reply addressed each of the points raised  in the VT report,  including a  lengthy and thorough 
discussion on the topic of MIS disciplinary autonomy. The resulting curriculum was heavily influenced by 
the most  recent ACM/AIS model curriculum as outlined  in  (ACM/AIS, Topi et al. 2008).   The program 
fulfills the recommendations/suggestions of the VT while it balances priorities as expressed by involved 




204 ECTS are allocated  to  required courses and 36 ECTS are allocated  to elective courses. Out of  the 
required courses, almost half of ECTSs are devoted to technical subjects, while 60 ECTS are devoted to 
business/organizational subjects. This addresses the need explicitly expressed by many students so that 
they  have more  courses  relevant  to  their  field  of  study.  The  remaining  ECTS  are  distributed  among 




The program  introduces 16 new courses; all but two require  laboratory work to  improve specific skills 
and competencies, as requested by the students.  New courses have been also designed to address the 
recommendations expressed by  the Advisory Council,  that  is, a  course on  IT audit and Control and a 
course on Supply Chain Management. Additionally, a special purpose course entitled “BADM‐491 Special 
Topics  in Business” offers  to  students  the opportunity  to  take  it  for 2, 4 or 6 ECTS and  complete an 
internship  of  40,  80  or  120  hours  at  an  affiliated  company.  Students may  enroll  in  that  course  and 
complete a one‐off project e.g. a market research under the supervision of a  faculty member.  In  fact, 
this arrangement has been institutionalized for all business majors, not only MIS students. Moreover, a 
student  may  also  complete  their  final  year  project  on  a  topic  that  is  of  interest  to  a  particular 
organization. These provisions address all recommendations by the Advisory Council. 
Although a relatively  large number of new courses have been  introduced, operational expenses at the 






or  two  career  paths  e.g.  a  student  may  select  the  paths  of  IT  Consultant  and  Enterprise  Systems 
Specialist  while  another  student  may  be  more  inclined  towards  Decision  Support  and  Business 
Intelligence Specialist. 






REQUIRED COURSES            (204)  ECTS 
Required courses are listed under four categories, namely: Major Requirements, Language 
Requirements, Math Requirements and Integration Requirements. 
MAJOR REQUIREMENTS          (164)   ECTS 
BADM‐230  Business Law            6  
BADM‐234  Organizational Behavior       6  
BADM‐475  Strategy and Business Policy        6  
BUS‐111  Accounting            6 
COMP‐151   Fundamental Concepts of Information and  
    Computer Technology           6   
COMP‐152  Introduction to Programming         6  
COMP‐153  Visual Basic            6  
COMP‐255  C++ Language Programming        6  
COMP‐453  Software Engineering          6 
ECON‐200  Fundamental Economics        6  
FIN‐266 Managerial Finance          8  
MGT‐281  Introduction to Management        6  
MGT‐481  Human Resource Management        6 
MIS‐201  Systems Analysis and Design        6  
MIS‐215  Project Management          6  
MIS‐252  Database Management Systems      6  
MIS‐253    Database Applications Development           6      
MIS‐256    Web‐based Applications Development              6       
MIS‐270  Statistical Applications in Business      6  
MIS‐325  Applied Data Communications        6  
MIS‐351   Information Systems Concepts           6      
MIS‐390  E‐business            6 
MIS‐415  Principles of Information Security      6 
MIS‐435  Business Intelligence          6 
MIS‐456   Management of Information Systems              6 
MIS‐460  Supply Chain Management        6  
MKTG‐291  Marketing            6  
LANGUAGE REQUIREMENTS         (18) ECTS 
ENGL‐101        English Composition                                             6  
BADM‐231        Business Communications, OR        6  
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BADM‐332      Technical Writing & Research        6  
COMM‐200     Business and Professional Communication    6  
MATH REQUIREMENTS          (16) ECTS 
MATH‐150  Finite Mathematics          8  
MATH‐220  Statistics I            8  
INTEGRATION REQUIREMENTS        (6) ECTS 
BADM‐439  Senior Simulation in Business  OR      6 
BADM‐493  Final Year Project OR          6 
MIS‐454  Information System Project        6 
 




ACCT‐231   Accounting Information Systems      6   
BADM‐431  Research Methods in Business        6  
BADM‐491   Special Topics in Business        2‐6 
BADM‐491R  Special Topics in Business,  
                           Project on IT Audit and Controls      6 
BADM‐491S  Special Topics in Business,  
                           Project on Information Search and Retrieval    6 
COMP‐160    Introduction to Multimedia        6 
COMP‐161   Interactive Multimedia Development      6 
COMP‐263  Human Computer Interaction        6 
COMP‐325   Special Topics in Computer Science                     3‐6 
COMP‐455  Object‐Oriented Programming        6  
COMP‐612  Distributed Systems          6 
IMGT‐490  Analytical Decision Making        6 
MGT‐150  Teamwork and Collaboration        6  
MGT‐355  Leadership in Organizations        6 
MGT‐370   Information Systems and IT Management    6 
MGT‐400  Knowledge Management        6  
MGT‐450  Quality Assurance Management       6 
MGT‐470  Change Management          6 
PHIL‐120  Ethics              6  
PHIL‐121  Business Ethics            6  
52 
LANGUAGE ELECTIVES  
BENG‐100         College English            6                        
ENGL‐100         Basic Writing            6 
MATH ELECTIVES 
MATH‐105  Intermediate Algebra          6 
MATH‐320  Statistics II            6  
IMGT‐486  Quantitative Methods          6 




Career Path: IT Consultant        (18) ECTS 
BADM‐431  Research Methods in Business        6 
MGT‐450    Quality Assurance Management     6 




COMP‐263    Human‐Computer Interaction      6 




MATH‐320    Advanced Statistics        6 
MGT‐400    Knowledge Management      6 
Career Path: Enterprise Systems Specialist    (18) ECTS 
ACCT‐231    Accounting Information Systems    6 
BADM‐491R  Special Topics in Business,  
                             Project on IT Audit and Controls   6 
MGT‐370    Information Systems and IT Management  6 
Career Path: Decision Support Specialist      (18) ECTS 
IMGT‐486    Quantitative Methods        6 
IMGT‐490    Analytical Decision Making      6 




MGT‐450    Quality Assurance Management     6 




been  developed  in  view  of  input  provided  by  multiple  stakeholders  at  the  School  of  Business  of 
University of Nicosia  in Cyprus as well as recommendations by external academics appointed by ECPU, 
the quality assurance body  for Private Universities  in Cyprus.   The developed curriculum balances  the 






























































































skills.  The  technical  aspects  are  covered  by  various  programming  and  system  analysis  and  design 
courses. However,  soft  skills  like  teamwork,  interpersonal  communication, presentation delivery,  and 
others  are  hardly  covered.  Employers,  who  consider  both  technical  and  soft  skills  to  be  equally 




necessarily  in  the  context of  software development project. The SA&D  course provides an  important 
foundation  for  the  IS profession. This  is especially  true due  to  the emerging  role of  the programmer‐
analyst who  is  responsible  not  only  for  programming  but  also  for  some  analysis work.  In  order  to 
strengthen the soft skills in the context of system analysis and design, we suggest a workshop structure 
emphasizing  these  soft  skills while  students  analyze  and design  a  complete  information  system. Our 
SA&D workshop includes some face‐to‐face lectures and heavy team based collaborations. The students 
have many online  activities,  including  teamwork,  interviews with  simulated  clients,  team‐based peer 
reviews,  presentation  delivery  and  so  forth.  The  workshop  employs  a  grade  difference  calculation 





The  skills  required by  the  industry  from  Information  Systems  (IS) workers  include both  technical and 
non‐technical  skills.  Technical  skills  refer  to  professional  methods  for  requirements  elicitation  and 
analysis,  system  design,  human  computer  interface  design,  software  validation  and  verification, 
software quality,  software  implementation  and project management. Non‐technical  skills  (also  called 
soft  skills)  refer  to  communication,  teamwork,  collaboration,  planning,  subject  leading,  presentation 
delivery, writing skills, and work assessment.  Many employers of IS workers consider both technical and 
non‐technical  skills  to be equally  important, and  search  for professional workers equipped with both 
types of skills  (Bailey & Stefanizk, 2002; Noll & Wilkins, 2002). Also, graduate students possessing soft 




The  IS'2009  curiculum guidelines  for Undergraduate Degree Programs  in  Information Systems  (Heikki 
Topi et‐al, 2009) as well as the IS’2002 Model Curriculum (Gorgone, J. et‐al, 2003) refer to both technical 
and non‐technical skills, considering  them as an essential part. The  technical skills are usually  learned 
through a series of courses that teach the student how to write and design efficient computer programs 
and  how  to  build  systems  that  address  clients'  needs.  One  of  the  core  courses  in  almost  every  IS 
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program  (for undergraduate students)  is  the System Analysis and Design  (SA&D) course,  in which  the 
students  learn  how  to  turn  clients'  needs  into  qualitative  information  system  through  a  System 
Development  Lifecycle  (SDLC).  The  SA&D  course  syllabus  usually  contains  many  technical  issues 
concerned with analysis and design of  information system,  leaving only  little time for the educators to 
deal with  teamwork,  communication,  assessment  or  any  other  non‐technical  skills. Many  educators 
promotes teamwork experience in the SA&D course by dividing the students into teams, and give them 
case  studies on which each  team practice various analysis and design  techniques  following  the SDLC. 
While  teamwork  is promoted, most educators do not have sufficient  time  to guide  the  teams how  to 
make  an  efficient  teamwork:  efficient  time management,  task  plan  and  assignment,  peer  reviews, 
mutual feedbacks, conflict resolution, leadership and so forth. The submitted assignments are reviewed 
and graded by  the educator  (or his  teaching assistants) only according  to  their  technical quality. As a 
result, no significant learning of soft skills is achieved.   
In  their  final year  IS  students are  required  to analyze, design and  implement a complete  information 
system by themselves (sometimes in groups) as part of their final project, as a preparation to real‐world 
challenges.  Although  the  project  is  supervised  by  educators,  most  supervisors  do  not  give  special 
attention to non‐technical skills, grading only the technical aspects of the products. Since the supervisor 
does not take place in the development process, nor participate in meetings with clients, no feedback is 
given  to  the  students  regarding  their work  routine.  Some  IS  programs  include  courses  dedicated  to 
communication,  inter‐personal  relationship, project management or other non‐technical  skills, but  in 
most cases the students do not practice these skills in the context of system development. Surprisingly 
as  it  seems,  many  IS  graduates  have  never  participated  peer  reviews,  assessed  colleagues'  work 
products,  delivered  a  presentation  based  on  their  work,  or  even  learned  good  teamwork methods 
during  their  studies. As a  result, many  IS graduates  lack essential  skills  required by  the  industry, and 
have to acquire these skills through work experience. For this reason, the  IS programs should consider 
new  approaches  to  teach  these  soft  skills  along  with  the  technical  ones,  providing  the  students 
knowledge and experience required for this profession. 
Many papers  in  the  last years have  suggested new approaches  to  the  teaching of  soft  skills, most of 
them deal with  teams  and  capstone projects  in  IS programs  (Russell  and Russell  2006; Russell    et  al  
2005;  Schatzberg 2003; Folse, et al 2003; Frandsen and Rhodes 2002; Owen 2001).  
In  this  paper  the  authors  describe  a  SA&D workshop  given  as  part  of  the Management  Information 
systems  (MIS) program. The SA&D workshop  is given  following  the SA&D course,  in concurrence with 
the final project. The students practice technical and non‐technical skills while planning, analyzing and 
designing an  information system. The authors believe  that such a workshop can provide  the students 











The workshop  objectives  are  to  prepare  the  students  for  their  final  project  and  for  the  real world 
challenges  they  will  face.  At  this  stage  the  students  have  a  good  understanding  of  the  technical 
knowledge  areas  required  for  the workshop  (software  engineering,  software modeling,  UML  usage, 
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etc.), however, most of them still  lack the non‐technical knowledge areas (such as critical thinking and 
abilities  to  provide  meaningful  and  helpful  feedback).  For  that  reason,  the  workshop  focuses  on 
practice,  "hands‐on",  and  team  based  activities.  Yet,  the  workshop  augments  knowledge  and 
understanding gained  in previous courses  to elaborate  the students'  technical skills. There was a high 
degree of fluctuations in the number of student over the years, however, since most of the study in the 




team.  Each  team  received  and  worked  on  its  own  case  study.  The  case  study  included  a  general 
description of a virtual customer and a business case. The main  reason  for using a different story  for 
each team was to make sure the evaluating team spends the required time  in  learning and evaluating 
the document and the  ideas presented and not relating to their own  ideas. The students had to study 
their  story,  address  the  problems presented  in  the  business  case  and  suggest ways  (and  a  software 
based system) to solve the problems and achieve the customer's goals (which were not entirely defined 
in most cases). The workshop structure was based on incremental assignments that follow the software 




of  the workshop  is  to address  this  type of  tools. The  team based  learning employed  in  this workshop 









submitted  it was distributed  to a different  team  for  review and evaluation. Each  team has  to  review, 
assess and grade the assignments they received  in parallel to start preparing their next document. The 
schedule assures that the feedback (both from the instructor, as well as from the evaluating team) will 
be available at  least one  full week prior  to  the submission date of  the next assignments, so  it can be 
taken  into consideration. For stressing  the user centric approach,  the workshop  includes  two  face‐to‐
face simulation sessions: (1) requirements gathering (1 hour for each team in which the students meet 
the "customer") and (2) "user" meeting (1 hour for each team in which the students meet the "user" to 







































































Three  types of  team  assignments were  included  in  the workshop:  (1)  compiling  four documents;  (2) 




system  analysis;  (3)  system  design,  and  (4)  system  implementation.  The  documents  represent  the 
common team perspective on the issue. For preparing a document, each team member had to read and 
evaluate  the document by  itself. After  this evaluation,  the  team met  (either  in person or by using  a 
collaborative  tool),  and  discussed  the  findings.  This  consensus meeting was  required  for  achieving  a 
common  unified  solution,  which  was  later  translated  into  a  document.  Each  one  of  the  submitted 
documents had to follow a template which was provided  in advance and posted on the workshop web 
site. Appendix  I contains  the  template  for  the  Initiation and Planning document.  In addition,  for each 
template, a consistent grading guideline was provided. Appendix II contains the grading guideline for the 
Analysis  document.  These  guidelines  outlined  the  relative  grade  assigned  to  each  paragraph  in  the 
60 





review was  based  on  the  document  template  and  grading  guidelines  that were  provided.  This  TBPR 
(Team Based Peer Review) enhanced the students' critical thinking capabilities as well as their required 
soft‐skills  (Covey, 1996). Working effectively as a team member  is a vital skill  for  Information Systems 
graduates and  is one of the objectives of the workshop. For participating  in TBPR, each member must 
have  good  communication  skills,  including  the  ability  to  give  and  receive  constructive  criticism.  The 
review process,  like  the document  compilation process  started with  individual  reviews  followed by  a 





The  presentation  was  a  summary  of  all  the  team  work  performed  and  all  team members  had  to 




template  and  it  started  with  a  brief  description  of  the  virtual  customer,  the  business  case,  and 
associated problems. The main part of  the presentation was a description of  the  information  system 
proposed as a  solution.  In addition,  the presentation  related  to  risks associated with  the project,  the 
expected benefits, the timeframe, and preliminary cost estimates. There were 30 minutes allocated for 
each  presentation  including  answering  questions  raised  by  the  "customer"  (the  students  and  the 
instructor). 
2.5 Personal Assignments 
The  personal  assignments  consisted  of  two  parts:  (1)  reviewing,  assessing,  and  evaluating  the 






the  presentation  as  if  he  or  she  were  the  customer.  The main  questions  addressed  the  proposed 
solution and whether it convincingly solved the problems raised. The evaluation related to the team as a 
whole  and  the  evaluating  student  had  to  provide  an  average  for  the  team members'  performance. 
Presentation skills  (as well as  technical skills) varied among  the team members; however,  it was their 
responsibility  to  rehearse  as  much  as  needed,  so  that  the  team‐made  presentation  achieved  the 
required outcome.  
2.5.2 Personal Report 
Each  student  prepared  a  personal  report  which  consisted  of  several  issues:  (1)  feedback  on  the 
proportional  contribution of each of  the other  team members. This  feedback was used  to assess  the 
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distribution of work among the team members, taking  into account the team member's point of view. 
(This  feedback  also  provided  socio‐metric  data, which was  interesting  unto  itself,  but  is  beyond  the 





team.  Both  assessments  and  grading  were  performed  based  on  the  common  grading  guidelines 





above  15  points,  the  students’  evaluation  grade  was  not  taken  into  account  in  determining  the 









The  pre‐defined  documents'  template  and  grading  schemes  were  used  in  order  to  avoid  different 
variations  of  evaluation  styles.  The  learning  process  methodology  is  based  on  the  fact  that  each 
document  was  graded  twice  (by  the  instructor  and  by  another  team).  Under  ideal  conditions,  the 






























































































































"The  methodology  used  was  very  good.  Working  in  teams  provides  solutions  that  one  person, 
sometimes doesn't see and the other teams' evaluation is very important and helped us design a better 
solution. The review we received  from other teams (and the  instructor) provided additional  important 
knowledge." 
These reflections provide the students' understanding that working in teams helped them improve their 
critical  thinking.  This  relates  to both preparing  their  assignments  and  evaluating  their peer  students' 
assignments. The  students also  realized  that  some basic preparations are needed before a  successful 
engagement  in  team  based  activities.  One  of  the  most  important  team  based  activities  was  the 
combining of  cognitive  abilities  (Yadin &  Lavy, 2008).  These  results  are  consistent with Berkencotter 
(1995)  saying  that peer  review encourages  critical examination, promotes  the exchange of  ideas  and 
guides academic discourse. 
Some  other  reflections  referred  to  the  students'  feelings  about  their  own  performance,  both  as 
reviewers and being reviewed   
"In  the workshop, we  understood  the  importance  of  working  as  a  team.  It was  demonstrated,  for 
example  in  the  presentation which was  built  of  several  (non‐integrated)  parts.  I  personally,  learned 
many  things, especially  from what my  team members did as well as other  students  in  the document 
they prepared (and which we evaluated)." 
"I've learnt a lot from analyzing other student documents"  
"The  first  document we  produced was  not  good  enough. We  understood  it  from  the  comments we 
received as well as  from evaluating the document we got. Based on these comments, we managed to 
improve the other documents we produced"    
These  reflections demonstrate  the students understanding  that acting as  reviewers helped  them.  It  is 
not clear, however, how this help materialized, besides the fact that the reviews exposed the students 
to a variety of available solutions, which also helped them  improve their own solution. These  findings 
are consistent with Longhurst & Norton  (1997) and Dochy et al.  (1999)  in  that peer assessment have 
been found to enhance learning outcomes and to help students improve their own learning.  We intend 










































This  is an example of the template documents used  in class. These are simple Word files with a  list of 
paragraphs  to  be  addressed  by  the  students.  The  templates  serve  only  as  general  guidelines.  The 
students have to consider each paragraph for  its relevance to their particular story.  It  is expected that 





1.1.1 The Max Stern Academic College of Emek Yezreel  
Computer Science and Information Systems Department 
 
  
--- TEMPLATE --- 
Initiation and Planning Document 
 
 
1. Executive Summary 
2. Current System Description 
3. Problems with the existing system 
4. Preliminary requirements 
4.1. New system objectives 
4.2. New system potential benefits 
5. Feasibility Study 
5.1. Technical feasibility 
5.2. Economic feasibility 
5.3. Organizational feasibility 
6. Preliminary project plan and staffing 
7. Project borders 
8. Required standards 





























               
  Course:                  
               
  Evaluating Team:                  
               
  Owner Team:                  
               
  Team Members:                  
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  Please grade all paragraphs.           
  Only the designated cells can be modified     
               
  Part A    Max     
  Paragraph  Grade Grade Reason for the grade   
1 
Changes to 
Previous doc.     4            
2  Executive Summary     8            
3 
Requirements 
Strategy     4            
4.1  Req. Plan Review     3            
4.2 
Interviews 
Description     2            
4.3  Relevant Questions     2            
4.4 
Interview 
Transcription     1            
4.5  Questionnaire     2            
4.6  Special Diagnosis     1            
4.7  Other     1            
5.1 
Current System 
Review     3            
5.2.1  Current UC Review     2            
5.2.2 
Current UC 
Description     2            
5.2.3 
Current UC 
Diagrams     2            
5.3 
Current Process 
Model     4            
5.4 
Current Data 
Model     4            
6.1 
New System 
Review     4            
6.2.1  New UC Review     5            
6.2.2 
New UC 
Description     5            
6.2.3  New UC Diagrams     5            
6.3  New Process Model     8            
6.4  New Data Model     8            
  Part B           
1  Clear Readable     12            
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Wording 
2  Layout and Design     8            
               








MSIS  2006  is  the  last  version  of model  curriculum  and  guidelines  for  graduate  degree  programs  in 
information  systems,  that  ACM,  AIS,  AITP  and  IFIP  have  proposed.  At  Faculty  of Mathematics  and 
Informatics  of  University  of  Sofia,  the  oldest Master  degree  program  is  in  Information  systems.  Its 
curriculum  has  been  developed  following MSIS  2006  predecessor  recommendations.  In  this  paper, 
specifics in implementation of MSIS 2006 are discussed with focus on Service‐Oriented Architecture as a 
backbone of the new recommendations. 
Keywords:  MSIS  2006,  Information  Systems,  Master  Curriculum,  Education,  Service‐Oriented 
Architecture. 
1 PRINCIPLES OF MSIS 2006 
In  the  last  30  years  many  graduate  degree  programs  in  information  systems  have  used  the 
recommendations of ACM, AIS, AITP and IFIP, which last version of this model curriculum and guidelines 
is MSIS 2006 (Gorgone et al, 2006). 
MSIS  2006,  as  its  predecessors,  has  been  developed  mainly  to meet  the  needs  of  North  America 
societies  in  USA  and  Canada.  This  recommendation  has  been  applied  for  development  of  graduate 
programs in information systems not only in North America, but the format and contents sometimes are 
so  different  that  new  names  are  announced  like  Business  Informatics  (Helfert & Duncan,  2007)  and 














Several  years  ago Master  program  in  Information  systems  was  the  largest  program  at  FMI  by  the 










result  of  that  the  core  of  these  recommendations  is  some  kind  of  balance  between  technical  and 
managerial courses. Organizations could use carrier tracks to do the needed specialization.  In practice, 
this  can  be  new Master  programs  to  be  created with  clear  specialization  following  different  carrier 
tracks. This  idea has been  implemented and  it  is  very  successful  ‐ new  students have enrolled  these 
more specialized Master programs like Computer Graphics and IT Services. Master program in Computer 
has  specialization  on  Geospatial  information  systems  besides  its  main  stream:  computer  graphics, 
CAD/CAM/CAE, Virtual Reality, computer games and so on. 
Master program  in  IT Services  is another case –  its  curriculum  is mainly proposed by  IBM  for Service 
Science,  Management,  and  Engineering  (IBM,  2009)  and  some  ideas  and  courses  are  taken  from 
Information systems. 
At  FMI  the  level  of  teaching  of  Mathematics  and  Informatics  is  very  good.  That  is  why,  we  are 




with MSIS 2006.  IT Services  curriculum  is  focused on Service‐Oriented Architecture  (SOA),  that  is  the 
contemporary solution for software development and integration. SOA principles and practices could be 
used in most of the courses proposed by MSIS 2006 curriculum. 












be prepared  in one preliminary year  to  join  the core courses. The practice  shows  that  this additional 
year  is  not  enough  to  fill  the  gap  between  Bachelors  in  Informatics  (broadly  speaking)  and  non 
Informatics Bachelors. That is why we have developed a parallel version of the curriculum specialized for 
non  Informatics Bachelors. It  is  light weighted with the main purpose to fill the gaps  in the technology 
knowledge. 
In the first year for non Informatics Bachelors we offer Fundamentals of IS (IS2002.1) and two parts of 







on  Stanford  University  curricula  (Garsia‐Molina  et  al.,  2009).  Our  opinion  is  that  the  knowledge  on 
database systems is essential for Information system professional. No files and no main algorithms and 
data  structures  are  as  important  as  data  base  systems.  The  database  centered  development  of 
Information systems  is not simply an option. For example, UML  in  its earlier versions has used the use 
case model as central model, but UML 2.0  is using now the class model.  It  is motivated that software 




is  that knowledge  in UML and Rational Unified Process are obligatory  for professionals  in  Information 
systems. 
The  other  courses  from  the  undergraduate  degree  program  in  Information  systems  are  elective  and 
students could chose them depending of their interests and preliminary knowledge from their Bachelors 







special prerequisites. Opinion  for  that  is  that  in some Bachelors programs part of  the  topics  from  the 
first year have been studied and  it  is possible some students not to be enough  loaded. They,  in such a 
way have an option quickly to finish the program.  In practice, most of the students overestimate their 
capabilities and knowledge and enroll many elective courses and  result of  that at  the end of  the  first 



















books  devoted  for  such  overviews,  even when  these books  have been written by worldwide  known 
authors, and distributed all over the world. My opinion is that this course has to be divided in a series of 
courses  for  the  different  topics:  one  course  on  advanced  networking  (including  Grid  and  Cloud 
computing),  one  course  on  advanced  database  systems  (DBMS),  one  course  on  SOA  (including Web 
Services, WS‐* specifications – WS‐BPEL, WSDL, WS‐Human Tasks), one course on XML. My opinion  is 




course  full overview on all  the aspects of  information systems have  to be done. With  this course  the 
students  could  understand  the  logic,  the  structure  and  the  place  of  all  the  other  courses  in  the 
curriculum. 
MSIS2006.2 – Analysis, Modeling and Design  is  important course  that  in our  implementation  is based 
primary on RUP. The  last one cover near all topics of software development and support, but some of 
them, like procurement, are not covered. One very important thing is that RUP is not only one version – 
there  are  versions  for  small  companies,  for  large  companies,  for  SOA,  for  ITIL  and  some others. The 
versions suitable for MSIS2006.2 – Analysis, Modeling and Design could be used to cover all its topics. 
MSIS2006.3 – Enterprise Models we offer  to  the  students as  series of different  courses on Customer 
Relationship Management  (CRM), Enterprise Resource Planning  (ERP), and Supply Chain Management 
(SCM) conducted  from  the companies developing and distributing such kind of software. These set of 
courses  is varying during the years, because the market  in Bulgaria  is small one and there  is no so big 
needs in so specialized professionals. 
Such a specialized course  like MSIS2006.4 – Emerging Technologies and  Issues we do not offer. All  its 
topics are addressed in the specialized technological courses. 
MSIS2006.5  – Project  and Change Management  is now  elective  course  in our program. Many of  the 
topics mentioned in MSIS 2006 are covered somewhere else. The version of our course is more suitable 
for Software Engineering where is primary used. My opinion is that it is enough for the students to learn 





is  that  there  is  no  need  to  dive  in more  details  as  separate  course.  There  is  a  specialized  course 

















security;  we  offer  two  courses  on  that:  an  introductory  and  one  basic  course.  Both  courses  are 
conducted by internationally certified professionals from the business. 







Internships  and  Master  theses  proposed  by  the  Business  is  another  risk.  Internship,  even  in  big 




participating  in  internship  program  in  every  firm  is  controlled  personally  by  a  faculty member.  The 
internship program of the firm has to be approved by the Master program.  Internship program has to 
teach  the  students  in  something new  from  the practice. That  is why we  recommend  the program  to 
start with one month of introduction to the technologies and practices in the firm. It is a formal training 
and education. For students that have not succeeded in that month – the internship program is finished. 






the  department  under  which  supervision  is  the Master  program.  In  such  a  way,  we  eliminate  the 
possibility the process to be compromised, which has happened in the past. 
Internship creates good and stable connections with the business. Usually specific faculty members are 
assigned  for  connection with  specific  firms. The  trust between  the FMI and  the Business  is based on 
these binary connections between the faculty members and the people from the firms. Our experience 
shows  that  if  some mediators  have  been  used  between  the  FMI  and  the  Business  like  professional 




technologies and  to hire  the best  students. Our  interest  is  to offer  the  students attractive  internship 
programs  in attractive  firms. The  firms are  interested  to have as earlier access  to  the best student as 
possible  to  hire  them.  In  practice we  are  open  to work with  all  the  firms,  but we  have  established 
connections only with dozen ones. 
6 CONCLUSION 
Our  curriculum  on  Information  systems  covers  requirements  of MSIS  2006.  It  is  an  implementation 




for  all  activities  connected  with  information  systems.  If  a  business  process  is  modeled  without 
knowledge how it could be implemented, then this model is not useful even as reference. 
A curriculum  is to some extend stable  in the time. At  least  in our university to change  it or to change 
contents of some courses  is a difficult and  time consuming  task. The world of  Information  systems  is 
very dynamic – new technologies emerge every year and very soon the courses and the curriculum get 
obsolete. Some new technologies and business models are so simple that it is impossible to arrange full 
course.  To  resolve  these  problems  we  have  organized  regular  seminar  on  database  systems  and 









about  technologies  that  they use and about  the  job opportunities  in  their companies. Their  idea  is  to 
attract the students and hire them. And they really attract the students – every time very many students 
participate in the seminar. 
Why SOA  is  innovative point of view  to MSIS 2006? How MSIS 2006  is described and  implemented  in 
many  curricula  –  it  for  all  in  Information  systems,  which means  for  nothing.  There  is  no  common 




country.  In  the  last  several  years  there  is  increasing  demand  on  specialist  in  service  oriented 
development  of  information  systems.  This  demand  is  initiated  by  the  government  structures.  SOA 
contracts have been wined by international consortiums of companies in which participated leading on 
the SOA market international companies and Bulgarian ones. Some of these contracts failed as result of 
lack of specialists not only  in Bulgaria, but in the  international market. There  is need of SOA specialists 
not only for Bulgarian companies, but for the international labor market too. Our intention is to change 
the  situation  at  least  in  Bulgaria  preparing  specialists with  knowledge  on  SOA. We  have  one more 
dramatic action establishing new Master curricula on IT services that is based on SSME curricula of IBM, 
but it is out of scope of that paper. The increased demand of SOA specialists is the guarantee for success 
of  this  approach.  After  some  consultations  with  the  leading  software  companies  in  Bulgaria 
(international and local ones) we started these innovations with SOA. We are strongly supported by the 
main companies that are employers of our degreed students. 
Teaching SOA  in  the different courses  is difficult at  this  time. Some of  the courses are held  totally by 
professionals from the industry. Traditional ones are held mainly by the permanent staff of the faculty, 
but  some  parts  are  presented  by  external  professionals. Usage  of  external  lecturers  is  a  temporary 
solution and our  intention  is  in the near future all the  lecturers to be from the permanent staff of the 
faculty that has to be with PhDs. 
For practical training we use many courses from academic initiatives of IBM, Microsoft, Cisco etc, but we 
have  found  that  they are not useful  for academic training  ‐    they are useful to train students of  tools 































This  paper  focuses  on  the  content  analysis,  a  technique  frequently  used  for  the  approach  of  issues 
concerning asynchronous computer mediated discussion groups in distance education. Despite the fact 
that  this  research  technique  is  frequently  used,  there  are  still  no  standards  established.  There  is  a 
variety of approaches, varying both at detail’s level and at the type of categories of analysis they use. In 
this  paper  the  content  category  as  a  unit  of  analysis  for  the  explanation  of  messages  at  the 
asynchronous distance education  fora  is presented, which  is  incorporated  in the modelling  in a formal 
language  and  the  development  of  a  respective  system  done  by  Hellenic  Open  University  for  this 
purpose. 
Keywords:  E‐Learning,  Asynchronous  Distance  Education  Fora,  Content  analysis,  Formal  language, 
Modelling. 
1 INTRODUCTION 
During  the  last  years,  a  big  number  of  educational  institutions,  as  well  as  companies,  applies 
asynchronous  educational  services  through  internet. One  of  the means  used  by  distance  education 
during  the  last  decade  is  the  electronic  fora  (fora  hereinafter).  Research  efforts  on  fora  of  distance 
education, at an international level, begun during the ’90s. Otherwise, this is a dynamically formed field, 
requiring constant updating and redefinition. Given, also, the fact that the practice of distant education 
during  the  last  years has acquired new  features, both  in  its methodology and  in  the  tools which  are 
used, the further exploration of this field becomes necessary. A big part of the researches presented in 
the international literature concerning distant education's fora, refer to the content analysis. The goal of 
content  analysis  is  to  reveal  information  which  is  invisible  at  first  sight.  The  technique  of  content 
analysis may be defined as “a research methodology that builds on procedures to make valid inferences 
from  text”  (Anderson  et  al,  2001).  Despite  the  fact  that  this  research  technique  is  frequently  used, 
though there are still no standards established. There is a variety of approaches, varying both at detail’s 
level and at the type of categories of analysis they use.  
The  structure  of  this  article  is  the  following:  section  2,  where  there  is  a  short  description  of  the 
respective  assignment  on  the  content  analysis  technique  of  asynchronous  discussions  at    distance 
education  fora,  section  3  where  the  role  of  the  fora  of  Hellenic  Open  University  (HOU)  for  the 
educational procedure  is described, section 4, where the unit of analysis which was used  is described, 
section  5  where  the  integration  of  the message’s  content  category  as  a  unit  of  analysis  in  formal 
language  is  described,  section  6  where  the  system  of  automatic  text  classification  and  the  time’s 





(Lazonder et al,  το 2003),  there  is no clear  theory available  to guide  research on computer mediated 
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interaction (Stahl, 2003), empirical markers which shall be the base of a codification tool as a standard 
against  which  to  evaluate  whether  or  not  effective  learning  is  occurring  in  the  online  discussions 
(Gunawardena  et  al,  2001).  During  the  last  years,  numerous  efforts  of  approaching  this  issue were 
made,  beginning  from  different  theoretical  backgrounds.  Indicatively, Henri  (1992)  uses  the point  of 
Cognitive and metacognitive knowledge, while others   (Newman et al, 1995; Bullen, 1997) the point of 
Critical thinking.  
Many,  though,  start  from  social  constructivism  using  different  variations.  Indicatively,  some 
(Gunawardena et al,1997; Diermanse, 2001; Veerman and Veldhuis‐Diermanse, 2001; Pena‐Shaff and 
Nicholls, 2004; Weinberger and Fischer, 2006) use the approach of social constructivism in combination 
with  knowledge  construction;  others  (Jarvela  and Hakkinen,    2002)  in  combination with  perspective 
taking, while others (Lockhorst et al, 2003) in combination with learning strategies. Moreover, there are 
cases, such as Zhu (1996) who uses theories of cognitive and constructive learning in combination with 
knowledge construction. Many are  those who use  the approach of Community of  inquiry  in different 























Gunawardena et al (1997)   Social constructivism – knowledge construction Message  
Bullen (1997)   Critical thinking  Message  







Garrison et al (2001)   Community of inquiry – cognitive presence Message  
Anderson et al (2001)   Community of inquiry – teaching presence Message  
Jarvela and Hakkinen (2002)   Social constructivism – perspective taking Complete discussion 
Veldhuis‐Diermanse (2002)   Social constructivism – knowledge construction Thematic unit  












HOU  is  the eminent educational  institution offering distant education  in Greece. Nowadays, HOU has 
28.121students  (16.763  undergraduate,  11.305 postgraduate  and  53  PhD  candidates);  and  also  1348 
professors (only 27 of which are permanent and the rest are associate professors‐counsellors).  
The HOU’s structural educational unit is the course module; nowadays 184 course modules are offered 






• to  the  communication  between  the  teacher  and  the  students  (regularity  of  contacts,  subject, 
resolution of “technical” problems etc.). 
• to the organization of homework (method of use of the teaching material and the preparation of the 
activities,  exploitation of  the  literature  and  the other  sources,  timetables,  encountering problems 
related to it et. al.) 
• to  the  supply  of  information  about  the  advisory  meetings  (their  number,  their  duration,  the 
timetables,  the  goals,  their  content  and methodology  applied,  problems’  encountering  as  for  the 
ability to attend them et. al.).   
• to  supply  clarifications  about  the  procedure  of  preparation  and  evaluation  of  the  written 
assignments (form, method of preparation, evaluation criteria, ways to be supported by the teacher 
et. al.). 










have  the  chance  to  participate.  As  for  the  students  of  informatics,  for  the  16  course  modules  of 
informatics  (for undergraduate  level) offered by HOU, by the time this research was conducted, there 
were 6.067 discussion threads created with 26.246 messages. About the evolution of the HOU forum's 
use,  indicatively,  at  the  course module  “Introduction  to  Informatics”  (INF10),  during  the  last  three 
academic years there  is a big  increase  in the number of messages: 982  (2005‐6), 1205  (2006‐7) noted 
and 1942 (2007‐8). 
Given  the  big  flow  of  information  transferred  through  fora  of  HOU,  as well  as  previous works  that 


















2001; Rourke et al, 2001)  is not enough  for  the exploitation of  information  that  shall arise aiming  to 
reach educational conclusions, as it is obvious that in a message more content categories may coexist.  




Hakkinen  (2002)  as unit of  analysis  cannot be exploited,  since  it  is noted  that  in  a discussion  thread 
there may exist many more than one content categories. Otherwise, the title of a discussion thread may 
not be representative of this and the discussion may extent to more than one subjects. 
Consequently,  the  content  category  chosen  seems  closer  to  the  point  of  course  module  used  by 
numerous  researchers  (Henri, 1992; Newman et  al, 1995; Rourke et al, 1999;  Lockhorst et al, 2003). 
Another  approach  (Zhu  1996;  Bullen,  1997;  Gunawardena  et  al,  1997;  Veerman  and  Veldhuis‐
Diermanse, 2001; Garrison et al, 2001; Anderson et al, 2001; Rourke et al, 2001). 



































A  set  of  rules  of  the  form  α  →  β, where  α  and  β  sequences  containing  terminal  and  non‐terminal 
symbols and α is not an empty sequence, as follows: 
 
notification of advisory meeting (V)
questions/answers for exercises – 
assignments (X) 
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(1)     S   →  ruS  (7)     r   →   ε  (13)   c   →    P  (19)   c   →    V 
(2)     S   →   ε  (8)     y   →   q  (14)   c   →    I  (20)   c   →    L 
(3)     u   →   uyc  (9)     y   →   a  (15)   c   →    F  (21)   c   →    ε 
(4)     u   →   ε  (10)   y   →    ε  (16)   c   →    D   
(5)     r   →   T  (11)  c   →    Μ  (17)  c   →    J   




According  to  the  above,  when  a message  should  be  represented  concerning  a  student's message, 
addressing  a  question  about  the  study  of  the  educational material,  followed  by  another  student’s 
question about the following assignment and at the end of the thread there is the reply of the teacher 
both for the study of the material and for the following assignment,  it shall be represented as follows: 
EqMEqXTaMX  (Ε  for  the  student’s  capacity,  q  for  the  question, Μ  as  it  concerns  the  study  of  the 
educational material, Χ for the fact that the next message concerned an assignment, T for the teacher’s 


























c) strings’ production: receiving as  input the temporary  file with the “useful”  information  (User name, 
date, message’s content) and the files with the couples of roots words/ phrases/ symbols and terminal 





It  is  worthy  to  note  here  that  this  specific  system  incorporates  the  sense  of  time  along  with  its 
association with each of  the nine  (9) categories of message content  chosen as unit of analysis. More 





as  the number of appearance of  terminal  symbols  (M, X, P,  I, F, D,  J, G, V,  L)  resulting  from  the non 
terminal symbol c. Consequently, time differences may automatically exist (in days, if from each current 
date, by content category,  it  is deduced  the previous one) and  thus  there may arise another nine  (9) 
respective piles with  the  above date  references. Of  course,  the  length of  these  Piles  is  equal  to  the 
length of dates minus one (‐1),  i.e. apart from the  initial message, which  is considered to be the point 







been  presented  in  paper  with  title  “Automated  interpretation  of  discussion  threads’  messages  in 




analysis  unit.  As  it  is  noted  through  the  literature  review,  there  is  a  gap  at  this  specific  field  and 
82 
consequently, there is a need to create a tool to interpret in a structured way the discussion of a forum 
about  distant  education,  through  the  approach  presented  above  and  at  the  same  time  taking  into 
consideration  the  concept  of  time  and  producing  respective  results,  so  as  to  help  the  participating 
students to improve their educational practices.  
In  fact,  this  system  – which  is  under  development  –  defines  a  “code”  clarifying  some  issues which 
determine both the quality of the communication relations and the educational principles of teaching/ 
learning procedure. In other words, this specific tool aims to encourage towards the direction of the use 




As  it  is  noted,  this  system  is  under development.  The  results of  its  use  shall  constitute data  for  the 
creation of a database aiming to investigate the effects of fora in educational procedure from the point 
of  causal  interpretation point of  view. Given  that  the HOU  is not a  conventional university  (with  the 
features of a homogenous student community) but it addresses to adults with special educational needs 
and  incongruity  (both as  far as their age, their professional and  family obligations are concerned), the 
future research access to such issues becomes particularly important.  
More specifically, the system in the future shall collect the students’ particulars (e.g. marital status, age, 
sex,  profession  etc.),  their  performance  at  course modules  of HOU  (final mark,  assignments’ marks, 
effort of success of the course module) and the strings produces by the system so as to  interpret the 
messages of HOU’s fora, in order to reach educational conclusions in combination with the use of the a 
tool, weka  type.  In  fact,  this  application  refers  to  a wider  field of  interdisciplinary encounter, by  the 
merge of cognitive theories and artificial intelligence.  
8 CONCLUSIONS  
The practice of distant education during  the  last years has acquired new  features, both  in  relation  to 
methodology  and  in  the  tools  it  uses.  It  is  also  a  fact  that  the  subject  of  electronic  fora  in  distant 
education  is a dynamically formed field requiring constant updating and redefinition.  A big part of the 







content  category  as  unit  of  analysis  for  the  messages’  interpretation  in  Asynchronous  distance 
education  fora and  for  this purpose  incorporates  it  in a modeling  in a  formal  language. Furthermore, 
time  indexes  of  participation  were  integrated  in  combination  with  the  content  categories  of  the 
message,  in  order  to  define  the way  these  elements  could  improve  the  capacity  of  the  teacher  to 
evaluate the progress of a discussion thread in a forum of distant education.  
Among others, as  future researchers are predicted to be  long‐term studies concerning the main  issue: 
what  reinforces  the  participation  at  fora  and  how  this  contributes  to  the  educational  process 
effectiveness by  investigating  side questions,  such  as how much  it affects  the person who  starts  the 
thread (teacher or student), how it starts, the period when the thread starts, how important the time of 
response  in  threads,  is  the  groups’  size  etc.  and  their  association with  the  elements  concerning  the 




































































The  application  of  Quality  Management  Systems  –  QMS,  particularly  the  ISO  9001  standard,  in 
organizations allows the definition of a set of organizational documentation to guide and achieve high 
levels of efficiency, improve the services’ performance and to improve the internal and external quality 
of  the  services  provided. However,  the  definition  of  these  type  of  standards  requires  a  large  set  of 
documentation  that  presents  some  difficulties  in  their  application  like:  the  access  to  the  correct 
document  (form or procedure)  in order  to perform a  task or provide a service;  long  time  to  fulfil  the 
forms and long time to analyze the information to get the key performance indicators associated to the 
objectives of that standard. Considering the advantages and the emergent evolution of the Information 
Systems  (IS)  these  types  of  systems  present  a  good  solution  to  resolve  the  difficulties  of  the 
implementation and application of QMS  in  the organizations. This paper presents a case study of  the 
application  of  an  IS  to  support  the  usage  and  implementation  of  the  QMS  in  a  High  Educational 
Institution.  With  the  implementation  of  the  IS,  the  Institution  improved  the  qualification  of  the 
administrative services, reduced the search time of the correct documents to perform a task, reduced 
the time to complete the forms, enabled a direct iteration with the users and the services allowing the 
schedule  of  actions  by  the  administrative  services  to  respond  to  the  requests,  and  also  reduced 
drastically the usage of documents in paper format. 









of documents, procedural  flows  and  forms  that  reflect  the  activities of  the organizations. Moreover, 
such standards outline a set of Key Performance  Indicators  (KPI)  in order to monitor the services that 
are  in  general  obtained  through  the  records  associated  to  the  forms  requests  and  procedural  tasks 








obtain  the  KPI  because  it  is  necessary  to  concentrate  all  information  to  monitor  such  indicators. 
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Therefore, besides  the advantages of  the application of QMS  standards, many  factors could  influence 
their success.  
Traditionally,  organizations move  their  activities  by  the  need  to  produce  high  rates  of  performance, 
efficiency  and  accuracy,  the  satisfaction  of  their  employees,  customers  and  suppliers  in  order  to  be 
competitive and to enable them to face competition and ensure their survival. With the advantages of 






and  application  of  the  QMS  in  a  High  Educational  Portuguese  Public  Institution.  With  the 
implementation  of  this  IS  the  Institution  could  implement  efficiently  the  QMS  and  resolve  many 
difficulties associated to the application of the QMS.    
This document is structured as follows: in section two we give a short overview of the  implementation 





support  the QMS  in  the  Institution  and  in  the  fifth  section we present  the  conclusions of our  study. 
Finally, in section six it is listed the set of references used to develop the project.  
2 QUALITY MANAGEMENT SYSTEMS STANDARDS (ISO 9001) 
The standards oriented  for  the QMS certification  in organizations,  like  ISO 9001  (Cianfrani, 2000),  ISO 
27000 (ISO 27000, 2009) bring numerous benefits for organizations because it is possible to define a set 





services  quality.  This  standard  is  based  on  eight  quality  management  principles:  customer  focus; 





of  the services. These standards are characterized by the availability of a  large volume of  information 
that materializes the activities of the various departments of the organizations.  
The  task  to  control  and manage  the  services  performance  by  analyzing  the  KPI  are  typically made 





improve  the  quality  services  of  the  process),  procedures  and work  instructions,  the  forms,  the  legal 
regulations, and other kind of  information related to the processes (e.g. documents with the meetings 
decisions)  and  the  notes  associated with  the  processes  occurrences  (critics  and  suggestions). When 
there is a high number of the collaborators and when there is a high volume of information, the search 
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of  the  correct document  to make  a  request or  a procedure  to  execute  a  task  is  commonly difficult, 
especially when some tasks are not used with much frequency.  
Additionally, the forms are characterized with many fields (necessary for the internal control and future 
analysis of  the KPI) and difficult  to  fill up and  to understand by  the users when  confronted with  the 
necessity  to  submit  information  in  a  few  set of  fields of  the  forms. On other  side,  regularly,  the  top 
managers  of  the  organizations  (and  especially  the  QMS  managers)  have  to  concentrate  all  the 
information of the different processes in order to analyze KPI to evaluate the services performance and 




are  encountered  in  the usage  of  the documentation  and  in  the  concentration  of  the  information  to 
analyze the KPI. 
2.1 The IPVC Quality Management System 
The Viana do Castelo Polytechnic  Institute  (IPVC)  (IPVC, 2009)  is a High Public Portuguese Educational 
Institution  and  its organizational  structure  in  integrated  schools  (Organic Units) oriented  in  the  same 
mission,  the  geographical dispersion  facilitating  the  relationship  and  sustainable development of  the 












criteria with  the  rationalization of  structures,  the difficulty  in  integrating cross‐administrative  services 
and  the provision of  information,  the difficulty of  distance processes,  the  requirement  and need  for 
completion and circulation of documents in paper format for monitoring the progress of administrative 
procedures,  the need  to deliver documents  in  the presence of administrative  services of  schools,  the 





IPVC  materialized  in  many  processes  (Academic,  Environment,  Health  and  Safety,  Social  Services, 
Courses  Creation/Restructuration,  Training,  Economic‐financial management, Management  of  works 
and  Infrastructure,  Information  Management,  Management  and  Improvement  System,  Project 
Management,  Information  Systems  Management,  Observatory,  Promotion  and  Image,  Human 
Resources  and  Technical  and  Educational  Resources).  In  the  context  of  this  work  the  "Information 
Systems  Management"  Process  (ISMP)  was  elaborated  tends  as  base  the  COBIT  (COBIT,  2007) 
considering the IT Governance concept (Holm, 2006) (Simonsson, 2008). 
The  COBIT  (Control Objectives  for  Information  and  related  Technology)  (Ridley,  2004)  (COBIT,  2007) 




and  good  practices  for  IT  security  and  control, or  to  both  focuses  on  controlling  the  process  and  in 
strategic control of the organization. Its first aim is to develop the control objectives from the objectives 
and business needs.  Is structured  (COBIT, 2007)  in  three parts:  i) criteria  for  Information  (or business 
requirements):  to meet  the  objectives  of  business,  information  needs  to  be  in  accordance with  the 
criteria  required  of  business  requirements,  requirements  for  quality  (quality,  cost,  delivery),  trust 
requirements  (effectiveness  and  efficiency  of  operations,  reliability  of  information,  compliance with 





into 4 domains  (Hussain, 2005), with 34 cases of  IT. These processes will be presented and defined  in 
activities and tasks in the organization. 
3 THE IMPLEMENTATION OF AN IS TO SUPORT THE QM SYSTEM 
As  we mentioned,  the  IPVC  is  a  High  Public  School  with  an  organizational  structure  integrated  in 
administrative  (and  social)  services  and  schools  (organic  units)  dispersed  geographically  and 
implemented the QMS that enabled it to obtain ISO 9001 certification. However, all the documentation 
required by the standard was elaborated but many difficulties were found in the application of the large 





The  initial needs of the project  (planning, developing and  implementation of the  IS) were: to  improve 
the quality of care of administrative services  in a combination of  logic of proximity between students, 
staff,  teachers  and  the  external  public  IPVC;  to  resolve  (or  minimize)  the  difficulties  of  the  QMS 
implementation  and  the  use  of  the  large  volume  of  information;  provide  simple,  fast  and  easy 
mechanisms  to  access  to  the  information  in  order  to  select  the  correct  documents  to  execute  a 
task/request;  provide  automatic  transmission  of  the  requests  between  the  users  and  the  services; 
centralize  requests made by users  to allow  the  internal  collaborators  to define actions  to  reduce  the 
execution time of the tasks to answer efficiently to the requests; facilitate the acquisition of information 







phases  in  terms of  functionalities developments. First, provide a  set of  functionalities  to  support  the 
usage  of  the  QMS  and  the  quick  access  to  the  information  to  analyze  the  KPI.  The  second  phase 
corresponds  to  the  implementation  of  a  workflow  system  to  interconnect  other  IS  within  the 
organization. In this study we present the functionalities of the first phase because the second is actually 
in development. The functionalities of the IS in order to support the QMS were: the centralization of all 
information  in an Web environment providing online access  to all QMS  information; provide  indexing 
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items to access quickly to the correct document to perform a task/request; provide web forms for users 
to  fill  up  only  the  necessary  fields  in  the  forms  and  then  automatically  generate  the  correct  form 
according with  the QMS  specification;  allow  the  automatic  submission  of  the  forms  for  the  correct 
service  (with a  confirmation answer  to  the user); provide a  task  to  schedule  the  services  in order  to 
analyze centrally the requests and provide internal actions to resolve with more efficiency the material 





(individuals,  organization  and  technology).  The  planning  of  the  system  took  into  account  the 
requirements  of  each  process  using  the  UML  notation  (UML,  2009)  (Meilir,  1999).  In  terms  of 





In the figure 1 we present the main  interface of the  Intranet web site.  It also offers a set of pages  for 
public access  from  the  Internet. On  the  left panel  is shown a menu with all  the processes  involved  in 
QMS and in which for each process is available the information about processes matrix, procedures and 
work instructions, the forms, data sheets occurrences and other  important documents for the process. 
The users, when  selecting an  item  (e.g., procedures),  can analyse  the most actual documents  for  the 
selected process.  In  the  top pannel  it  is given a  set of  items  related  to  the QMS  like: mission, goals, 




In order  to achieve  the  functionalities mentioned  in section 3.2  the  figure 2 presents  the  information 
that allows  the quick  access  to  the documents  to perform  a  task/request.  For each department  (left 
panel) it is provided (in the centre) a set of common items that users could quickly identify their needs. 



















treated  (green),  in  treatment  (yellow) and untreated  (red). Each  record  is associated with a mode of 
editing  that  allows  collaborators  to  characterize  the  request with  internal  information  in order  to be 
analyzed in the future and define strategies to improve the performance of the service in different types 
of  requests. When  the  request  is  finished,  the  IS  sends  automatically  an  email  for  the  requester  to 





control  the  performance  of  the  services  by  ensuring  the  timely  application  of measures  to  correct 
certain deviations less favorable in terms of performance. 
 As we presented,  this  IS  is based on  a management  system database which  allows  (as  the planning 
system) to get automatic performance  indicators. Figure 5  illustrates the  interface with the analysis of 
the monitoring of  the performance  for process  the process  Information Systems Management of  the 
QMS. 
This monitoring shall be submitted  for each of the  indicators defined  in the state about the evolution 
over a given period. For each indicator there are associated two colors (red and green) to highlight the 
analysis of their value (not achieved and achieved respectivelly). Moreover, the developed IS allows the 
exploration  of  diverse  information,  such  as  the most  frequent  type  of  anomaly  about  information 







The  developed  IS  project  was  called  "Virtual  Office"  following  a  "Unique  Attendance"  logic  and  is 
operating  for  more  than  eight  months.  Although  the  IPVC  QMS  included  various  processes  and 
information  and  the  available  forms  and monitoring  performances were  initially  considered  for  the 
"Academic" and "Management of Information Systems" processes. With the success of this  IS  in terms 
of best practice  in Public Administration,  the other QMS processes are actually covered with  features 
developed  and  tested  in pilot  cases.  For  this, qualitative  and quantitative benefits will  be presented 
taking  into account  the activity of pilot cases  (two QMS processes). However,  the qualitative benefits 
include also all other processes regarding the provision of information, the availability of items for quick 
access to documents and the creation of online  forms specific to the direct  interaction between users 

















• Increase  in about 60% of  the use of  Information Technologies by collaborators  (teachers, staff and 
students)  since  they  can make  all  their  requests directly on  the  "Virtual Office" which also allows 
them  to  interact  with  other  IS  in  the  Institution  (actually  the  academic  services  system  for  the 
launching of notes, or e‐learning platform for consultation and update of content);  
• Reduced by about 90% of the number of communication failures between departments and users, as 





appealing  interface  being  also  simple  and  structured  to  facilitate  the  usage  and  update  of  the QMS 
information;  the  availability  of  items  for  quick  access  to  the  correct  forms  and  procedures  for 
execution/request by users and collaborators; the availability of online forms with automatic generation 












• Improving  the accessibility of  the public service:  the  IS  implementation,  the various administrative 









































• Reduction of  costs by  the users  to access  the  service: as  the  IS  is accessible anywhere and at any 











July.  The  justification  for  this  fact  is  that,  in  the  IPVC  the middle  class  teaching  is  from  the  15th  of 
December  and  January  tends  to  decrease  due  to  the  school  calendar  and  national  holidays.  In  this 
context,  the  system accessibility  should be analyzed  in  two periods: October  to November  (inclusive) 
and December to January. In the period October to November is the activity more intense services and 




Additionally KPI  indicators were analyzed  in  terms of  the  Information Management QMS process and 
Academic Process  like: Number of  requests  for support  from  its users caused by  inadequate  training, 
Number of  annual events by  the application of  software  for  servers  that  caused  losses of operation, 
Average  time  (days)  in response to the recovery of  the component of the technological  infrastructure 
without purchasing components, rate of incidents that require support in place (outside the Information 
Technology  Services)  of  the  occurrence,  rate of  incidents  resolved  and  finalized  the  responsibility  of 
Information Technology Services, rate of incidents reopened, rate of backups of critical data (defined by 
the policy of backups), rate of successful tests of the backups of the data from Information Systems.  































compliance, % of board members trained  in or having experience with  IT governance,  level of training 
attendance of users and operators for each application, % of stakeholders satisfied with data integrity of 





The  implementation  challenges  of  the  IS  were  focused  on  the  ensurance  of  the  requirements  of: 
providing to the users a simple interface to use and all the information about the documents of the ISO 
9001  standard;  availability  of  items  for  quick  access  to  information;  provision  of  forms  to  complete 
fastly; obtain automatic indicators about the services performance. Development process of the IS was 
focused  initially on the analysis of the diagnostic requirements and the profiles of the various types of 










ensure the  IT Governance concepts. The main challenges  for the  team  in terms of development were 




The  guidelines  of  the  quality management  systems  standards  (in  especial  the  ISO  9001)  bring  huge 
benefits  in terms documents definition with the flow and correct specifications to support the various 





for  evaluation  of  the  Key  Performance  Indicators,  among  others.    The  Viana  do  Castelo  Polytechnic 
Institute  implemented  the  quality  certification  of  its  services  through  ISO  9001  standard  and  has 
developed an Information System to support it. If the system was not developed, the implementation of 





or  in  terms  of  ensuring  the  availability  according  to  the  requirements  of  the  standard.  The 
implementation  of  this  Information  System  can  be  characterized  as  a  good  practice  for  the  use  of 
Information Systems  in Public Administration, as  to:  implement a new  service with greater value and 
efficiency,  to  improve  the  accessibility  of  government  services  to  citizens,  providing  citizens  with 
96 



























































in  a  pedagogical  manner  to  junior  students  in  a  computer  graphics  course  is  spline  methods 
(mathematical method for data smoothing) used for curve/surface modelling. This topic involves mainly 
the  mathematics  of  parametric  functions,  piecewise  functions,  derivatives,  matrices,  and 
parametric/geometric  continuities. Usually  a  student has  a  vague picture of  the  actual output of  the 
application of this mathematics. Many educators have experienced that students may fully understand 
splines  application,  if  and when  they  are  assigned  a  software project  to  implement  splines,  and  this 
understanding  could  still  remain  vague  until  the  very  last  stages  of  the  implementation.  As  an 
alternative, static pictures may be presented  in class  to provide an  intuitive understanding of splines. 
This  approach  is,  in  effect,  similar  to  viewing  a  picture  in  a  textbook. A  better  alternative  is  for  the 
educator to demonstrate real‐time spline generation, since a picture is worth ten thousand words but a 
moving  picture  (animation)  is  worth  ten  thousand  static  ones.  This  paper  presents  an  interactive 






given  points.  The  term  spline  is  often  used  to  refer  to  any  curve  or  surface,  because  long  before 
computers, a  spline was a  flat, pliable  strip of wood or metal  that was bent  into a desired  shape  for 
drawing  curves  on  paper.  Splines  are  extensively  used  in  the  area  of  Computer  Aided  Design  for 
modelling complex figures. The given points are called control points and they define the shape of the 
curve. In some spline methods the curve passes through the control points (called interpolation splines), 





the  mathematics  of  splines,  which  involves  parametric  functions,  piecewise  functions,  derivatives, 
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A control point can be moved or deleted and additional points  can be entered at any position  in  the 





































































































































































































use of  the software program  in class does actually assist both  the  lecturer  in presenting material  in a 
more efficient manner, as well as, the student in understanding abstract concepts better. In qualitative 
terms  the  students have at  several points of  times, both orally and  in writing  (in  the  course/lecturer 
evaluation survey), been expressed positively above the software tool.  They specifically described it as 
“very helpful”, “simple and user‐friendly”, “would be nice  if we had  such  tools  to use  for  several not 
easy to understand concepts in this and other courses”, etc. 
4 SUMMARY AND CONCLUSIONS 
This paper presents an  interactive  software program  that  is used as a  tool  in  the  computer graphics 
course to illustrate spline methods to students. We have used it at our university for the last few years 





































managerial  support  for  decision‐making  through  technology,  the  observation  that,  developing  IT 
applications  that are truly useful for top management is a highly complex and uncertain task, is still as 
valid as ever. The resulting Business Intelligence and Data Warehousing system supports the delegation 
and  decentralization  of  decision‐making  and  control  in  the  organization  as  top  managers  have 
guarantees  that  their  subordinates  have  access  to  reliable  and  timely  information.  This  case 
demonstrates  the  utilization  of  IT  (Data  warehousing  and  On‐Line  Analysis  Processing)  to  aid 
organizational decision‐making through trend analysis, resulting in competitive advantage. Therefore, as 
a  result, closer  relationships with  customers are developed. Additionally,  this case  can and  is actively 
used to support teaching in undergraduate and postgraduate programmes undertaking Data Warehouse 
and Business Intelligence development, IT infrastructure and Networking (for connectivity). 
Keywords:  BI,  Business  Intelligence,  Dashboard,  EIS,  OLAP,  Decision‐making,  Data  Warehouse  and 
Information Management 
1 INTRODUCTION 
Information  Systems  for  executives  raise  specific  problems, which  are  primarily  concerned with  the 
nature of managerial work  itself  (Mintzberg, 1973), as  they are  intended  to  tackle  the needs of users 
whose most important role is “to create a vision of the future of the company and to lead the company 
towards  it”  (King, 1985; xi). The difficulty  in supporting managers with computer systems comes  from 
the very nature of management work (Mintzberg, 1973, 1975, 1976), which is consumed, for more than 
80 percent of the time, with communication, coordination and people management. At the time of his 
research, Minztberg (1973) noted how  little time  is  left for reflection and  for “playing” with computer 
systems. This has been a  significant difficulty  from  the origins of MIS systems because  their primarily 
“operational”  focus was not  realized  to  executives’  concerns  (Ackoff,  1967;  Keen  and Morton, 1978; 
Adam and Pomerol, 2008). More than thirty years later, this difficulty has also been largely responsible 
for the shift from Decision Support Systems (DSS) to Executive  Information Systems (EIS) and from EIS 
on  to Dashboards  (Adam  and  Pomerol,  2008; Dover,  2004).  EIS,  defined  by Watson  et  al  (1991)  as, 
“computerized system[s] that provide executives with easy access to  internal and external  information 
that  is  relevant  to  their  critical  success  factors,”  and  their  Dashboard  successors,  are  specifically 
designed to address the decision – making needs of executives. Dashboards and EIS are “quite close to 
the original DSS concept, yet they extend it to incorporate a broader set of users and a wider variety of 
decision  making.”  (Clark  et  al,  2007).  However,  Dashboards,  like  the  earlier  Executive  Information 









retail  /  wholesale  company’s  phased  approach  in  the  development  of  a  Dashboard  to  build  a 
comprehensive picture  (view) of  its customer‐base. The case was developed using  informal  interviews 
with  the organization’s  IS, Sales  and Marketing  functions,  corporate documentation and observation. 
Section 2.2 provides a detailed description of the decision‐making structure within Smiths  focusing on 
the  IS function.   Section 2.3 presents a rich description of the Dashboard which  is supporting decision‐




The Smiths Group was  founded  in 1876. Originally a grocery business operating  from  two stores,  the 
company is a family business (of which 70 percent is family‐owned). The business expanded to include a 
Cash & Carry division  (hereafter referred to as CC)  in the early 60’s when the emergence of multiples 
with  their  wide  range  of  goods  and  very  low  profit  margin  threatened  the  existence  of  Ireland’s 
independent trade. The aim of the company was to “sell a wide range of goods at  lower margins than 
traditional  wholesalers”  and  to  “provide  the  independent  trade  with  the  means  to  purchase  small 
quantities of goods at low prices” (company documentation). The first cash and carry was established in 
1961 and was followed by similar facilities in almost all of the cities in the country. After this initial phase 
of development, efforts were aimed at enlarging  the existing  facilities  in order  to  serve  the needs of 




Smiths  Group  is  also  involved  in  another  major  activity  in  that  it  owns  two  franchised  lines  of 
supermarkets. Retail 1 is made up of larger independently owned supermarkets. There are currently 211 
Retail 1 supermarkets throughout  Ireland,  including 33 outlets  in Northern  Ireland. Retail 2  is  Ireland’s 
leading convenience retail group, with bright, accessible community‐based stores  in over 320  locations 
throughout  the country. Retail 2 stores provide customers with convenient shopping solutions. These 
stores  also  have  a  reputation  for  quality,  value  and  friendly  service,  and  the  fact  that  stores  are 
independently owned and operated by local people means that shoppers get the best of both worlds ‐ 
commitment  to  the  traditional  values of good  fresh  foods  and excellent  services,  combined with  the 
price power and state‐of‐the art retail systems of a big national food store group. The business unit  in 
charge of these two franchised lines is hereafter referred to as Retail 1 & Retail 2. 
Smiths  currently  provides  goods  to  approximately  440  franchised  shops  or  supermarkets,  which 
represent 20 percent of the €4 billion retail market in Ireland. In 1994 Smiths Group acquired a majority 
holding in Retail 3, a Spanish cash and carry company. Retail 3 has 17 cash and carry outlets in addition 
to owning 19 retail stores. Today, Smiths employs 2000 people  in  Ireland, Northern  Ireland and Spain 







case  has  shown.  It  appears  that  a  greater  complexity of  relationships between  the different  entities 
operating within  Smiths  and  an  intense  competition  for  internal  resources  (particularly  in  relation  to 
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capital  expenditure)  has  emerged.  Interviewees  in  the  finance  department  of  Smiths  (called  Group 
Finance  as  opposed  to  the  finance  departments  of  the  decentralized  units)  agreed  that  this  added 
complexity has become particularly obvious since  the acquisition of Retail 3,  the Spanish operation  in 
1994. As described by the company accountant, 
The 1990s was a tough period for Smiths and for the retail business in general. There was a price war on 
the  Irish market  and  the  currency  crisis made  the  situation  very  difficult.  The  entire  strategy  of  the 
company at that stage would have been to maintain the market share and to retrench on our positions. 
The  situation has clearly changed a  lot. The Board  is now  looking  to expand all  the  time and actively 
seeks opportunities to acquire other operations. 
In this new context, the relationships between the decentralized entities that make up Smiths and the 
Group  (the  headquarters)  have  become more  complex  and  a  certain  competition  for  development 







of many  large  Irish  food‐processing  companies. Given  that Smiths  is one of  the  largest processors of 
data  in  Ireland  (behind  the  large banks),  it  seemed  that  selling  that  image  could be profitable.  Thus 
another business unit might be created within Smiths that would become an independent profit center 
while primarily serving the needs of Smiths.  
In  Retail  1 &  Retail  2,  the  IS manager  identified  the  usefulness  of  the  expertise  his  functional  area 
possessed,  but  was  of  the  opinion  that  his  unit  should  remain  within  Retail  1  &  Retail  2.  It  was 
nevertheless the case that discussions were on‐going at Board  level  in relation to the possibility to get 
even more “value for money” from the large investments in IS by selling a commercial service to other 
organizations  in  Ireland.  On  this  issue,  IT  and  Finance  staff  disagreed  because  the  former  were 
concerned  about  delivering  a  better  service  to  their  internal  users  and  the  latter  were  trying  to 
maximize  the  contribution  of  IS  in  an  accounting  sense.  Thus,  each  functional  area  perceived  the 
contribution of other areas in its own terms, in cash terms for finance staff and in terms of satisfaction 
of information needs. 
The  future of  the  IS Department at  Smiths, however  ill‐defined  in  relation  to  the above debate, was 
certain in many other ways: IT is fundamental for Smiths from an operational (internal communication, 
communication with customers and suppliers, monitoring and recording of transactions) as well as from 
a strategic point of view  (realized distribution, management  information, and value added services  to 
customers). The area developed very significantly (more than doubling  its number of staff) since the IS 
Department  was  split  between  Group,  CC  and  Retail  1  &  Retail  2.  It  seems  to  have  particularly 
developed within Retail 1 & Retail 2 which established a rather  independent  if not dominant position 
within  the  IS  network  at  Smiths.  It  is  therefore  likely  that  further  developments  will  occur  in  this 
business unit such as servicing/supporting other organizations. 
The  IS  function within Smiths came  to play a vital  role, which was  in  line with  the  importance  IS has 
gained in the sector as a whole. As outlined by the IS staff interviewed, the success of the IS Department 
at  Smiths  arose  largely  out  of  the  ability  of  developers  to  listen  to  their  users.  The  department  is 
perceived as being successful because the systems they developed had great decision making relevance. 








decision  to  switch  to  a  Business  Intelligence  and Data Warehousing  solution which would  provide  a 
Dashboard to executives and other users. 
2.3 Business Intelligence, Data Warehousing and Dashboards 
It  became  evident  in  Smiths  that managers  needed  to  be  provided with  tools  that  helped  them  to 
identify signs  in their environments  (even the weakest ones) and to analyze key market trends  rather 
than  being  flooded  with  sophisticated  forecasts  hinging  on  uncertain  hypotheses.  As  a  result,  the 
emphasis in  information systems design in Smiths shifted towards systems that provide managers with 










credibility  of  the  information  that  can  be  found  in  a  computer  system,  which  diminish  intensive 
executive reliance on information systems, especially in a long term perspective. The idea that decision 
makers  need  sophisticated  models  may  actually  be  wrong.  People  controlling  the  preparation  of 
decisions  in  Smiths  were  certainly  able  to  understand  and  use  smart  models,  but  the  high  level 




and Data Warehousing: Better quality  information, more  visibility of  threats and opportunities, more 
information sharing,  information  is easier to obtain and analyse, decisions take  less time to make with 
resultant  improvements  in efficiency and time and cost savings (Hannula and Pirttimaki, 2003). A  later 
study by Elbashir et al  (2008) reveals that BI systems yield  internal process benefits such as  improved 










British  Airways was  interesting  because  it was  a  very  early  example  of  EIS  (1982).  It was  originally 
designed for the top managers of the company, but now has a very large number of regular users and is 
believed  to  have  allowed  British  Airways  to  defend  its  market  share  better  than  its  competitors 
throughout  the 90s.  It was noted  that BI / DW systems could play a considerable  role  in  focusing  the 
attention of staff and other managers on the key areas that determined the performance of the  firm. 
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properly, provide executives and other users with an overview of all  relevant data, enabling  them  to 
align  resources,  prioritise  actions  and  coordinate  business  activities  across  different  departments 
(Dover, 2004).  The  concept of  a Dashboard  as  it  relates  to  the development of  executive  systems  is 
based on an analogy with instrument panels in motorcars or control rooms in power plants (Adam and 
Pomerol,  2008). Motorcar dashboards  in particular have been used by  car‐makers  to  give  increasing 
levels of control  to drivers over  their vehicles. They are meant  to provide drivers with  real  time data 
about  the  state of  their  vehicle  and  its progression  along  the  road. Data  falls  in different  categories 









The  IS  Department  was  guided  by  a  methodology  called  Critical  Success  Factors  or  CSF  to  guide 
Information Systems planning. Critical Success Factors assumes  that  the performance of organizations 
can be  improved  by  focusing  on  “the  few  key  areas where  things must  go  right  for  the  business  to 
flourish”  (Rockart,  1979).  In  simple  terms,  the method  seeks  to  isolate,  using  the  expertise  and  gut 





has  adopted;  it must  identify  the  critical  success  factors  that  should  receive  careful  and  continuous 





One way  that  these concerns can be addressed  is  to begin  the project at a high  level and  to use  the 
strategic  orientation  given  by  top management  to  provide  a  backdrop  for  the  identification  of  the 
indicators. This top‐down technique is also suggested by Van Bullen and Rockart (1986) as illustrated in 
Figure 1(a) and reflects Gitlow  (2005)’s view that dashboards are much more  likely to be successful  if 
they are structured from the very top of an organization. The IS Department adapted the technique as 
illustrated  in  Figure  1(b)  to  develop  the  Smiths  Dashboard.  Smiths  identified  CSFs  for  improved 
performance  using  a  similar  top  down  strategy.  These  opportunities  (CSFs)  were  achieved  through 
leveraging existing, unutilized customer buying information with the objective of generating competitive 
advantage. 
Kumar  and  Palvia  (2001)  note  that  data  are  at  the  heart  of  any  Business  Intelligence  and  Data 
Warehousing system and these data need to be collected, processed, managed and then presented to 
executives to aid decision making. Prior to the introduction of the BI / DW system within Smiths, the IS 
Department  in  Smiths  received  a  weekly  file  from  each  Retail  1  and  Retail  2  store  around  Ireland 
detailing the performance of each product  from  individual stores  for the previous week  (i.e. the retail 
sales  generated  by  that  product).  These  product  performance  files,  in  text  document  format, were 
created  by  tills  whose  records  for  each  product  would  accumulate  in memory  each  day  based  on 
scanning sales. However, there was no  indication of which day or time was the most profitable for the 
portfolio of products or how many customers shopped in the different stores. It was also impossible to 
analyze  the  overall  performance  of  individual  stores  as well  as  a  comprehensive  single  view  of  the 
business for management thus severely limiting the type of information available. 
However  in 2002, the company  introduced a PC‐based Cash Register System  into all of  its stores. This 
system  not  only  provided  the  ability  to  create  the  usual weekly  product  performance  file  as  in  the 
previous system but  it also provided  the user with  the ability  to generate  these  reports on an hourly 
basis (an hourly file). With the availability of these data, management recognized that the  information 
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required  to  improve performance could be exploited  through  the development of a Dashboard. From 
this,  both  the  sales  and management  executives  identified  a  number  of  critical  success  factors  that 






were automatically unzipped  (one  from each store)  in  the weekly  run,  the hourly  files were sent  to a 
folder on a remote drive  (the Hourly Sales  folder).  It was previous  to  the  introduction of  the BI / DW 
system that these files were sitting, unused, in the remote drive. The purpose of the Data Warehousing 
system was  to extract  the hourly sales  information  from  these  files, validate,  transform  them using a 
Data Transformation Services (DTS) package and then load the data into the corporate Data Warehouse. 
Therefore the different departments, since the  introduction of the BI / DW system  in 2005 have been 
able  to  create  dashboards  of  information  via  the  company’s  On‐line  Analytical  Processing  (OLAP) 
reporting tools allowing easy but detailed analysis by the personnel  interested  in specific  information. 
This  reflects  the  tendency of OLAP usage  to develop alongside Business  Intelligence usage  (Poon and 
Wagner, 2001). When this  information was utilized  in an appropriate manner, the  information proved 
very  beneficial  in  determining  the  key  views  regarding  sales  and marketing  trends  (See  Figure  3  for 
samples). 
In  the  short  term,  this  readily  available  and  easy  to  use  data meant  that  store  resources  could  be 








last  few years. These  changes  stemmed  from an  increase  in both  internal and external complexity of 
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Smiths  –  i.e.:  in  the  organization  and  in  the  business  in  which  it  is  involved.  As  described  by  the 
interviewees,  top managers at Smiths  switched  from a  retrenchment strategy aimed at preserving  its 
market share in the Irish market to a strategy of expansion aimed at diversifying its business interests in 
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network of Smiths as  the  range of decisions  tackled by managers extended  to new domains and  the 
magnitude of the investment and expenditure involved rose dramatically. Many functions and expertise 
were decentralized  into  the divisions,  such as  the buying  function, much of  IT and Human Resources 
Management (HRM), while the financial control of the operations was centralized in a reinforced Group 
finance.  Thus,  the  extent  of  delegation  increased  and  local managers  were  able  to  commit  larger 
resources without central approval, but procedures to access and obtain funds were tightened to enable 
the  Board  to  monitor  capital  expenditure  and  growth  and  steer  the  organization  in  the  strategic 
direction they saw fit. These changes resulted in the development of a dense network of informal flows 
between  the  divisions  and  the  managers  in  Group  Finance.  IS  was  instrumental  in  providing  the 
architecture  that  supported  this  increase  in  both  internal  and  external  (i.e.  with  shop  owners) 
communication in Smiths. These flows were aimed at exploiting the expertise, knowledge and influence 
of these managers for the purpose of increasing the likelihood of successful proposals. 
The development of  the  role of  these managers put  them at  the hub of a network of documentation 
circulating about all projects, large and small, that occurred  in Smiths. To serve these emergent needs, 
they developed a new database that enabled them to collect and store information about all proposals 
and  to  report  on  the  overall  resource  needs  of  various  kinds  in  Smiths.  This  type  of  information 
preparation  provided  a  blueprint  for  the  development  of  a  Dashboard.  Indeed,  the  reporting  that 
emerged  from  this data was very helpful  for both  the Board  (in an aggregate  form) and  the divisions 
(such as Marketing and Sales) who could utilize this organized archive of all their proposals  in order to 
analyze  their  pattern  of  expenditure  and  produce  better  (i.e. more  likely  to  succeed)  proposals  for 
future projects. The importance of these changes is profound as “…you cannot manage what you cannot 
measure”  (Baskerville,  2008, p.2). According  to  the marketing manager  there were  still difficulties  in 
applying metrics: 
We  try and measure  the  impact of promotions but  it  can  still be difficult  to  isolate  something  like  a 





the  company  operates.  The  aggressive  entry  of  Tesco  (which  rapidly  captured  a  20  percent market 
share)  in the  Irish market  indicates the danger  inherent  in believing that some kind of stability can be 
achieved in such an industry. Historically, this strategy paid off for Smiths as the benefits obtained from 
their previous  implementations of new  IT systems demonstrate. The EPOS  system which uses  regular 
downloads  from Retail 1 & Retail 2’s computers directly  in the shops’ PC‐based management systems 






is  reflected  in  the  high  status  of  IS  (both  as  a  functional  area  and  as  a  domain  of  expertise)  in 
organizational terms and the amount of attention IT matters get at all hierarchical levels. 
4 TEACHING METHODOLOGY AND NOTE 
The  Smiths  case  is  based  on  informal  interviews  with  the  organization’s  IS,  Sales  and  Marketing 
functions, corporate documentation and observation. The overall learning objective of the Smiths case is 
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postgraduate  IS  programmes.  It  is now  also being utilized  as  a  joint  learning  exercise  as part of  the 
penultimate  year  of  the  undergraduate  programme.  The  revised  case  is  designed  to  leverage  two 
different  teaching  modules  covering  Business  Data  Communications  and  IT  Infrastructure  (with  a 
combined value of 15 ECT Credits). 
The case enables students to: 
• Study a full  implementation of a Dashboard / Business  Intelligence / Data Warehousing system and 
to effectively apply the knowledge gained as a result to other cases. 







and  the  corresponding Dashboard  to display both  summarized and detailed analysis  collected by  the 
different  information  systems  utilized  by  the  case.  Students  can  therefore  study  a  case  that  has 
progressed from using a communication system such as Email and basic reporting files from store tills to 
support  its  ‘actor network’  in decision‐making.    The  case provides  a basis  for  students  to  follow  the 
development  of  the  company’s  in‐house  systems  and  eventual  adoption  of  Data  Warehousing  to 
combine  the different data  sources within  the organization.  It also allows  students  to  study how  the 
theory  of  multi‐dimensional  views  and  On‐line  Analytical  Processing  (OLAP)  can  be  applied  in  an 
industrial context. The context particularly emphasizes the adaptability of the technology in supporting 
any organization, as students can fully relate to the retail trade and apply the knowledge gained from 
















consisted  of  four  students  each  represented  a  component  of  an  organization  (e.g.  The  Purchasing 
Department)  combining  to meet  some  common  organizational  goal,  such  as  selling  a  product.  Each 
student is expected to develop individual databases that were interconnected to form a Dashboard. The 
Dashboard  is effectively an  interface used to pull useful  information  from the  individual databases  for 
both the different departments and managers. 
• Proposal – Written Document & System Specification 







Individual  students  are  expected  to  deliver  a  fully  functional  populated  database  and  system 
specification including the data structures and security considerations. 
• Dashboard (10%) & Written Document 
The  Dashboard  is  the  final  requirement  of  the  project.  The  system  should  interface  with  the  4 





This  assignment  is  split  into  two  parts  to  provide  students  with  the  necessary  skills  for  designing, 
implementing  and  protecting  a  network  for  a  (retail)  multinational.  Additionally  the  infrastructure 
necessary  to  facilitate  the  full operation of  the business  is  required. That  is  students are  required  to 
provide a full network and system infrastructure solution to the business problem as outlined in the case 
study.  The  full  submission will  reflect  the networking  and  infrastructure  skills  learned  and  leveraged 
through the Business Data Communications  (10 ECT Credits) &  IT  Infrastructure  (5 ECT Credits) taught 
elements  of  (year  3  of)  an  undergraduate  IS  programme.  In  groups  of  5  students  are  required  to 
complete  the  following  tasks  based  on  the  Smiths  case  described,  illustrating  their  solutions  when 
appropriate: 
• Part A (Business Data Communication) – 30/200 marks:  
Describe  the most  appropriate  network  configuration  for  Smiths  based  on  the  requirements  of  the 




Describe  the  aspects  of  the Dashboard which  have  facilitated  better  decision‐making  in  Smiths,  and 
discuss how management at all levels use the Dashboard for decision‐making. Identify what are the next 
steps  in  the  enhancement  of  the  current  system which will  ensure  that  Smiths  retain  a  competitive 
advantage. 
The joint project will be expanded next year to include all of the modules taught in the 3rd year of the 
undergraduate  IS  programme. Groups will  be  required  to  analyze  the  needs  of  the  Smiths  case  and 






This  planned  and  agreed  project will  enable  educators  to  integrate  all  of  the  courses  taught while 























































reviews  obtained  by  websites  on  the  desktop,  it  is  open  if  they  are  adopted  in  in‐store  purchase 
situations on mobile devices. In addition, it is an open issue to which degree free digital product reviews 
provided  by  users  or  paid  digital  product  reviews  provided  by  experts  are  adopted  and  influence 
consumers’ preferences  for stores that offer access to them. To answer these questions, a theoretical 
model  is proposed based on  Innovation Diffusion Theory  (IDT), Technology Acceptance Model  (TAM) 
and Theory of Planned Behaviour (TPB). Then, the model is empirically evaluated by conducting a study 
with 116 subjects. Analysis of variance (ANOVA), one‐sample t‐tests and Pearson correlation coefficients 
are  used  to  examine  the  data.  Results  indicate  that  digital  product  reviews  are  adopted  on mobile 
devices in in‐store purchase situations, especially when they are provided for free and refer to consumer 
electronics.  On  average,  consumers  are  willing  to  pay  2.9  percent  of  the  product’s  price  for  a 
corresponding review. Based on these findings, new business models for providers of reviews and store 





high  search  costs  for  identifying  relevant  product  information may  prevent  customers  from making 
purchases  (Chen  et  al.  2004).  Particularly  in  online  purchase  situations,  almost  the  half  of  the  5500 
participants of a BizRate survey said that they have consulted opinion sites before they made a purchase 
(Piller 1999).  In addition,  the  Internet has not only  significantly  reduced  the  consumers’  information‐
retrieval cost but also the reviewers’  information‐delivery cost (Chen and Xie 2005). Thus, a  lot of free 





As digital product  reviews are adopted  through websites at home,  they may also be used on mobile 





2009a) allow  to  request product  information directly at  the point of  sale. For example, an electronic 
consumer  good  is  identified  by  a  mobile  barcode  or  RFID  reader  device  and  then  provides  its 
information, which  is obtained from a web service, such as the recommended sales price,  its producer 
or other products  that  fit with  it  (see Kowatsch et al. 2008, Maass et al. 2008).  In  that case, physical 
products can be enriched with a new digital content service in the form of product reviews. This would 
not only  change  the way  retail  stores  are perceived by  consumers,  e.g.,  they might  request  reviews 
directly at the point of sale  instead at home, but would also have managerial  implications for retailers 
and  providers  of  reviews.  In  this  sense,  several  research  questions  are  relevant  such  as  are  digital 
product  reviews  in  retail  stores  adopted  at  all,  how much  (if  at  all)  should  the  provider  charge  for 
product  reviews,  how  should  reviews  be  designed,  which  technology  is  accepted  and  usable  for 




Up  until  now  and  to  the  best  of  our  knowledge,  it  is  open  (1) whether  digital  product  reviews  are 
adopted  at  all  by  using mobile  devices  in  retail  stores,  (2)  how  costs  influence  their  adoption when 
provided  for  free  by  users  or  for  a  fee  by  experts,  (3)  how  costs  influence  the  store  preference  of 
consumers,  and  finally,  (4)  whether  the  review’s  adoption  rate  positively  influences  consumers’ 
preferences of stores that have access to digital product reviews. This paper provides  first answers to 
these questions by conducting a preliminary study. It is organized as follows. In the next section, related 
work  is  described.  Then,  our  research  model  and  hypotheses  are  developed,  followed  by  the 
methodology  section  that  explains  the  design  of  the  study,  the  instrument  selection  and  the  data 




Context‐aware  applications have  the  potential  to  provide users with  commerce‐relevant  information 
and services (Dey and Abowd 1999). According to Konana and Ray (2007), physical products increasingly 
incorporate  information  technology  that  facilitates  the  differentiation  of  products  in  competitive 
markets.  For  instance,  RFID‐based  Electronic  Product  Codes  (EPC)  attached  to  products  allow  the 
retrieval  of  associated  product  information  that  can  be  used  for  differentiation  (Maass  and  Lampe 
2007).  Products  that  actively  use  information  services  for  adaptations  to  situations,  users  and  other 




high  (Konana  and  Ray  2007).  In  particular,  product  review  services  provided  by  third  parties  can  be 
implemented by attaching the corresponding information to the smart product information sphere.  




in  the  Information  Systems  research  community  (Bo  and Benbasat  2007) but  also  in  retail  stores on 
mobile  devices  (Maass  and  Kowatsch  2008).  Bo  and  Benbasat  (2007)  define  integrated  sets  of 
recommendation services as “software agents that elicit the  interest or preferences of  individual users 



























































































































































































































































































































adoption of  innovations. First, diffusion of  innovation  research  takes a  social  science perspective  into 
account, whereby perceived characteristics of innovations such as relative advantage, compatibility and 





to use product  reviews predicts  their adoption. For  instance, TAM  is based upon  this  line of  research 
(Davis  1989).  In  addition,  several  studies  successfully  integrate  both  research  domains  (Moore  and 





tag. On  the other side, consumers may pay  for a digital product  review provided by an expert  if  they 
expect  to  reduce  negative  emotions  related  to  the  product  after  the  purchase when  consulting  the 
expert review (Bettman et al. 1998). In this sense, consumers may adopt paid content (Stahl and Maass 
2006). Thus, the consumer needs to make a trade‐off between costs for the review in advance and the 
expected  outcome  of  the  product  purchase.  But with  the  availability  of  user‐generated  and  expert 
reviews  (see  Li  and Hitt 2008, Chen  et  al.  2004), which  can be obtained  for  free  (e.g.,  reviews  from 
Amazon),  the perceived  value of paid  reviews may decrease  and  consumers may  intend  to use  free 
product  reviews  rather  than  reviews  they  have  to  pay  for.  We  therefore  propose  the  following 
hypothesis. 
H1:   The  intention to use a digital product review on a mobile device at the point of sale  is  lower  if 
the  consumer  has  to  pay  for  it  and  higher  otherwise  although  an  expert  provides  the  paid 
review. 
As  costs  of  a  review  may  prevent  its  adoption,  also  retail  stores  that  provide  them  may  be  less 
preferred. Thus, we suggest that the consumer’s costs of a review negatively influence the intention to 
prefer a review‐enabled store. This construct is related to the intention to return measure used by Kamis 





planned  behaviour  (Ajzen  1991)  the  usage  of  electronic  reviews  in  retail  stores  is  predicted  by  the 
subjects' behavioural  intention. Correspondingly,  the action can only be performed  in  review‐enabled 
stores as they allow the behaviour in question, the usage of the review. 












    Free (costs = 0) Paid (costs > 0)
Product  Digital Camera  Group A (n=21) Group B (n=19)
Yogurt Group C (n=21) Group D (n=18)




and  24  (n=71),  25  and  29  (n=37)  and  from  30  to  34  (n=3) with  one  subject  giving  no  answer.  The 
students were  interested  in  design  (n=51),  computer  science  (n=37)  and  economics  (n=12) with  16 









consumers, who plan a dinner and want  to know which wine  fits  to a given meal or want  to  impress 
their guests. 
For  each  product  and  product  review  type, we  developed  separate  questionnaires.  First  of  all,  each 
subject was  shown  an  in‐store  shopping  scenario  on  a  picture.  This  scenario was not  related  to  the 
products of this study to reduce an individual bias of the subjects when rating the product‐specific items 
of the questionnaire. It showed product shelves with RFID‐tagged mobile navigation units and a mobile 
device capable of  identifying  the products with an RFID‐reader as depicted  in Figure 2. Subjects were 
told that they own this mobile device and that they can request product reviews with it after they had 
touched the product  in question with  the RFID‐reader attached to  it. Then, all subjects were asked to 
rate their intention to use reviews for the product in question on their mobile device (1) in general (all 





For  our  survey  instrument,  we  adapted  scales  from  Davis  (1989)  based  on  the  work  of  Ajzen  and 
Fishbein  (1980)  for defining  the behavioural  intention  to use digital product  reviews. Accordingly,  the 
behavioural  intention  covers  the  four  behavioural  elements  action  (usage),  target  (product  reviews 
obtained from a mobile device), context (buying a product in a bricks‐and‐mortar store), and time (the 
time  of  the  survey) when measuring  the  behaviour  in  question.  Likewise,  the measure  intention  to 
prefer  a  review‐enabled  retail  store  was  adapted  from  Kamis  et  al.  (2008).  Consistent  with  prior 
research, all items with the exception of the maximal amount of the review's fee were based on seven‐



































Construct (product)  Group(s) N Mean SD One sample t‐test, test value = 4
IUG (digicam)  A and B 40 5.51 1.69 p < .001 ***  
IUG (yogurth)  C and D 39 3.79 1.86 p = .497
IUG (wine)  E and F  37 4.38 1.95 p = .245
IUM (free, digital cam.)  A  21 5.67 1.39 p < .001 *** 
IUM (free, yogurt)  C  21 3.67 1.80 p = .406
IUM (free, wine)  E  18 4.06 1.89 p = .902
IUM (paid, digital cam.)  B  19 2.89 1.78 p < .017 *
IUM (paid, yogurt)  D  18 1.89 1.45 p < .001 *** 
IUM (paid, wine)  F  19 2.26 1.44 p < .001 ***  
IPS (free, digital cam.)  A  21 4.45 1.19 p = .107
IPS (free, yogurt)  B  19 3.43 1.66 p = .130
IPS (free, wine)  E  18 3.89 2.22 p = .834
IPS (paid, digital cam.)  C  21 2.89 1.75 p < .015 *
IPS (paid, yogurt)  D  18 2.00 1.46 p < .001 *** 
IPS (paid, wine)  F  19 2.37 1.57 p < .001 *** 
MAF (digital cam.)  B  19 2.17 % 1.58 N/A
MAF (yogurt)  D  18 1.94 % 1.47 N/A
MAF (wine)  F  19 4.45 % 2.63 N/A





Results  show  that  the  subjects only  intend  to use product  reviews  in  general when  they  are  to buy 
digital cameras as the mean value of 5.51 (for digital cameras) lies significantly above 4 at the .001 level, 
whereas  3.79  (yogurt)  and  4.38  (wine)  do  not.  Consistently,  the  behavioural  intention  to  use  free 
product reviews provided by a user‐community applies only for digital cameras. But  if subjects have to 
pay for reviews that are provided by professionals, they do not intend to use them for all three types of 
products, digital cameras, yogurts and wine. The  latter  result applies  for  the behavioural  intention  to 
prefer  review‐enabled  stores,  too. Thus,  subjects do not prefer  review‐enabled  stores  if  they have  to 
pay for the digital cameras’, yogurts’ or wine’s product reviews provided by professionals. The average 
amount of  the  review's  fee  that  the  subjects were willing  to pay  lies at 2.85 percent of  the products 
sales price. This amount  is higher  for wine  (4.45)  than  for digital  cameras  (2.17 percent) or  yoghurts 
(1.94 percent). 
According  to  the  hypotheses  H1  and  H2,  we  used  analysis  of  variance  (ANOVA)  to  determine  a 




Construct  Groups  F‐value (ANOVA) p‐Value (ANOVA) 
IUM (digital camera)  A (free) x B (fee) 29.93 p < .001 *** 
IUM (yogurt)  C (free) x D (fee) 11.28 p = .002 ** 
IUM (wine)  E (free) x F (fee) 10.54 p = .003 ** 
IPS (digital camera)  A (free) x B (fee) 23.09 p = .003 ** 
IPS (yogurt)  C (free) x D (fee) 8.03 p < .007 ** 





For  both  constructs  and  all  product  types,  we  identified  significant  differences.  In  particular,  the 
differences were highly significant at the .001 level when looking at the intention to use product reviews 
construct  for digital cameras, whereas  the difference was  significant at  the  .01  level  for all  the other 
cases except  for wine  reviews and  the  intention  to prefer  review‐enabled stores construct. Regarding 
the latter, we only found a significant difference at the .05 level. But all in all, the first two hypotheses 
are supported by the empirical data. 
In  order  to  prove  the  third  hypothesis, we  calculated  Pearson's  correlation  coefficient  between  the 
intention to use product reviews and the intention to prefer review‐enabled stores as shown in Table 5. 
As a result, all constructs correlate significantly at the  .001  level  for digital cameras, yogurt and wine. 
Therefore, also the third hypothesis is supported. 
 
Constructs  Groups N Correlation Coefficient
IUM x IPS (digital camera)  A and B 40 .69 ***
IUM x IPS (yogurt)  C and D 39 .62 ***






the  results  are  discussed  in  detail  and managerial  implications  are  suggested.  First,  the  fee  of  the 
product review influences the intention to use the review negative (see Table 3, Rows 8‐10). This is valid 
for all product types: digital cameras, yogurt and wine. Therefore, fees are barriers for the adoption of 
reviews. But  one have  to bear  in mind  that  although  fees  reduce  the  intention  to use  reviews,  free 
reviews provided by user‐communities were only adopted significantly for digital cameras as shown  in 
Table 3 (Rows 5‐7). Thus, it is suggested that the type of the product plays a major role in evaluating the 
adoption of product  reviews and  should be part of  the  research model, either as an  independent or 




enabled  stores.  This  relationship  is  valid  for  all  product  types,  too.  Thus,  the  fee  prevents  review‐






review cases as shown  in Table 3  (Rows 14‐16). Another more obvious reason may  lie  in other factors 
that have  a  greater  influence on  store preference.  These  factors may be  the proximity between  the 
store and  the customer's  location,  the price‐levels of  the products,  the customer's  relationship  to  the 
sales personnel  (Ponder et al. 2006) or the physical surroundings  (Bitner 1992). Therefore, one has to 
consider  and  evaluate  the  relative  importance  of  product  review  offerings  with  those  factors  that 
influence the customer's preferences in selecting retail stores, too. 
Third,  the  intention  to  use  product  reviews  predicts  strongly  the  intention  to  prefer  review‐enabled 






reviews.  In  detail,  reviews  for  consumer  electronics  should  be  provided  at  first  and  for  free  as  our 
findings  indicate.  If  a  fee  is  required,  then  it  should  range  between  1.94  and  4.45  percent  of  the 
product’s price  (see Table 3).  In  addition, ease of use of  applications with  fast product  identification 
technologies are enablers for those systems to be adopted (Kowatsch et al. 2008, von Reischach et al. 
2009b). Therefore, software applications with fast identification technologies need to be developed and 
evaluated. For  instance, developers may use  the camera of a mobile phone  to  identify products with 
barcodes or QR codes, e.g., by using Google's Android development kit or Apple's iPhone platform. But 




some of  these applications  already  such as MASSI  (Metro AG),  the Tip’n Tell  client  (Maass  and  Filler 
2007, Kowatsch et al. 2008) or the Mobile Prosumer (Resatsch et al. 2008), they have two shortcomings: 
they  show  a  slow  performance  and  the  link  to  value  added  services  such  as  product  reviews  is  still 
missing.  But  prototypical  applications  are  currently  being  developed  that  may  overcome  these 
shortcomings,  in  particular with  a  focus  on  product  reviews  (Pfefferle  2007,  Dada  et  al.  2008,  von 








paper  provides  new  insights  as  the  reviews  are  requested  on mobile  devices  in  in‐store  purchase 
situations. For this purpose, we developed a research model and tested  it empirically. Results  indicate 












(Häubl  and  Trifts  2000,  Bo  and  Benbasat  2007).  Accordingly,  another  important  research  question 
concerns  how  the  information  of  reviews  can  be  visualized  adequately  on  small  screens  such  as  on 
mobile devices  and  at  the  same  time  reduce  cognitive  effort  for purchase  decision making  (Lee  and 
Benbasat 2003). In addition, future work should consider product attributes such as price or quality and 
should evaluate if reviews are more relevant for search or experience goods. Then, investigations should 




trust  and  relevance  considerations  (see  Komiak  and  Benbasat  2006)  and  thus  needs  further 
investigation, too. 
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and users’  low demand  for mobile data  services. A  field  study,  conducted  in  the  territory of Greece, 
researched the use of a specific mobile data services platform, called here as Service A trying to identify 




highlight  the  strongest  patterns  coming  from  the  analysis    of    the  “Personal  layer”  of  place  as 
represented by Tuan that are  important  influential elements  in the decision of the users to start using 
mobile data services  . The contribution of  this paper  is  that  it argues  that  the users’ decision  to start 








et  al.  2007).  However,  this  high mobile  phone  penetration  rate  did  not  lead  to  rapid mobile  data 
services' diffusion  (Carlsson  et  al.  2006) especially  in  Europe. Basic  services  such  as  SMS,  ring  tones, 
icons and  logos are still  the most popular services while  the adoption of more advanced mobile data 
services such as mobile commerce and payments has been slower than expected (Ondrus et al. 2006 ; 
Dahlberg et al. 2007 ; Dahlberg et al. 2008 ; Hu et al. 2008). 
The  disappointing  results  of  mobile  data  services  adoption  and  use  make  scholars3  question  the 
understanding of the adoption and usage process within these new environments. More specifically Lee 
et al. (2003), Legris et al. (2003), Adams et al. (1992), Lucas and Spitler, (1999), Venkatesh et al. (2003), 
Sack  (1997) and Agarwal and Prasad  (1998) argue  that  the existing adoption and usage models have 
limitations which question their generalizability and explanatory power within different contexts. More 
recently Dickinger  et  al.  (2006)  showed  that  existing  adoption models were  not  satisfying  for  highly 
interactive mobile  communication  technologies  while Mallat  et  al.  (2006)  indicated  that  traditional 
adoption models should be augmented with the use situation and mobility constructs to better explain 
the use of mobile services. 





services depends on  the  context of  the physical world  the user  is  in. Thus  there  is a need  for a new 
approach to study place. Following  the above arguments, research has been conducted  to  investigate 
the role of the “materials” of place as defined by Tuan  (1977)  in the use of mobile data services. The 
richness of the data and the  findings this research makes us  focus  in this paper only on the “personal 
layer” and highlight the strongest patterns that influence usage behaviour of mobile data services.  
The motivation of  this research  is both theoretical and practice‐based. On  the one hand, results  from 
this  research contribute  towards a better  theoretical understanding of  the  relation and  the  impact of 
place  in the usage process of mobile data services. On the other hand the findings of this research will 
assist  companies  to understand better  the  real needs of  their  customers  and  thus  to produce more 
useful and desirable services.  
In the following section, we present the theoretical underpinnings of this study. Section three discusses 








Scholars  tried  to  analyse  the  constituent  elements of  the physical  environment describing  its nature 
through  the  concepts  of  space  and  place.  Altman  (1975),  Harrison  and  Dourish  (1996)  as  well  as 
Kostakos  (2004)  consider  space as  the physical world and argue  that  there  is a need  to differentiate 
between space as physical  location and place as social world. Places are spaces which have meanings, 
and as Harrison and Dourish (1996) argue, we are located in “space”, but we act in “place”, like when we 
are  located  in  a  “house”  but we  live  in  a  “home”.  Based  on  Relph  (1976) who  introduced  the  ‘raw 
materials’  of  place  identity,  Agre  (2001)  considers  place  as  space  filled with  architecture,  practices 
(routine actions people do in particular places) and  institutions (social roles and rules that characterise 
these practices).  Lainer and Wagner  (1998)  suggest  that particular  individual and  social activities and 
behaviours can be  trigged  through  the  features of spatial design and Crabtree  (2000) supports  that a 














not  exist  a priori, but  exist  in  connection with  the others  leading  to  and  emerging  through people’s 
actions and activities within a physical  space. This means  that  in order  to understand a place and  its 
127 
inhabitants we have to take into account the physical attributes (time, location and weather conditions), 




This  paper  focuses,  explores  and  discusses  the way  the  personal  layer  affects mobile  data  services 
usage, as  it defines the drive to use them and the familiarity with them. We chose to model place and 
analyse  the  factors and  attributes of  the Tuan’s personal  layer using  the Brahms modeling  language. 
Brahms is a simulation tool to model business processes and to incorporate the social systems of work 
(Clancey  et  al.  1998,  Sierhuis  et  al.  2002),  and  it  is  considered  a  suitable multi‐agent modeling  and 
simulation environment  for designing complex  interactions  in human–machine  systems Sierhuis et al. 
(2003).  However,  although  Brahms model  is  suitable  for  studying  kinds  of  social  and work  practice 
phenomena,  Lisetti  et  al.  (2005)  believe  that  it  can  be  used  for modeling  larger  social  phenomena. 
Brahms also takes into account the belief that we cannot ignore the influence of location upon people’s 
decision  to use  technologies and  thus model  the activities of agents and groups  in different  locations 
and  the  physical  environment  consisting  of  objects  and  documents,  including  especially  computer 
systems (Clancey et al. 1998). The Brahms modeling language compared to other tools, such as Swarm, 










The  personal  layer  is  characterized  by  its  factors  and  each  factor  is  analysed  into  its  attributes. We 
simplified  the  personal’  layer  model  into  four  main  factors:  the  attributes  of  the  user,  the  user’s 






This familiarity  is represented  in emotional as well as  in functional terms. The place attachment factor 
depends on the number of the visits the users have made in this area such as frequent visits versus rare 




Riley,  1992,  Low,  1992).  According  to Williams  and  Stewart  (1998  ,p.19),  place  attachment  is  “the 
collection of meanings, beliefs, symbols, values, and feelings that individuals or groups associate with a 
particular locality”. Brown (1987) introduced the functional place attachment term, which is closely tied 




users as  for example  the mood, anxiety,  fear, boredom,  tiredness, happiness, anger,  sadness, hunger 
and/or thirst as well as the expectations the users have for the places.  
Activity  factor :  Activities  are  the  collection  of  actions  performed  by  an  individual  according  to  the 
Brahms model  (Clancey, 2002). The activity factor consists of the type of activity, the interaction status 
which  refers  to either communicating or collaborating with other people and systems,  the  timeframe 
attribute which  specifies when  an  activity  is  performed,  the  sub‐activities which  are micro  units  for 
viewing  and describing human behavior  and  the mobility  status of  the user.    This  factor defines  the 
types of  the user’s bodily movement status  (sitting,  laying, standing, exercising  in a gym, waiting and 
walking or running to a specified  location) or broader user’s mobility status (traveling, wandering, and 
visiting). We adopted  the concept of “mobility”  that denotes  the user’s movement between  locations 
and places. According  to  this concept users are  in  low mobility status whenever  they are still  (sitting, 





form of multiple unit of analysis  type case  study  (Yin 2002). The “case study” concerns a  commercial 
mobile data services platform (Service A ‐ a pseudonym). 
A case study adopted for this study which was the launch of Service A in the Greek Market by a leading 
mobile  service  provider.  Case  study  is  a method  that  allows  us  to  get  a  broader  perspective  of  the 
mobile data  services market as  for example  the  characteristics of  the heavy users’  target group. The 
case study method gives better knowledge of the broader environment and market. For example special 
events and promotional campaigns  that occur during specific periods could give  false data making us 
relate  these  periods with  high  usage  rates.  According  to Wang  et  al.  (2007), who  revealed  that  the 




in  the  rest  of  the  phases. Qualitative  research methods were  used  and  the  data  collection  for  the 
research was  carried out  using  interviews,  focus  groups  and  observation method where  information 
collected related to the way users interact with the place in real usage situations. The type of interviews 
is positioned by Nandhakumar and Jones  (1997)  in the middle of the spectrum analyzing distance and 
engagement  of  data‐gathering  methods.  Furthermore,  elements  of  Contextual  Inquiry  method 
(Holtzblatt and Jones 1993) were used, in conjunction with more novel methods such as mobile Probes 
(Gaver et al. 1999, Hulkko et al. 2004). 
A data collection  technique was applied which augments  the  feedback method allowing  the user and 
the  researcher  to  be  always  in  contact  having  synchronous  textual  communication  (Papadopoulos, 
2008b).  Twenty  seven  individuals  were  recruited  to  participate  in  the  focus  group  discussions. 















observation phase of  the  study. These participants  came  from  the  researcher’s  social environment  in 




Greek,  taped  and  later  transcribed.  Taping  interview  content  allowed  a  focus  of  attention  on  the 
conversation and extending the scope of interest where necessary.  
Interview  and  focus  group  transcripts  and  field  notes  such  as  diaries  and  ethnographic  data, were 
organised and  structured by being grouped  thematically, were coded by being divided  into  individual 
sentences or  remarks and  finally analysed.   The  coding process allowed us  to  interpret  the data and 
identify what is relevant to the research project's goal. The model of place, that was used, provided us 





Although our approach  is closer  to  that of Miles and Huberman  (1994),  since we  initially defined  the 
structure of the model of place before the review of the data, we developed the structure of the coding 
system  following  a more  integrated  approach.  Thus  we  employed  both  inductive  developments  of 
codes, using conceptual codes, as well as a deductive organizing  framework  for code  types  (model of 
place).  The coding structure adopted for this research consisted of four distinct types:  
• Profile (Socio‐demographic) Coding. 
• Classification  Coding:  Classification  codes were  used  to  analyse  the  data  coming  from  the  focus 
groups and  the  interviews, based on  the proposed model of place as  recommended by Miles and 
Huberman (1994) and Yin (2002).  
• Conceptual  coding:  These  codes  are  used  to  label  discrete  happenings,  events,  and  other  critical 
issues Strauss and Corbin (1998), as for instance the concepts "escape" or "alone".  




the  seeing of  repeated patterns within  the  collected data  (phrases,  sentences or passages)  to  reveal 
hidden motivations and behaviours allowing a better understanding of the conditions behind the use of 
mobile data  services. Also  the detailed analysis of  the  transcripts provided not only a comprehensive 
background understanding of mobile device users, but ensured  that  the demanding nature of mobile 
communication  is  fully documented,  salient  themes were  identified where possible  and  the physical, 




awareness within  the Greek  population,  offers  a  pool  of  different  success  services  and  allowed  the 
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establishment of samples across diverse groups of users. Service A has been considered by the press as 
an  innovative  service  compared with  the  competition.  Service  A  offers  access  to more  than  82,000 
Internet sites, and as of July 2004 it has attracted more than 41 million subscribers worldwide since its 
introduction in February 1999. Have to mention that no reference is provided to preserve anonymity. 
Service A  is a portal  that allows users  to have WAP  services as well as  to  surf  the  Internet and have 
Mobile Banking, maps, On‐line shopping, travel/booking, and other applications on their mobile phones. 






user  (demographics and  familiarity with  technology)  is an attribute  that can  influence  the attitude of 
users to become heavy or light users of Service A.  
More  specifically  usage  and  attitudes  towards  “Service  A”  applications  are  influenced  by  age  in  the 
sense that younger users (15 ‐19 years old), described in this study as youngsters or teenagers, are more 
prone to use Service A more frequently and to a greater extent. Within the total sample, teenagers were 
found  to  be more  interested  and  emotionally  attached  to  Service A which  according  to  the  findings 
appears to satisfy three core needs for this age group: 
• Acceptance and participation in a peer group/relationship: this need defines teenage life and can be 
defined  as wanting  to  participate  in  the  communication  codes  the  peer  groups  have,  to  remain 
always  ‘connected’  and  available  to  share  news  and  thoughts with  friends/partners. Maintaining 








of  money.  More  specifically  they  prefer  MMS  which  is  the  teenagers’  favourite  form  of 
communication second  to SMS which was described as the most cost‐effective option and third to 




Service  A  was  often  found  to  be  the  “means  to  extract  issues  for  discussion”.  According  to  the 




for  discussion  between  peers.  As  the16  year’s  secondary  education  student  reported  “I  am  the 
“champion”  in writing texts  in mobile phone. All the others are slower. How do  I know that? We have 
tested our skills  in  this many times during breaks  in  the school.  I am proud of  that. ” As this  teenager 
admitted he feels nice to be “often” the “protagonist” in discussions that concern his abilities. 







my friends,  I am ringing them waiting them to send me an MMS. This gives me a  feeling that  I am 
there with them.” A 17 year old high school student reported.  
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“keeping  up with  the  latest  tools  and  services”  could  be  considered  as  a  “full  time  job”. A  different 








system...It  looks kind of primitive.” According  to her  rational appreciation of Service A  in combination 
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Facilitation = to 




According  to  the  above  arguments  older  users  are more  likely  to  appreciate  the  functional  offer  of 
Service A, namely services that can provide information and a kind of facilitation that simplifies access to 
information  they can use  to perform a  task.  In contrast younger users perceive Service A more as an 
entertainment  service  and  that  is why  they mainly use  it  to  satisfy  their emotional needs.  Following 




These participants were able  to afford and  to pay  the price of using Service A as compared  to  lower 





of  the objects and  the metrics of  this place.  If  this awareness exists  then  the users  can  create more 
easily their personal space within which they feel more protected and safe to access Service A. 
To  further  explore  the  complex  people‐place  relationship  we  adopted  the  concept  of  “place 
attachment” as described above. Today, some social theorists describe place attachment and mobility 
as two contradicting and mutually exclusive phenomena Giddens (1991) while others suggest that this is 
not  necessarily  the  case  (Gustafson,  2001).  According  to Williams  and  Stewart  (1998  ,p.19),  place 
attachment  is  “the  collection  of meanings,  beliefs,  symbols,  values,  and  feelings  that  individuals  or 
groups associate with a particular  locality”. Brown  (1987)  introduced  the  functional place attachment 
term, which  is closely tied to the types of activities users pursue and the emotional place attachment 
term which  refers  to  the emotional  aspects of  a person‐place  relationship. According  to  the  analysis 




influence  the usage of Service A only  in cases  that the place provides the  functional requirements  for 
that. The 27 years old member of a music band who stated that he was a keen football fun, during the 
focus group sessions respondent “I like to go to the football ground and support my favourite team…..I 
have been doing that for more than a decade and  I feel  like being  in my home while being there …but 
there is too much noise, tension and suspense to access Service A there”. People judge the functionality 
of a place based on their previous experiences and knowledge of alternative places (Warzecha & Lime, 
2001). This can explain most of  the replies  form participants according  to which they  find  themselves 
using Service A in familiar to them places where they visit often. 
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134 






relation  between  Service A  usage  and  situation.  For  example whenever  the  situation  involves  bored 






environment. And probably  they will consider  the  low demanding activities as the usage of Service A. 
The 16 years old boy stated during the  interview “when  I am home alone and  I am bored  I don’t even 
think of using my PC console to play a game or  I don’t care about using wii4.  I  look  for something  less 
demanding to spend my time”. Engineers should take that  into consideration and develop applications 
that are as simple and user friendly as possible.  




at  all  talking or  talking  at  a  low  voice.  In  fact  they personalise  space  in public  settings by  insulating 
themselves from the environment they are actually in, creating a kind of “psychic cocoon” around them 
Morley,  (2003  ,p. 451)  although  this may  lead  them    to  cut  themselves off  from  those  around  them 
losing thus sociability and generating strong negative emotional responses by non users (Haddon, 2000). 
This is not an easy task when they are out in the street while on the move.  
Mobile  technologies also bring  into  light spatial zones known as “non‐places” such as  trains, airports, 
large  retail  outlets,  road  vehicles,  on  motorways  and  other  zones  where  people  spend  an  ever‐
increasing  part  of  their  time  (Augé,  1995).  But  users’ micro‐mobility  status  acts  as  a  catalyst  that 
facilitates  the use of Service A within some of  these spatial zones. For example all of  the participants 
interviewed, admitted to using mobile phones outdoors even making and receiving calls while walking 
on  the  streets. Younger users argued  that  they are  capable of  sending  text messages when  they are 
outdoors, as the 16‐year‐old student reported “if  it’s necessary, I can text while walking”. This was not 
the  case  for  Service  A, where  places  to  sit  or  stand were more  preferred,  as  a  30  year  old  female 
participant claimed “I avoid accessing Service A while on the move”. 




mobile data  services. Figure 6 conceptualizes  the above arguments  relating  the usage of mobile data 
services with mobility. 








Hence  the  findings  showed  that  the  users’  low mobility  status whenever  surrounded  by  low  stimuli 
environments,  feelings of  familiarity  and  comfort,  and  feeling bored,  are patterns  that  can  influence 






Based  on  the  findings  it  can  be  argued  that  the  possibility  to  use mobile  data  services  increases  in 
situations  of  low  levels  of  arousal  because  people  actively  seek  stimulation  to  avoid  boredom. 
Furthermore, when users are bored their brain leads to low dopamine level, making them perceive that 
time  is  stretching.  Thus  within  periods  of  boredom  the  necessary  time  period  to  use  Service  A  is 
perceived by users as much  lower  than  the necessary  time  that  they could afford  for such an activity 




nothing  to do” or that  they have “too much spare  time during a day”. This easily causes them to  feel 
bored.  So  since  boredom  is  often  associated with  adolescence  and  usage  of  Service  A  is  related  to 















The  purpose  of  this  paper  has  been  to  examine  and  stress  the  strongest  influential  patterns  of  the 
“personal  layer” of place  in the decision to use mobile data services. The results from this analysis and 
discussion  show how  the  focus on  the  “personal  layer” of place  throughout  the  research  can give us 
important insights and patterns which could influence the attitude of users against usage of mobile data 





feelings such as boredom generated within  the place made  the participants  to be more prone  to use 
mobile data services. Furthermore the activities the users are involved in may trigger usage of Service A. 
More  specifically,  low mobility  activities where  the  users  are  sitting  or  standing  or  laying  are more 
possible to influence positively the usage of Service A. Also since the usage of Service A is a sub‐activity 
between other primary activities is more probable for this service to be used when the user is involved 





the Brahms  language,  is a  significant  factor  in  researching  the usage process of mobile data  services 
within real every day environments.  
The upshots of these findings concern the researchers who have to consider place as a potential variable 
for  future research as well as the front  line professionals who have to consider the  importance of the 
above place attributes in relation the design of mobile applications.  
The present  study offers  several  research  avenues, but  certainly  the  findings of our  study  should be 
interpreted  in the  light of certain  limitations. Because our empirical results are based on a single‐case 
study  in one country only, we should not draw  far  reaching conclusions  from the data. As we did not 
identify studies with a comparable approach, we have not compared our results to other countries. Our 












































































































































Construct misspecification  is deleterious  in  that  it  leads  to Type  I and Type  II errors.  In  this  study we 
empirically  demonstrate  that  different  measurement  conceptualizations  can  lead  to  different 
conclusions  concerning  the  relative  importance  of  beliefs  in  predicting  electronic  service  quality. 
Specifically  we  test  three  second‐order  measurement  conceptualizations  of  the  electronic  service 
quality  construct  in  the  context  of  a  mobile  internet  music  service.  We  find  that  there  is  poor 






have  highlighted  the  importance  of  measurement  misspecification  in  IS  research.  Measurement 
misspecification,  relates  to  the  improper  specification  of  the  directional  causality  of  a  construct’s 
measures. Recently, Petter,  Straub  and Rai  (2007)  find  that  the  IS  literature has  serious problems  in 
misspecifications of constructs. Construct misspecification  is deleterious  in  that  it  leads  to Type  I and 
Type II errors. In this study we empirically demonstrate that different measurement conceptualizations 




quality  construct  applied  to  a mobile  internet music  service.  Through  cellular  phones  and  personal 
digital assistants, users gain access to tremendous amount of information and products available on the 




The  rationale  for  choosing  the electronic  service quality  construct builds  from  the  importance of  the 
construct as a major antecedent in building favorable consumer behaviors (e.g., remain loyal, willing to 
pay price premiums, say positive things and recommend the service to other consumers, etc.)  
In  the  study  qualitative  research  was  employed  towards  investigating  the  dimensionality  of  the 
perceived  service  quality  construct  and  consecutively  a  structural  equation model  linking  perceived 
service  quality  factors  with  end  user  adoption  was  tested  through  a  quantitative  data  collection 
instrument. The findings indicate that seven factors are deemed as important when consumers evaluate 




We specifically  test  three second‐order measurement models:  the  regression‐based model,  the molar 
(formative) and molecular measurement models of service quality.  
3 MATERIALS & PROCEDURES 
This  study was  conducted  in  the  context  of  a  research  consortium  of  companies  (wireless  network 
operators,  content  and  technology  providers)  that were  united  so  as  to  design  and  develop  a  next 
generation mobile  Internet music service with advanced  features. Participants were  introduced to the 
functionality  of  the mobile  Internet  service,  and  to  the mobile  device  that  would  have  to  use  for 
accessing  the  service.  Participants were  then  asked  to  navigate  through  the  service,  and  implement 
some basic use case scenarios (e.g. create a play list, listen to it etc). After experiencing the service they 
were asked to complete the data collection  instrument. The data collection  instrument was pre‐tested 
against  ten mobile users  following  the aforementioned procedure. Based on  the suggestions of  these 
respondents  some  vague  items  were  reworded.  Field  tests  were  conducted  in  Greece  and  144 
respondents participated. 
A structural modeling approach was chosen  so as  to estimate  the parameters of  the  research model. 
The  statistical  analysis  method  chosen  for  this  study  is  Partial  Least  Squares  (PLS).  To  test  the 
hypothesized  relationships  and  competing  configurations,  PLS‐Graph  v.3.00  was  utilized.  PLS  is  a 
powerful  second  generation multivariate  technique  for  analyzing  latent  variable  structural  equation 
models with multiple indicators. PLS is more appropriate than LISREL type models when sample sizes are 
small, models  are  complex  and  the  goal of  the  research  is  in  explaining  variance  (Smith  and Barclay 
1997).  PLS  estimation  makes  no  distributional  assumptions  about  the  sample  data.  Therefore,  for 




Before  testing  the  significance  of  the  relationships  between  the  latent  variables,  the measurement 
model should exhibit a satisfactory level of validity and reliability (Fornell and Larcker 1981). Significance 
of the parameters estimated was calculated on the basis of 500 bootstrapped samples (Brown and Chin, 
2004). We  tested  for  internal consistency, convergent and discriminant validity employing  the  testing 
system  recommended  by  Fornell  and  Larcker  (1981).  Furthermore  based  on  Hulland’s  suggestions 
(Hulland  1999)  items with  factor  loadings  less  than  .50 were  not  retained.   We  tested  for  internal 
consistency  utilizing  the  composite  reliability measure  (Fornell  and  Larcker  1981)  that  is  similar  to 
Cronbach’s alpha, but preferred  in structural equations modeling, because  it estimates consistency on 
the  basis  of  actual measurement  loadings.  All measures  conform  to  accepted  reliability,  convergent 
validity, and discriminant validity standards (see Vlachos and Vrechopoulos 2008 for more details).  
Tests  of  Second‐Order  Construct  Measurement  Specifications:  Relative  Importance  of  Factors 
Influencing Service Quality 
The  goal of  the  study  is  to  investigate  the  impact of  construct measurement misspecification  at  the 
second‐order measurement  level,  on  conclusion  concerning  relative  importance  of  beliefs. However, 
consistent  with  Petter,  Straub  and  Rai  (2007)  we  have  given  care  and  empirically  tested  for  the 
epistemic relationship between the first‐order measures and their corresponding constructs. The molar 
versus molecular orientation  for  second‐order  factors  translates  equally well  at  the  first‐order  factor 
level and  is referred to as emergent versus  latent factors (Chin and Gopal 1995). Based on Jarvis et al. 





























(Bagozzi  1985,  p.43).Essentially,  molar  service  quality  resembles  the  antecedents  model  of  service 
quality suggested  in this study (Dabholkar, Shepherd, and Thorpe 2000). The main difference between 

































factor  for  consumers when  evaluating  the  overall  superiority  of  the  service  experienced  is  content 
quality, namely  the multimedia  and  the  amount of  information  and  content provided by  the  service 
(b=.32).  The  next most  important  factor  influencing  service  quality  perceptions  is  contextual  quality 
(b=.28)  that  is  the  ability  of  providing  a  customized  serviced  anywhere  and  anytime.  Device  quality 
(b=.21) and connection quality  (b=.19)  follow  in order of significance. Privacy protection was deemed 
the  least  important  in between  the  constructs  that had  significant paths on  service quality. Contrary 
with  the  majority  of  the  extant  literature  the  interaction  quality  construct  (Chae  et  al.  2002; 
Parasuraman, Zeithaml, and Malhotra 2000; Parasuraman, Zeithaml, and Malhotra 2005; Wolfinbarger 
and  Gilly  2003,)  was  not  deemed  as  important.  The  people‐oriented  customer  service  construct 
manifested by willing and helpful customer service personnel is also deemed as unimportant. Perceived 
service  quality,  satisfaction  and  value  have  marginally  the  same  effect  on  behavioral  intentions. 
However  service  quality  is  deemed  as  more  important,  followed  by  satisfaction  (b=.30)  and  value 
perceptions (b=.27). 
There  is  poor  convergence between  the  three models  indicating  that  IS  researchers  should  carefully 
elaborate on  the  causal directionality  linking  first  and  second‐order measurement models. Regarding 
the effects on service quality, the antecedents/regression‐based model suggests content quality to be 
the most  important, while  the molar  and molecular models  place  contextual quality  and  interaction 
quality first  in order of  importance correspondingly.  It  is  important to note that while the antecedents 
model postulates  interaction quality  and  customer  service  as  statistically  insignificant,  the molar  and 
molecular posit these two constructs as important. These results may be attributed to lowered multi‐co‐
linearity  levels  inherent  in  the molar  conceptualization  (Chin and Gopal, 1995) Regarding  the  relative 
importance of evaluation constructs on behavioral intentions, the three models are in partial consensus. 
The molar and molecular approaches are in rank‐order agreement while the (e.g., major service quality 
outcomes) model  coincides with  the  other  two  in  the  importance  of  service  quality,  but  postulates 
satisfaction as more important than value (see Table 1). The antecedents and molar models on the other 
hand both conceptualize service quality as an aggregate construct and their in between differing results 



















The  service  quality  literature  seems  to  favor  the  antecedents/regression‐based model,  though more 
research  is  needed  so  as  to  compare  these  differing  conceptualizations  and  corresponding 
operationalizations  of  service  quality.  In  a  research  setting  similar  to  the  one  used  in  this  study, 
Dabholkar  (1996) models  service quality as a  second‐order construct with  seven  formative  first order 
factors.  Wolfinbarger and Gilly (2003) as well as Brady and Cronin (2003) conceptualize service quality 
as a  second and  third‐order  construct correspondingly, positing  lower order  factors as  service quality 
antecedents.  They measure  perceived  service  quality  using  overall measures  and  the more  theory‐




service  quality  (or  its measurement  variant,  the  antecedents model),  is  theoretically  and  empirically 
more appropriate to use in future IS evaluation studies involving electronic service quality measures. All 
in all,  the study  results  in  line with Chin and Gopal  (1995) and Petter, Straub and Rai  (2007)  seem  to 

































































































Location  Based  Services  (LBS)  constitute  an  alternative  retail  channel  with  extended  capabilities. 
Available research, however, does not provide any theoretical framework and empirical evidence on the 
factors  that  comprise a  LBS environment and on  the  criteria mobile users‐consumers use  in order  to 






and  served  as  the  research  instrument  employed  by  a  laboratory  experimental  design.  Analytical 
descriptions  of  the  two  resulting  clusters  along with  the  predictor  variables  (i.e.  physical  and  social 





the  Multichannel  Retailing  phenomenon  provides  several  research  opportunities  and  business 
challenges.  Love  (2005)  reports  that  LBS will  provide  over  40%  of  the  B2C  revenues  by  2009  in  the 
mobile business industry. The fact is, however, that current research on this fast evolving field adopts a 
more Information Systems rather a multidisciplinary research approach.  
Despite  the  fact  that several authors  (e.g. Nakanishi et al., 2004) categorize an LBS application  in  the 
Information Services category, from a retailing perspective, LBS is a type of retailing in which the retailer 
and the customer communicate through an interactive location‐based mobile network (Levy and Weitz 
2001). The extended  customization  capabilities  that  LBS  could potentially offer provide  a  challenging 
research opportunity to explore potential differences between users‐consumers in order to manipulate 
the  environmental  determinants  of  a  LBS  application  accordingly  and  meet  different  needs  and 
preferences effectively  (Koutsiouris et al. 2007). Similarly, Lee et al.  (2009) strongly encourage  further 




formats and on  the web. To  that end,  the present research aims  to develop an  integrated  theoretical 




The paper  is  structured as  follows. Section 2 presents  the  literature  review and  the  specific  research 
objectives of  the present  study.  Specifically,  this paper  employs  literature  from  Information  Systems 
(Human  Computer  Interaction,  Electronic  Commerce), Marketing  (Retailing,  Consumer  Behavior)  and 
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Environmental  Psychology  (Spatial  Environmental  Interfaces).  Then,  section  3  presents  the  research 















but  from  an  environmental  psychology  perspective,  Charitos  (2007)  report  that  the  users’  spatial 
location constitutes one  important parameter that should be  investigated  in depth since  it affects the 
interaction process between people and mobile interfaces as well as their perceived experiences when 
using  these applications or environmental  interfaces. Furthermore, Tombs and Kennedy  (2003) added 
the  social aspect component  reporting  that  this  factor also affects consumer behavior  in  the  services 
industry. Specifically, they added the social density and displayed emotions of others as two  important 
determinants of a service environment. These variables (i.e. physical and social ones) while they are not 
applicable on the web retailing context  (at  least  in the manner discussed herein  for a LBS application) 
they are extremely  important  in  the mobile business one where people “consume” services mainly  in 
the physical context (e.g. on the move) and not  in their office. In other words, these factors should be 
















































by  the users’  requirements  capturing phase of  these projects. They also note  that  since users obtain 
different  characteristics  there  is  need  to  thoroughly  investigate  different  behaviors  and  adjust  the 
corresponding  offering  (i.e.  the  mobile  service,  the  integrated marketing  communication  activities) 
accordingly. To that end, a direct research need is to develop typologies of mobile users in order to be 











As  far  as  web  and  mobile  retailing  is  concerned,  relevant  research  is  quite  limited.  Indicatively, 
Laukkanen  (2007  and  2008)  classified  customers  that  use  mobile  parking  services  based  on  the 
importance  they  attach on  specific  features  related  to  this  channel.  Similarly, Mcgoldrick  and Collins 
(2007) developed a consumer typology based on psychographic and behavioral data of shoppers using 





For  the scope of  the present study an experimental LBS application was developed  in  the  laboratory. 
The application provides services  in the entertainment business  in the form of an electronic guide that 
supports  information search purposes and e‐commerce transactions  in this  industry. Specifically, users 
can set their criteria and the system provides personalized service recommendations according to their 
profiles  and  the  specific  locations  they have during  their navigation within  the physical  environment 
(e.g. city center). For example, users can set their music or taste preferences to the system in order to 
receive personalized  information (i.e. restaurants, clubs, concerts, etc.). The system’s recommendation 
to  the users  in based not only on  their preferences and profiles but also on  their  location. Finally,  it 
should be noted that this particular application was developed within the context of a research project 
as thoroughly described at the Acknowledgements section at the end of the paper. 
The  sample  comprises  110  subjects  that were  asked  to  use  the  application within  the  context  of  a 




included  in  the  theoretical model  discussed  previously).  Each  experiment  lasted  for  approximately  2 
hours.  
Cluster  analysis  and Multiple Discriminant  Analysis  (MDA)  through  SPSS were  employed  in  order  to 
develop clusters of users‐consumers and provide information about which LBS environmental variables 
discriminate the resulting groups, respectively. Specifically, according to Coakes and Steed (1999, p. 243) 











H2:  Physical,  Social  and  Digital  Environmental Determinants  along with  Device  and  Connection  ones 
discriminate  between  LBS  mobile  users‐consumers  clusters  that  have  been  derived  through  the 
importance users‐consumers attach on these LBS environmental determinants. 
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Finally,  for  the  operationalization  of  the  selected  environmental  determinants we  employed  for  the 
social environmental determinant  the Machleit et al.  (1994) social density construct and Mayer et al. 
(1998)  displaying  emotions  of  others  one.  For  the  device  and  connection we  employed  Roto  (2006) 
corresponding  factors  and  for  the  digital  environmental  determinant  Lee  and  Benbasat  (2004)  7Cs 
factor. Finally, as far as the spatial location (i.e. physical environment) is concerned it should be clarified 
that the experiment was actually conducted in the city center. Therefore, users were asked to evaluate 
the  importance they attach on  this dimension when selecting  to use a LBS application having  in mind 




have 55 cases (i.e. subjects). We  interpret the agglomeration schedule  in order to provide  information 
about the homogeneity of the clusters being combined at each stage and make a choice about the best 
cluster solution. Specifically, according to Diekhoff (1992) the point at which the distance (i.e. coefficient 
value)  shows  a  sudden  large  increase  is  from  stage  108  to  109  (coefficient  increases  from  6,108  to 
8,211). This strongly supports the selection of a two cluster solution. This  finding  is also confirmed by 
reviewing  the  dendrogram  output  (there  are  two  cluster  separated  by  considerable  distance). 
Furthermore,  the  classification  results  table  indicates  that 100%  (55  cases)  are  correctly  classified  to 
cluster #1 and 100% (55 cases) were correctly classified to cluster #2.  
Then,  in  order  to  interpret whether  these  clusters  are  reliably  different  and  in what way  do  these 
clusters  differ  (i.e.  whether  there  are  significant  differences  between  the  clusters  on  each  of  the 

































There  are  not  any  violations  on  the MDA  assumptions.  According  to  Tabachnick  and  Fidell  (1996) 
robustness  is  expected when  there  are  least  twenty  (20)  cases  in  the  smallest  cluster  and  a  small 
number  or  predictor  variables.  Also,  Box’s  M  is  not  significant  (p>.001),  thus  the  assumption  of 
homogeneity  of  variance‐covariance  matrices  has  not  been  violated.  Finally,  the  within  groups 
correlation matrix shows that the correlations between variables are low.  
The  results of MDA  indicate  that  the  two clusters are significantly discriminated by  the  following  two 
predictor variables: (1) physical environment (i.e. location) and (2) social environment. Specifically, as far 
as  the means  of  these  predictor  variables  are  concerned,  it  is  observed  that  for  cluster  #1  subjects 















can  conclude  that  these  respondents  seem  to be  affected by  the  real  environment  (i.e. physical  and 
social) implying that there are sensitive to and affected by crowding and social activity indexes. In other 
words,  these LBS environmental dimensions  seem  to play an  important  role  in  their decision process 




two  clusters  have  in  using  innovative  technological  applications.  This  may  imply  that  cluster’s  #2 











variables are  concerned.  In  sum, elaborating on  the  findings and  the discussion,  cluster #1  is  labeled 





The  present  study  develops  through  a multidisciplinary  research  approach  an  integrated  and  robust 
theoretical  framework  incorporating  all  the potential  factors  that  comprise  the environment  through 
which a mobile user‐consumer  interacts with a  location based mobile service. The added value of this 
research  relies on  the  involvement of different but  relevant  to  the  research  topic disciplines  towards 
providing an  integrated view of  the  factors  that affect consumer decision making process  in  terms of 
selecting  and  using  a  particular  LBS  application.  Furthermore,  the  present  study  introduces  a 
classification  scheme  (i.e.  typology)  of  mobile  users‐consumers  that  contribute  both  to  theory 
development as well as to the provision of direct managerial implications. 
Specifically, managerial  implications provided  through  this  study  reflect  the  increasing  importance of 
tailoring  consumer  services  offered  by  interactive  electronic  channels  through  the  effective 
manipulation of  the appropriate environmental determinants  that comprise a LBS mobile application. 




regarding  the dimensions  (i.e. predictor  variables)  that predict  the differences between  the  resulting 
consumer groups. For example, since spatial location proved to be such a variable, this implies that for 
those customers that spatial  location  is an  important LBS selection criterion (e.g. they do not prefer to 
receive  personalized  messages  while  they  in  a  crowded  place)  LBS  providers  should  take  this 
information into account when designing their promotional strategy for this particular customer. In sum, 
armed with  the knowledge provided by  the present  research attempt, managers can design effective 
integrated marketing communication initiatives. 
Future  research  should  further  elaborate  on measuring  potential  differences  between  the  resulting 
segments/clusters  in  terms  of  their  psychographic,  behavioral  and  demographic  characteristics. 
Furthermore,  further  research  should  investigate  the predicting power of  the model’s environmental 
determinants  on  the  overall  attitude  towards  LBS  services.  Finally,  future  research  should  place 
emphasis on designing and executing causal research designs through manipulating one or more of the 
LBS  environmental  determinants  and  measuring  the  corresponding  effects  on  users‐consumers’ 
behaviors. 
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business  landscape. Despite  convincing  arguments  discussed  in  the  scholarly,  professional  and  trade 
literature,  the  credibility  of  marketplaces  is  constantly  undermined  in  practice  as  they  have  to 
incessantly  fend  off  rumours  about  bankruptcy  in  France  and  elsewhere.  Moreover,  the  term 
‘marketplace’  can  cover  a multitude of business  relationships  and  it  is  currently difficult  to  compare 
offers and distinguish across a range of services. The purpose of this paper is therefore to put forward a 
typology by identifying, analysing and classifying the Francophone marketplaces, i.e. 225 marketplaces, 
in  the  fall of 2007. The proposed  typology enables us  to  (1) highlight  their diversity and  the  types of 
economic models  that underpin  their value chain  (2) observe  that  the majority neglects  certain high‐
added value services for which demand is great, and favours services which are hardly cost‐effective and 





Daniel  and Wilkinson,  2004;  Tran,  2006). One would  think  that  the  savings  vowed by  these  Internet 
enabled  business  platforms  would  attract  hoards  of  clients  eager  to  make  quick  and  long‐lasting 










created  in  Europe  since  2000  have  disappeared,  dubiousness  reigns.   One  can  still  find,  however,  a 




landscape,  but  it  seems  almost  impossible  to  obtain  a  clear  vision  in  such  a  complex  and  unstable 
environment (Grey, Olavson and Shi, 2005). And yet, the stakes are high, because the rise of the Internet 
in  inter‐company  business  dealings  has  turned  optimizing  partnerships  and  customer/supplier 
management  into  an  important  and  decisive  competitive  advantage  (Le,  2005).  It  is  therefore 
paramount  not  to  be  outstretched  by  competitors  in  this  domain.  Even  more  so,  since  strategic 




optimizing costs, or can  they be used as strategic  tools  for project management, market analysis and 
intelligence?  Or,  put  it  differently,  should  marketplaces  attach  more  importance  in  managing 
transactions, or harnessing  information and enabling collaboration and networking? Are marketplaces 
tools for heightening competition, or means for encouraging collaboration among actors that would not 
otherwise  seek  to  work  together  in  developing  new  products  or  services?  What  is  the  future  of 
marketplaces? Or,  how  can we  distinguish  those which  really  have  a  future,  from  those which  are 
already jeopardized by economic models that are not viable? 
To provide some answers to the questions above, we identified all 225 Francophone marketplaces in the 




speculate  about  the  future of  these marketplaces.   But before we present  this  typology,  in  the next 
section we  review  three  distinct  views  of marketplaces  according  to  the  scholarly  and  professional 
literature.  Furthermore  sections  3  and  4  respectively present our  research methodology  and  discuss 




Back  in  2000,  Philippe  Nieuwbourg,  President  of  the  European  Marketplace  Association,  defined 
marketplaces  as  ‘virtual  spaces  for  companies  to  conduct business’  (Nieuwbourg  and d’Hondt, 2000, 
p.46); Internet sites, where sellers and buyers come together, and make transactions for the purchase of 
products and services. At  least, that  is what marketplace managers hoped  for, since they would make 
money easily on this type of activity by charging a commission on each completed transaction among a 
large  number  of  sellers  and  buyers.  For  example,  Consumer  Packaged  Goods,  CPGMarket 
(www.cpgmarket.com)  is  a marketplace  that  federates purchases  for  several major  agro‐food  groups 
(Danone, Henkel, Nestlé, etc.) from its 7900 suppliers. It completes a huge number of transactions, but 
this case  is exceptional,  in the sense that when the  industrial giants decide that their transactions will 
only be made by means of their common marketplace, the suppliers have little choice but to follow suit. 
Yet an  independent marketplace, which simply  introduces  itself as a new place  for buying and selling, 














Much more  than  just  a  site  for  connecting  people,  a marketplace  can  aspire  to  becoming  a  virtual 
community  of  reference  in  its  field.  This  is  the  case  for  COVISINT,  created  by  Ford Motors, General 
Motors and DaimlerChrysler in February 2000. This marketplace ‘aims to be a virtual community for the 
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automobile  industry,  providing  updated  news  about  the  general  state  of  the market’  (Aubert  and 
Dussart, 2002, p 11). It  is truly an ‘inter‐organisational workplace’ whose aim  is to become a collective 
informational and knowledge base at the service of the automobile industry and enable its members to 
work  together  in  resolving problems  and  assuming  challenges  that would otherwise be unattainable 
alone. However, the fierce competition in this sector makes certain constructors reticent about sharing 





is  used  to  qualify  many  forms  of  inter‐company  digital  relations.  These  relations  essentially  exist 
between companies and their suppliers and range from the simple ‘one‐shot’ purchase, in response to a 
very specific need, to a  long‐term partnership, with all associated co‐developments,  joint  investments, 
projects related to new components, new products, or new technologies (Rosson and Davis, 2004). But 




The  main  advantages  of  these  inter‐organisational  platforms  stem  from  reducing  transaction  and 
coordination costs for all actors, facilitating the search for new suppliers, comparing offers more easily 
and  more  comprehensively,  eliminating  intermediaries,  and  benefiting  from  economies  of  scale.  
Marketplaces  are  hybrid  organisations  between  the market  itself, where  Porter’s  (1986)  five  forces 
determine  the  transactional  conditions,  and  hierarchy,  where  management  sets  the  standards  of 




of  information,  therefore  to  considerably  increase  the  level  of  transparency  within  a market  (Soh, 
Markus and Kim, 2006), a better understanding of these tools indicates that the real upheaval will reside 
in  collaboration. Marketplaces  constitute  a  potentially  ideal way  of  coordinating  the  joint  actions  of 
several  companies  in  accomplishing  their  projects,  sharing  strategic  information  and  resources,  or 
developing new products and innovative technologies (Dulbecco and Rocchia, 1995). 
2.3  Marketplaces as mediators of ‘agency’ relationships 
Uncertain  environments,  asymmetry  of  information  and  the  diverging  interests  of  the marketplace 
providers and their members assimilate relations between operators, buyers and suppliers to that of an 
agency  relationship  (Brousseau, 1993; Benda,  2004).  Such  a  relationship  ‘relies on  contracts  through 
which two types of organisations  (buyers and suppliers) subscribe to the services of a third party  (the 
operator)  to  accomplish, on  their behalf, one or  several  tasks,  in  a  given decisional domain’  (Benda, 











benefits  for each of  the parties  involved  in a marketplace. This  rebalancing  is not going  to  take place 
without a radical change  in the underlying economic model, which should no  longer be based on cost 
reductions and optimal transaction management that disadvantages suppliers, but on the added value 
of a  tactical, or even  strategic partnership, as opposed  to a purely operational one, with  these  same 
suppliers. Commentators (e.g., Hartman, 2002; Benda 2004) systematically bring the ‘cost’ dimension of 
marketplaces  to  the  forefront. However,  corporate  networks, with  several  people  connecting  to  the 
same websites, marketplaces have a very prominent social dimension.  Indeed  the economic  relations 
among  individuals  necessarily  entail  social  relations,  such  as  trust,  that  can  strongly  influence  the 







draw  a  distinction  between  ‘electronic marketplace,  electronic market,  electronic  trades,  electronic 
exchange, electronic hubs, electronic platforms’. Moreover,  increasing  integration and convergence of 
tools make this already confusing situation even worse. For example, ERP systems increasingly integrate 
more  marketplace  functionalities,  and  the  marketplaces  are  integrating  more  and  more  ERP 
functionalities. It is therefore becoming increasingly difficult to distinguish the specific services provided 
by marketplaces from those commonly offered by other tools. 
And  yet,  a  number  of  expectations  from  companies, which  are  specific  to  purchasing  and  supplier 
management, come under heavy criticism. These companies would be ready to  invest massively  if the 




characterized by  the degree of  commitment of  buyers  and  suppliers,  the  volume of  investment  and 
therefore  the  trust  that  they have  in  each other.  (Bensaou  1999,  see  also  Figure  2). Our  research  is 
therefore exploratory in so far as it aims to build a typology of Francophone marketplaces and present a 
profile of the state of  the art of  these marketplaces,  including services they offer.  In the  light of such 
typology we  identify opportunities that could  lead to the adoption of a different strategy  for a better 
match with expectations of potential clients. In particular, our research followed a four step approach: 
The first step consisted  in reviewing scholarly and trade  literature to draw up an  initial  list of the most 








platform.  This  first‐hand  information  enabled  us  to  build  a matrix  that  associates  each  of  the  225 
identified marketplaces to a set of tools offered to its clients.  





four  types of  services  that determine  four  types of marketplace: e‐sourcing, e‐procurement, business 
intelligence and collaborative commerce, with the possibility that one marketplace can cover more than 
one type of service, or evolve from one type to another.   
Finally,  the  fourth  step  consisted  in  putting  together  a  matrix,  where  the  lines  show  the  225 
Francophone  marketplaces,  and  the  columns  show  their  functionalities,  and  precise  nature  of  the 
services proposed by these marketplaces according to our typology. We could subsequently understand 




problem  of  definition.   We  accepted  a  broad  working  definition  that  marketplaces  can  designate 







hundreds  in 2000,  it  is difficult to  list more than 200  in France today, all  industries  included.   The  last 
hurdle  consisted  in  comparing  their  web  sites,  which  despite  many  points  in  common,  addressed 
different markets –  from  the agro‐food  industry to automotive, to computers, not  forgetting services, 
from the small start‐up to the subsidiary of one, or several major industrial groups – following different 
strategies – some buyer‐oriented, others supplier‐oriented, and others claiming to be  independent. By 






four  categories:  e‐sourcing,  e‐procurement,  business  intelligence,  and  collaborative  commerce, 
according to the services provided. 
We define ‘e‐sourcing’ as the search, via Internet based information systems, and over a relatively short 
period of time,  i.e. a  few days up to a  few weeks, for answers to a commercial  inquiry with a view to 
obtaining the  lowest cost and near‐immediate cost‐effectiveness.  It therefore  involves finding the best 
source  to  respond  to  a  need  expressed  by  a  company.  This  search  is  accompanied  by  ‘digital 
negotiations’ enabled by new tools such as e‐RFIs (electronic Request For Information), forms that allow 
one  to  progressively  select  the  top  suppliers  likely  to win  a  tender,  e‐RFPs  (electronic  Request  For 
Proposal),  which  enable  one  to  finely  compare  offers,  and  e‐RFQs  (electronic  Request  for 
Quote/Quotation) which  determine  the  final  decision.  The  e‐sourcing process  often  ends  in  reverse 
auctioning  to  mechanically  lower  prices  and  decide  between  the  final  suppliers  who  have  passed 
through  all  of  the  prior  screening  processes.  E‐sourcing  does  not  really  integrate  the  notion  of 
partnership or of building a  long‐lasting collaboration between  the buyer and the supplier  to which  it 
applies.  There  is  therefore  an  intense  and  radical  sense  of  competition,  the  purpose  of which  is  to 
respond  to  a  punctual  need while  optimising  certain  criteria, without  considering  the  quality  of  the 
relationship with the supplier in question. Companies, such as HP France or Caterpillar France, regularly 
revert  to auctioning  in order  to acquire batches of components, or certain volumes of  raw materials, 
needed  to manufacture  their  products.  These  auctions  are  organized  sporadically with  no  intention 
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whatsoever  of  developing  further  relations  with  selected  suppliers  once  a  transaction  has  been 
completed. 
‘e‐procurement’  consists  in  establishing  longer  term  commercial  relations  compared  to  ‘e‐sourcing’ 
between a company and  its suppliers  thanks  to  ICT,  i.e.,  it enables  the company  to structure,  record, 
analyse and optimize the terms and conditions of the products and services provided by these suppliers 
over  a  period  of  a  year  or  so.  Suppliers  are  thus  subjected  to  financial,  industrial  and  technological 
audits in order to receive an approval needed to belong to a company’s partners for a substantial period 
of time. They can thus benefit from semester or annual purchasing commitments in terms of production 
volumes  from buyers who sign  framework contracts which set  levels of price, quantity, and above all 
quality, with penalties in the event of the non‐respect of these conditions. The core functionalities of e‐
procurement  systems  consist  in  the  consultation of  e‐catalogues  and  the  issuing of on‐line purchase 
orders. The possibility of saving  invoices and analysing data collected by computer tools  is an effective 
means  of  evolving  from  the  reaction  to  a  “one‐off  need”,  to  anticipating  such  need  and  the 
implementation  of  a  purchasing  strategy  that  can  be  examined  in  more  detail  through  ‘business 
intelligence’.  For  example,  out  of  the  110 worldwide  Thomson  sites,  the  e‐procurement  application, 
Hubwoo,  is  the  second most  widely‐used  application  after  the mail. Managing  1,8  billion  euros  of 
purchases in 2004 and roughly 10 000 orders, the use of a purchasing platform generates considerable 
returns on  investment. The example  is even more evident with EDF (Electricté de France – the French 
Electricity company) and  its 1 800 agencies  in France. e‐procurement  tools enable EDF  to standardize 
the purchasing processes between the company’s agencies and each partner and realize economies of 








to  optimize  the  performance  and  cost‐effectiveness  of  suppliers.  The  intervention  of  consultants  or 
auditing agencies also allows the creation of purchasing procedure certifications. Clients and suppliers 
are closely  interconnected at operational and  logistic  levels, where manufacturing orders are  tracked 
from the factory to their point of reception. Loyalty is rather strong with these suppliers, who are deeply 
committed  to  the  success  of  their  client,  with  whom  they  share  the  same  risks.  For  example,  the 
Schneider  group, with  its  solution provider  SourcingParts,  co‐developed  a purchasing platform which 
brings  together  the  functionalities  of  ‘e‐sourcing’  and  ‘e‐procurement’,  but  more  importantly,  of 
‘business  intelligence’. The project was  implemented to respond to the needs of a  large multi‐national 
group  for  which  standardizing  the  tendering  process  was  fundamental.  But  the  need  was  also 
anticipatory:  Schneider  wished  to  have  the  capacity  to  analyse  each  of  its  4  key  markets  and  58 




‘Collaborative commerce’ is still  in  its early days  in several sectors of the knowledge economy. And yet 
some  companies  have  begun  to  develop  and  sustain  cooperation  over  the  mid‐to‐long  term. 
Collaborative  development  and  co‐design  consist,  for  one  or  several  buyers  and  for  one  or  several 
suppliers,  in  sharing  resources  in  terms of  knowledge,  know‐how, equipment or  finances  in order  to 
create  a  new  product  or  a  new  technology.  Integrating  suppliers  into  the  innovation  process  offers 
considerable advantages as  for example  creating  synergies and  sharing  the  same  final objectives. For 
example in the automotive industry, collaborative commerce among partners, who work on successive 
levels  of  the  value  chain,  is  particularly  efficient  in  the  co‐design  of  technical  products  such  as 
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automobile vehicles. Peugeot  is one of the few companies  in France to have  invested massively  in this 
domain  in order  to develop  its own platform,  since  the potential,  in  terms of generating  competitive 
advantage, is significant.  




this  finding,  it  is  the  functionalities of business  intelligence  and  collaborative  commerce  that  are  the 
most popular,  and bring most  added‐value. However  they do  require  greater expertise  and  trust  for 




that  there  is a cleavage between  the expectations of companies and  the markets  their embedded  in, 
and what generally most marketplace providers offer.  Indeed,  the majority of marketplaces  compete 
with  each  other  on  services  related  to  e‐sourcing  and  e‐procurement.  Their  number  (155)  and 
concentration  (69%)  is high  in  this quadrangle  (see,  also  Figure 2),  though  they have difficulty when 
positioning  in  this  quadrangle  to  being  cost‐effective  and  above  all  they  neglect  high  added  value 
services such us joint project management, product co‐design, anticipative purchase analysis and other 
services valuable  to managers. Having  identified  this, we can also underline that  the concentration of 
marketplaces  leads  them  to  merge  or  create  strategic  alliances  in  order  to  provide  a  more 
comprehensive range of services and offer solutions that cover all aspects of purchasing and not just the 
notion of cost control.   
The  choice  of  a  new  economic model, which  takes  into  account  the  social  relations,  such  as  trust, 
involved  in  transactions, would  therefore be paramount  in making marketplaces more attractive and 
cost‐effective for enabling business  intelligence and collaborative commerce. They would thus become 
true  informational platforms  and  community building  tools,  federating  their  resources  to  reach  aims 











































































Based  on  the  supply  chain  collaboration  literature  and  electronic  collaboration  literature,  this  paper 
introduces  the  term  ‘electronic  supply  chain  collaboration’.  It  further  introduces and  studies  the  role 
that  an  organization’s  collaboration  climate  plays  in  the  perception  of  the  impact  of  e‐marketplace 
participation  and  adoption  of  electronic  supply  chain  collaboration  in  parallel  to  external  pressures. 
While the role of external pressures has been extensively studied in the pertinent literature, the role of 
company  collaborative  climate‐culture  has  been  rather  ignored  in  this  context,  despite  the  fact  that 
focus groups with experts within the  framework of  the presented research  identified culture as a key 




construct  explains  an  organization’s  intention  to  adopt  electronic  collaboration  linkages  that  require 
human  intervention  and  collaboration.  It  is  suggested  that  e‐collaboration  climate,  based  on  culture 
theory, should be included in the research as a formative construct composed by internal collaboration, 
technology  orientation,  innovativeness  and  other  cultural  concepts.  Further  research  is  required  in 
order to better understand these findings.   




the mid‐1960s  and  1990s  to  an  updated  focus  on  value  creation  since  the mid‐1990s  and  the  new 
millennium (Kampsta et al. 2006). At about that time, an ongoing discussion emerged that supply chain 
management research should be built around the  integration of trading partners  (Barratt and Oliveira 
2001),  information sharing, benefits  identification  (McLaren 2003) and particularly,  in the  last decade, 
the  development  of  innovative  products  and  services  utilizing  both  information  technologies  and 
collaboration among organizations (Patrakosol and Olson 2006). Collaboration as understood today has 
begun to take  form since the mid‐1990s, when the  forms of collaboration multiplied  (Pramatari 2006) 





partially  attribute  this  to  the  difficulty  and  problems  experienced with  evaluating  their  performance 
(Klueber et al., 2001; Stockdale and Standing, 2004; Sramek et al., 2007). The pertinent literature mainly 
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The  purpose  of  this  paper  is  to  study  the  effect  that  an  organization’s  attitude  and  culture  towards 
collaboration,  named  as  e‐collaboration  climate  play  in  the  adoption  of  electronic  supply  chain 
collaboration  services, as  compared  to other pressures,  such as external pressures.  For  this purpose, 
institutional  pressures  theory  (based  on  the  model  of  Teo  et  al.  (2003),  studying  the  relationship 
between  external  pressures  and  the  adoption  of  interorganizational  linkages),  is  adopted  and  used 
rather as a  “control variable”  to add validity and  relevance  to  this  survey. Teo et al.’s  constructs are 
expanded with  a  construct  for  collaboration  climate  items  and  a  construct  for  the perception of  the 
impact of e‐marketplace participation in order to explaing the intention to adopt collaborative services. 








While  the  term  ‘electronic supply chain collaboration’  is met  in  the  literature as such,  it  is not clearly 
defined and in many cases other terms are used to describe similar or equivalent concepts (e.g. supply 
chain  integration,  interorganizational  linkages,  supply  chain  partnership  or  even  interorganizational 
systems).  The  simpler  term  found  in  the  literature  is  the quite  generic  “collaboration”. According  to 
Barratt (2004) “collaboration is a very broad and encompassing term and when it is put in the context of 
the  supply  chain  it  needs  yet  further  investigation.  It  is  an  amorphous meta‐concept  that  has  been 
interpreted  in many different ways”. Collaboration  is also defined as “Independent companies working 
together based on  shared values and a  common goal of doing business  to  jointly exploit a particular 
business  opportunity”  (Manthou  et  al.  2004).  For  the  purpose  of  this  research  collaboration will  be 
examined  in the context of supply chain management, which  is also currently extensively examined  in 
the literature (Min et al. 2005) usually under the term of supply chain collaboration. 




consisting  of  individual  elements  in  the  nature  of  a  conglomerate,  termed  “the  temporary multiple 
organization”  (Akintoye  et  al.,  2000).  Simatupang  and  Sridharan  (2005),  add  to  their  definition  the 
purpose of collaboration, the sharing of benefits which  is related to profitability, by defining it as “two 
or  more  chain  members  working  together  to  create  a  competitive  advantage  through  sharing 
information, making  joint  decisions,  and  sharing  benefits  which  result  from  greater  profitability  of 
satisfying  end  customer  needs  than  acting  alone”.  The  perception  of  collaboration  changes  when, 
instead of examining it within the context of supply chain management, it is examined in a more generic 
context. However, the  interest of this research  is on e‐collaboration for supply chain management and 
defining  it within  this  context  is  challenging, due  to  the  different  interpretations  e‐collaboration  has 
under  different  contexts  (Wang,  2005).  Johnson  and  Whang  define  it  as  “business‐to‐business 
interactions facilitated by the Internet” (Johnson and Whang, 2002). Although short, quite inclusive and 
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could be extended  if  it  is  integrated with  the purpose of e‐collaboration  to “facilitate coordination of 
various decisions  and  activities beyond  transactions among  the  supply  chain partners, both  suppliers 
and  customers”  and  the  inclusion  of  the  provided  activities  of  “information  sharing  and  integration, 




collaboration”  as  a  synthesis  of  “supply  chain  collaboration”  and  “e‐collaboration”.  “Supply  chain 
collaboration” is a broader area than “electronic supply chain collaboration” since it does not necessarily 
incorporate the “electronic” concept. On the other hand “e‐collaboration” or “electronic collaboration” 
does not necessarily have  to deal with  supply  chain management. A possible definition  for  the  term 
could  be:  “two  or more  supply  chain members working  together  to  create  a  competitive  advantage 
using  internet‐based  information  systems”. McLaren  et  al.  (2002)  classify  supply  chain  collaboration 
information systems  into three major types: a) message‐based systems (such as the EDI), b) electronic 
procurement  hubs,  portals,  or  marketplaces  and  c)  shared  collaborative  systems  that  include 
collaborative  planning,  forecasting  and  replenishment  (CPFR)  capabilities.  Barratt  categorizes 
collaboration  on  two  axes,  horizontal  and  vertical,  external  and  internal  collaboration  and  then 
depending on the partnership in five categories. External collaboration is divided into collaboration with 
other  organizations,  competitors,  suppliers,  customers.  Using  Barrat’s  categorization,  this  research 
focuses on external and vertical electronic  supply  chain  collaboration and using  the  categorization of 
McLaren et al. this research focuses on message‐based systems and electronic procurement hubs. 
The pertinent  literature  is  “very extensive  in both business and academia, but not always on  target” 
(Kampsta et al., 2006) and consequently researchers support the need for further investigation of supply 
chain collaboration in several research areas. Subramaniam and Shaw (2002) state that it is necessary to 
achieve  a  better  understanding  of  the  value  creation  process  of  business‐to‐business  supply  chain 
processes.  Specifically,  “even  as  organizations  are moving  to Web‐enable  their B2B  processes  in  the 
hope  of  improving  their  B2B  supply  chains  and  reaping  economic  benefits,  there  is  a  need  to  fully 
understand how this value is created and realized” (Subramaniam and Shaw, 2002). Likewise, Min et al. 
(2005) present  the  same opinion  that  “supply  chain  collaboration  seems  to have great potential, but 
further investigation is needed to understand its practical value”. Similarly, but referring to performance 
instead  of  value,  Cassivi  et  al.  (2004)  believe  that  “some  studies  highlight  the  importance  of 
collaborating  across  the  entire  supply  chain,  but  very  few  have  tried  to  assess  the  impact  of 
collaboration  tools  on  the  performance  of  a  supply  chain  from  both  supplier  and  customer 
perspectives”. Additionally, Fu and Piplani (2002) advocate that “evaluating the value of collaboration is 
necessary for developing the effective collaboration mechanisms”.  
However,  value  and  performance  are  not  the  only  areas  that  the  academic  community  considers  as 
important  in  the context of  supply chain collaboration.  Indicative  is  the  following  reference  to Barrat 
(2004): “many of the elements of collaboration, such as culture, trust, information exchange and supply 
chain wide performance measures have been,  to a  large extend,  ignored due  to  their complexity and 
deserve  significant  attention  individually  in  terms  of  further  research”.  Kampstra  et  al.  (2006)  also 
consider cultural aspects of collaboration as currently ignored, although, in contradiction to this opinion, 
trust has been examined by researchers (e.g. Paul and McDaniel, 2004, Grossman, 2004). Other areas of 




Although  interorganizational  systems  are  researched  for  more  than  two  decades,  the  literature 
specifically on electronic supply chain collaboration is relatively new. Nevertheless, researchers manage 








Cadhilon  et  al.  (2005)  claim  culture  to  be  conducive  to  collaboration  and  a partnership  approach  to 
trading  relationships  and  culture  incompatibility  (along  with  organizational  structure  and  lack  of 
strategic vision) to be the main reason for collaboration failure. The same viewpoint is shared by other 
researcher such as McIvor and McHugh (2000) who maintain that “organizations will have considerable 





Larsen  et  al.,  2003;  2006; Hoek  et  al.,  2002)  there  are  two  publications  that  stand  out,  focusing  on 
collaboration  culture.  The  first  comes  from  Barrat  (2004)  who  defines  four  elements  that  form 
collaboration  culture. These elements are: Trust, Mutuality,  Information Exchange and Openness and 
Communication.  The  second  one  comes  from Mello  and  Stank  (2005) who  base  their work  to more 
traditional views of organizational culture and propose a more generic  framework which  includes  five 
shared  values  of  culture.  These  values  are:  Trust,  Commitment,  Cooperative  Norms,  Organizational 





(Mello  and  Stank  2005).  Specifically,  according  to  Mello  and  Stank  (2005):  “without  a  sound 
understanding  of  the  building  blocks  of  culture  that  influence  firm  behavior  it  will  be  difficult  to 





surveys  and  is  directly  related  to  the  overall  literature  on  organizational  culture.  Thus,  Information 
Systems  theory  on  culture  can  be  used  as  a  sound  basis  for  research  on  electronic  supply  chain 
collaboration (which after all is a part of Information Systems Literature, although examined using terms 
such interorganizational systems). However it is important to note that researchers discussing culture in 
electronic  supply  chain  collaboration  research  use  the  term  in  order  to  characterize  all  the  internal 
company characteristics (not environmental) that may influence the phenomenon. 
The  cultural  perspective  of  organizations  emerged  in  the  late  1970s  and  early  1980s  (especially  in 
Japan).  The  concept  of  culture was  introduced  in  information  systems  research  in  the  early  1990s. 










• values  represent  a  manifestation  of  culture  that  signify  espoused  beliefs  identifying  what  is 
important to a particular cultural group. These values answer the question as to why people behave 
the way they do (Schein 1985). 






(Smircich  1983):  Cross  cultural  or  comparative  management,  Corporate  culture,  Organizational 
Cognition, Organizational  symbolism, Unconscious processes  and organization. The  first  two examine 
how culture can be managed (assuming culture as a critical variable), while the latter three examine the 
organization  as  a  societal  phenomenon  (assuming  culture  as  a  root  metaphor,  something  an 
organization  is)  (Mcgrath,  2003;  Leidner  and  Kayworth,  2006).  Specifically  for  Information  Systems 
research  there  are  six  different  themes  by  level  of  analysis  identified  (Leidner  and  Kayworth,  2006): 
“Culture and  IS Development”, “Culture,  IT Adoption and Diffusion”, “Culture,  IT Use and Outcomes”, 
“Culture, IT Management and Strategy”, “IT’s Influence on Culture” and “IT Culture”. 
These  themes  are examined by  several  culture methodologies which  include  lab  experiment,  survey, 
case  study, multi method,  ethnographic,  grounded  theory,  archival  data  analysis  and  structurational 
analysis. In the categorization of methodologies provided by Leidner and Keyworth (2006), each of the 
six themes uses more than one methodologies for research. Additionally there are two main streams of 
research:  national  and  organizational  culture.  National  culture  (or  cross‐cultural)  research  and 
organizational culture research have emerged as largely separate research streams. Although these two 







research  question,  which  is  finally  stated  within  the  framework  of  the  pertinent  literature  on 
Information  Systems  Culture.  If  and  how  organizational  culture  influences  the  intention  to  adopt 
electronic supply chain collaboration services. Consequently, this research views culture (and specifically 




However,  it  became  clear  in  the  initial  stages  of  the  research  design  and  especially  after  the  focus 
groups  that  the  introduction of culture  in  this  research context as a  solid  structure was not possible. 
Although organizational culture has considerable theory background, the main reason for not adopting 
it  is that the research on organizational culture only was  far too focused to take  into consideration all 
the  company’s  internal  factors  influencing  its  intention  to  collaborate.    Organizational  cultures  are 
generally deep  and  stable. Climate, on  the other hand,  is often defined  as  the  recurring patterns of 
behavior,  attitudes  and  feelings  that  characterize  life  in  the  organization  (Isaksen  &  Ekvall,  2007). 
Climate  is  an  approvable  term  since  it  is  based  the  term  organizational  climate.  There  are  two 
approaches in literature towards organization climate. The first approach regards the concept of climate 
as  an  individual  perception  and  cognitive  representation  of  the  work  environment.  From  this 




"the  shared  perception  of  the way  things  are  around  here".  There  is  no  “best”  approach  and  they 
actually have a great deal of overlap. Nevertheless, they ideally describe in one term the outcome of the 
focus groups. 
Thus  the  term collaborative climate was adopted  in order  to  incorporate both  the cultural aspects of 





In order  to  answer  this question  the  research design  included  two  research phases. The  first was of 
exploratory  nature,  qualitative  and  included  case  studies,  focus  groups  with  experts  and  in‐depth 
interviews.  This  phase  intended  to  clarify  all  the  relevant  organizational  values  that may  influence 
electronic supply chain collaboration, in order to define culture in the specific context. The outcome of 
this  phase was  the  selection  of  the  term  collaborative  climate  instead  of  collaborative  culture.  The 
findings  of  this  research  were  used  as  a  basis  for  the  theoretical  research  model.  This  approach 
conforms to the  identified  increase of direct observation methods of a more  interpretive nature  in the 
supply  chain  management  research  (Sachan  and  Datta,  2005).  The  second  phase  is  of  a  more 
confirmatory nature,  includes an extensive  field study  in order  to validate  the  theoretical model. This 
phase  also  conforms  to  the  observation  that  supply  chain  management  research  is  moving  from 
exploratory  to model building  and  testing  (Sachan  and Datta, 2005). Additionally,  the methodologies 
used for the “Culture, IT Adoption and Diffusion” Information Systems Theme of organizational research 
identified by Leidner and Kayworth (2006) also support the selection of these methodologies, since the 
only methods  that  they  identified were  survey,  case  study,  longitudinal  case  study and multi‐method 
approach. 
In  regard  to  the  qualitative  research,  the  main  goal  was  firstly  to  select  from  all  the  culture 
characteristics  identified  in the pertinent  literature, those that  in  fact may  influence the adoption and 
use of supply chain collaboration services. The two focus groups were dual moderator focus groups and 
took  place  with  market  experts  within  the  framework  of  an  “e‐business  forum”  (a  standing  State 
consultation mechanism with the business and academic community, social and professional agencies). 
The  participants  of  the  focus  groups  were  executives  from  both  electronic  service  providers 
(intermediaries) as well as executives  from high profile organizations. The  results of  the  focus groups 
were  integrated with  results  from  personal  interviews  that  also  took  place  in  the  same  period.  The 
process  in  these meetings  included  three  steps.  Firstly,  the participants were  allowed  to  freely  state 
their  opinion  about  factors  affecting  the  adoption  of  supply  chain  collaboration  services.  In  this 
discussion the concept of ‘culture’ came‐up and clearly stand out as an important determinant. Then the 
participants were asked  to  freely discuss what aspects of culture  they  thought were  important  in  the 
specific context. Finally, participants were asked to select from a questionnaire those  items and values 




The  final most  important  step  was  the  development  of  the  instrument  that  was  used  to  test  the 















this will  increase  the  validity of  any  supported hypotheses. However,  integration of  the  construct of 




about  the  e‐marketplace  impact  as  a mediator  to  the  process  of  adoption  of  collaboration  services. 
Thus, the measurement of perceived impact of e‐marketplace participation was included in the survey. 
The  inclusion  of  the  perception  of  the  impact  from  the  use  of  Business‐to‐Business  e‐commerce 
application, in the examination of a population that already use some relevant services and thus, is both 
necessary  and  interesting  to  be  investigated  statistically.  The  measurement  of  the  impact  of  e‐
marketplace participation was based on the literature and the in‐depth interviews with market experts. 















Not  all  of  these were  found  to  be  statistically  important.  The  statistical  analysis  of  the  next  section 
presents the analysis based on those items that were found to be significant. The next discussion section 
argues on the selected and rejected items. 
Finally,  in  regard  to  the  dependent  variable,  two  representative  services were  selected  through  the 
focus group filtering: E‐invoicing and CRP. E‐invoicing is defined as the exchange of invoices through the 
web, using  an electronic  intermediary. CRP  is defined  as  retailers’ Central Warehouse  replenishment 










H1.  The mimetic pressures  a  company  receives  affect  the  company’s perception of  the  impact of  e‐
marketplace participation. 




H4.  The  climate  of  a  company  affects  the  company’s  perception  of  the  impact  of  e‐marketplace 
participation 






The  statistical analysis of  the questionnaires  is presented  in  the  following  section and  includes  firstly 
some  descriptive  statistics  about  our  sample  and  then  the  testing  of  the model  using  Partial  Least 




This section presents the results of the study which are  further discussed  in the  following section and 


















already  use  or  plan  to  adopt  a  supply  chain  collaboration  service  through  e‐marketplaces.  These 
companies were contacted through intermediaries such as e‐marketplaces and e‐service providers. The 
country of study was Greece and  the data collection  took place between  January and February 2008. 
The  sample  size  includes  81  questionnaires  from  81  companies‐users  of  electronic  supply  chain 
collaboration services. Initially 89 questionnaires were received but 8 questionnaires were rejected due 
to  too  many  missing  values.  The  respondents  included  namely  CEOs,  CIO  and  Head  Buyers.  It  is 
important  to note  that Business‐to‐Business  e‐marketplaces exist  in Greece prior  to 2001 with more 
than 2,500 companies participating currently. 
As already mentioned our  sample  included  companies  that already participate  in e‐marketplaces and 
use  some  electronic  supply  chain  collaboration  services.  75.31%  of  the  respondents  already  use 
electronic  ordering,  59.26%  electronic  auctions  and  43.21%  e‐procurement.  All  of  these  companies 
participate in an e‐marketplace 28.40% percent registered to an e‐marketplace between 2005 and 2008, 
41.98% percent between 2002 and 2005 and 11.11% earlier  than 2002.  In  regard  to  the size of  these 
companies,  60.49%  of  these  companies  have  a  turnover  lower  than  5 million  Euros,  7.41%  of  these 




In order  to  test  the model using PLS  it  is necessary  to  firstly  test  the model’s  constructs  for  Internal 
consistency, Discriminant validity and Convergent validity. Internal consistency is usually measured with 
Cronbach's  alpha,  a  statistic  calculated  from  the  pairwise  correlations  between  items.  Internal 
consistency ranges between zero and one. A commonly‐accepted rule of thumb  is that an α of 0.6‐0.7 















original  items of Teo et al.  (2003), which was  inappropriate  for  the  specific  sample  (user  companies, 
Greek environment). In this initial statistics there is a separate Trust construct since it can be found as a 
solid entity in the literature. 
Convergent validity  is  the degree  to which an operation  is similar  to  (converges on) other operations 
that  it  theoretically should also be similar  to.  In order  to have convergent validity  the  loadings of  the 
constructs should be higher than 0.7, the communality of the constructs should be higher than 0.5 and 
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Discriminant  validity  describes  the  degree  to which  the  operationalization  is  not  similar  to  (diverges 
from) other operationalizations that it theoretically should not be similar to. In order to have sufficient 
discriminant  validity  vality  the  Root  square  of  AVE  should  be  greater  than  the  inter‐construct 
















0,937643                         
Coercive 
Suppler 
0,081341  0,892076                      
Intention 
CRP 
0,191598  0,002070  1,000000                   
Perceived 
Impact 
0,287385  ‐0,084862  0,199134  0,865359                
Climate  0,351760  0,217273  ‐0,073286  0,349597  0,775472             
Intention E‐
Invoicing 
0,293561  0,138209  0,661998  0,178376  0,036938  1,000000          
Mimetic  0,292036  0,201497  0,190158  0,403581  0,358972  0,180055  0,889561       
Normative  0,241807  0,204165  0,070925  0,478428  0,320890  0,010673  0,270219  0,491589    
Trust  0,146756  0,007923  0,108617  0,071296  0,268669  ‐0,015557  0,277307  0,089750  0,746717 
Table 8: Inter‐construct correlations 
Sq. AVE with bold 
The  aforementioned  results  explain why  coercive  pressures was  separated  to  two  constructs,  since 











the  observed  dataset),  each  of  which  is  obtained  by  random  sampling  with  replacement  from  the 
original dataset.  In order for to have path validity for the hypotheses t‐Test should be higher than 1.7. 




H1.  The mimetic pressures  a  company  receives  affect  the  company’s perception of  the  impact of  e‐
marketplace participation. Supported 




H4.  The  climate  of  a  company  affects  the  company’s  perception  of  the  impact  of  e‐marketplace 
participation. Supported 






The discussion of  the  results offers  some  interest  insights  for  the  research.  The  following discussion 
begins with the results of the focus groups and continues with the discussion of the field survey. 
The main  finding of  the  focus groups was  that  there  is a point  in  researching culture as a  factor  that 
affects the adoption of supply chain collaboration services. It was impressive that the participants when 
asked  about  parameters  that  influence  the  decision  to  participate  in  an  e‐marketplace  or  adopt 
innovative  collaborative  service  came  up  unbiased  with  the  term  corporate  culture  as  the  main 





According  to  the participants,  the main  factor  that  indicates that a company has the culture  to adopt 
electronic  services  for  interorganizational  linkages  is  technological  status  or  technophobia.  In  other 
words, how advanced  is  the  technological  status of a company and how  the company positions  itself 
towards new technologies and systems. The technological status can be identified by the existence and 
status of  the  Information  Systems Department,  the  role  of  the  Information  Systems Manager  in  the 








Experience  in outsourcing could also be used as an  indication  that  the company has an experience  in 
managing  change.  Resistance  to  change  and  change management were  also  strongly  considered  as 
factors that could affect  the success of adoption of new processes. However  the discussion could not 
provide  more  items  to  measure  resistance  to  change,  since  it  requires  more  in‐depth  company 
understanding. 
Another factor identified by the participants was professionalism of the project stakeholders. According 
to  the  focus  groups  it  is  more  likely  for  companies  with  highly  professional  executives  to  adopt 






organization  and  thus  to  be  more  receptive  to  collaborate  outside  the  organization.  As  already 
mentioned,  these  issues  are  not  irrelevant  to  previous  culture  research  in  Information  Systems  as 
Leidner and Kayworth (2006) indicate. For example there is research on bureaucracy, hierarchy process 
and normative values, administrative and professionalism, within other  Information Systems Contexts. 
Moreover,  the  type of management of  the organization can play a key  role  in  the adoption phase. A 





any  interest  insights. Nevertheless,  the participants agreed  that  the  long‐term or  short‐term strategic 
orientation of the management also plays a role in the intention to adopt new services. 
Finally,  another  issue  that  emerged  from  the  discussion  was  trust  (which  is  also  mentioned  in 
outsourcing)  in  terms  of  how much  a  company  trusts  the  partners  and  in  terms  of  how  ready  is  a 
company  to  trust  its partners.  Trust  is  also  an  issue  related  to  supply  chain  collaboration  culture by 
researchers  such  as  Barrat  (2003)  and  Mello  and  Stank  (2005),  who  include  it  in  their  research 
propositions. It is regarded as an issue that worth further investigation. 
Some of  the aforementioned  cultural  characteristics are met  in  the  literature, while  some others are 
new.  In  regard  to  the  four  elements  of  Barrat  (2004)  (Trust, Mutuality,  Information  Exchange  and 
Openness and Communication), firstly, this research confirms the importance of trust. Furthermore, this 
research  indicates  that  openness  and  communication  can  be measured  indirectly  by  other  company 
characteristics, such as bureaucracy and outsourcing. On the other hand, factors such as mutuality were 
not considered so important. A possible explanation is that it is a given that the two parties will have a 
mutual  involvement  in  the  project  and  this  is  not  a  factor  that  is  going  to  affect  the  success  of  the 




Management  Support),  this  findings  once more  confirm  the  importance  of  trust.  This  research  also 
builds on commitment and top management support, since these are values related to the results of the 
focus  groups.  The  main  difference  is  in  cooperative  norms  and  organizational  compatibility. 
Organizational compatibility  is an  issue  that  came  in  the discussion, but  it was not possible  to better 
define  it  using more  specific  items.  Nevertheless,  it  became  clear  that  people  participating  in  the 
collaboration have a key role in the adoption and success of the partnerships. 
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These  findings were  put  to  question  through  the  field  study.  Based  on  the  literature  and with  the 
contribution of market experts we selected culture  items with relevance to the specific context. These 
included:  Technological  status‐technophobia,  Internal  Collaboration  (Cooperative  norms),  Openness, 
Innovativeness, Trust, Bureaucracy‐Centralization‐Structure, Top management support, Short‐long term 
orientation,  Change  management  ability.  The  statistical  analysis  indicated  that  there  is  indeed  a 
collaborative climate factor that influences the perception of collaboration and thus the intention to use 
such  services,  which  is  composed  namely  by  internal  collaboration,  technology  orientation,  top 
management  support,  innovativeness.  Nevertheless,  this  is  an  initial  exploratory  research,  so  it  is 
expected that  in the future even more components will emerge to define the company’s collaborative 
climate.  
Although  the  statistical  analysis  validated  the  importance  of  such  concept  as  a  reflective  construct, 
further  research  is  required  in  order  to  specify  its  components  through  the  development  of  new 
constructs. This was not possible is this research, since the efforts to separate the collaborative climate 
construct  offered  units  that  do  not  have  significant  discriminant  and  convergent  validity  to  support 
hypotheses. 
The previous chapter presented the hypothesis testing.  It was expected that  if the already researched 
constructs of  Teo  et  al.  for  institutional  theory  are  confirmed  in  this  survey  then  the  results  for  the 
collaboration climate hypotheses will be more valid. However  it was not possible to check all three of 
the external pressures (mimetic, coercive, normative), since the normative pressures construct did not 




is more work  to  be  done  in  the  field  of  interorganizational  information  systems  in  order  to  have  a 
generic measure for normative pressures and until this is possible more exploration in regard to items is 
necessary. 
However,  even  with  the  exclusion  of  normative  pressures  from  the  tested  model,  there  are  still 
important findings from this analysis. It is suggested that the perception of the impact of e‐marketplace 
participation  is  influenced  by  the mimetic  pressures  an  organization  receives  from  his  competitors, 
while it is not influenced by the coercive pressures from neither his suppliers nor customers.  
This fact emerges several managerial implications. Firstly, there are several observations to be made in 





potential adopters. Our  research  indicates  that highlighting  the  success of  competitors does not only 
influence the  intention to use collaboration services but also the perception of  impact from the users. 
Practically,  this means  that  if a company considers  that  its competitors have succeeded  from  the use 
interorganizational services, not only they will be more receptive to adopt new collaboration services, 
but they will also consider their use of such services as more successful. A possible explanation could be 
that  even  though  managers  do  not  consider  that  they  achieve  a  competitive  advantage  through 













both  literature  and  focus  groups  strongly  support  the  role  of  trust,  further  research  is  required.  A 
possible explanation is that trust is more related to strategic B2B electronic services and the sample was 
not adequate to have indisputable results. 
Moreover,  this  research  verifies  the  existing  assumption  that  previous  experience  with 
interorganizational activities (either successful or not) can influence the intention to adopt collaborative 
services.  This means  that  by  examining  the  perception  of  the  impact  of  e‐marketplace  participation 
(maybe  in  comparison  to  initial expectations) practitioners  can have  indications  for  the prediction of 
each company’s intention to adopt new relative services.  
This proposition  can be  viewed  as  an  amalgamation of  the prediction model of Teo et al.  (2003)  for 
interorganizational  linkages  and  the model  of  Liang  et  al.  (2007)  for  the  assimilation  of  enterprise 
systems.  The  Teo  et  al.’s  (2003) model  can  be  enriched with  the mediating  role  of management’s 
perception in similar way to the work of Liang et al. (2007). The presented study discusses the mediating 
role  of  the management’s  perception  about  the  impact  of  services  related  to  those  that  the  same 
managers are also asked about their intention to adopt. By doing so, this study provides basis for future 
research  towards  this direction. There  for  it  is  strongly  recommended  to potential  researchers  in  the 
field  of  interorganizational  linkages  to  take  into  account  the  human  factor  through  its  individual 
perceptions for both the environment and the system. 
6 CONCLUSIONS 
The  initial  intention of  the  research presented was  to enquire on whether culture and organizational 
values  in  fact affect electronic supply chain collaboration and to validate that there  is some relevance 
for this research. The findings presented  in this paper are used firstly to support the relevance of such 
research  and  secondly  to  present  some  first  ideas  on  how  collaborative  climate  in  general  and 
collaborative  culture  in  particular  influence  electronic  supply  chain  collaboration  services  and  the 
intention  to  adopt.  The  output  and  main  contribution  of  the  research  is  the  recommendation  to 




This  research  is expected  to contribute to several specific areas of research. The main contribution of 
this  research  is an  initial definition of  the organizational  ‘collaboration climate’ or  in other words  the 
internal company characteristics and cultural values  that  influence  the companies’  intention  to adopt 
and use of electronic supply chain collaboration  services. Culture could be used as a  term expressing 
internal company characteristics that influence collaboration, such as internal collaboration, technology 









additional  approaches  to  the  overall  context  of  electronic  supply  chain  collaboration  and 
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interorganizational linkages. What we may conclude for the overall model is that the model of Teo et al. 







The authors’  intention  is to trigger further research within the framework described  in this paper. The 










The analysis of the research data continues  (with data not presented  in this paper) and  it  is expected 
that  they  will  contribute  to  the  better  understanding  of  culture  mechanisms.  Nevertheless,  it  is 













































































































































































The organization has reduced bureaucratic procedures  in the  last couple of years?  (excluded from the 
statistical analysis) 






































Mimetic  Normative  Size  Trust 
CS1  0,090772  0,958051  0,024180  ‐0,060137  0,261833  0,170609  0,153865  0,221114  0,104890  0,009505 
CS2  0,097203  0,966835  ‐0,013786  ‐0,053920  0,220754  0,140823  0,213958  0,249279  0,027107  0,017844 
CS3  0,079376  0,810695  0,127493  ‐0,001419  0,331362  0,165388  0,214629  0,205393  ‐0,015482  ‐0,001951 
CS4  0,128135  0,820572  0,024381  0,029193  0,316140  0,207984  0,122483  0,317859  ‐0,022420  0,028849 
N1  0,275835  0,372343  ‐0,011281  0,281256  0,134503  0,034369  0,225759  0,632939  0,238203  ‐0,070163 
N2  0,628525  0,356132  0,212397  0,054401  0,269880  0,364650  0,338329  0,166300  ‐0,034908  ‐0,043994 
N3  0,162048  0,630231  0,058102  0,118687  0,364865  0,090313  0,261015  0,485141  0,040340  0,068811 
N4  0,086473  0,342826  ‐0,045379  ‐0,327211  ‐0,123729  0,109071  ‐0,005801  ‐0,550462  ‐0,015401  ‐0,159171 
M1  0,200613  0,473894  0,200984  0,204480  0,214036  0,225673  0,788009  0,241608  0,427281  0,220703 
M2  0,319157  0,197698  0,194032  0,390343  0,408159  0,170246  0,973808  0,267353  0,314227  0,254169 
M3  0,238431  0,118793  0,081368  0,330092  0,405007  0,074918  0,895869  0,238272  0,295098  0,367372 
M4  0,260400  0,077687  0,204644  0,438497  0,292895  0,190876  0,890747  0,226443  0,226743  0,170587 
CC1  0,981436  0,052981  0,231814  0,263963  0,305452  0,345435  0,282975  0,211917  ‐0,025509  0,172296 
CC2  0,979331  0,137738  0,173992  0,303296  0,405172  0,245484  0,321377  0,289507  ‐0,010423  0,134378 
CC3  0,837346  0,229472  0,195946  ‐0,055938  0,287973  0,262870  0,259946  0,054726  ‐0,023454  0,122132 
CC4  0,945115  0,065830  0,141138  0,135910  0,271585  0,266885  0,210471  0,099458  ‐0,073923  0,104347 
IMP1  0,301229  ‐0,163971  0,161204  0,878156  0,206040  0,120646  0,275927  0,343121  0,011860  0,077674 
TR1  0,196452  ‐0,007388  0,114888  0,057109  0,297099  ‐0,043800  0,273196  0,051410  0,191953  0,980721 
TR2  0,322770  ‐0,069684  0,120176  ‐0,003461  0,323447  ‐0,063869  0,152286  ‐0,064406  0,111532  0,594594 
TR3  0,291178  ‐0,051900  0,091505  ‐0,010737  0,286607  ‐0,143504  0,176420  ‐0,103092  0,095026  0,597836 
CL1  0,174208  0,185793  ‐0,213569  0,239672  0,708037  ‐0,056403  0,198757  0,258198  ‐0,110891  0,051241 
CL2  0,267053  0,250016  ‐0,104820  0,330011  0,839563  0,017041  0,230882  0,281131  ‐0,270265  0,128238 
CL3  0,246322  0,236219  ‐0,043552  0,136689  0,839670  0,068863  0,244053  0,152265  ‐0,117896  0,324301 
CL4  0,317779  0,143522  ‐0,029359  0,313637  0,808621  0,102766  0,416755  0,166232  0,005075  0,239791 
CL5  0,267551  0,084419  0,102282  0,341902  0,739863  0,010740  0,292069  0,328373  0,066907  0,309184 
CL6  0,392031  0,213471  ‐0,071825  0,147462  0,729290  0,082446  0,501776  0,150634  0,180093  0,364348 
CL7  0,290738  0,298346  ‐0,099990  0,185283  0,881593  0,050107  0,336154  0,290991  ‐0,001992  0,230024 
CL8  0,237094  0,025084  ‐0,057306  0,262783  0,623934  ‐0,012738  0,173313  0,252205  ‐0,056220  0,105046 
int_crp  0,191598  0,002070  1,000000  0,199134  ‐0,073286  0,661998  0,190158  0,070925  ‐0,084616  0,108617 
int_inv  0,293561  0,138209  0,661998  0,178376  0,036938  1,000000  0,180055  0,010673  ‐0,077707  ‐0,015557 
IMP2  0,158888  0,060735  ‐0,032127  0,829281  0,409582  0,065003  0,407680  0,439483  0,025045  ‐0,106079 
IMP3  0,234095  ‐0,192826  0,235726  0,845476  0,240336  0,161571  0,319142  0,341192  ‐0,022023  0,050257 
IMP4  0,272311  ‐0,054107  0,198410  0,913132  0,239381  0,131656  0,323475  0,471542  0,089765  0,055003 
IMP5  0,183716  ‐0,091947  0,254685  0,883636  0,249788  0,259258  0,368722  0,404152  0,117653  ‐0,035365 
IMP6  0,337130  ‐0,000035  0,187651  0,839504  0,460585  0,166497  0,392288  0,474414  0,046678  0,303465 














chains.  However,  our  understanding  of  the main  factors  that  affect  IOSs  use  and  success  is  hardly 
complete.  Through  brief  review  of  coordination mechanisms  theory  and  its  related  theory  such  as 
transaction  cost  theory  (TCT)  and  Resource  Based  View  (RBV),  the  paper  generates  theoretical 
propositions  and  attempt  to  conceptualize  a  theoretical  model  which  map  the  role  of 
Interorganizational relationships (IORs) climate attributes in linking IOSs technology and supply success.  
The theoretical model encompasses two major causal relations: (1) a direct relation linking IOS use with 
Supply  chain  performance  (IOS  success)  and  (2)  a moderating  relation  linking  IOS  success with  IORs 
attributes. Else more, the paper attributes to  IORs success climate a set of constructs drawn  from the 





coordination  mechanisms  to  manage  interorganizational  relationships  and  information  flows.  As  a 
consequence, the issue of IOS becomes imperative for business enterprises and organizations in general 
and  is  increasingly gaining  interest  in academic circles  (Clemons & al., 1993;  Johnston & Vitale, 1988; 
Iacovou & al., 1995; Teo & al., 2003, Amami & Brimberg, 2004).  
IOS are  increasingly being used by global business  firms  to enhance  their  collaboration. Even  though 
that they request tremendous investments, IOS support managerial expectations in term of continuous 
information flows and tight interorganizational connections (communication). In view of  its undeniable 






to  push  organizations  to  centralize  decision‐making  and  create  a  hierarchy  of  decision‐making.  The 
verticalization  helps  to match  information  processing  needs  and  information  processing  capabilities 
(Galbraith, 1977).   
The  dynamic  environment,  the  development  of  electronic  networks  and  the  relative  inefficiency  of 
hierarchies make it difficult for firms to successfully compete alone. Across different industries, firms are 
developing web  based  supply  chain  to  support  their  business  strategies.  The  success  of  these  new 
emerging  strategies  will  depend  on  the  capability  of  erecting  and  maintaining  new  coordination 
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mechanisms  (communication  and  control)  that  will  reduce  uncertainty  that  arises  from  these 
interorganizational relationships.   
Granted,  one  can  argue  there  is  no  established  coordination mechanisms  theory  that  describes  and 
predicts  the  outcome  of  interorganizational  relationships.  However,  the  theoretical  perspective  on 
coordination mechanisms  at  the  organizational  level,  developed  extensively  in  the  literature,  can  be 
extended to  interorganizational relationships. We can safely assume that they are powerful enough to 
cover  multiple  contingencies  such  as  necessity,  reciprocity,  efficiency,  asymmetry,  legitimacy,  and 
stability (Oliver, 1990).    
Transferring  this  body  of  research  on  interorganizational  relationships  to  the  area  of  supply  chain 
management,  one  can  make  a  reasonable  assumption  that  interorganizational  links  change 
environmental dynamics and  the  firm's behavior, and consequently, create value  to economics actors 
along the supply chain. 
What are the coordination mechanisms  that will ensure communication and control among economic 
actors along  the supply chain? Four  types of coordination mechanisms  (structural mechanisms; socio‐
political  mechanisms;  resources  mechanisms;  and  IOS  mechanisms)  can  be  used  to  map 
interorganizational relationships (Bensaou & Venkatraman, 1995).  
With  respect  to  supply  chain  management,  IOS  can  serve  as  an  enabler  and  supporter  of 
interorganizational  relationships  both  on  an  operational  and  on  a  strategic  level.  By  allowing  rapid 
information  flows at much  lower costs,  it enables  interactive  relationships  that otherwise might have 
been  desirable  but  impractical.   Where  IOS  are  further  developed  and more widespread, we would 
expect to see more business enterprises extend their boundaries and outsource their  logistics function 
rather  than performing  it  internally,  and  a  tendency  to use more  involved partnership  arrangements 




the  issue  of  supply  chain management  and  interorganizational  information  systems  (IOS)  becomes 
critical  to  their  operations  and  strategic  activities.  Poorly  integrated  processes,  poorly  designed 
coordination  mechanisms  and  the  lack  of  managerial  competencies  in  managing  interfacing 
collaborative  decisions  lead  all  to  distorted  information  and  its  bullwhip  effect  consequences, 
inefficiencies along the supply chain  
IOS  use  and  diffusion  are  partly  due  to  an  increasingly  competitive  environment,  globalization  and 
commoditization. Business enterprises are  seeking  to  streamline  their activities, efficiency and better 
control  mechanisms.  They  are  also  seeking  to  build  systems  through  risk  sharing,  capitalize  on 
economies of scale and externalize all activities that can be achieved more efficiently by partners and 




an  increased need  to share  information,  integrate processes and most  likelihood a positive  impact on 
supply chain performance.  IOS design, development and use aim primarily to  information  integration, 
information  sharing,  information  collaboration,  and  information  synchronization  with  all  partners. 
Client/vender  information  integration and  information sharing  involve the  flow of accurate and timely 
information regarding a partner's resources, and critical information such as forecasted demand, orders 
status and expected lead time. 
Lee & Whang  (2000)  and  Li  (2002)  showed  that  increased  information  sharing  can  lead  to  improved 
supplier order quantity, better inventory allocation decisions, increased velocity and enhanced visibility. 
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Also,  Clemons  &  al.  (1993)  claim  that  IT  reduces  explicit  coordination  costs,  operations  risk  and 
opportunism risk (by  improving monitoring and reducing the relationship specific  investment). Reekers 
&  Smithson,  (1995)  add  that  IT  improves  information  manipulation  within  the  transaction.  Other 
researchers  advance  that  IT promotes  a move  toward market  coordination by  reducing  coordination 
costs  (EDI  increases  the number of  suppliers and decreases  IORs  specific  investment  (Benjamin & al., 
1986; Bakos & Brynjolfsson, 1992; Bakos & Treacy, 1986).  
At same vein, number of studies on information systems and organization fields reveal the relevant role 









Proposition 1:  Interorganizational  Information  Systems have a direct  influence on  the  Supply Chain 
performance   
Theories  also  support  the proposition  above.  In  fact,  Resource Based View  (RBV)  (Wernerfelt,  1984) 
assumes  that  firms  create  IT  related  competitive  advantage  by  assembling  IT  resources  that  work 
together to create organizational capabilities (Bharadwaj, 2000). Ross & al. (1996) divided IS  into three 
IT assets which  together with  IT processes5 would contribute  to business value. These  three  IT assets 
were  labeled human assets (e.g., technical skills, business understanding, problem‐solving orientation), 
technology assets (e.g., physical IT assets, technical platforms, databases, architectures, standards) and 
relationship  assets  (e.g.,  partnerships  with  other  divisions,  client  relationships,  top  management 
sponsorship, shared  risk and  responsibility).   Also, The Transaction Cost Theory  (TCT)  (Coase, 1973)  is 
likely  to be an  important  theoretical base  to hold up propositions. TCT  is considered as most used  to 
explain the impact of IT use at the boundaries of organizations. Based on transaction cost theory, Bakos 
&  Treacy  (1986)  presented  two  theoretical  links  between  information  technology  and  competitive 
advantage, namely; 
. Bounded rationality: extended bounds of organizational rationality can affect cost of research as well 
transaction  cost.  IT  can have  a direct  impact on opportunism, environmental  constraints  and market 
exchanges with small firms (sources of transaction costs) by affecting bounded rationality. Hence, IT use 
reduces contracting and monitoring costs (moderate opportunism), improves generation of alternatives 
and  possibilities  (moderating  uncertainty  and  environmental  constraints)  and  affects  information 
asymmetries. 
 . Production process  is  alike  affected be  IT use.  In  fact,  IT  improves  the  adaptability of  the product, 




performance,  there  remains  great  debate  on  the  direct  influence  of  information  technology  and  on 
performance differences (Powell & Dent‐Micallef, 1997; Ross & al., 1996; Barney & Arikan, 2001; Wade 
& Huland,  2004; Barney, 1991). Research  in  this  field  is  less  than  convincing, due  to  the  absence of 






depend on complementary  resources  (supplier  relationships).  It suggests  that  resources developed or 
acquired over long periods of time, that link numerous individuals and technologies, and based on often 
taken‐for‐granted  intangible  relationships within  a  firm  and between  a  firm  and  its  stakeholders  are 
more likely to be inelastic in supply than resources without these attributes (Barney & Arikan, 2001). At 
same vein, Powell & Dent‐Micallef  (1997) advance  that  IT  investment  in and of  itself has no effect on 
performance  in  the retail service  industry. However, retail  firms have gained a competitive advantage 
when combined with intangible, difficult‐to‐imitate complementary resources, such as a flexible culture, 
strategic  planning,  IT‐integration,  and  supplier  relationships.  They  add  that  “Complementarity” 
represents an enhancement of resource value, and arises when a resource produces greater returns  in 




Thus,  our main  contention  is  the  emphasis  on  IOSs  outcomes  and  the  climate  of  the  relationships. 
Indeed, a number of academics  (Clemons & al., 1993; Mohr & Spekman, 1994; Pavlou, 2002; Sawaya, 
2002; Ritter & Gemunden, 2003; Agi & al., 2005; Lin, 2006) reveal that IORs climate (trust, commitment, 
coordination…)  is  considered as a preexisting  condition of  information  systems  success.  For  instance, 
Hart & Saunders (1997) claim that interfirm relations, particularly trust, will gain preeminent importance 
in  the management  of  electronic  linkages  (enabled  by  electronic  data  interchange).  Also, Williams 
(1997)  advances  that  IORs  varying  characteristics  are  likely  to  affect  the  breadth  and  the  depth  of 
effective  IOS use  between  organizations. Moreover,  Clemons &  Row  (1993)  advance  that bargaining 
power could influence IOS use. They demonstrate the critical role of long term cooperative relationships 
on IT use in the context of outsourcing activity. In addition, Zaheer & Vankatraman (1994) found general 




become  embedded  in  a  company  and  are  difficult  to  trade.  In  fact,  IS  resources  success  does  need 
preexisting  supplier  relationships  (as  value,  rareness,  inimitability,  and  non‐substitutability  resources 
(Barney,  1991))  to  persist.  This  statement  joins  our  second  principal  proposition  which  considers 
“relationships  climate”  as  key  moderators  that  we  believe  can  affect  the  IS  resource‐performance 
relationships??  (Subramani, 2003; Wade & Huland, 2004).  ; From  this brief  literature  review, one can 
derive the following proposition: 
Proposition2: Interorganizational Relationships Climate has a moderating influence on IOS success 
The  literature offers several attributes to the climate of  interorganizational relationship.  It depends on 
the perspective adopted by the study. For  instance, Mohr & Spekman  (1994) elaborated a conceptual 
model  exposing  the  characteristics  of  successful  interorganizational  relationships.  They  characterized 
the  interorganizational  relationships  attributes  by;  commitment,  trust,  coordination  and 
interdependence. The results of a survey used to test the model indicate that the primary characteristics 
of  partnership  success  are  partnership  attributes  of  commitment,  coordination  and  trust, 
communication quality and participation, and the conflict resolution technique of joint problem solving. 
Also, Hart & Saunders (1997) distinguished two attributes of trading partners’ relationships; power and 
trust. Morgan  &  Hunt  (1994)  advanced  that  successful  relationship marketing  requires  relationship 
commitment and trust.  




Other  studies  in  the  literature  underlined  variables  to  describe  the  IORs's  atmosphere,  such  as 
commitment (Anderson & Weitz, 1989; Blankenburg & al., 1999; Ring & Van de Ven; 1994), adaptation 
(Håkansson & Snehota, 1995;  Jones & al., 1997;  Jeffries & Reed, 2000) and coordination  (Jones & al., 
1997).  The  study will  adopt  the  characterization  of Mohr &  Spekman  (1994).  Hence,  the  attributes 




















and use  to coordinate  the  supply chain activities can be viewed  in  that  lens.   From a  resource based 
view, IOS is considered as a technology asset 7of the firm. It consists of sharable technical platforms and 
data bases. A  strong  technology  asset  is essential  for  integrating  systems  and making  IT  applications 
cost‐effective in their operation and support (Ross & al., 1996).  
As  defined  by  Holland  (1995),  Interorganizational  information  system  application  is  “the  business 




IOS  definitions  have  included many  considerations.  It’s  due  to  the multidimensional  aspect  of  the 
concept.  Johnston & Vitale  (1988),  for  instance,  distinguish  two  characteristics  of  interorganizational 
information  systems:  one  technological,  the  other  organizational. Moreover,  Song  &  Farrell  (1989) 
characterize IOS by two dimensions: objectives (Data) and user group (Customers).  
Aside, the  IOS can be viewed    in many ways. They can be set up as one‐to‐one  (a typical buyer–seller 
system),  one‐to‐many  (a  marketing  or  purchasing  system),  or  many‐to‐many  (electronic  markets), 
depending  on  the  interaction  patterns  between  the  participants  (Bakos,  1991;  Hong,  2002).  So, we 
assert  the  existence of many  IOS  applications,  as;  inter‐corporate  electronic mail  systems,  electronic 
data  interchange  (EDI),  systems  enabling  suppliers  and  buyers  to  exchange  standardized  business 
documents,  and  inter‐corporate  electronic  graphics  data  interchange  of  engineering  documentation 
(Riggins & al., 1994). 
                                              
7 Or Technology resources (Powell & Dent‐Micallef, 1997) 
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Literature  offers  a  number  of  essays  to  the  conceptualization  of  IOS  use.  Masseti  &  Zmud’s 
conceptualization (1996) is considered among most adopted by researchers which identifies four levels 
or  dimensions  of  IOS  use;  Breadth  (number  of  EDI  partners  of  a  given  firm),  diversity  (number  of 
different  types  of  documents  that  supported  by  EDI  exchange),  volume  (the  percent  of  total  EDI 
documents represented by each type of document) and depth.  
More recently, Forster & al., (2002) view the IOS use in two levels; Standardized IOS and breadth of IOS. 
They  define  IOS  breadth  as  the  breadth  of  different  IOS  used  between  organizations.  However, 












In  a  broader  view,  Bensaou  (1992)  considers  technological  coordination mechanisms  as  the  use  of 
information  technology  for  facilitating  interorganizational  coordination.  He  proposes  a  set  of 
characteristics  related  to  these  mechanisms,  in  instance;  intensity  of  use  of  electronic  linkages, 
asymmetry, level of electronic integration and the scope of use. 
5.2 Supply Chain Performance Conceptualization  








(1988)  characterizes  organizational  performance  with  three  dimensions,  namely;  production, 
coordination  and  flexibility.  S.  Levi  &  al.  (2002)  associate  supply  chain  performance  with  four 
perspectives: reliability, reactivity, costs and resources usage. Chang & al. (2007) mentioned five supply 
chain performance attributes: R&D  (Design,  technique, Odds, Customization,  Innovation), Cost  (Price, 
Quantity, Discount, Decrement, Rush), Quality  (Import, On‐line, Reliability, Stability), Service  (Delivery, 
Accuracy,  Assurance,  Stockout),  and  Response  (Regular,  Emergency,  Volume,  Specification, 
Modification). Moreover, Otto and Kotzab (2003) derived the goals of supply chain management from 
six perspectives, and described standard problems, solutions and performance metrics. Gunasekaran & 
al.  (2004)  distinguish  six  determinants  of  performance,  namely;  order  planning  and  production  level 
improvement, delivery time and procurement improvement, customer's satisfaction improvement, and 
logistic cost  reduction. Whicker & al.  (2006) characterized supply chain performance  improvement by 
two  factors,  namely;  cost  and  time.  Chen  &  Paulraj  (2004)  distinguished  between  the  supplier 
performance and the buyer performance to cover the supply chain performance concept. Accordingly, 
IOIS use 







the  supplier  performance  was  measured  in  terms  of  quality,  cost,  flexibility,  delivery  and  prompt 
response.  However,  the  buyer  performance  was  measured  in  term  of  market  share,  return  on 
investment, present value of the firm, firm's net income, and after‐sales profit.   
Furthermore, Verma and Pullman (1998) ranked the importance of the supplier attributes of quality, on‐
time delivery,  cost,  lead‐time and  flexibility. Wang & al.  (2006) attributed  five  factors  influencing  the 
supply  and  the  supplier  selection  performance:  R &D,  cost,  quality,  service  and  response.  Similarly, 
Tracey & Tan  (2001) developed  some  supplier  selection  criteria,  including quality, delivery,  reliability, 
performance and price, and  assessed  the  customer’s  satisfaction based on price, quality,  variety  and 
delivery. 
The  literature  mentions  others  dimensions  to  performance  such  as;  flexibility,  responsiveness, 
competitive  versatility,  resources,  output,  coordination,  reliability,  reactivity,  costs…  The  selection  of 
SCP dimensions depends on the nature of industry and activity concerned.     
The paper is interested in the impact of IOS on SCP. Moreover, we focus on benefits drawn from the use 













in her  counterpart  in  the partner organization”.  They  further define  interorganizational  trust  as  “the 
extent of trust placed in the partner organization by the members of a focal organization”.  
Zaheer  et  al.  (1998)  noted  that  interpersonal  and  inter‐organizational  trust  are  related  but  different 
constructs.  In  fact,  interpersonal  and  inter‐organizational  trust may  develop  and  impact  each  other 
simultaneously or so, that either one develops first and impacts the other.  
In  the  present  paper  we  are  interested  in  "interorganizational  trust".  Besides,  we  suppose  the 
distinction between the dispositional trust and interorganizational trust as it recognized by Zaheer & al., 
(1998).  In  fact,  whereas  dispositional  trust  is  an  individual  trait  reflecting  expectancies  about  the 










in  three different  forms;  cognitive, behavioral and emotional.   More precisely, Perrone   & al.,  (2003) 
conceptualize trust  in terms of three core components, namely; Reliability, predictability, and fairness. 
Moreover,  Pavlou  (2002)  suggests  two  dimensions  of  interorganizational  trust  in  buyer–seller 
relationships;  credibility  and  benevolence.  Johnston  &  al.,  (2004)  added  to  the  benevolence,  the 
supplier’s perception of buyer’s dependability. 
In addition, Pavlou & al.,  (2003) propose  three dimensions of  interorganizational  trust;  competence8, 
credibility, and benevolence. Morgan & Hunt  (1994) conceptualize  trust  in  term of  three dimensions; 
communication,  shared  values  and  opportunistic  behavior.  According  to Mayer &  al  (1995),  trust  is 
conceptualized  in three dimensions, namely; benevolence,  integrity and ability. Within a set of factors 
drawn from  literature, those factors explain a major portion of trustworthiness. In fact, benevolence  is 






Given  the  uncertainty  characterizing  on  line  exchange  relationships,  studies  claim  the  importance  of 
interorganizational trust built between online trading partners.  
In  fact,  Pavlou  (2002)  and  Pavlou  &  al.,  (2003)  demonstrate  in  their  studies  the  influence  of 
interorganizational trust (buyers' trust in sellers) on transaction success in B2B marketplaces. Moreover, 
they argue how institution‐based trust9 can facilitates the formation of interorganizational trust in online 
marketplaces.  At  the  same  vein,  Ba  &  Pavlou,  (2002)  state  that  trust  formation  would  encounter 
uncertainty  (or  information asymmetry) and opportunistic behavior  in electronic market places. They 
mainly examine the extent to which trust can be induced by proper feedback mechanisms in electronic 
markets.  
Moreover, Wehmeyer  &  al.,  (2001)  discuss  in  their  work  the  trust  building  potential  of  inter‐firm 
coordination  roles as organizational means  in virtual organizations. They  found that,  in the context of 
virtual  organizations,  trust  is  presumed  to  be  a  factor  necessary  for  the  success  of  any  business 
relationship. Dyer & Chu  (2003)  found that perceived trustworthiness reduces transaction costs and  is 
correlated with greater information sharing in supplier‐buyer relationship.  
Also, Hart & Saunders (1997) revealed that trust plays an important role in EDI use for two reasons; (1) it 




The  concept  of  interorganizational  cooperation  is  viewed mostly  as  coordinated  activities  between 
organizations.  In  fact,  Bensaou  (1992)  asserts  that  one  of  the most  outcomes  of  cooperation  in  an 
organizational  setting  is  the  effective  coordination.  He  supports  the  idea  that  cooperation  is  a 
prerequisite of effective  coordination.   Further,  Liu & al.,  (2007)  reveal  that  cooperation  leads  to  the 
stability  of  the  relationship‐  prerequisite  for  the  economic  rewards  that  come with  cooperation  and 
partnership.  This would  be more  apparent  if we  flash  on  some  existing  definitions  drawn  from  the 
literature;  





Cooperation  is  viewed  as  “an  effort  to  increase  resource utilization and  value  through higher  explicit 
coordination  of  economic  activities,  that  is,  integration  of  operations”  (Clemons  &  al,  1993).  Also, 
Anderson and Narus, (1990) view Cooperation as ““similar or complementary coordinated actions taken 
by firms in interdependent relationships to achieve mutual outcomes or singular outcomes with expected 




fact, Claro &  al.,  (2003)  assert  that  relational  governance  relies on  cooperation not only market  and 
power.  Also,  Williams,  (2005)  demonstrates  the  influence  existing  between  cooperation  and  the 
structure10  of an Interorganizational network (ION).  
A number of researchers attempted to explain the “phenomenon” of interorganizational cooperation in 
terms  of;  typology, motivators,  benefits,  context…    For  instance,  Schermerhorn  (1975)  identifies  key 
motivators  to  establish  interorganizational  cooperation;  i.e.,  resources  scarcity,  positive  value  of 
cooperating (perceived value) and powerful extra‐organizational force demands (coercive pressures). He 





promotes  success  in  the  relationship”.  Many  other  studies  suppose  a  tight  link  between 
interorganizational cooperation and interorganizational relationships success (Benson, 1975; Håkansson 
& Snehota, 1995; Blankenburg & al., 1996; Williams, 2005). In fact, Johnston & al., (2004) presented the 
outcomes  of  cooperation within  buyer‐seller  relationship  in  two major  perspectives;  namely;  buying 
firm’s satisfaction with the supplier relationship and buyer’s assessment of relationship’s performance 
(several  suppliers  perspectives  on  one  buyer  performance).  Besides,  S.  Levi &  al.,  (2002)  claim  that 





need of organization to deal with  its environment.  In fact, Hall & al., (1977) define  it as “the extent to 
which  organizations  attempt  to  ensure  that  their  activities  take  into  account  those  of  other 
organizations”. Besides, transaction cost theory  introduces the notion of coordination cost as the base 
to comparative costs between decision to make or to buy.  
Basically,  interorganizational  coordination  is  related  to  information  and  precisely  to  information 
processing. Following definitions support this statement and focus on coordination context;    
By  coordination,  we  indicate  “the  information  processing  necessary  to  determine  the  design,  price, 
quantity, delivery schedule, and other similar factors for products transferred between adjacent steps on 
a  value‐added  chain”  (Benjamin &  al.,  1986). Malone  (1988)  defines  coordination  as  the  additional 
information  processing  performed when multiple,  connected  actors  pursue  goals  that  a  single  actor 
pursuing  the  same  goals  would  not  perform.  He  adds  that  coordination  implies  the  following 












coordination.  However,  some  theorists  have  considered  these  concepts  to  be  analytically  distinct, 
stating that coordination involve deliberate adjustment and collective goals, whereas cooperation does 
not  (Alter,  1990).  The  present  paper  supposes  similarity  of  the  two  constructs  and  uses  them 
interchangeably.  As  a  consequence, we  suppose  that  coordination  dimensions  reflect, without  bias, 
cooperation dimensions. This  sub‐section  is concerned about  the  two constructs and gives a  flash on 
some existing operationalizations;    
Litwak & Rothman, (1970) reveal that coordination between organizations  is a function of; The degree 
and  type  of  organizational  interdependence,  The  organizational  awareness  of  interdependence,  The 
number  of  organizations  involved,  The  extent  to  which  linkages  deal  with  uniform  or  non‐uniform 
events,  The  resource  organization  has  to  commit  to  interorganizational  linkages  and,  The  type  of 
organization.  
Johnston &  al.,  (2004)  focus on  the behavioral  aspect of  cooperative  relationships  and  extract  three 
dimensions  of  buyer‐supplier  cooperation.  These  behaviors  are  the  use  of  joint  responsibility  for 
common  operational  tasks,  undertaking  shared  planning  activities  and  being  flexible  and  responsive 
with respect to changes in demands placed upon the relationship’s requirements 
Also,  Heide  &  Miner  (1992)  present  four  dimensions  of  interorganizational  cooperation:  flexibility, 
information exchange, shared problem solving, and restraint in use of power.  
Interorganizational coordination/cooperation and IT 
The  problem  of  coordination  is  in  essence  a  problem  of  information  (Forster  &  al.,  2002).  As  a 
consequence, the use of  information technology across boundaries has become as a new coordination 
mechanism  capable of  changing  the way organizations are organized and  their nature of governance 
(Benjamin  &  al,  1986;  Bensaou,  1992;  Forster  &  al.,  2002).  In  fact,  Malone  (1988)  labels  it  as 
"coordination technology" referring to "any use of technology, especially computer and communications 
technology, to help people coordinate their activities".  






The  literature  draws  multiple  notations  of  the  term  such;  “interorganizational  dependence”, 
“organizational interdependence”, “dependence”, strategic interdependence…. Though, definitions have 
basically the same orientations;  
Gulati  (1995) defines “Strategic  interdependence” between organizations as “a situation  in which one 






From a  theoretical point of  view, Pfeffer  (1972)  argues  that  interorganizational  influence arises  from 
conditions of asymmetric interdependence between organizations. He adds that when organizations are 
interdependent, because of resource exchange, this could lead to interorganizational influence. Mindlin 
&  Aldrich  (1975)  also  affirmed  that  organization  is  dependent  on  other  organizations  that  control 
resources and markets necessary to ensure its survival.  
Organizational  interdependence  is  considered as a  stimulus  for  coordination and  cooperation  (Ouchi, 
1980; Gulati & Gargiulo, 1999) (for instance; Joint ventures and mergers) and has great implications for 
exchange  relationships  (Gundlach &  Cadotte,  1994). Hart &  Saunders  (1997)  and Anderson & Narus 
(1990)  reveal  that  dependence  and  its  use  to  leverage  changes  is  among  sources  of  power  in  dyad 
relationship between buyer and seller.  








As  a  summary, we  conclude  that  dependence  between  partners  is  a  source  of  power  and  it  has  an 
interorganizational influence (Emerson, 1962; Anderson & Narus, 1990; Anderson & Narus, 1984). Thus, 
organizations  could  use  politics  and  tactics  to  execute  decisions  such  information  systems  adoption 
(Amami, 2003).  In  fact,  several  studies  support  the  idea  that  the buyer can use power  to  influence a 
supplier’s decision in favor of the decision of adopting EDI system (Iacovou & al., 1995; Hart & Saunders, 





career,  or  the  organization”. Moreover,  organizational  commitment  takes  the  same  designations  as 
other  concepts  presented  in  the  literature,  such  as;  organizational  involvement  or  organizational 
identification (Angle & Perry, 1981). It basically concerns the intraorganizational aspect of commitment 
between the organization and the employees.    
The  present  paper  focuses  on  interorganizational  commitment  in  the way  of  the  fact  that  treats  an 










worth  working  on  to  ensure  that  endures  indefinitely”. Moreover, Moorman  &  al.,  (1992)  present 
commitment  to  the  relationship as  "an enduring desire  to maintain a valued  relationship".   Also,  the 
195 
commitment  is  defined  as  "channel member's  intention  to  continue  the  relationship"  (Anderson  and 
Weitz,  1989). More  recently, Anderson & Weitz  (1992)  refer  to  commitment  to  a  relationship  as  “a 
desire  to  develop  a  stable  relationship,  a willingness  to make  short‐term  sacrifices  to maintain  the 
relationship,  and  a  confidence  in  the  stability  of  the  relationship”.  Kim  &  Frazier,  (1997)  present 
Commitment as the strength of a firm's business ties with its channel members.   
The  construct of  commitment has been  conceptualized  in  several manners  (Kim & Frazier, 1997),  for 
example; desire  to continue  the  relationship and willingness  to make  short  term  sacrifices  (Anderson 
and Weitz, 1992; Mohr & Nevin, 1990),  confidence  in  the  stability of  the  relationship  (Anderson  and 
Weitz,  1992),  importance  of  the  relationship  (Morgan  and  Hunt,  1994),  idiosyncratic  investment 




More  accurately,  Morgan  &  Hunt  (1994)  conceptualize  the  relationship  commitment  by  three 
dimensions;  in  occurrence;  (1)  relationship  termination  cost,  (2)  relationship  benefits  and  (3)  shared 
values.  Geyskens  &  al.,  (1996)  consider  the  two  type  of  relationship  commitment  to  its 
operationalizations.  In fact the two types of commitment that may characterize  interfirm relationships 
are as following;   
Affective  commitment  expresses  the  extent  to  which  channel  members  like  to  maintain  their 
relationship with specific partners.  
Calculative  commitment  measures  the  degree  to  which  channel  members  experience  the  need  to 
maintain a relationship. This type deals with a calculation of costs and benefits of the relationship. 
They add  that  the measurement of  intention  to  continue a  relationship without  consideration of  the 
underlying motivation  could hide  the  effect  of  other  factors  (such  trust  and  interdependence). Also, 
Gundlach  &  al.,  (1995)  adopted  a  multi‐components  approach  to  conceptualize  commitment  by 




with  some  normative  or  affective  attachment,  towards  the  sustenance  of  an  enduring  long‐term 
relationship. Finally, temporal commitment represents the essence of long‐term relational commitment, 
where parties become more deeply involved in the relation hip, and is characterized by its enduring and 
long‐term  nature.  The  multi‐components  approach  has  been  used  by  a  number  of  researchers  to 
measure commitment (e.g.; Kim & Frazier, 1997; Brown & al., 1995).   
From another point a view, Cohen (2007) has advanced some  limitations to the adoption of the multi‐
components  approach  (instrumental,  behavioral  and  continuance  components)  for  the 
conceptualization of commitment. In fact he proposed a model to conceptualize commitment including 
two major dimensions, namely; the timing of commitment and the bases of commitment. The timing of 
commitment  distinguishes  between  commitment  propensity,  which  develops  before  entry  into  the 
organization  and  organizational  commitment, which  develops  after  entry  into  the  organization.  The 
second  dimension,  the  bases  of  commitment, makes  a  distinction  between  commitment  based  on 
instrumental considerations and commitment based on psychological attachment.    







as well as to gain potential competitive advantages  (Chang & al., 2007).  In addition, due to  increasing 
global  competition,  many  organizations  are  aware  about  the  benefits  of  electronic  network 
conceptualization, development and use in supporting their extended organizational environment. Thus, 
they  set  electronic  infrastructure  to  carry  out  physical,  informational  and  financial  flows  along  the 





Second,  the  study  identified,  documented,  conceptualized  and  discussed  IORs  attributes  that 
characterize the climate of interorganizational relationships. Attributes such as interorganizational trust, 
interorganizational cooperation,  interorganizational coordination,  interorganizational commitment and 
interorganizational  dependence  seem  to  moderate  relationships  between  IOS  and  supply  chain 
performance.  
In  future  study we  intend  to use methodological pluralism  (or  triangulation)  to empirically verify our 
claims  highlighted  in  our  conceptual  model.  Our  main  contention  is,  despite  decades  of  process 
reengineering breakthroughs  and  state of  the art  technology deployment, The  triple –A  supply  chain 
(Lee,  2004)  remains  elusive.  Supply  chain  performance  seems  to  be  about  building  and maintaining 
relationships.  In this view people talent who are the main architect of building those relationships  is a 
key asset. Therefore, supply chain performance depends much more on relationships climate developed 
and  nurtured  by  talented  people,  not  on  technology.  This  is  truer  especially  as  the  environment  is 
increasingly more volatile and complex. 
Granted,  technology  ‐hardware and software‐  is without doubt crucial  in  linking and managing supply 
chain. But  technology  is  just an enabler and  the  real differences  in  supply  chain performance  is how 








































































































































































































































































A necessity  for a  framework  for orientation arises due  to  the number of  functionalities applicable  for 
commercial  Internet  presences.  Therefore,  the  paper  presents  a  checklist  for  consumer‐focused 
functionalities. This  checklist has been  confirmed  through  a pilot  study  among best practice  Internet 
presences.  An  additional  study,  still  running,  sketches  the  use  of  the  functionalities  identified  by 
commercial Internet presences belonging to companies creating the highest turnovers in their industries 






2001).  Based  on  the  business  strategy,  the  Internet  offers  by  far  better  opportunities  for  strategic 
positioning  compared  to  other  information  technologies  (lower  entry  costs,  faster  return‐on‐
investment, available critical mass of consumers) (Timmers 2000, Porter 2001). 
The  expectations  of  consumers  increase  with  the  continuous  evolution  of  the  Internet  from  an 
information  and  communication  platform  to  a  transaction  and  interaction  platform.  Based  on  an 
augmented  need  for  information  and  growing  demand  for  additional  functionalities,  a  commercial 
Internet presence has to allow for more than need satisfaction that is accompanied by the purchase of 
goods  (Shankar et al. 2003). With consumer satisfaction being an  important  influence on  repurchases 
the  offering  of  additional  functionalities  is  crucial  (Cho  and  Park  2001).  Furthermore,  consumer 
satisfaction  is  influenced  by  product  quality,  quality  of  the  purchase  process,  performance  of  the 
consumer service, complete and on‐time delivery as well as overall  impression of the transaction (Cho 
and Park 2001). In this context, it is necessary to set up a checklist for consumer‐focused functionalities. 
This  checklist  represents a guideline  for emerging, and an evaluation  framework  for existing  Internet 
presences.  
The  research  topic  covered by  this paper  is positioned between  the  increasing  importance of B2C e‐
commerce and its driving force convenience. Fundamental consumer related factors of convenience for 
purchasing on  the  Internet are access convenience, search convenience, possession convenience, and 
transaction convenience. These  factors, as considered  in  the checklist, help expanding  the company’s 
market  and  can  positively  influence  the  strategic  business  goals  consumer  loyalty  and  consumer 





The  functionalities  covered  by  the  checklist  can  be  found  in  the  three  primary  activities:  outbound 
logistics, marketing and sales, and service  (Porter 2001, Krüger and Bach 2001). Based on the primary 
activities  of  a  company,  the work  at  hand  is  dealing with  the  sales  transaction  phase.  The  frame  of 
reference used is an extended version of the Hansen and Neumann framework (2005) (see figure 1). The 
sales  transaction  phase  is  started  by  the  initial  information  phase  induced  by  the  consumer  or  the 
company. Building on that, the agreement phase comprehends the negotiation of the scope of services 





Considering  the  abundance  of  functionalities  (for  example  search  function,  personalization, 
sweepstakes) a  structure  for  Internet presence‐based  functionalities was developed. This  structure  is 
created on dimensions of  functionalities which  can be  also  attributed  to  the  sub‐phases of  the  sales 
transaction  phase.  As  illustrated  in  figure  1,  the  information  phase  predominantly  deals  with 
information‐focused  functionalities  in  the  dimensions  Product  and  Price,  Company,  Contact  and 
Entertainment. Because of a strong  functional correlation between agreement and  transaction phase, 
corresponding  functionalities are aggregated. The dimensions addressed are Order, Order processing, 
Delivery,  and  Payment.  The  scheme  is  expanded  by  the  sales  transaction‐spanning  dimension  of 































































































































































As  already  mentioned,  the  availability  of  information  is  an  important  success  factor.  According  to 
Product  and  Price,  electronic  product  catalogs  and  detailed  electronic  product  catalogs  will  be 
differentiated in order to highlight the different levels of information. Other possible functionalities are 
attributable  to  the  areas  of  product  individualization,  comparison  of  products  and  automatically 
generated  recommendations.  Product  ratings  and  reviews  allow  consumers  to  evaluate  products 
themselves. With  structured navigation based on different aspects  (like product categories, price and 
size)  and  elaborated  product  search,  a  good  overview  of  offers  and  products  can  be  provided. 
Functionalities  influencing  the  purchasing  decision  are,  among  others,  availability  checks  and 
downloadable test versions of digital goods. Additionally, means of advertising  like product promotion 
(on the web portal), the provision of newsletters, RSS‐feeds and FAQ are commonly used. Shifting the 
promotional  activity  to  consumers  is  realized by  the  „inform‐a‐friend“‐functionality, with  information 
being  directly  forwarded  to  prospective  buyers  (Gittenberger  2007,  Kim  and  Lee  2002,  Schütte  and 
Vering 2004, Hansen and Neumann 2005). 
3.2 Company 
Besides mandatory  legal  information on  the company and  its general  terms and conditions, similar to 





IP‐service  (VoIP),  forums and  forms can be made available. A comprehensive and satisfying complaint 
management, which can be  implemented via complaint  forms, has  to be  realized  (Schoenbachler and 
Gordon 2002).  
3.4 Entertainment 
The  functionalities  of  this  dimension  are  targeted  at  entertaining  consumers  and  presenting  news, 
making them stay longer on the Internet presence to browse the content. This behaviour can be realized 





The  order‐related  dimension  has  to  be  formed  precisely,  clearly  and  should  include  all  essential 
information. This necessity arises from the order process being directly turnover‐generating and highly 
influencing  consumer’s  uncertainty  regarding  transactions  on  the  Internet  (Schröder  and  Bohlmann 
2007).  Shopping  cart,  data  input  and  cancelation  of  executed  orders  as  well  as  providing  ex  ante 
information about all necessary steps are covered by this dimension. Because of the high impact on the 



















This  transaction‐spanning  dimension was  added  to  the  framework  of  Hansen  and  Neumann  (2005) 
concerning  consumer‐focused  functionalities  of  information  systems  (see  figure  1).  It  covers  all 
functionalities  supporting  the sales  transaction phase without being  specific  to one of  its  three parts. 
Examples  are  chatbots  for  counselling  consumers  or  the  personalization  of  Internet  presences.  In 
addition,  wish  lists  (public  or  private  wish  lists)  and  search  functionality  can  enhance  the  Internet 
presence.    Furthermore,  the  dimension  Interaction/Consumer  Service  contains  service‐related 









functionalities has been evaluated. These heterogeneous  industries were selected  in order  to cover a 
comprehensive view on commercial Internet presences. 
Figure 2.   Occurrence of dimensions concerning specific industries (pilot study) 
Traditionally,  technology‐oriented  industries  like  consumer  electronics  use  e‐commerce  more 
intensively  (Hudetz  and  Duscha  2006).  In  contrast,  the  food/beverage‐industry  seems  to  be  less 
qualified for e‐commerce. The following rule of thumb describes this problem: The more perishable and 
the more  replaceable  foods are,  the  less qualified  they are  for e‐commerce. Spirits,  for example, are 
suitable  for  online‐markets  because  they  are  rather  standardized  and  less  perishable  (Hansen  and 
Neumann 2005).  
Both,  the  fashion‐  and  the  food/beverage‐industries,  are  underrepresented  concerning  Internet 
presences  in  Europe;  the  fashion‐industry  however  has  a  higher  share  of  online  sales.  According  to 
Gittenberger, the highest annual turnovers (after tax) among Austrian retailers  in e‐commerce  in 2006 
have been realized  in consumer electronics followed by fashion (Gittenberger 2007). The  industry with 
the  lowest  percentage  concerning  the  overall  turnover  in  e‐commerce  is  traditionally  the 
food/beverage‐industry (Hansen and Neumann 2005). 
While  conducting  and  analyzing  the  pilot  study  the  necessity  of  increasing  the  sample  size  became 




preferred  in  e‐commerce  purchases  (Graumann  and Wolf  2008).  The  product  categories were  then 
transformed  into  industry  definitions.  According  to  these  industry  definitions  the  companies  were 
                                              
12 http://www.webbyawards.com 
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selected  using  the  AMADEUS  database,  a  collection  of  all  European  companies.  In  each  industry 
selected, 30 companies were chosen starting with the highest annual turnover. 
The evaluation  is based on the functionalities  identified  in the checklist. The values of a dimension are 
determined  by  the  occurrence  of  functionalities  that  belong  to  that  specific  dimension.  These 
occurrences  are  calculated  as  a  percentage  of  the  whole  of  the  dimension‐related  functionalities. 




The  pilot  study  (see  figure  2) was  conducted  among  those  Internet  presences  being  chosen  for  the 
webby  award  and  showed  a  significant  trend of  accurately designed  Internet presences meeting  the 
consumers’ expectations (judging criteria for the webby awards were the  Internet presences’ content, 
structure and navigation, visual design, functionality,  interactivity, and overall experience). Contrary to 







given. Taking the consumer electronics  industry as a role model  for an  industry with consumers being 
rather  technophile  and  information‐aware,  the  peculiarities  in  the  information‐based  dimensions 
Product  and  Price  as well  as  Company  and  Contact  can  be  explained  (Gittenberger  2007).  Another 
reason may be  fierce competition  in  this  industry. The degree of competition  is assumed  to be highly 
dependent on the degree of standardization of a product and  its substitutability. Given the consumer 
electronics  industry, both aspects are highly applicable  to  the products  sold. Assuming  the  consumer 
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electronics  industry  provides  the  products with  the  highest  prices  among  the  industries  observed,  a 
heightened need  for  information  can be explained  thereby.  (Hansen  and Neumann  2005, Kotler  and 
Keller 2006) 
The  fashion  industry  as  a  role model  for  selling  “look  and  feel”  products,  compared  to  consumer 









and  Order.  Regarding  the  dimensions  Entertainment  and  Interaction/Consumer  support  the  lack  of 
functionalities  in  all  industries  is  obvious.  This may  be  contributed  to  a missing  awareness  of  the 
importance of  these  functionalities or a  slow adoption of  these  rather new aspects  in  the companies 
observed.  
6 CONCLUSION AND OUTLOOK 








in  the  dimensions  Entertainment  and  Interaction/Consumer  Service. With  a  strong  influence  of  the 









Limitations  of  the work  at  hand  are  given  through  the  sample  size  and  the  selection  of  industries 
observed. Further, distinguishing between company  sizes could provide additional  insight  into  special 
company‐size related demands. The work at hand is focused on a descriptive generation of information 
in the field of consumer‐focused functionalities on Internet presences, an upcoming study is focused at 
creating  causal  relations  between  functionalities  and  consumer  satisfaction.  This  approach bears  the 
possibility  of  extending  the  results  by weighting  the  functionalities  from  the  evaluation  scheme  and 
providing recommended action on the design of commercial Internet presences.  
The  categorization of  the different  functionalities  tries  to avoid  redundancies. Extending and  refining 
this  checklist  is  a  declared  topic  for  further  research.  To  detect  mismatches  between  realized 
functionalities in Internet presences and functionalities demanded by the consumers, further research is 































































The  Customer  Relationship Management  (CRM)  strategy  seems  very  attractive  because  it  provides 
greats benefits to the organizations when well implemented. Particularly, CRM software solutions have 
been  adopted  to make  viable  this  strategy  and  increase business performance. However,  in  the  last 
decade most of these  implementations have  failed and a  lot of corporations expressed dissatisfaction 
with  the  low  returns of  their  investment. This work  in progress proposes  research  in order  to  further 
understand  and  improve  this  situation. Our  goal  is  to  provide wide  analysis  and  empirical  evidence 
related  to  the  critical  success  factors  in  the  implementation  of  CRM  software  solutions.  The 
investigation  intends  to draw  conclusions  and make  recommendations  to CRM  industry  agents‐‐CRM 























 However,  in  the  last  decade most  of  these  implementations  have  failed  and  a  lot  of  corporations 
expressed dissatisfaction with  the  low  returns of  their  investment.  This work  in progress proposes  a 
research study in order to understand and improve this situation. Our goal is to provide a wide review of 
CRM critical success factors (CSF), establish a study model and find further empirical evidences related 
to the CSF  in the  implementation of CRM software solutions. This  investigation  intends  to draw some 
conclusions  and make  recommendations  to  CRM  industry  agents‐‐CRM  software  vendors  and  their 
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The  following  contents  intend  to  determine  and  justify  the  adopted  CRM  concept,  explain  the  CRM 






However,  this  article  has  adopted  the  CRM  definition  proposed  by  Richard  and  Jones  (2008) which 
describes CRM in the following manner: 








The CRM  software  is  the  technological application which  links  front office  (e.g.  sales, marketing, and 




from  different  companies.  Its  structure  usually  is  composed  by  the  operational  and  the  analytical 
modules.  
The operational part of CRM  relies on software  to automate selling, marketing and  service processes 
with a view to make these functions more efficient and effective (Raman, Wittmann and Rauseo, 2006). 
These  operational  software  applications  include  sales  force  automation  (SFA),  product  configuration, 
event‐based marketing,  opportunity management,  campaign management  and  contact management 
solutions  (Ang  and Buttle, 2006). Analytical CRM  refers  to  the  technologies  that  aggregate  customer 
information and provide analysis data to improve business decisions and actions (Raman, Wittmann and 







helps  converting  this  data  in  useful  information  to  activities  such  as:  create  personalized marketing 
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plans, develop new products and  services, and design  communication programs  that attract,  reward, 
and hence retain customers (Croteau and Li, 2003). 
4 CRM SOFTWARE IMPLEMENTATION 
The CRM software can be operated as an  integrated module  in  the  technological solution “Enterprise 
Resource Planning” (ERP) or as independent module by the CRM fabricant companies. 
The ERP was created with the objective of integrating the information flows (Davenport, 1998) and the 




The  CRM  software  implementation  does  not  have  a  standard  process  which  is  common  to  all 
companies,  but  has many  variations  (Zikmund, Mcleod  Jr.,  and  Gilbert,  2003).  These  variations  are 
usually based on  the  length of  the  implementation project, on  the budget, on  the amount of people 
involved and others aspects. 
Nevertheless,  in order  to have successful  results, companies who buy  the CRM solution still need  the 
support of an  implementation  team,  since during  the  implementation process  there are many critical 
factors that must be managed. 
The  implementation  team may  be  composed  of  employees  from  the  company  who  developed  the 
software or from partner companies. Some companies who develop the software prefer to participate 






disavow  stages previously established and  their goal was  just  to enable  the  software  to be  ready  for 
users (Fichman and Moses, 1999). The process was lead almost exclusively by the company responsible 
for  the  implementation  (Rigby,  Reichheld,  Schefter,  2002).  However,  nowadays,  the  software 
implantation process  is seen as a process of technological  innovation  (Fichman and Kemerer, 1997)  in 
which many variables take part. 
 Little correspondence exists between ERP technology and CRM applications  implementations and  it  is 
possible  to  notice  significant  differences  between  then  (see  Table  1).  So,  previous  vendor’s  and 
consultant’s  experience  related  to  ERP  implementations  is  insufficient  to  drive  a  whole  CRM 



























associated  to  the  amount  of  the  investment made  on  the    technology  (Rigby,  Reichheld  y  Schefter, 





















































































• The  software  implementations  models  previously  developed  do  not  consider  the  software 
implementation service and support of the implementation team. 









This  paper  focuses on  the  gaps  identified  above.  Specifically,  it  refers  to  the  technological  aspect of 




The  study’s  objective  is  to  propose  a  model  to  investigate  the  critical  success  factors  in  the 
implementation  of  the  CRM  software  and  to  gather  conclusions  that  would  enable  CRM  vendors, 





and also by many  specialists  in  the  commercial area of CRM. As a  result,  this  study not only has  the 
academic  requirements of a  scientific  research but also has a  strict approach  to  the business  reality, 
what makes it very relevant for business as well. 
The model  analyses  the  CRM  from  a  technological  perspective  and  has  4  blocks  of  variables:  CRM 









• Gap in CRM information 
process
















The model measures  the  software  quality  through  the  satisfaction  of  the  receiver  company,  since  a 
product’s quality is mainly what the customer says about it based on its perception (Grönroos, 1990).  A 
products´  quality  is  defined  by  a  relative  concept  determined  by  the  existing  difference  between 
customers´  needs  and  expectations  and  how much  of  those  expectations  the  company  can  satisfy 
(Camisón, Cruz, and González, 2007). 
Expectations  related  to CRM  technology  can be  created by different means,  for  example, by  guides, 
promotional  folders,  CRM  products´  presentations,  etc.    In  order  to measure  expectations  and  their 
satisfaction,  we  will  evaluate  the  main  contributions  promised  by  the  software,  such  as:  offering 
substantial  help  in  sales  management,  campaigns,  customer  service  and  commercial  information 
management and analysis.  
By doing so, we will better understand satisfaction with the software and customer perception related 
to promised  contributions and  real  contributions  to operational performance  in  commercial activities 
after  the software’s  implementation.   More specifically, operational perceived benefits are defined as 
















As a result of reviewing CRM benefits and performance  indicators presented  in the existing  literature, 













The  success  of  the  implementation  process  is  evaluated  according  to  the  implementation  process 
development in the receiver company. It must be verified if the implementation process was concluded 
following  the  agreed budget  and duration.  It  should  also  evaluate  the  intensity of misunderstanding 




The  receiver company  is  the one  that buys  the CRM  technological solution and  receives  the software 





A  company’s  culture  is deeply  involved with  values  and beliefs which  establish  rules  for  appropriate 
behavior (Despandé, Farley and Webster, 1993). So, a company’s culture is a key variable, since  it may 
act as a barrier or a catalyst in a CRM tool implementation process. 
Meta Group Report  (1998)  concluded  that  investing  in CRM  technology without a  customer oriented 
culture  is  like  throwing money  into  a  black  hole.  As  culture  resides  in  the  company’s  staff  and  the 
individual  employees  are  the  building  blocks  of  customer  relationships,  they must  understand  the 
purpose and changes that CRM will bring.  
Also, a customer oriented culture helps maintain the organization’s attention on customer interactions 
and  it  ensures  that  expertise  from  different  functional  areas  is  deployed  to  promote  quality  in 
customers´ experience (Raman, Wittman and Rauseo, 2006). 






to capture and use customer  information so  that a  firm’s effort  to build relationships  is not  rendered 
ineffective by poor communication,  information  loss and overload, and  inappropriate  information use 
(Jayachandran et al, 2005). 
A high  level of  information process  implementation means that a company  is more skilled to adjust  its 
interactions with  customers and  can  influence  this  relationship  in an active way  (Reinartz, Krafft and  
Hoyer,  2004,  Zeithaml,  Rust  and  Lemon,  2001);  and  by  that  can  also  obtain  better  results with  its 
customers. 
Some  authors  have  defended  that  technology  is  a  source  that  supports  information  processes 
implementation (Brynjolfsson and Hitt, 2000, Reinartz, Kraffit and Hoyer, 2004). However, as there is not 
a clear definition of processes, CRM software  implementation may not be consistent with employees’ 





posterior  study  with  more  companies  who  have  implemented  CRM  software,  since  there  is  a 
considerable room for improvement in the implementation of CRM processes. 
Proposition 3: The gap  in CRM  information process  is  related  to both CRM  software  results  and  the 
success of the implementation process  
6.3.3 The Gap in CRM technology  




complexity  in  the  receiver  company.  Some  authors  have  already  pointed  out  that  previous  user 
knowledge of complex technology has a key role in its usage (Alba and Hutchinson 1985, Norman 1999). 
It  is  also  known  that  technology  can  be  sophisticated  and  easy  to  use  at  the  same  time  (Shih  and 
Ventakesh, 2004). 
As  people  get  more  and  more  used  to  technology,  they  also  develop  related  skills  and  perceive 
themselves  as  technology  dependent.  At  the  same  time,  people’s  experiences  teach  them  how  to 
become more familiar with technology and its different possibilities, which in turn affects use frequency 
and variability in a positive way (Shih and Ventakesh, 2004) 
So,  it’s expected  that a  company with a narrower  technology gap will more easily  take advantage of 
CRM´s advantages and will have more success with the implementation process. It is also expected that 






The  need  for  systems  integrators  has  significantly  declined,  now  they  spend  less  time  technically 
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configuring  an  actual  implementation  and more  time  on  consulting  (Mckay,  2008).  These  consultant 






The  task  realized  by  the  team  responsible  for  implementation  is  fundamental  to  CRM  software 

















information  technologies needs a  learning period and costs adjustments. So,  the company process of 





Some  studies  show  that  a  satisfactory  result  regarding  CRM  software  is  not  noticed  as  soon  as  the 





practice with  the  new  system  under  “live  fire”  situations,  during  formal  follow‐up  training,  and  by 








Frequency  refers  to  the amount of  time dedicated  to  the use of a product during a specific period of 
time. Considering CRM software, frequency is related to how often a user manages a certain function of 
the software. 
The  use  of  technologies  leads  to  higher  satisfaction with  the  technology  itself  (Shih  and  Ventakesh, 











Given  the  few  studies  that  address  these  specific  issues,  it  was  considered  appropriated  to  seek 
validation  from CRM practitioners and users  for  the  framework, which  is derived  from  the  literature. 
When previous empirical research within a specific domain is scant, qualitative methods have been used 
to  generate  a  foundation  for  subsequent  propositions  and  hypotheses  (Drumwright  1996;  Flint, 
Woodruff, and Gardial 2002). 
10 DISCUSSION AND IMPLICATIONS 
The  purpose  of  this  paper  was  to  develop  a  grounded model  that  explains  factors  contributing  to 
successful CRM implementation process. To examine this issue, it was argued that it should be focused 
on  exploring  the  set  of  receiver  company’s  characteristics,  implementation  partner  service, 
implementation  process  success  and  CRM  software  results  in  order  to  transform  CRM  from  a 
technological tool to a valuable resource. 
The vast majority of  this  literature  focuses on “static”  critical  success  factors which are generally not 
explicitly  linked  to outcomes, nor  are  they  treated  as  interrelated.  (See  table CSF  for  example).  This 



















factors  identified.  Another  avenue  of  future  quantitative  research  could  be  the  development  of  a 
structural model for studying the multiple relationships between the variables proposed in this model.  

















































































































E‐commerce development  is described  in  literature with reference to divergent points of views having 
many  insufficiencies.  In  order  to  palliate  these  limits,  this  paper  proposes  a  new  construct,  namely 
floors, corresponding to growing development levels. This construct permits e‐commerce development 
influencing  factors  analysis.  This  paper  proposes  a model  specifying  factors  influencing  e‐commerce 
development in Tunisian hospitality sector. A technology‐organization‐environment model was adopted 







travel  and  tourism were most  frequently  sold  products  online  in  Italy,  in  2006  (Country  Commerce 
2007). 31% of French tourists have bought their travel online  in 2008 (Journaldunet, 2009).  In spite of 
multiple e‐commerce adoption  researches,  few authors have  looked  into  the adoption  level question 
(Teo and Pian, 2004, p.457). Companies’ classification according to e‐commerce development has been 
discussed  in  literature principally  through  three  criteria:  implementation process,  (Chan et  Swatman, 
1998),  adoption  speed  (Dinlersoz  et  al.,  2007,  Hong  and  Zhu,  2006)  and  e‐commerce  development 
process  (Earl, 2000, Molla and Licker, 2005). Each  classification perspective presents  limits making  its 
application  problematic.  Critics made  on  the  different  classification  criteria  lead  to  introduction of  a 
classification  according  to  e‐commerce  development  floors.  Floors  development  notion  hasn’t  been 
provided  in  literature.  Floors  classification  starts  from  e‐commerce  development  process  without 
considering evolution logic. 
This  paper  tries  to  propose  the  floors  concept  and  to  test  its  pertinence  in  relation  to  Tunisian 
hospitality  ground.  Floors  construct  constitutes  a  companies’  positioning  alternative with  respect  to 
their  e‐commerce  activities.  This  concept  seems  to  be  suitable  to  study  e‐commerce  development 
influencing factors, which analysis is rather rare in a developing country context. Some studies listed in 
literature concern Brunei, Singapore, Eastern Europe (Damaskopoulos and Evgeniou, 2003, Seyal et al., 
2003, Teo and Ranganathan, 2004). The  interest of this  field  for Tunisia results  from the  fact that  it  is 
about a developing hotel country where tourism  industry recorded a revenue of 2641 million Tunisian 
Dinars  in 2006 and 2856 million Tunisian Dinars  in 2007  (Skander, 2008). Tourist entrances are mainly 
organized by tour operators (Hazbun, 2002). From statutory and  infrastructures points of view, Tunisia 
was among the first Arab countries to connect to Internet in 1991 and one among the first ones in the 
world  to  promulgate,  in  August  2000,  a  law  for  electronic  exchanges  and  e‐commerce  general 
organization  (El  Louadi,  2002).  Nevertheless,  few  Tunisian  hotels  adhere  to  e‐commerce  (Smaoui 
Hachicha and Chaabouni, 2004, Smaoui Hachicha, 2008).  
The  paper  objective  is  to  clarify  floors  construct  and  to  proceed  to  a  classification  of  e‐commerce 





This  section  objective  is  to  specify  companies  position with  regard  to  their  e‐commerce  activities  as 
preliminary stage of diagnosis such as  indicated by Benbasat et al.  (1984) and Nolan  (1979, p.125). E‐
commerce  concept  is  clarified  at  first,  followed  by  an  analysis  of  the  various  companies  positioning 
optics with regard to e‐commerce development. 
E‐commerce  definition was  subject  of  several  discussions  (Ammami  et  Rowe,  2000,  Bitouzet,  1999). 
Some authors tried to group together definitions as ranging from “micro” to "macro" vision according to 
Magal (1997) or from extensive to restrictive according to Mennis (2003) and Bitouzet (1999). Bitouzet 
(1999)  suggests  as  alternative  to  these  definitions  to  consider  the  exchange  value  analysis.  Value 
analysis "aims to increase the offered services by the exchange as well as to reduce resources dedicated 
to  obtain  the  same  services  ".  Through  this  value  analysis,  e‐commerce  can  be  defined  as  a  value 
creation process through networks. Value creation is increasing with e‐commerce development. So, the 
created value would depend on company positioning in e‐commerce development. 
Literature  identifies various companies’ classification optics with  regard  to e‐commerce development. 
The various approaches  in  terms of  implementation process, adoption speed or development process 
present  limits.  Floors,  which  correspond  to  increasing  development  levels,  are  proposed  as  one 
positioning alternative allowing mitigating the other optics limits. 
2.1 E‐commerce described according to implementation process  
Researches  based  on  implementation  process  took  change  theory  as  reference  (Chan  and  Swatman, 
1998, Cooper and Zmud, 1990).  Implementation, according to change theories authors,  is described as 
an  organizational  change  process  extending  through  an  important  time  period  (Chan  and  Swatman, 
1998).  Classification  would  be  made  through  e‐commerce  implementation  process  levels  where 
company  is  positioned.  In  BHP  Steel  Company  case  study,  Chan  and  Swatman  (2002)  analyze  an  e‐
commerce B2B  implementation  in 3  levels: early  implementation, e‐commerce  gateway  and  Internet 
based  e‐commerce.  This  classification  sets  the  problem  of  the most  adequate  process  to  describe 
implementation (Chan and Swatman, 2002).  
Van de Ven et al.  (1995, p. 512) warn against predictions which can occur when researchers expect a 
definite  levels  number  or  a  definite  process.  Such  an  initiative  could  result  from  seclusion  in 
preconceived  change  theories.  According  to  Chan  and  Swatman  (1998),  to  model  e‐commerce 
implementation  process,  several  elements  are  to  be  considered:  various  implied  actors,  necessary 
activities and tasks to lead implementation,  implementation reality longitudinal study,  in‐depth studies 
to process understanding. Several authors underline change processes complexity not always following 
preconceived  linear models  (Lichtenstein,  2000,  Styhre,  2002,  Vas,  2005).  Cooper  and  Zmud  (1990, 
p.125) underline  that  if  levels are  considered as activities,  some of  them  could occur  in parallel. The 
model  can  ignore  IT  applications  and  implementation  processes  variety  in  companies.  Context 
transformations and human action complexities and ambiguities  let appear changes with probabilistic 




rate  is defined as  the  relative  speed with which an  innovation  is adopted by  social  system members. 
Resulting  groups  would  be  innovators,  early  adopters,  early  majority,  late  majority  and  laggards. 





Murphy et al., 2003, p. 247). Buhalis et al.  (2004, p.124)  found  that  the vast majority “of  the private 
sector/  individual  tourism  businesses  in Greece  (…)  belong  to  the  laggard  or  late majority  adoption 
stages. Only a  few  innovative players are at  the early adoption  stage”. Respondent’s distribution  into 
adopters  and non  adopters,  at  first  time, does not differentiate between  companies having  adopted 
different  e‐commerce  sophistication  levels. This distribution does not  allow distinguishing  companies 
having partially  adopted  this  innovation of  those who  adopted none of  its  elements. An  informative 
mass gets  lost by classifying all adopters  in a single group. To compensate  for  this gap, some authors 
consider adopters subgroups (Hong and Zhu, 2006, p. 8, Teo et al., 2003, p. 91).  
From adopters  classification according  to  their  innovation adoption  speed, at  the  second  time,  raises 




E‐commerce  development  is  presented  by  several  authors  as  following  a  process  (Molla  and  Licker, 
2005,  Siegel,  2000, Vescovi  and  Iseppon,  2002).  It would  be  possible  to  identify  development  levels 
which the companies’ majority cross, an evolution where  learning takes place (Earl, 2000, Prananto et 
al., 2001). If a company does not acquire in question level lessons it risks returning there because it will 
have gaps during  its  route. According  to Van Akkern and Cavaye  (1999), companies begin adopting e‐
commerce at an entry  level, and  then become  familiar with  Internet. Through  time,  they advance  to 






or  several  levels  to  benefit  from  e‐commerce  advantages  and\or  to  answer  its  business  partner’s 
requirements. According to Van de Ven et al.  (1995, p. 512) progress  from a  lower, simpler state to a 
superior, more complex state constitutes a possible  road. But, organizational development can  follow 
regressive  road  such  as  the  organizational  decline  developed  by  Kimberley  and Miles  (1980)  or  a 
pathological road such Merton (1968) bureaucracy depraved cycle. 








































phenomenon.  Floors  construct  allows  exceeding  linearity  limits  blamed  to  implementation  and 
development processes classifications and aggregation criticized in adoption speed classification. 
2.4.1  Floors construct  
In opposition  to  levels notion which  sends back  to evolution process periods,  floors notion  refers  to 
stability  during  a  trajectory.  Floors  construct  is  clarified  by  two  characteristics  differentiating  it  in 
particular of levels notion. First, floors are associated to trajectories being linear or not with regression 
possibility, while  levels  are  associated with  processes.  Second,  floors  notion  allows  recognizing  that 
floors have  common  constituent  elements; nevertheless,  their  level of  control  varies  from  a  floor  to 
another. 
a‐ Floors are associated with trajectories being linear or not 
According  to Van  de  Ven  et  al.  (1995),  change  processes  are  described  and  explained  by  four  basic 
theories: life cycle theory, teleological theory, dialectical theory and evolutionist theory. On the basis of 
these  typical  ideal  theories,  hybrid  theories,  which  combine  use  of  the  four  change  engines,  built 
themselves.  These  theories  track  down  cycles  and  phases  sequences  describing  change  and 
development. Given that companies can bifurcate for several possible roads, Van de Ven et al. (1995, p. 
535)  call up  for non  linear dynamic  systems  study  to bring out  change  trajectories.  In  a  similar way, 
technological  trajectory notion  is defined by Dosi  (1982, p. 154) as  a group of possible  technological 
directions whose outside borders are defined by the technological paradigm nature  it self.  If we admit 
that  e‐commerce  introduction  and  development  constitute  a  change  at  company  level,  then  the 





possible  to  study  the  question  differently.  It  considers  that  changes  within  an  organization  don’t 
necessarily  follow  predictable  model  characterized  by  development  phases  which  are  sequential, 




explain  these  companies’ non hierarchical progress by  three  reasons  (p. 1452).  First, experience  lack 
creates  big  expectations  bringing  little  e‐commerce  experimented  companies  to  jump  levels.  So,  e‐
commerce  adoption  is  widely  influenced  by  powerful  actors.  Then,  aiming  to  answer  important 
customers or entrepreneurs’  requirements,  some companies  jump  through one or  two  levels. Finally, 




A  company’s  presence  at  a more mature  e‐commerce  development  level  often  implied,  for  levels 
models,  all  precedent  levels’  knowledge,  experience,  skills  and  expertise  accumulation  (Chan  and 
Swatman, 2004, Lefebvre et al., 2005, p.1446, Prananto et al., 2004). According to this vision, companies 
having not resolved  level difficulties necessary to control before moving will not be able to evolve  for 
the  following  levels  (Prananto  et  al.,  2001).  That  is,  a  company,  whose  e‐commerce  development 
situated  in phase  i, developed all precedent  levels constituent elements and began some elements of 
phase  i. Reality observation does not still confirm this  levels succession. It  isn’t necessary that superior 
floors presence  is conditioned by previous  floors constituent elements complete control. Magal et al. 
(2001) analyze 50 companies’ Web sites by noting, for each of them, presence or absence of 20 Internet 
e‐commerce applications.  Starting  from  this  analysis,  the 20 proposed  applications were  allocated  to 
concerned  floors. Every case was  individually  taken  to verify  if  the superior  floors elements existence 
implies  previous  floors  constituent  elements  control. On  50  cases  presented  by  the  authors,  only  3 
match  with  an  evolutionary  logic.  Sites  majority  show  marketing  aspects  without  controlling 
informational component. Gherissi‐Labben et al.  (2002) have  found  that only 51 % of Tunisian hotels, 
having a Web site, answer booking e‐mails with an answer time average of 55, 4 hours among which 
only  13,6 %  answer  all  e‐mail  questions.  Thus  companies  stand  on  static  site  floor  at  least without 
having mastered the answer to booking e‐mails (connection floor). Frey et al. (2003) conclude that only 
62 %  Swiss  hotels  having Web  sites  presenting  at  least  on‐line marketing  Relationship  tool  answer 
booking  e‐mails.  Companies  could  thus  be  placed  on  integrated  e‐commerce  floor  without  having 
mastered connection floor. That is a company’s e‐commerce development is identified on floor i will not 
necessarily have adopted and mastered the precedent floors elements totality.  
By  studying  companies decision processes, Nutt  (1984, p. 414)  considers  that  leaders do not use  the 
processes  prescribed  by  theorists  for  a  good  decision‐making.  This  author  (p.  420)  asserts  different 
decision process existence according  to  implied key activities nature and  intensity, among others. For 
every  level,  key  activities  are  defined  and  detailed  in  sub  activities  to  be  considered  as  options  by 
decision‐makers. From a company  to another one, chosen key activities and  sub activities considered 
differ  as  well  as  their  intensity.  By  arguing  by  analogy  between  decision‐making  and  e‐commerce 
development,  it  would  be  possible  to  define  a  key  activity  for  every  floor.  Companies,  in  their  e‐
commerce development could engage various floors sequences among which key activities’ nature and 
intensity can differ from a company to another. For static site floor for example, key activity would be 
ownership  of  informative  Web  site.  However  this  activity’s  intensity  could  differ  according  to 
informative  content  proposed  (the  information’s  nature)  and  contents’  quality.  A  company  having 
developed  a  given  floor  can  be  characterized  by  a  given  floor’s  key  activity’s  intensity  but  also  by 
previous  floors’  key  activities  variable  intensities.  Thus,  it  isn’t  excluded  that  a  company  intensifies 
previous  floors’ key activities while being situated on a superior  floor. The key activity “secure on‐line 
payment” control could bring the company to perfect “informative site” key activity of a  lower floor. A 
company could also give up a superior  floor’s key activity and  remain with  those of  lower  floors. This 
regression  could be due  to  a  concentration will on  lower  floors perfection or  to  actors or  influential 
















































In an understanding objective,  first development  floors are refined.  Indeed,  from e‐commerce studies 
led  on  Tunisian  hotel  industry,  a  large  companies’  number  are  situated  at  primary  e‐commerce 
development’s levels (Gherissi‐Labben et al., 2002, Smaoui Hachicha, 2008). Division proposed by Molla 
and Licker (2005) was held because these authors detail finely first development stages. 
A  typology has  to derive  from  a  single  classification principle  (Rogers, 1995, p. 261).  In e‐commerce, 
classification variables are technological  in the quasi‐totality of works tracked down  in  literature  (Earl, 
2001, Prananto et al., 2001). However, some authors associate strategic behaviour with  technological 
levels (Earl, 2001, Teo and Pian, 2004). Such an initiative risks to be problematic given that, in the same 
company,  can  coexist  different  maturity  levels  as  classification  bases  itself  on  technological 
characteristics  (Web  sites  characteristics)  or  on  e‐commerce  associated  strategies  (e‐commerce 
strategic integration). In some cases, technological developments don’t come along with the company’s 
strategic  involvement.  To  escape  this  double  affectation,  classification  variables  are  technological,  in 
particular,  in  Web  sites  characteristics  and  associated  technologies.  Floors  were  defined  on 
technological variables basis. To empirically arrest total or partial floor’s control, it is necessary to define 
them  in  detail.  Several  studies  developed  Web  sites  contents  analysis  tools  on  items’  lists  basis 








‐  Static  site:  when  only  purchase  information  search  is  done  on  Internet,  giving  no  possibility  to 
interactivity,  it  is about a static site. Key activity  lies  in  informative site constitution. An added value  is 
assured  through  electronic  brochure  constitution  allowing  hotel  image  support  and  Internet  user 
information supply, in more effective, targeted way and at lower cost. 
‐  Interactive  e‐commerce:  This  category  companies’  sites  propose  booking  form,  considered  as  key 






content  and  commercial  relation  construction  focus  (Vescovi  and  Iseppon,  2002).  Key  activity  being 

















































































Tunisian hotel  ground.  Floors  allow  companies positioning with  regard  to  key  activities. As  this work 
objective is not only understanding but also pragmatic, analysis extends in key activities determiners. 
3 HOTEL INDUSTRY E‐COMMERCE DEVELOPMENT INFLUENCING FACTORS 
Several  studies  look  in  factors  influencing  e‐commerce  adoption  and  development  in  companies 
(Damaskopoulos  and  Evgeniou,  2003,  Molla  and  Licker,  2005,  Seyal  et  al.,  2003).  Technology‐
organisation‐environment framework (TOE) of Tornatzky and Fleicher (1990) constitutes an example of 
model  considering  three  determinants  groups:  environmental  characteristics,  organizational  and 
technological  context.  Several  authors  emphasize  the  explanatory  power  of  these  interaction’s 
perspective  based  adoption  models  (Molla  and  Licker,  2005,  p.  879,  Raymond  et  al.,  2005).  TOE 
framework  is  taken  as  reference  given  that  it  allows  mitigating  organizational  and  social  factors 









company  passes.  The  same  reasoning  can  be  applied  also  to  various  floors. Variables  differentiation 
according to floors,  is based on two studies categories. First category made a development  influencing 
factors affectation on various phases  (Akrout and Trigui, 2002, Chan and Swatman, 2002, Prananto et 
al.,  2004).  Second  category  is  composed by  studies  treating  an  isolated  floor  (Damaskopoulos  et  al., 
2003, Frey et al., 2003, Gherrissi‐Labben et al., 2002, Matzler et al., 2005, Murphy and Tan, 2003, Van 




In hotel  industry, government  is  identified among  important actors  (Coathup, 1999), difficult  relation 
between  hotels  and  tour  operators  is  presented  as  one  of  the  most  tourism  sector  destabilizing 
phenomena (Navarro et al., 2002) and e‐commerce capacity to get competitive advantage was raised by 
several  authors  (Teo  and  Pian,  2004,  Tsai  et  al.,  2005). According  to Molla  and  Licker  (2005,  p.887), 
environmental  factors  affect  more  e‐commerce  development  during  advanced  levels,  that  is  from 
interactive  e‐commerce.  Prananto  et  al.  (2004),  however,  find  that  more  e‐commerce  mature 
companies tend to be led by internal factors. 
* Governmental actions: Several authors mobilize public authorities’  role  in  their e‐commerce studies 
(Damaskopoulos and Evgeniou, 2003, Molla and Licker, 2005, Thatcher et al., 2006). For hotel sector, 
electronics  media  government  strategy  could  include  e‐commerce  promotion  but  also  destination 
preservation which  is able to guarantee e‐commerce requirements. Prananto et al.  (2004) have  found 
that governmental initiatives role is perceived as slightly more influential for the last three e‐commerce 
development phases. These authors don’t specify the components of these initiatives and treat them at 
leaders  perceptions  level,  their  findings  thus  are  to  be  taken  with  reserves.  Indeed,  a  proactive 
government  can  stimulate  change  at  the  first  e‐commerce  development  floors  essentially  when 
supporting equipments investments, software and skills are concerned. As soon as e‐commerce implies 
investment  and processes  reengineering difficult decisions, decision‐makers become  less  sensitive  to 
incentive measures  (Debreceny  et  al.,  2002, p.178).  Investments  and  process  changes  become more 
enterprising  for  companies  at  the  last  3  floors.  “No  e‐commerce”  floor membership  would  not  be 
influenced by public actions. 
In spite of Tunisian government actions, 27.6 % of hotels are situated in “no e‐commerce” floor (Smaoui 
Hachicha,  2008).  Within  its  electronics  media  strategy,  Tunisian  government  decided  to  build  a 
destinations  management  system  (UNO,  2005,  p.166).  Research  proposition  ensuing  from  it  is  the 
following:  
P1: Government actions influence hotels membership to connection and static site floors 
*Tour  operators’  pressure:  Tour  operators  are  trip  organizers  that  were  mass  tourism  promotion 
propellers  at  an  international  scale  (Navarro  et  al.,  2002).  Customer  pressure  has  been  pointed  by 
several authors as an ICT adoption  influencing factor (Chaabouni and Zghal, 2004, Ma et al., 2003, Tsai 
et al., 2005). Tour operators can  force  their  suppliers  to  incorporate  information  technologies and  to 
develop e‐commerce, constituting push factors to technological development (Buhalis and Main, 1998, 
Chen,  2003). Disintermediation  can  also play  a  role  in  this  relation. By  studying  the  case  of  a  single 
Egyptian Hotel, Kamel et al. (2004) note that “the difference between selling a double room through a 
travel agency or directly to a guest amounted to a forgone 50% revenue of the room rate per person per 
night”;  showing  the big  role of e‐commerce  in  surmounting  the  travel  intermediaries dependency. E‐
commerce allows direct sales increase, what could decrease big tour operators’ domination on Tunisian 




and  Swatman  (2002)  identify  commercial partners’  relations  as  a problem manifesting mainly during 
maturity e‐commerce implementation levels. Hence, proposition P2 emerge:  
P2:  Tour  operators’  pressure  influence  companies’  membership  to  interactive,  transactional  and 
integrated e‐commerce floors. 







from  static  site  level but  still play a  role on  this  side of. Competitors’  imitation behaviour  in primary 





P3:  Competitive  pressure  influences  companies’ membership  to  connection,  static  site,  interactive, 
transactional and integrated e‐commerce floors 
Environmental  variables  can’t  be  considered  as  unique  determinants  of  e‐commerce  development 
(Molla and Licker, 2005).  In fact, some companies can be  limited by contextual factors whereas others 







2006),  resources  (Damaskopoulos and Evgeniou, 2003, Grandon  and Pearson, 2004, Molla and  Licker 






Raventos, 2006, p.383). E‐commerce value  creation  is  felt especially where operation  instantaneity  is 
assured (Anckar and Walden, 2001), but also when company has possibility to reassure the buyer, which 
may be geographically  far  from the bought product. Star rating could  influence hotels membership to 
floors where the added value is more tangible namely for the four more developed floors. The following 
research proposition is expressed:  
P4: Star rating  influences hotels membership to static site,  interactive, transactional and  integrated e‐
commerce floors. 
*Affiliation:  Big  hotel  chains  have  installed  their  informatics’  booking  systems  for  an  immediate 
availability  confirmation  from  4  decades  (Holloway,  1983).  Gherissi‐Labben  et  al.’s works  in  Tunisia 
(2002),  those of Murphy and Tan  (2003, p.546)  in  Singapore, of Main  (1995)  in Great Britain, and of 
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Camison (2000, p.126)  in Spain,  lead to positive relation between tourism companies affiliation and e‐
commerce  elements’  development. Many  advantages  could  be  driven  from  affiliation:  promotions, 
management systems, administrative support, etc. Risk and cost sharing due to affiliation, could play a 
role  in  e‐commerce development  from  the moment where material  investments  are  sizeable  that  is 
from static site floor. 
According to a study held on 728 Tunisian hotels population in 2003, 15,5% own a web site. Concerning 





practices  changes,  that’s why  it  concerns  the whole  company.  Problem of  e‐commerce  compatibility 
with company’s management model has often been treated  in e‐commerce and  ITC works (Chaabouni 
and  Zghal,  2004,  Chan  and  Swatman,  2002, Debreceny  et  al.,  2002).  The majority  of  studies  having 
empirically tested variable’s significance conclude on its explicative power (Grandon and Pearson, 2004, 
Thatcher et al., 2006, Zhuang and Lederer, 2006). According to Chan and Swatman (2002), as far as e‐
commerce  implementation progresses, management problems  start emerging and  constitute notable 
implementation  problems.  Prananto  et  al.  (2004)  locate  process  reengineering  as  one  of  the most 
influent barriers for the three more advanced e‐commerce levels. Proposition emerging from that is the 
following:  






carried  to  technologies”  (Monnoyer‐Longé,  2002,  p.21).  Molla  and  Licker  (2005,  p.887)  state  that 
company’s  resources  are  more  influential  in  initial  e‐commerce  adoption.  According  to  them,  by 
developing  e‐commerce,  resources  advantages become  less  influential.  Prananto  et  al.  (2004)  locate 
competences like barriers throughout the 6 development phases retained, with higher values for the 3 
first  phases.  Hong  and  Zhu  (2006,  p.13),  find  that  e‐commerce  development  remains  influenced  by 
financial resources allocated even for Web services extension.  
In  Tunisia,  “a  very  significant  number  of  hotels  are managed  by  operators  not  having  all  necessary 
experience and qualifications” (Ayoub‐Jedidi and Gits, 2004, p.5). The income by tourist fell on this side 









(2004), e‐commerce adoption  initiatives  in  first development  stages  is a non  reflected answer  rather 
than a need realization to have  innovating e‐commerce solutions. According to Prananto et al. (2004), 
more  electronic  commerce mature  companies  are  directed  by  internal  factors  like  top management 




and  support  problems  appear  in  median  e‐commerce  implementation  phases  and  as  far  as 
implementation  tends  towards maturity, management  problems  become  influential  in  an  increasing 
way.  Molla  and  Licker  (2005,  p.887)  also  advance  that  top  management  engagement  affects 
institutionalization rather than initial electronic commerce adoption. 
The  majority  of  Tunisian  hotel  establishments  are  independent  entities  where  property  and 
management  are  between  same  hands  (Ayoub‐Jedidi  and Gits,  2004,  p.3).  The  research  proposition 
which emerges is as follows:  
P8:  top  management  support  influences  companies’  membership  to  interactive,  transactional  and 
integrated e‐commerce floors. 
3.3 Technological variables 




used  in e‐commerce studies (Hong and Zhu, 2006, Whelan et al., 2001),  it was  included  in the analysis 
given the critical situation of numerous Tunisian hotel companies. Technological variables impact seems 
more  intense  when  company  doesn’t  recognize,  economic  or  strategic,  e‐commerce  benefit  (Chen, 
2003, p.273). Chan and Swatman (2002) underline technological variables intensity at first development 
levels. 
*Technology  cost:  Several  reports  and  studies  leaned  technology  cost  as  influencing  e‐commerce 
development  (Ernst & Young, 2001, Hong and Zhu, 2006, OECD, 2004).  Initial e‐commerce  investment 
does not  lead  to  consequent  incomes  for  first  stages  (Chen, 2003, p.273). Moreover, Prananto et al. 
(2004) find that e‐commerce cost is more influential during first 3 development levels.  
Cyberresa,  a  specialized  company  in  online  sale  solutions  for  secure  payment  in  Tunisia,  proposes 




*Expectations: Expectations  relate  to e‐commerce  advantages. Westbrook et  al.  (1983, p.257) define 
consumers’ expectations as a priori conviction related to product or service performances probability. 
Bhattacherjee  et  al.  (2004)  recognize  analogy  between  consumers  purchase  decision  and  IS  users’ 
decisions  of  use.  These  authors  affirm  that  expectations  notion  can  be  theoretically  broader  than 
perceived utility and contain additional convictions such as ease of use. Perceived utility is considered in 
the TAM as one of the most  important  factors  in systems use explanation. Expectations can  influence 
decisions  relating  to  e‐commerce  development  (Grandon  and  Pearson,  2004,  Kowtha  et  al.,  2001, J. 
Murphy et al., 2003). According  to Vescovi and  Iseppon  (2002), companies being at  first e‐commerce 
development  levels  still don’t have  specific objectives whereas  those  in more advanced development 




Various  environmental,  organisational  and  technological  variables  relations  with  e‐commerce 
development were  exposed  on  the  basis  of  principal  theoretical works  on matter. Analysis  of  these 
factors  shows  a  possible  influence  distinction  between  companies with  various  development  floors. 
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process. These various models don’t seem  to  reflect way  in which practicians develop e‐commerce  in 
companies,  the  pragmatic  range  of  these models  is  some  limited.  Floors  logic,  whose  introduction 
constitutes  the major  theoretical  contribution of  this paper, makes  it possible  to  report e‐commerce 
development  reality.  Floors  are  associated  to  trajectories which  can  or  not  be  linear.  The  construct 
makes it possible to recognize a partial previous floors components control. Floors concept mobilization, 
as  a new  companies’  classification  criterion  in  e‐commerce development  influencing  factors  analysis, 
constitutes  a  possible  use  of  the  construct.  E‐commerce  development  factors  have  been  subject  of 






























































different  maturity  levels.  The  model  suggested  presents  influential  factors  distinction  according  to 
development floors.  
Managerial contributions refer mainly to two elements.  Initially, the developed model can be used for 
diagnosis  in order  to position hotels according  to  their e‐commerce development and  to plain  future 
possibilities that a hotel can adopt. Then, by  identifying factors acting for each floor, targeted practical 
actions  can  be  proposed,  according  to  floors  to  promote  e‐commerce  development.  Thus,  this  new 
construct authorizes e‐commerce development diagnosis  in order to help  locating actions to be  led as 
well  to  company as  to macroeconomic  level. Having positioned  the  company,  it  could be possible  to 
identify the future direction to take and the factors to handle  in order to be able to reach the pointed 
position. This analysis could supply a base for planning future e‐commerce actions. 
This  e‐commerce  development  diagnosis  and  explanation  tool was  contextualised  to  Tunisian  hotel 
industry,  the  objective,  in  this  study,  not  being  to  develop  general  model  (Thiétart,  2003,  p.18, 
Wacheux, 1996, p.43). Tunisian hotel context consideration was based on the analysis of national and 
international organizations’ publications  like  those of  the Tunisian Tourism National Office  (ONTT), of 
World Bank, UNO. Other publications or researches relating to Tunisian hotel industry in particular were 
also  used  (Ayoub‐Jedidi  and  Gits,  2004,  Gherissi‐Labben  et  al.,  2002,  Sammari  et  al.,  2007,  Smaoui 
Hachicha,  2008).  Tunisian  context  Works  analysis  made  it  possible  to  concentrate  on  variables’ 












































































































































































































































Highlight  Electric  Industries  is  a  French multinational  whose  core  business  involves  the  design  and 
assembly  of  industrial  equipment.  The  firm's  General  Management  has  noticed  that  productivity 
reserves  still  exist  within  its  purchasing management  function.  External  growth  had  enhanced  this 
potential  throughout  Highlight  Electric's  different  expansion  phases.  The  company  has  therefore 
decided to invest in an e‐sourcing project. This case study describes this project witch has been inspired 
from a real one and shows how an electronic marketplace has been designed to reach all the objectives. 
This  case  study  takes  four hours  to be  solved by post graduate management  students. They may be 
organized  in groups of 4 and the  instructor can go  from one group to another to help them progress, 
according to their capacities, in answering the 10 questions. A PowerPoint presentation and a teaching 
note  is provided  to help  in  the  animation of  the  case witch has been  tested  and optimized  in  three 






Highlight  Electric  Industries  is  a  French multinational  whose  core  business  involves  the  design  and 





allowed  it  to build up a  solid  reputation as a high‐tech  firm.  It  started off pursuing a path of organic 
growth involving the creation of new technologies by its Research and Development department, whose 
investment  levels have always been  twice as high as  the sectorial average. Highlight Electric's market 
watch  capabilities  have  always  allowed  it  to  quickly  detect  any  technological  innovations  that might 
inject new  functionalities  into  its equipment and  improve operability.  In  turn,  this paved  the way  for 
external growth based on mergers and acquisitions.  
With operations  in 80  countries,  the  firm  and  its 45,000 employees  is market  leader  in many of  the 
sectors where it has products. To maintain this position, Highlight Electric battles with two rivals of more 
or  less  similar  size. Both would  like  to grab  some of  the €2 billion  in  revenues  that Highlight Electric 
made  in 2009,  against operating profits of €200 million. 60% of  the  company’s  revenues  come  from 
sales of  industrial equipment, 30%  from materials trade with private customers and 10%  from service 
activities. Half of all revenues come from Europe, 30% from North America and 20% from the rest of the 
world. The geographical distribution of Highlight Electric's workforce  is proportional to the breakdown 





offers must  be  the  same  irrespective  of where  they  are  being  sold. A  host  of  internal  and  external 
certification processes help guarantee that the company continues to perform at the demanding levels 
that  explain  its  success.  For  its  information  systems,  Highlight  Electric  uses:  SAP  to manage  orders, 
production,  stocks,  accounting/finance  and  human  resources  and  databases  of  varying  ages,  which 
interface with SAP and feature their own nomenclatures, plans and procedures. 
1.2 The role of purchasing at Highlight Electric 
For  the  past  20  years,  Highlight  Electric's  purchasing  activity  has  reported  directly  to  General 
Management.  This  shows  how  strategically  the  company  considers  the  function.  Most  of  the 
components  that  it  uses  in  its  products  are manufactured  by  suppliers who  have  been  approved  in 
recognition of  their know‐how and ability  to work  to  specification  requirements. For  several decades 
now, before Highlight Electric  selects a  supplier,  the  latter will undergo an  in‐depth  financial analysis 
involving an evaluation of  its activities, balance  sheets and profit and  loss  statements  for  three years 
previous. Existing suppliers undergo a similar  financial health check once a year, supplemented by bi‐
annual  industrial  and  technical analyses. There  are  three  categories of  suppliers  at Highlight Electric. 
Long‐term suppliers have worked with Highlight Electric for 20 or 30 years and sometimes even longer. 
These are  real partners who have played a crucial  role  in  the company’s success and developed very 
similar kinds of know‐how and corporate cultures. They account  for around one‐third of all suppliers. 
Suppliers from the company’s “ISO certification” period, had been chosen for their ability to respond to 
a whole  set of new  challenges  that had  arisen during  the  1980s  and  1990s. What brought Highlight 
Electric  closer  to  these  firms,  characterised  by  their  extremely  rigorous working methods, was  great 
ambition  and  many  shared  values  (“total  quality”,  “zero  defects”).  New  technology  suppliers  help 
Highlight Electric  to maintain  supremacy  in  its markets and keep a  step ahead of  the competition by 
regularly coming out with new products. For a particular product category like components or materials, 




relating  to  them)  are  not  centralised  but  managed  independently  by  Highlight  Electric's  local 
subsidiaries. This means that it can be difficult to know, even inside the company, whether a particular 
supplier has in fact been accredited and if so, where to find information on it. 
Procurement expenditures  amount  to 60% of  total  sales, or €1.2 billion. Over  the past 20  years,  the 






can  happen  that  the  purchases  are  made  by  another  area  like  the  Marketing,  Production  or 
Maintenance departments. These atypical purchases do not necessarily come from a certified supplier 
nor  do  they have  as much of  an  effect  on  products’  cost  and  quality  as  a  tender  process would.  In 
addition,  buyers  are  constantly  being  solicited  by  the  Research  and  Development,  Accounting  or 
Logistics departments and spend a lot of time on activities that are not specific to their function. Nor do 
they have  their own  specific  information  system. They all use SAP  for  internal purposes but have no 






costs  and  delays,  along  with  a  number  of  geographic  constraints  (culture,  standards,  etc.);  Local 
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purchases  (L)  where  needs  are  specific  to  each  country,  implying  an  autonomous  and  specialised 
management by  the subsidiary  in question.  In addition, purchases can be divided  into  four categories 
called “markets”, with each representing around one‐quarter of total purchasing volumes: Raw material 
purchases  (M1): plastics  (G),  iron  (G),  glass  (C), paper  and  cardboard  (C),  cast  iron  (L) or  energy  (L); 
Component purchases (M2): electronics like printed circuits (C), electrical parts (C) or mechanical parts 
(L); Material  and  equipment  purchases  (M3): machinery  (G), working  clothes  (C)  or  tools  (L); Non‐
manufacturing‐related  purchases  (M4):  IT  systems  (G),  telecommunications  (C),  office  supplies  (C), 
upkeep (L), premises surveillance (L) maintenance (L). Each of these markets is associated with a Market 




Highlight  Electric's  General Management  has  noticed  that  productivity  reserves  still  exist  within  its 
purchasing management  function.  External  growth had  enhanced  this potential  throughout Highlight 
Electric's  different  expansion  phases.  The  company  has  therefore  decided  to  invest  in  an  e‐sourcing 
project  for which Mr. Henry Achette  (H. A.) has been appointed manager. H.A. possesses  two sets of 
skill, since he is both a trained engineer and a purchasing manager. He has also been a member from the 
very  outset  of  the  “quality  circles”  that Highlight  Electric  set  up  as  part  of  the  internal  certification 
campaign that it undertook in the early 1980s. His knowledge of the company means that he is familiar 
with all of the processes affected by the purchasing function’s restructuring and optimisation initiatives. 
One of H. A.’s missions  is  to provide analysis to General Management which  is hesitating whether to: 




Question  1:  What  opportunities  and  risks  have  been  generated  by  Highlight  Electric's  internal 
development of an  information  system benefiting  its buyers?Which option do you  think would be  the 
easiest and quickest to implement? Why?  
The  overall objective  is  to  improve purchasing  performance  and  advance  from  a merely  operational 
outlook  to encompass more  tactical and even  strategic dimensions. The  tool being  implemented will 
become the vehicle thanks to which Highlight Electric should be able to build up business  intelligence 


















an economic  re‐evaluation once every  three years. This measure guarantees  that  suppliers do not 










































knowledge  depends  less  on  individuals  and  more  on  the  corporate  system  and  its  constituent 
processes; 
























first, with any and all potential  contractors being  contacted  so  that a  selection  could be made. After 
applying a “funnel” system, Highlight Electric then chose, based on several hundred ranked criteria of a 
functional,  technical  and  strategic  nature,  a  short  list  of  10  platforms  and  ultimately  two  final 
competitors:  StoneCost  and  SourcingParts.  2006  saw  project manager  Henry  Achette  and  Highlight 
Electric's  Purchasing  Department  conduct  beta  tests  for  each  of  these  two  platforms,  with  the 
participation  of  50  buyers.  Following  these  tests,  SourcingParts  was  chosen  to  become  Highlight 
Electric's  global  marketplace.  Alongside  the  choice  of  a  ‘Marketplace’  and  then  all  throughout  its 
deployment, an  internal marketing operation was conducted to get purchasing‐related actors  involved 




a  solution  that  could  satisfy  very  strict  profitability  criteria  (six  month  breakeven)  and  become 
operational very quickly (three years). 




SourcingParts  is  a  limited  liability  Swiss  company  founded  in  2006.  It  has  operations  in  Switzerland, 
France, Italy, USA, the Czech Republic, China, Japan and India. Its customers are large industrial groups 
who mainly come from Europe. More than 1,000 buyers use this platform for several hours a day as a 



















After  consulting H.A, General Management  has  appointed  a Marketplace Deployment Manager.  The 
sole  responsibility  of  this  individual  is  to  deploy  the  tool.  This  will  involve:  training,  choosing  and 
organising  key  users,  creating  licenses,  defining  access  rights,  implementing  a  corporate  hotline, 
participating  in  and monitoring  tool developments  that  are  specific  to Highlight  Electric,  tool‐related 
communications,  internally with users and externally with  suppliers. For Highlight Electric,  the  stages 
involved in deploying SourcingParts are as follows:  











processes  and  a  customisation  of  local  procedures.  Several  possibilities  are  considered  for  shifting 
Highlight Electric's Purchasing function towards the SourcingParts platform: a Big Bang strategy in which 
all actors  transition  towards  the  tool  in one  fell  swoop, a progressive shift by each geographic  sector 
involving, for  instance, a Big Bang on one continent at a time, a progressive shift  involving country‐by‐




‐ and  in  the M2 market  segment  (the most  critical one  in  terms of number of  tender processes and 
product technicity) that deployment began in 2007. The goal was to use France as a zone for optimising 







were  organised  for  each  market  and  country  and  which  focused  systematically  on  the  tool’s 
optimisation and appropriation. The efficient deployment of the Marketplace and its long‐term survival 










The  first  option  is  to  “develop  and  implement  an  internal  information  system  that  is  specific  to  the 
business  done by  the  Purchasing Department”.  This  choice would  require  considerable  financial  and 
human  resources  but  ultimately  do  little more  than  re‐create  functionalities  that  to  a  large  extent 
already  exist within  the  available  tools.  Furthermore,  developing  IT  software  is  not  really  Highlight 
Electric's core business. If the company were to develop this tool in its entirety, the task would have to 
be subcontracted to experts. But even in this case, it would cost too much and take too long. The second 
option  is  “to  acquire  a  license  for  an  existing  tool  like  an  e‐procurement platform”.  This  is  the most 
common  solution,  since  it  offers  guaranteed maintenance,  a  hotline  and  regular  updates. However, 
because of  its purchasing policy Highlight Electric has some very specific needs. This solution does not 
fulfil  the  “tailor‐made”  criteria established by General Management,  and which  the Project Manager 
must  satisfy.  Even  after  accounting  for  the  possibility  of  changing  the  settings  for  different 
marketplaces, none would satisfy most of the functional specifications. The third option is to “acquire a 
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contractor and appropriate the tools that  it markets”. This option  is excluded since Highlight Electric  is 
not an expert in  information systems and does not want to have to manage the system that its buyers 
will be using. Quite the contrary, General Management  insists that Highlight Electric should only work 
within  its core business and outsource the rest. The  final option  ‐ and the one that was chosen  ‐  is to 
“co‐develop a  tool  in  collaboration with a  contractor who has a  compatible vision”. This  contractor – 
SourcingParts  ‐  actually does  see  things  similarly  to Highlight  Electric,  and  some of  its  functionalities 
correspond  perfectly  to  the  needs  expressed.  Other  functionalities  can  be  reoriented  to  satisfy 
specifications. A partnership has been negotiated whereby  SourcingParts will develop,  exclusively on 
Highlight  Electric's  behalf,  new  functionalities  responding  to  all  of  the  needs  expressed,  thereby 
combining Highlight Electric's funding capabilities with SourcingParts’ system expertise. 
Answer 2:  






between  the  company’s  expressed  need  and what  is  on  offer.  They  are  also  in  a  position  to make 




advantages  generated.  A  buyer  must  possesses  competencies  that  are  technical  (relating  to  the 
company’s core businesses), legal and commercial (bargaining skills are crucial) plus the ability to relate 
well  to  people  and  an  openness  to  very  different  cultures  and  working methods  (knowing  foreign 
languages and being familiar with partners’ vision makes it easier to approach them). Above and beyond 
buyers’ own competencies, they must be able to make use of the aptitudes possessed by the persons 






The Purchasing Department’s vocation  is  to produce  its own analyses within a  framework  that  it can 
control  itself, and  in  the  context of a policy whose purpose  is  to  incentivise and motivate buyers. At 
Highlight  Electric,  the  function’s  impact  is measured  by  the  sourcing  it  does  on  behalf  of  the  group 
production units. This  involves comparing the previous year’s purchasing costs with the costs  incurred 
during the current year. The delta for a constant volume of purchases is calculated by: (Volume year N‐1 
* Up Purchases  year N‐1) –  (Volume  year N‐1 * Up Current purchases) with Up = Unitary price. The 
solution  represents  the  value  of  the  “gains”  that  a  production  unit  has  earned  with  a  particular 
component.  The  sum  of  all  gains  and  losses  represents  productivity within  the  value  chain.  The  link 
between buyers’ productivity and global performance is hard to calculate, however. “Gains ” measured 
in this way do not have immediate accounting effects, due to the time lag between the purchases per se 





delicate matter. Within  the  company,  falling  purchasing  costs  create  an  opportunity  to  increase  the 
value  added.  Because  of  competitive  pressures,  however,  these  gains  must  be  “passed  on”  to 
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customers. This raises the question of how the value added is to be shared throughout the supply chain. 
In  turn,  this  ties  into  the  aforementioned  concept  of  an  inter‐organizational  approach  that  tries  to 
encompass suppliers’ suppliers as well as customers’ customers. 
Answer 4:  




its buyers’  remuneration. At Highlight Electric,  thanks  to  the  implementation of  the Marketplace,  it  is 
possible to envisage an implementation of performance indicators for one or several buyers. Depending 
on group objectives,  the  following benchmarks might be used,  for example: percentage of articles or 
suppliers being reviewed, globalisation rate, savings obtained, average amount of time it takes to award 
contracts, adherence to the purchasing policy applied  in a particular segment, etc. A weighting system 
might be  implemented  to convert unadjusted  findings  into performances  for different activities. Such 
indicators would enable greater responsiveness in those case when, during the course of the fiscal year, 
segment purchasing strategies are  identified, go off course or actually  reverse. Measuring  this kind of 





These  objectives  feature  definite  advantages  but  they  are  offset  by  certain  globalisation  risks:  some 
financial  risk  subsists,  despite  the  ongoing monitoring  of  suppliers.  The  impact  of  a  supplier  going 
bankrupt  would  be  greater  after  globalisation  than  it  was  before.  Industrial  risks  like  progressive 
obsolescence can always arise when suppliers modify their production apparatus, for instance, because 
they might also change their target customers without  informing Highlight Electric first. A rent‐related 
risk  exists  due  to  some  suppliers’  tendency  to  “rest  on  their  laurels”.  This  could  lead  to  a  lack  of 
innovation in comparison with one’s rivals, and to a progressive loss of competitiveness. There could be 
an opportunity risk consisting of not  identifying an emerging supplier who might otherwise have been 




With time‐to‐market  (ttm) defined as  the delay between a  request and the supplier’s  response, using 





new product  idea and  its arrival  in the market, higher administrative productivity can also shorten the 




one hand, and  suppliers, on  the other. Training  is a priority. Buyers  and  assistants  should  receive  all 




targets all  change actors: buyers and assistants; and management and  suppliers. More  specifically,  it 
should involve the removal of: 




how they stand to gain  from the new  technologies and will drag  their  feet. Transparency, which  is 
depicted as an advantage, can therefore be perceived in a negative manner. The different actors may 
sense  that  they are being  spied upon  in  the workplace. Time needs  to be allocated  to an  internal 
marketing campaign aimed at surmounting these obstacles.  
• Socio‐cultural barriers.  Specific  communications must be  implemented by  taking people’s  cultures 
and  languages  into account. Since English  is  the  international  language, anyone who  is not French 
should  be  spoken  to  in  English.  It  remains  that  even  if  some  people,  Italians  for  example,  speak 
English, they will never have the same understanding or finesse of expression as they would in their 
own  language. Communications and  information can be affected when everyone  speaks mediocre 
English. 
By making  it possible to organise communications at the group  level – and where this  is comprised of 
individuals who are geographically dispersed ‐ the Internet enables cooperative practices that can have 
considerable  social  impact but whose development  is  sometimes hobbled by  the  resistance of users 
who  are  reluctant  to  share  their  expertise.  Nowadays,  young  people  are  the  people  driving  new 
technologies, whereas a company’s decision‐makers (who are usually 40 to 50 years old) may feel more 
mistrustful ‐ a feeling sparked by everything associated with a new tool,  like the need to update one’s 
knowledge  levels, receive new training and even the risk of  losing one’s job. SourcingParts’ adoption  is 





specific  action  plans  to  ensure  that  people  adhere  to  the  approach.  Such  plans  mainly  relate  to 
communications  or  information.  An  external  communications  plan  (aimed  at  suppliers)  must  be 
established. The Project Manager will have to define it, validate its core aspects and implement a system 
for verifying the actions that will be undertaken in reaction to any malfunctions that might be identified. 
It  is  indispensable  that  a plan be developed,  i.e.  that  there be  a  formalised decision‐making process 
highlighting  its main  principles  and  general  narrative.  The  objective  is  to  identify  a  communications 





plus any communications  issued  in  the specialist press. The second consists of developing an adapted 





least not completely.  It may be  impossible to provide all users with continuous training but there  is a 
definite need  to keep people  informed about the project status and any changes  in the  tool  itself. To 
maintain contact, a determination must be made of which messages should be communicated regarding 
the  tool  or  the  project.  These  actions  are  to  be  conducted  at  regular  intervals  during  the 
communications plan development phase. One  important point  in the communications plan will be to 
identify  and  communicate  the  benefits  that  the  suppliers  will  derive  from  using  this  tool,  notably: 
communications  that  are  quicker  and more  immediate, management  of  any  calls  for  tender  and  a 
clearer vision of their positioning, structuring and archiving of any responses and a tool capable of fine‐
tuning  any  bids  received.  Lastly,  the  tool’s  shared  customer  database  should  enable  “upstream” 
marketing. Moreover,  thanks  to  the  project  function,  it  will  be  possible  to  integrate  suppliers  into 
Highlight  Electric's  projects  at  an  earlier, more  upstream  phase.  The  company  organises  ‐  for  each 







tool. Nevertheless,  the Purchasing Department, which  reports  to  the Finance Department, wants  the 
Project Manager to set up a system for calculating the investment’s profitability. Towards this end, this 
person will  rely on  the  following  indicators, which are generally used when decisions are being made 
about a technological kind of  investment: ROI (Return On  Investment), or how  long  it takes to recover 







From  a General Management  perspective,  two major  constraints  exist:  ensuring  that  the  Purchasing 







clearly  the  case  at Highlight Electric, where  a  complete  SAP has  structured  the operational data  and 
been applied in all group units. In addition, the systematic recording of all transactions in SourcingParts 
is equivalent to having a comprehensive transactional database (with the objective of 45% having been 
reached,  it should be  finalised by 2007). This will accelerate the  implementation of analytical tools.  In 
this context, the SAS Procurement Scorecard® component offers a useful summative analysis, enabling 
notably:  a  definition  and  formalisation  of  the  group’s  purchasing  strategy,  a  measurement  of  key 



















This  case  study  is  designed  to  be  done  in  working  groups  of  3  or  4  students.  It  can  be  solved  in 
approximately 5 hours, with the help of the  instructor who will have to see one group after the other 


























































Electronic marketplaces have been  struggling  to  find business models  able  to both  (1)  attract  a high 
number of clients thereby enabling them to exceed their critical size and  (2) create sufficient value to 
guarantee their viability and the satisfaction of their users. There operators are still hesitating between 
two  strategies:  the  ‘cost  out’ which  is mainly  based  on  the  functionalities  of  the  e‐sourcing  and  e‐
procurement,  and  the  ‘value  in’ which  requires  a more  collaborative  form  of  relation  between  the 
members of these marketplaces, especially buyers and suppliers. In this article, we propose to study the 





The  multiple  developments  undertaken  in  the  field  of  information  systems,  combined  with  the 
structural changes in companies’ economic environment have led them to profoundly modify their ways 





keep  to  the Anglo‐Saxon  name  ‘e‐marketplace’. However,  this  frenzy  for  vocabulary  is  a  sign  of  the 
existence of a multitude of architecture serving as a support for several types of  interactions between 
buyers  and  sellers.  Up  until  now,  e‐marketplaces  have  included  services  that  are  very  heteroclite, 





they provide  companies with  real  answers  to  their needs;  the designers of  e‐marketplaces have had 
difficulties  to  create  an  economic  model  to  provide  them  with  satisfying  return  on  investment. 
Classically this  latter  is ensured by drawing on the sums of the  transactions undertaken thanks  to  the 
intermediation  platform.  This means  of  functioning which  is  usually  associated with  transactional  e‐
marketplaces, has been brought  into question as the potential users have rejected  it on a  large scale. 
The professionals also tend to think that this means of financing of the e‐marketplace is rapidly reaching 
its limits. In B2B relations, the most that it does is to enable satisfying revenues to be guaranteed in the 
short‐term,  but  viability  in  the  long‐term  remains  uncertain. One  of  the  principal  reproaches made 




for  e‐marketplaces.  Among  the  directions  that  this  reflection  is  taking,  one  that  seems  particularly 
promising  is making the simultaneous presence of communities of suppliers and sellers an opportunity 
for  creating  services  with  high  added  value  to  attract  various  actors.  Companies  involved  in  fierce 
competition  are  substituting  for  communities  of  practice  based  on  collaboration.  Nevertheless,  this 




of a community can boast  that  it  is  really successful. The universe of  free software  is  in essence, and 









To this end, our paper will be divided  into three parts. The  first part will be  initially concerned with a 
rapid categorizing of e‐marketplaces.  This will enable a clear  identification of the  important  issues the 
designer  of  an  e‐marketplace  has  to  face  and  the  constraints  that  they  cause  with  respect  to  the 
economic model. Later  in the first part, we will describe a success  in the world of free software which 
would appear to provide considerable  information useful to modify the transactional economic model. 




will  begin  by  conceptualising  the  descriptive  elements  given  in  the  first  part.  This will  enable  us  to 
identify the salient facts and link them together in the form of attributes associated with functionalities. 
Looking at certain  functionalities compared with  those offered by existing e‐marketplaces will  lead us 
both  to  remark  the  incompleteness of  the use of  the  community dimension and  to make a  series of 







configurations  that were  implemented  in  order  to  ensure  the  profitability  of  this  company  and  the 
elements used in order to renew the economic model for the e‐marketplace will be identified. 
2.1  Some diversity in the roles and actors in electronic marketplaces  
Normally  ‘  marketplaces’  can  be  defined  as  an  inter‐organisational  system  of  information  where 
multiple buyers and sellers  interact  in order to accomplish one of  the  following market activities: “(1) 
identifying the partners in potential business affairs (2) selecting a partner in a  potential business affair 
and  (3)  carrying  out  a  transaction  (Aubert  et Dussart,  2002)”. However,  it  has  become  necessary  to 
distinguish  two  types  of marketplaces:  on  the  one  hand,  the  non‐transactional marketplaces which 
group together the sectional  information and make  it possible to  identify the clients and the potential 
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suppliers; on  the other hand,  the  transactional marketplaces which  contribute  to  reducing  costs  and 
transactional  deadlines.  These  two  categories  of marketplaces  are  considered  separately  from  one 
another  but  their  characteristics  can  be  grouped  together  in  the  same  Internet  site  either  with  a 
dominant dimension or with a balance between the two informational and transactional dimensions. 
Marketplaces  are  new  intermediaries  between  clients  and  suppliers.  Their  creation  and  their 
development is the result of investments by very various sources. Therefore one or several clients might 
join forces to create an electronic platform to reduce their transactional costs, make scale economies, 
facilitate exchanges between  them and  their suppliers and automate product  research and  transport. 
Auction tools and private catalogues can also be implemented as well as knowledge data bases, making 
it possible to capitalise on purchasing procedures, and technical specification grids. Virtual collaborative 
working  areas  only  occasionally  add  to  the  palette  of  functionalities  available  on  the  site.  Several 
suppliers may also group together to form an on‐line consortium and thus obtain a larger public, whilst 




negotiating  power  and  benefits  than  all  the  companies  that  belong  to  it  (Curchod,  2006).  The 
independent actors  in a market, that is to say, who are neither clients nor suppliers, may also create a 
marketplace in order to generate commercial activity in the fields where they  were limited because the 
information  concerning  this  sector  was  too  numerous,  heterogenic  and  opaque  for  it  to  be  easily 
analysed A new  intermediary  is therefore set up by an organism such as a bank or a consulting firm  in 
order to gather information from those who have it, to homogenize it and to file it so that it can later be 
made available to those who need  it. It is the transparency, the rapidity, the fluidity and above all, the 
relevance of  the  flow of  information emanating  from  such a marketplace which will be  the principal 
value  added.  An  intermediary  that  carries  out  the  transactions  between  several  buyers  and  several 
sellers such as a wholesaler, or a broker, for example, may also decide to create a marketplace in order 
to  reduce  costs and  increase  the volume of  the  transactions  that he  is  capable of managing without 
having to invest in a larger structure. The business platform has the advantage of preserving his identity 




In  this  article, we have used  as  a basis  the definition of Brousseau  and Penard  (2007):  “we define  a 
business model as a pattern of organizing exchanges and allocating various costs and revenue streams 
so  that  the production and exchange of goods or services becomes viable,  in  the sense of being  self‐
sustainable on the basis of the  income  it generates”. For Porter (1986; 2001), the economic model (or 
business model)  is described  as  an  association of  the  company’s  strategic positioning  and  its way of 
dividing up its created value.  
The economic model  is different  from  the  company  strategy  “the  strategy  is  concerned with  growth 
objectives and competitive struggles, this is not the case for the business model, which aim is, above all, 
to make  the  identity of  the organisation  intelligible and  to  convince potential customers of  its  future 
success through the value  it can bring to  its stakeholders  (Jouison, 2005). The ambition of conquering 
markets, clashes with marketplaces'  inability  to demonstrate  in what ways they can be  indispensable. 
Kaplan and Sawhney (2000) had already noticed that the message in the marketplaces lacked clarity and 
also wished to propose ‘the good business model’. Several criteria for evaluation and several hypotheses 
were  proposed  for  identifying  the  activities  of  each  of  the marketplaces  envisaged,  as well  as  their 





their  strategic  alignment,  that  is  to  say,  the  coherence  between  the  their  strategy  and  their 
organisational  structure  remain  quite  fragile  (Ordanini  and  al.,  2004). Moreover,  in  order  to  have  a 
better  vision  and  a  greater mastery of  the  value  created by  the marketplaces  that  they use,  certain 
actors have  launched  into the development of their own private marketplace, such as Peugeot or HP. 
Others,  such  as  Schneider  or  Legrand  have  created  a  private  marketplace  based  on  a  traditional 
marketplace,  in  this  case  Sourcing  Parts,  by  developing  a  specific  site  directly  in  partnership with  a 
service  provider.  They  therefore  have  a  personalised  platform which  defends  their  interests  and  in 
which they can  freely  intervene. But most of  the marketplaces also claim to solve problems or satisfy 
needs, both for buyers that are competing against each other and for very different types of suppliers. 
This seems quite unachievable and could be difficult for prospects to believe (Ordanini et al., 2004).  




it  emerges  from  a  co‐construction  in  a  network  where  the  interactions  are  complex  (Norman  and 
Ramirez, 1993; Stabell and Fjeldstad, 1998). Virtualizing this value adds to the feeling that it is difficult to 
quantify and to qualify (Rayport and Sviokla, 1996). 
To characterise  the economic model of marketplaces,  it  is necessary  to know  the  types of exchanges 
(physical,  informational, financial and decisional   flows), their volumes, the actors who carry out these 
exchanges  (between  the buyers,  the  suppliers,  the  service providers,  the operator)  the  frequencies  ( 
regular  or  not,  how  often?)  as  well  as  the  support  used  to make  the  exchanges.  The  systems  of 
information used contribute to the centralisation and the standardisation of these exchanges and they 
generate new means of  functioning with  the use of mutual  resources and  the externalising of certain 
activities  (Weill  and Vitale; 2002). The  value  generated by  the marketplaces  is difficult  to master,  to 
divide up and to transmit to their clients.  It  is difficult to  forecast before having used the platform, to 
calculate  during  the  use  of  the  tool,  to  anticipate  in  order  to  know  the  evolutions  to  come  and  to 
maintain,  considering account  the multiplicity of quantitative and qualitative parameters  to be  taken 
into account. However, the choice of whether to use a marketplace or not will be made according to this 
value  for  if  the  value  created  is  not  considerably  superior  to  that which  originates  from  traditional 
buying methods, the buyers will not see the advantage in using these sites, particularly as they lead to a 








consolidate  their offers by developing more complete solutions  in order  to propose packages  to  their 
clients.  This  diversification  in  activities  within  the  same  site  has  led  observers  to  envisage  a  new 
definition of marketplaces.  Thus,  “the  electronic markets  can be defined  as being  a  group of  virtual 
economic  activities  forming  a  new  economy  called  digital markets  where  the01  agents  (producers, 
intermediaries and consumers) supported by an inter‐organisational system of information (today based 




information  concerning  certain  activities  that  they  had  in  common.  These  virtual  relations  therefore 
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spontaneously  generated  a  market  (Pensel,  2001;  Ordanini  and  Pol.,  2001).  The  specialists  in 
information management  and  those  in  transaction management  combined  their  skills  which  led  to 
mergers and buyouts of the platforms. Other sites changed their strategy completely and sold a part of 
their transactional activities in order to concentrate on collaborative work and knowledge management 
connected with  a market.  It  is,  for  example what  the marketplace  did  that was  created  by General 
Motors, Ford and Daimler Chrysler  Covisint by reselling all its auction activity, which was the one which 
was the most strategic at the time of its creation, to Freemarkets in January 2005. This agreement was 
made  following numerous  restructurings and the elimination of 150  jobs enabling Freemantle, on  the 
one  hand,  to  consolidate  its  dominant  position  in  the  field  of  e‐  sourcing  and,  on  the  other  hand, 




2003 ;  Benda,  2003 ;  Dominguez,  2005).  E‐  business  projects  are  multiplying  both  in  the  large 
multinationals that wish to benefit from a tailor‐made solution and which has the means of investing in 
a specific tool and in the SMEs‐SMIs for which the existing marketplaces are too costly, too constricting 















power  to  attract  in  the  short‐term.  Its  influence  on  the  overall  economic  results  of  the  projects  is 
however limited and would not be the basis of the durable success which has started to take shape” (De 
Galzain,  2007).  The  creation  of  applications  in  the world  of  free  software  can  be  characterised  by  a 
process of development based on the voluntary contribution of each person. 
The possibility of  interaction offered by Internet makes this development process, based on the use of 
communities  of  geographically  dispersed  voluntary  programmers,  viable.  This  community  type 
architecture enables each  individual  to provide his knowledge  in order  to create application software 
capable of competing with systems named proprietary. In this type of environment, the participation of 
each  individual  is determined  through  a  common objective  (obtaining  a  coherent  group of  software, 
available to everyone and answering the common needs of programmers), by an  idea or an  ideal  (the 
knowledge, the science and the technology that belongs to everyone) and is based on a ‘remuneration’ 
in the form of awareness and usefulness. Tordval, Perens, Stallman and others have thus become myths 
for  thousand  or  fans/users  over  the  whole  world  and  their  fame  goes  beyond  the  simple  field  of 




software  and  its  integration  in  the  sales  offers  has  led  the  supporters  of  free  software  to  imagine 
different  types  of  relations with  the merchant  sphere.  The  use  that  companies  such  as  IBM, Bull or 





Management  researchers have been  concerned with  the  singularity  in  the means of development of 
free  software.  They  have  particularly  considered  the  notion  of  communities  for  explaining  this 















The  stage of  the  virtual  community  is  essential  before  reaching  the  level of development which will 











other  functionalities  for  analysing  data  or managing  networks.  This  development  platform  proposed 
initially  in the  form of a  free solution served as a basis  for creating the Trolltech Company. This  latter 
promoted the Qt library, put it on line and dealt with questions on ownership by defining several means 
of use, of which one was totally free for non‐commercial users. The singularity of Trolltech is that we are 





the  same  skills  as  the  people who were  developing  the Qt  tool  box.  They  could  therefore  propose 
corrections  to  the engineers by  sending messages on  the  forums on dedicated  lines. The  community 
structured  itself  around  a  particular  objective:  the  creation  of  the  KDE,  an  office  environment  of  a 
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Windows type only using free software, principally composed of the KOffice sub project and destined to 
compete with the Microsoft offices and Mac. This K desktop environment  initiated  in 1996, resulted  in 












peers,  receive  no  financial  benefit  for  their work,  but  a  certain  form  of  social  recognition  and  the 
possibility  of  promoting  the  values,  the  methods,  the  tools  and  the  projects  belonging  to  the 
community. Nevertheless on an  individual  level, belonging  to a community  increases  the professional 
attractiveness of  the members.  In  fact,  the community authenticates  the  technical and/or managerial 
skills (collaborative project management) of the members and gives them the opportunity to construct a 
network of partners that could be used in their professional activities. Moreover, this type of community 





wishing to acquire a  licence. The KDE community functions  in a way completely  independent from the 
Trolltech Company (www.trolltech.com). 
The  two  entities  have  contact  with  each  other  and  evolve  side  by  side.  Their  history  cannot  be 
disassociated  and  their  success  would  not  have  been  the  same  if  synergies  had  not  been  created 
between  the  two.  The  difficulties  encountered  by  a  project  competitive  with  KDE,  GNOME  (GNU 
Network Object Model Environment), another fee office launched in 1997, shows the fundamental role 
of  the  community of Qt users who were won over by KDE. The  simultaneous  independence and  the 
interdependence of the KDE community, of the editing company Trolltech and the market of QT users 
constitutes a unique configuration. In fact, the community has evolved in a completely autonomous way 





recorder)  or  KOffice  (office  suite).  Trolltech  only  produces  Qt  and  its  derivatives  including  QTopia 
(graphic  interface). KDE  is  free and has a  large number of users who  indirectly use Qt and promote  it 




ways  of  renewing  the  economic  models  for  e‐marketplaces.  We  will  use  the  example  of  the  Qt 
community  as  a  basis  for  showing  how  certain  specificities  connected  with  the  association  of  this 






need  for  additional  services.  A  user  does  not  buy more  basic  software;  he  buys  specific modules, 
professional  expertise  and  the  set up  that exactly  covers his own needs. The model  is based on  the 
creation  of  value  added  and  no  longer  on  a  benefit  economy”.  (De  Galzain,  2007).  This  citation 
concerning free communities could practically be applied in an identical way to the marketplaces. In fact 
we  note  that  there  is  a  very  large  demand  on  the  part  of  buyers  for  functionalities  that  are more 
qualitative and specific both for their profession and their sector. The search for expertise is associated 
with  the wish  to build up durable partnerships with  companies whose  skills are  complementary. The 
pooling of knowledge is no longer an obstacle: the actors naturally share information, pursue a common 
goal  and  have  a  sense  of  solidarity  towards  each  other  in  order  to  confront  their  competitors  and 
conquer new markets.  It  is  this ability of  the platforms  to group  together good  information and good 
skills  in order  to create synergies, which  for  them  is  the principal key  factor  for success. Making both 
collaborative tools and personalised services available is also becoming essential in order to perpetuate 
the virtual alliances and the communities of practice which will emerge thanks to the marketplaces. It is 
therefore advice,  support, development,  certification or  increased  security, which are at  the heart of 
their economic model as well as the accounting preoccupations which prevail today. 
The cost free access to the platform is also a prerequisite, as for the free software, as it is the fact that it 
is  free  of  charge  that  will  lead  to  collaborative  situations  generating  needs  for  services  that  the 
marketplace will be  able  to propose  in  an opportune way  and  invoice according  to  the  value  that  is 
perceived of the partnership. One could talk about a virtuous cost free circle: The no cost access to the 
platform and to the information that it contains will bring companies closer together which will lead to 
them using  fee paying  services  and will  therefore  enable  them  to  enhance  the  free  contents  and  to 
make them even more attractive. The site is therefore, above all, a knowledge base which will bring its 
users  together  under  its  identity  and  create  a  virtual  community  of  practice  capable  of  creating 
opportunities  for bringing users  closer  together  thanks  to  the  encounters  that will  take place  in  the 
marketplace. 
4.2 Stimulating the activity thanks to reliable rapid and evolving software resources. 
It  is  imperative  that  the  process  of  making  virtual  contact  appears  to  be  more  efficient  than  the 
traditional management  of  the  relations  between  buyers  or  suppliers,  or  even  between  buyers  and 
suppliers. In the case of free communities, “the dynamism and safety of the developments implemented 
by the communities have led to competitive and economic advantages for the companies whose activity 







the  challenges  connected  with  power.  Collaboration  is  restricted  by  the  absence  of  leaders  and 
coordinators  who  would  animate  the  marketplace,  making  it  a  place  of  meeting  and  privileged 
exchanges based on a type of altruism and not one of opportunity. A major obstacle is therefore the fact 
that the buyers do not see themselves as belonging to a group. “The creation of a value in Free Software 
is  linked  to  the  rapidity  in which  solutions  are made  available  and  their  evolution,  also  taking  into 
account what  possibilities  are  offered  by  the  new methods  of  collaborative work.  The  professional 
actors in the market are situated in a continuum which extends from the profession of editor to services 




In  the marketplace,  certain  functionalities make  it  potentially possible  to  increase  the  loyalty  of  the 
users; others are dedicated to increasing the volume of transactions, others, in fact, only correspond to 























At  the end of  this work which had  the objective of studying  the  transferability of key  success  factors 
from the world of free software to the field of marketplaces, different contributions can be mentioned. 




have  highlighted  a  series  of  attributes which  could  potentially  help managers  to  solve  the  problem 
issues that they encounter. A summarised presentation of these elements will enable them to  identify 
different  attributes which  are  not  yet  included  in  his  offer. Moreover,  the  propositions  of  technical 
functionalities associated with these attributes will enable them to consider the technical feasibility of 
these elements and  to  carry out a  cost‐ profits analysis. Our  series of  recommendations  relate  these 
functionalities to the problem issues classically encountered by managers of e‐marketplaces. 
On  the other hand,  this work has a number of  limitations. Although  it claims  to be of an exploratory 
nature, it is still the case that the recommendations formulated are only based on a single study within 
the world of  free  software. Other  companies  in  the  field have developed  strategies  for economically 
developing their products which are very different and these latter surely contain elements which would 
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enable us  to complete or even  renew our  list of attributes. Moreover, even  if  this work has  received 
favourable  reactions  from some managers  in e‐marketplaces  to whom we presented  it, a study of  its 































































Tangible User  Interfaces  (TUI)  extend Human‐Computer  Interaction  to  physical  environments.  In  this 
study, TUI are used as  front ends  for E‐Commerce applications  for  the  first  time. Based on consumer 
behaviour  research  and  a  taxonomy  for  TUI,  we  describe  a  research  model  for  TUI‐enhanced  E‐
Commerce  applications  that  provide  interactive  product  information  in  shopping  situations.  We 
compare passive product information of printed catalogues with interactive product information offered 
by  a  newly  developed  TUI‐enhanced  E‐Commerce  application  by means  of  an  empirical  innovation 
adoption  study  with  32  subjects  based  on  Innovation  Diffusion  Theory  and  Technology  Acceptance 
Model.  Partial  least  square  (PLS)  based  structural  equation modelling  is  used  for  data  analysis.  In 
addition,  the prototype  is  tested with  the  system usability  scale  (SUS)  for  a  global  assessment of  its 
usability and to support the evaluation of interactive product  information. Results show a higher‐than‐
average SUS score. Furthermore, interactive product information offered by TUI‐enhanced E‐Commerce 
applications  exhibit  relative  benefits  compared  with  similar  passive  product  information  if  task 
involvement and hedonic values are high, and prior knowledge of customers is low. 





WIMP  (windows‐icon‐menu‐pointer)  interactions with MIS  (Fishkin 2004,  Ishii and Ullmer 1997). With 
TUI, users  interact with digital representations and applications by means of physical  representations, 
e.g. with  cubes  (Zhou et al. 2004). To  the best of our  knowledge, TUI have been  investigated within 
various  domains  but  not  as  interfaces  for  E‐Commerce  applications.  In  contrast  to  HCI  for  online 
shopping and mobile  shopping applications, TUI provide additional multi‐sensory  cues,  such as  touch 




et  al.  2002,  Bitner  1992):  sensory  factors  (ambience),  store  appearance  and  layout  (design),  and 
presented symbols and languages (social factor). For all factors, TUI‐enhanced E‐Commerce applications 
–  for  short  Tangible  E‐Commerce  (TEC)  applications  –  provide  the  potential  for  differentiation  and 
innovation  which might  support  the  argument  that  TUI  inherently  carry  the  potential  to  generally 
extend  the conception of HCI  research  in MIS  (Nah et al. 2005, Zhang et al. 2002) by a dimension of 
physical  objects with  corresponding  concepts  of  spatial  cognition  and  language  of  space  (Herskovits 
1986).  TUI  provide  an  innovative  means  to  interact  with  customers  and  in  particular  to  transmit 
interactive product  information to customers as opposed to passive product  information  (Schlosser et 
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al.  2003)  provided  by  printed  and  online  catalogues  (Vijayasarathy  and  Jones  2000).  As  a  first  step 
towards  a  full  understanding  of  TEC  applications, we  pose  two  questions:  (1) will  customers  adopt 




of our  research and applied  therefore a general design  science method as proposed by Hevner et al. 
(2004).  In order  to achieve a complex purchase  situation  that exhibits high  involvement on  customer 
side,  we  have  implemented  a  tangible  wedding  shopping  environment  in  which  customers  can 
completely plan their wedding. The wedding shopping is a purchase task that results in complex product 















before  purchases while  experience  attributes  are  evaluated  after  purchases.  Search  attributes  stem 




information  that can be controlled by users  (Ariely 2000). The  interactivity spectrum  is  spanned  from 
low  information  interactivity  with  no  freedom  in  determining  the  information’s  sequence 
characteristics, and high information interactivity with complete freedom (Ariely 2000). 
Ariely  found  that situations with high  information control  resulted  in better memorisation of product 
knowledge  than  low  information  control  conditions.  Purchase  decisions  are moderated  by  customer 





Mobile  E‐Commerce  is  perceived  as  a  specialisation  of  online‐based  E‐Commerce,  i.e.,  E‐Commerce 
applications  via mobile devices,  such as phones or personal digital assistants  (Mennecke and Strader 
2002). Mobility also adds a  spatio‐temporal dimension  so  that E‐Commerce applications  can be used 
anytime and anywhere. The spatial context  is  largely restricted to value‐added services based on geo‐





some audio) stimuli  to convey  information“  (Rosa and Malter 2003, p. 63). Simple verbal descriptions 
and pictures  are  typically  sufficient  for goods with  search qualities  that  require  little physiological or 
emotional involvement and clear envisioning of usage scenarios (Rosa and Malter 2003). 
Under the umbrella of Ubiquitous Computing and Pervasive Computing context‐aware applications are 
currently  introduced.  In  extension  to  mobile  E‐Commerce  applications  based  on  standard  mobile 
devices,  context‐awareness  computing  has  the  potential  to  penetrate  all  life  situations  (Chairs  et  al. 
1999) and  to provide users with  commerce‐relevant  information and  services  (Dey and Abowd 1999, 
Rodden et al. 1998). Fishkin (2004) proposes a taxonomy for tangible user interfaces that encompasses 
two  dimensions:  embodiment  and metaphor.  Embodiment  characterises  the  proximity  of  input  and 
output devices by  four  levels:  full, nearby, environmental  and distant.  For  instance,  full embodiment 
means that an output device  is the  input device. The metaphor dimension encompasses the semantic 
level of a TUI and  is described by five  levels: none, noun, verb, noun and verb, and full. Noun relates a 
physical  object  of  a  TUI  to  a  physical  object  in  the  real  world  but  no  object  specific  operations. 
Accordingly, verb is a metaphor of the operation performed independent of the object. Full means that 
the  virtual  system  is  no  representation  but  the  physical  system  itself.  Up  until  now,  tangible  user 
interfaces  have  been  investigated  for  various  product  designs,  games,  and  collaborations  (for  an 
overview, see Ullmer et al. 2005) but not within the context of E‐Commerce applications. 
3 RESEARCH MODEL 




customer  knowledge  is beyond  the  scope of  a  single  research  study  and will be  the  target of  future 
work. We focus with a wedding shopping task on a particular instance of possible TEC applications that 
exhibits high product involvement and little prior knowledge. High product involvement is given, as the 
wedding  shopping  task  requires  customers  to  buy  a  bundle  of  several  products  and  services, which 
increases  task  complexity.  Thereby,  we  investigate  more  complex  purchase  situations  with  the 
underlying assumption that this will  increase the utility of  interactive product  information provided by 
TEC  applications.  Hence,  we  focus  on  interactive  product  information  that  helps  customers  to  buy 
product bundles. 
In  the  following, we  study  the  adoption  of  interactive  product  information  for  bundle  purchases  by 
applying  Innovation Diffusion Theory  (IDT) and Technology Acceptance Model  (TAM).  In  line with  IDT, 
interactive product  information provided by TUI  therefore represents an  innovation  that  the user can 
adopt for application in purchase situations (Rogers 2003). The second line of research studies intention‐
based models to understand the adoption of IT. Accordingly, corresponding models such as the theory 
of  planned  behaviour  (Ajzen  1991)  are  grounded  in  social  psychology  to  identify  attitudes,  social 
influences and  facilitating conditions  that predict  the  intention of usage. The behavioural  intention  to 
use  interactive product  information predicts  their  adoption,  respectively.  For  instance,  TAM  is based 
upon this line of research (Davis 1989). In addition, several studies successfully integrate both research 




Two  constructs  are  adequate  for  the  utilization  of  TEC  applications  that  provide  interactive  product 
information. The  first  is relative advantage, which  is defined as  the degree “to which an  innovation  is 































































































































































































































































































































































































































































































































































higher  layers,  there  is  the  need  for  software  systems  that manage  readers  and  filter  and  aggregate 
captured RFID data. The reader module of the Fosstrak platform (previously Accada, see Floerkemeier et 
al. 2007)  implements  the EPCglobal Reader Protocol  (Traub et al. 2005). The Auto‐ID object model  is 
based on a  symbolic  location model,  in which physical product avatars also define  locations. Physical 
product  avatars  can  have  properties  and  functions.  Auto‐ID  readers  that  identify  physical  product 
avatars  can  also  act  as  property  sources  that  set  the  values  of  object  properties.  A  reference 
management mechanism recognises and keeps track of physical product avatars as they enter and leave 
a location, e.g. a factory or a warehouse, and how products are related to one another in a certain geo‐








male subject  (the bridegroom) or  two  female subjects  (the bride and the bride’s best  friend) as some 
miniatures of the interactive wedding planner such as the wedding dress required these roles. Subjects 
were  shortly briefed  according  to  their  roles  and  the objective of  the wedding planner, before  each 
group was given 20 minutes to finish their purchase. 
Then,  in  the  second  part  of  the  experiment,  subjects  were  given  a  questionnaire  with  the  system 
usability  scale  (SUS)  items  (Brooke  1996).  They  were  used  to  calculate  the  SUS  score  for  the  TUI‐
enhanced wedding planner application, which is not only an important indicator for the usability of our 
TEC  application  but  also  for  the  investigation  of  interactive  product  information  over  TUI. 
Correspondingly,  the  study  of  the more  general  concept  of  interactive  product  information  is  only 
reasonable  if  the  whole  TEC  application  gains  sufficiently  high  usability  scores.  In  addition,  the 
questionnaire was  used  to  ask  for  the  perceived  characteristics  relative  advantage  and  ease  of  use. 
Corresponding  items were adapted  from Moore and Benbasat  (1991) and Davis  (1989). Furthermore, 
two  items  have  been  created  to  measure  the  behavioural  intention  to  use  interactive  product 
information.  According  to  Ajzen  and  Fishbein  (1980),  both  statements  cover  the  four  behavioural 
elements  action  (usage),  target  (interactive  product  information  provided  by  a  TUI  implementation), 
context  (buying  a  complex  product  bundle),  and  time  (the  next  three  years)  when  measuring  the 
behaviour in question (see Table 1). Consistent with prior research on the adoption of IT, all items were 





married and  their age  ranged  from 19  to 24  (N = 22), 25 to 29  (N = 7) and 30 to 34  (N = 2) with one 
participant giving no answer. Thus, they were potential users of our wedding planner application. The 








above  the  neutral  test  value  of  50  by  applying  a  t‐test  for  one  sample  (p  <  .001).  As  a  result,  the 
investigation on interactive product information is based upon a usable TEC application.  
Consistent with prior research (Komiak and Benbasat 2006, Kamis et al. 2008), partial least squares (PLS) 
was  used  for  data  analysis.  PLS  belonging  to  structural  equation modelling  (SEM) was  chosen  over 
regression analysis, because SEM can analyze all of the paths in one analysis (Barclay et al. 1995, Gefen 
et  al.  2000).  PLS  provides  the  analysis  of  both  the  structural model  (assessing  relationships  among 
theoretical constructs) and the measurement model (assessing the reliability and validity of measures) 
(Komiak and Benbasat 2006). In our research, all constructs were modelled as reflective, because their 
measurement  items  are manifestations  of  these  constructs  (Barclay  et  al.  1995)  and  because  these 
items covary (Chin 1998). By using G*Power3 (Faul et al. 2007), a sample size of 25 was calculated for 
two  predictors  to  be  good  enough  to  detect  PLS  path  coefficients with  large  effect  sizes  (f2=.35).  A 




perceived  ease  of  use  scale  had  factor  loadings  slightly  below  the  recommended  value  of  .70,  we 
retained them in order to maintain continuity with prior research using the same scales. All of the items 
loaded significantly on their assigned  latent variables. Thus, our scales show good convergent validity. 
According  to  Nunnally  (1967),  the  Cronbach’s  alpha  values  for  all  constructs  are  above  the 
recommended 0.7 value,  indicating good  reliability. The  factor  loadings, Cronbach’s alpha values, and 
descriptive statistics of all constructs are shown in Table 1. 
The  results  of  partial  least  squares  (PLS)  analysis  of  our model  can  be  seen  in  Figure  4.  First,  the 
coefficient  between  perceived  relative  advantage  and  the  intention  to  use  interactive  product 
information  for  buying  a  product  bundle  is  positive  and  significant  (=723,  p  <  .001),  as  is  the 
































































































































































































































































































need  to  repeat  the study with  real couples  for which a wedding  is  imminent  in order  to add external 
validity to the research model (e.g., by attending a wedding fair with the interactive wedding planner). 
The correlation between ease of use and relative advantage replicates the effect found by Davis (1989) 
for  interactive product  information provided by TUI.  In addition,  the  findings of Maass and Kowatsch 
(2008) who  investigated  dynamic  product  information  for  bundle  purchases within  the  context  of  a 
mobile E‐Commerce application were replicated for TEC applications, too. 
The  effect  size  of  the  relation  between  ease  of  use  and  the  intention  to  use  interactive  product 
information  is  too  small,  such  that  it  can be detected  significantly by  the  sample of our  preliminary 




TEC applications. First,  for complex bundle  shopping  tasks with high  involvement, high hedonic value 
and  little  prior  knowledge,  interactive  product  information  provided  by  TEC  applications  exhibit  a 
relative  advantage  compared  to  shopping  applications  that  use  passive  product  information.  This 
proposition  has been  tested  for printed  catalogues but  can be  extrapolated  to online  and mobile  E‐
Commerce  applications with passive product  information only  (Jarvenpaa  and Todd 1996,  Lohse  and 
Spiller 1998, Vijayasarathy and Jones 2000). 
It is clear that this initial study only discusses a limited scope of research on TEC applications in general. 
A  lot  of  research  questions  follow  this  study, which  shall  be  briefly  described.  First  of  all,  detailed 
comparison studies of printed catalogues, HCI for online and mobile E‐Commerce applications and TEC 
applications  need  to  be  conducted.  Another  obvious  field  is  the  evaluation  of  all  attributes  of  the 
framework  for  TEC  applications.  Different  levels  of  interactivity  of  a  TUI  in  general  and  product 
information  in particular might change  the adoption of TEC applications. Customer  involvement, prior 
knowledge and hedonic values are supposed to change the intention to use a TEC application. Another 
important point is that physical products are not only characterized by tangible attributes but might also 
integrate  services,  as  a  car might  integrate  active  services,  e.g.  BMW’s  or  Toyota’s  rescue  service. 
Information  about  services  requires  different  forms  of  presentation  via  HCI  in  general  and  TUI  in 
particular. 
7 CONCLUSION AND FUTURE WORK 
Tangible User  Interfaces  (TUI) have been  investigated within  the  realm of Ubiquitous Computing and 








The  second  attribute  characterizes  product  information  as  being  interactive  or  passive.  Based  on 
Fishkin’s  taxonomy  (Fishkin 2004),  this  concept was also extended,  so  that  it encompasses a physical 
domain. The other three attributes, involvement, prior knowledge, and hedonic benefits, are perceived 
as being moderators for the adoption of interactive product information provided by TEC applications. 
According  to  this  framework  for  TEC  applications, we  developed  an  instance  for  a  complex  product 
bundle‐shopping task. Research on online and mobile E‐Commerce applications indicate that it is rarely 





“nearby”  and  “noun”  characteristics  achieve  relative  advantages  compared  with  catalogue‐based 
shopping. 
This  framework  and  aforementioned  limitations  frame our  current  and  future work  that  is part of  a 
broad  research  agenda  on  TUI  in  E‐Commerce  domains.  Research  attempts  in  the  area  of  TEC 
applications  require  a  two‐folded  research  programme.  First,  advanced  TUI  must  be  build  before 
dedicated  empirical  studies  can  be  conducted.  Second,  for  TUI  applications  it  occurs  particularly 




This work was  partially  funded  by  the German  Federal Ministry  for  Education  and  Research  (BMBF) 
under the contract 1753X07. The authors would like to thank Andreas Filler for valuable discussions and 

























































































































Transformational  initiatives concerning electronic  forms of governance occur  increasingly often  in our 
time. However most of  them are characterised by  lack of deeper understanding of  the dynamics and 
possibilities of organizational and technological change in governmental settings. This paper endeavours 
an investigation of the undercurrent processes of organizational and technological change in the field of 
electronic governance. We base our  research on  the  interpretive analysis of  research data  that were 
gathered  through participant observation of  two European  research and development e‐Government 
projects. In addition some more general implications are offered, based on our case studies, concerning 
the transformation of business processes, the changes  in analysis, design and  implementation of  IS for 
e‐Government,  and  electronic  governance  strategies. We  believe  that  these  implications  can  prove 
useful in both analyses and implementations of electronic governance. 






study of advanced  information and  communication  technologies  (ICTs)  in general and  the  internet  in 
particular.  Since  the  early  1990s  the  internet  has  sparked many  discussions  and  inspired  numerous 
futuristic predictions about its impact on social and political life. Internet optimists have regarded it as a 








that the  internet alone cannot spark transformational procedures  in governance since  its “democratic 
potential cannot be  realized without a guiding hand  from government”  (Rethemeyer 2007, p. 212) or 
even  suggest  that  in  order  to  achieve  democratic  gains  of  high  impact  it  is  essential  that  “a  radical 
redesign of institutions is carried out and ICTs are connected to these reorganized processes” (Anttiroiko 
2003, p. 126). However optimistically researchers face the phenomenon of advanced  ICTs the majority 
agrees  on  their  transformative  potential,  and  especially  when  it  comes  to  issues  concerning  public 





introduction or appropriation of advanced  ICTs  in organizational settings.  It  is by all means clear  that 
technology plays a significant if not catalytic role; however in itself it is not the sole activating device of 




governance.  Firstly,  through  literature  review we  conceptualize  the  dimensions  upon which  changes 
occur in public organizational settings whenever ICTs are implicated. We then apply these dimensions to 
the analysis of how  they could work together towards change. We posit  that change  is  identified  in a 
technological, a social, and an organizational level and in order to support our position and analyse the 
dynamics  of  this  change  we  have  conducted  a  field  study  within  two  European  research  and 
development e‐Government projects which were used as the primary sources of our research data. Our 




have  followed  to  form  the  three  dimensions  that were  used  to  study  the  practical  instantiations  of 
transformations  in  electronic  governance. We  then  dedicate  some  space  on  the  description  of  the 
methodology that we have followed  in order to gather our research data and continue to present the 
findings of our research  in terms of the  identified three dimensions.  In the  final part of this paper we 
provide some implications of our study and close by suggesting possible extensions to it. 
8 DIMENSIONS OF CHANGE PROGRAMMES 
In  the  area  of organization  theory  extensive  research  is being  done on  the way  that  ICTs  can  affect 
organizational  settings.  Early works  examine  the  role  of  ICTs  as  a  trigger  for  organizational  change 
(Barley 1986; Barley 1990; Orlikowski 1993). These works regard ICTs as triggering devices of change in 




the  reciprocal  interaction  of  ICTs  and  organizational  structures  (Orlikowski  1992;  Orlikowski  2000; 
Orlikowski & Robey 1991; Walsham 2002), an  interaction that  leads to change  in both the  institutional 
and  the  technological  domains  affecting  organizational  settings  as  well  as  technological  artifacts. 
Discussions  on  this  reciprocity  have  led  to  the  creation  of  models  of  technology  in  organizations 
(Desanctis & Poole 1994; Meneklis & Douligeris 2008; Orlikowski 2000) as well as evaluative frameworks 
for triggered changes (Markus & Robey 1988; Pozzebon & Pinsonneault 2005). The common foci of all 
these works  is  the  inspection  of  the  transformational  potential  and  the  reciprocal  character  of  the 
relationship  between  technology  and  organizational  structures  and  the  attempt  to  identify  what 
entities, processes  and  structures are  changed and how  this  change  is manifest  in  the organization's 
every day practice.  In other words the authors of these papers asked “What  is changed?” and “How  is 
change carried out?” when technological artifacts and organizational structures interact. 
The study of the articles concerning ICTs and organizations has enabled us to construe the mutuality of 
technology  and  organizational  structures. On  the  other  hand,  the  study  of  articles  related  to  public 
administration  and  electronic  forms  of  governance  have  proved  an  opportune  source  of  interesting 
findings  about  transformational processes  in electronic governance. Transformations  are expected  to 
happen on the  institutional domain affecting the way governmental organizations  function or the way 
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they  implement  their business  through electronic means  (Chen & Gant 2001; Kool & Wamelen 2008; 
Traunmuller  2004; West  2004;  Zysman  & Weber  2001).  Some  scholars  support  the  reform  of  the 
administrative models of electronic governance,  in order to become centred on the citizen and not on 
the efficiency of workflows  (Bertot & Jaeger & McClure 2008;  Irani & Elliman & Jackson 2007;   Silcock 
2001) while others the rethinking of decision making techniques (Layne & Lee 2001). Social structures 
such  as  the  concept of  societal boundaries  (Kool & Wamelen 2008) or public  attributes  (Meneklis & 
Douligeris 2007; West 2004) are expected  to change as well as  technological artifacts be transformed 
(Dimaggio & Hargittai & Neuman & Robinson 2001; Meneklis & Douligeris 2007). 




the  political  participation  schemes  (Ayres  1999).  Changes  are  expected  to  take  time  (West  2004)  or 
evolve quickly during  times of  crisis  (Harrison & Pardo & Gil‐Garcia & Thompson &  Juraga 2007) and 
focus  more  specifically  on  human  requirements  (Irani  &  Love  &  Jones  2008).  Again  on  one  hand 
researchers  investigate “What  is changed?” and on the other they are concerned with “How  is change 
carried out?” when the point of focus is the function of governmental organizations. 
The studied articles however contributed to the  identification of one more  issue, namely “How  is one 




while  the primary  role  is attributed  to decision makers  in administrative positions. He explicitly states 
that  of  all  the  parameters  that  are  examined  in  his  paper  “technology  –  or  that magical  “e”  in  e‐
democracy – is needed primarily when addressing the technical dimension of the question “how?” The 




noticeable  finding  from  the  analysis of practical  experiences with  e‐democracy was how  fast  change 
occurred.” (Wright 2006, p. 247) 
Regarding electronic forms of governance  in general, our opinion is that  it concerns  interrelated  issues 
of  service  delivery,  political  participation,  administrative  decision  making,  policy  enforcement,  and 





the  diversity  of  conceptualizations  of  e‐Governance  across  stakeholders.  We  saw  that  our 
preconceptions should be re‐evaluated in order to examine matters in more depth15. 
The completion of our  review  found us with a  set of  three dimensions at hand,  “What  is  changed?”, 
“How is change carried out?” and “How is one governed (electronically)?” These dimensions were used 
to classify the findings of our research and present them in a structured manner. 







The  research methodology  followed  is based on  the  interpretive  tradition  (Grubs 2001; Myers 1994; 
Orlikowski 1991; Prasad 2002; Walsham 1995; Walsham & Waema 1994). The events  that comprised 
the  projects'  realisation  as  well  as  all  interactions  between  the  participants  are  viewed  as  a  text‐
analogue that can be interpreted and “read” in a manner similar to what is used for actual texts (Prasad 
2002).  The  aim  of  this  process  is  to  reach  deep  understanding  of  the  cases.  The  research  data was 
gathered  through participant observation  (Nandhakumar &  Jones 1997; Nandhakumar &  Jones 2002) 
and  analysis  of  the  projects'  documentation  (meeting  minutes,  progress  reports  and  project 
deliverables).  The  combination  of  participant  observation  (for  a  first  person  experience  of  the  case 
under investigation) and an interpretive analysis to approach the situated intersubjective positions of all 
involved project participants was  influenced by our epistemological alignment with the propositions of 
the “experientialist myth” as  this  is proposed by Lakoff and  Johnson  (1980). Lakoff and  Johnson posit 
that  “within  the  experientialist  myth,  understanding  emerges  from  interaction,  from  constant 




picture of  the  structured  interactions. Therefore we endeavour  to  identify our  initial preconceptions, 
acknowledging that “prejudgement, or prior knowledge plays an  important part  in our understanding” 
(Klein & Myers 1999) in order to minimise bias in our interpretation and maintain a rather creative level 
of  “interpretive  awareness”  (Sandberg  2005).  Our  interpretive  awareness  guided  us  in  numerous 
occasions to re‐evaluate our prejudgements based on the findings of our research. 
The  research  investigated  the  realisation of  two  research  and development  European  projects on  e‐
Government, namely  eMayor  (European Commission  2004)  and  SWEB  (European Commission  2007). 
The processes for software development in both the projects were based on a combination of in‐house 
development  and  outsourcing.  This  led  to  software  that  satisfied  the  business  needs  of  the 
municipalities  as  they  were  expressed  in  the  projects’  deliverables.  In  the  words  of  one  of  the 
municipalities that participated in both projects (SWEB Consortium 2007):  
“During  eMayor  we  have  learnt  that  a  serious  and  careful  process  of  analysis  leads  to  a 
prototype  that  simply works,  and  that  a  product  born  by  the  instances  given  by  the  same 
people who will use it, is undoubtedly successful” (p. 14) 
EMayor  implemented  a  service  for  issuing  electronic  residence  certifications  and  a  service  for 
management  of  taxes  payment,  while  SWEB  implemented  a  service  for  issuing  mobile  residence 





In both projects  the  requirements analysis was clearly  influenced by  the service‐oriented paradigm  in 
regarding the concept of a service as the most fundamental in the analysis procedure. The primary goal 
of  this  stage was  to  select  the most appropriate  services  to  implement. This  fact witnessed  that  the 
paradigm of service‐oriented analysis had been silently chosen by the analysts before even the analysis 
commenced. Quoting a phrase  from eMayor's  requirements analysis deliverable  (eMayor Consortium 
2004b): 
“The  selection  of  e‐Government  services  is  one  of  the major  tasks  during  the  analysis  and 
research phase of the project” (p. 23) 
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Although  requirements analysis was based on  service‐oriented  concepts,  the design of  the platforms 
was  accomplished using  an  ISO  reference model  (ISO/IEC 1998)  that  is based on  the object‐oriented 
paradigm. Interestingly, the final implementation of both platforms is based on a combination of object 
and  service  orientation  since  on  one  hand  the  information  systems  are  developed  as  nodes  of 
computational  objects  that  are  interacting  with  each  other  via  software  interfaces,  yet  all  their 
functionality was  realised using  the BPEL  (OASIS 2002)  standard which  is based on  coordination  and 
composition  of  services  by  using  smaller  sub‐processes  (a  notion  characteristic  of  Service‐Oriented 
Architectures). Specifically in eMayor there  is a dedicated application server responsible for “managing 
the choreography of  the main platform services  in order  to  implement  the business  logic of eMayor” 
(eMayor Consortium 2005a p. 19) while in SWEB there is a “second enterprise tier (Node D) containing 
the business services” (SWEB Consortium 2008, p. 44). 
In  the  situated  cases  of  the  two  studied  projects  a  transformation  was  realised  that  affected  the 












critical transformations had to occur.  In all  four services that were  implemented the  first part of their 
workflow comprised the steps that were more or less already followed in their paper‐based form (select 
a  service;  provide  the  user’s  cryptographic  credentials  to  the  platform  for  authentication;  fill  in  the 
corresponding  request  for  the service; digitally sign  the  request by  the user; store  the  request  to  the 
platform). 
In  the  second  part  of  the  services’ workflow  however,  specific modifications were  necessary.  These 
mainly  concerned  the  control whether  the  request  could  be  processed  locally  or  not  (cross‐border 





characteristics  in  the  implemented  services  required  changes  in  their workflows pertaining  to  secure 
and reliable communication between platforms of different municipalities. 
Second,  there were  identified  changes  in  the business processes of all  four  services  that would have 






strong  authentication  mechanisms  for  these  processes  based  on  smartcards  and  cryptographic 
credentials.  These mechanisms  required  the  introduction of  further  steps  in  the process  to  submit  a 
request, having mainly to do with authentication and identity management. 
283 
Another  modification  to  the  business  processes  that  was  introduced  was  the  notification  of  the 
requesting  citizen  upon  critical  points  of  the  service’s  life  cycle  (upon  storing  of  the  request  to  the 
platform,  in  case  the  request  was  propagated  to  another  municipality  and  upon  successful  or 
unsuccessful completion of the request’s servicing). This feature was easily integrated in the workflow of 
the service due to its electronic implementation. Although it was not explicitly requested by the users in 
the  requirements  analysis,  it was  nevertheless,  regarded  as  useful  in  the  final  assessment  by  both 
citizens and civil servants. 
From  the  above,  it  is  evident  that  the  electronic  implementations  of  these  services  resulted  in 
alterations to the established workflows which the municipalities’ employees had grown accustomed to. 
Further, the explicit consideration of cross‐border matters and the realization of strong authentication 
mechanisms  in  cases where  previously  there  existed weaker  or  none  at  all,  required  corresponding 






simple, but  flexible pilot  IS  that could be  implemented  in  time without any major shortcomings. High 
organizational complexity was a knock out criterion for services in both projects because the goal was to 
develop  information  systems  that addressed  realistically  the  identified  requirements. To achieve  that 
would  require  sufficiently  more  effort  and  time  were  the  services  more  complicated  both  in 
organizational and technological particularities. The consortia chose to set goals that were realistic and 
quite  simple  rather  than  complicated  and  possibly  unattainable.  One  of  the  municipalities  that 
participated in both projects comments (SWEB Consortium 2007): 
if  the  solution  is  simple  it will  be  a  hard  competitor  to  beat:  eMayor was  simple  and  yet 
powerful, with infinite possible evolutions; a huge national project like PEOPLE is far from being 
simple,  it  aims  to  do  “everything”  but  it  needs  an  incredible  amount  of  connections  with 
providers,  legacy systems,  local teams etc. This  is why eMayor (2004‐2006)  is available today, 
PEOPLE  (2002‐?)  still  needs  work  and  refinements  to  become  the  one  and  only  eGov 
application  for  Italian  P.A.s  (p.  15)  (edited  by  the  authors:  the  PEOPLE  project  is  an  e‐
Government  project  that  the  municipality  participated  in  and  which  was  still  under 





for  implementations of e‐Government  IS are often not compatible with  the directions of  researchers. 







municipalities. Having  reflected  on  and  reread  the  deliverables  of  requirements  analysis  of  the  first 




practices  and  technological  infrastructures.  This  was  further  highlighted  by  the  fact  that  the 
municipality’s officials chose not to participate in the design and development phases of the projects, a 
fact that on first consideration was attributed to the limited technological expertise that the municipal 











Skype,  and  <name  of municipality>’s  eMayor  platform  was  even  searchable  as  a  relevant 
eGovernment site through Google. All evaluation results for <name of municipality> are based 
upon demonstrations given with the test server.” 
Another  point  of  interest  concerning  the  second municipality  is  that  its  stakeholders were  strongly 
pursuing  the  implementation  of  at  least  one  service  concerning  municipal  taxes  payment  and 
administration. In eMayor a taxes related service was eventually implemented, yet it did not follow the 
exact  steps  that  were  described  in  the  analysis  of  the  paper‐based  services  by  the municipality  in 
question. This was due  to process  interoperability  reasons across all the municipalities. This course of 
events  led  the municipality  to  adopt  a  rather  disinterested  position  on  the matter  of  the  platform's 
implementation, a position which also led to delays in their delivering corresponding material (progress 
reports and parts of deliverables). 
The  analysis  showed  that,  even  though  the  information  systems  were  developed  in  time,  some 
municipalities due to lack of willingness to reform organizational practices avoided their installation and 





both  consortia  were  eager  to  find  out  the  reactions  of  the  end  users  concerning  the  platforms’ 
functionality, usefulness and ease of use. After all numerous works have shown that user satisfaction is 
an essential parameter  in  the measurement of an  information  system's  success  (Bhattacherjee 2001; 
Nevo  & Wade  2007)  and  user‐analyst  relationships  and  interactions  can  shape  the  outcome  of  IS 




the assessment of the platform  led to considerable  improvements  in  its functionality and efficiency. A 
whole  work‐package  was  concerned  with  the  trial  and  evaluation  tests.  The  evaluation  was made 
against  technological,  financial,  legal  and  user  acceptance  criteria  and was  based  on  the  end  users’ 
opinions  concerning  the  platform.  These  opinions were  expressed  following  the  users’  trials  of  the 
platform  in three out of  five municipalities through answering questionnaires that were made  for this 




“The  results  of  the  evaluation  in  all  cities  show  a  great  deal  of  consistency.  The  overall 
appreciation of the platform across Europe is positive. In Germany the users are most positive 
on the positive impact the platform would have on the city’s image and efficiency” (p. 99) 












The commonly  supported position  for valid electronic governance practice  focuses equally on  service 




no decision  support mechanisms, no  tools  for  communication of protests or other democratic  claims 




would  incorporate advanced security, communication and  integration technologies of  its time. A proof 
of  concept was needed  to be made. EMayor was  innovative  for  its  time  since  it was one of  the  first 






Moreover  the  role of  the project’s manager was held by a consulting company  that was active  in  the 
commercial field of IT and therefore was more concerned by efficiency and goal completion rather than 
the  theoretical  underpinnings  of  electronic  governance  itself.  The  research  institutes  and  the 
technological providers were  also not  interested  in other dimensions of  electronic  governance  apart 
from service delivery since these other dimensions were completely outside of their field of expertise. 
The  involved municipalities were  in  concord with  the  rest of  the project participants  since  their  first 
objective was  to modify  their  functionality,  lighten  the workload of  their employees and  satisfy  their 
citizens  by  implementing  electronic  forms  of  their  services.  It  is  thus  expected  that  under  these 
circumstances the consortium would chose to follow the road that it did. 
Since  the  SWEB  project  was  based  on  the  eMayor  platform  and  four  of  its  participants  were  also 
members of  the  eMayor  team  it was  only natural  that  the  same  approach  to  electronic  governance 
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would  be  adopted  too. One more  thing  can  be  said  concerning  the  consortium  of  SWEB.  The  four 
members who had participated  in  eMayor  formed  an  informal  kernel of  technologically  experienced 
participants that were at many times responsible for the critical decisions concerning SWEB’s evolution. 
The rest of the participants who were interested in acquiring the know‐how of advanced e‐Government 
technologies  usually  agreed  with  the  technologically  knowledgeable  members  and  supported  their 
propositions. 
It  is clear  that  in both projects a  focused perspective was preferred over a more  inclusive one due to 
strictly situated reasons having  to do mainly with  the timely development of  the  information systems 
and  the  teams  that were  formed  in both of  the  consortia. As  a  result of  this decision both projects 




The  introduction  of  an  IS  into  an  organization’s  practice  is  certain  to  not  only  bring  changes  to  the 
existing  business  process,  but  also  to  create  new  processes  that  are  enabled  by  the  opportunities 
presented by advanced ICTs. If the organizational stakeholders and the designers and developers of the 
IS aim their  innovative attempts at transforming a specific organizational domain then their efforts are 
more  focused  and  the  results more  useful.  On  the  other  hand,  they  run  the  risk  of  developing  an 
information system that  is  limited  in scope and functionality. To minimize this effect, stakeholders can 
select  the  focus of  transformation based on users’ opinions  so  as  to eventually  implement  the most 
useful  functionality, even  though  at  the  cost of downplaying  the  importance of others. An efficiency 
driven perspective can at some times prove useful in setting realisable goals and seeing them through in 
the  scope of a  specific project. However,  researchers and practitioners  should also be mindful of  the 
appeal  of  short  term  success  which  may  reify  narrow‐focused  perceptions  and  lead  to  their 




both  on  an  operational  and  on  a  methodological  level.  The  success  factor  of  a  project  can  be 
considerably  increased  if this combination  is built on a solid basis such as an existing methodology or 
standard. In the cases where a number of different organizations are involved in the analysis and design 
of  the  IS  the  common understanding of  tools and  concepts as well as  the presence of an expert  can 




face better  results  if  their  focus  is on small  flexible steps  rather  than on groundbreaking  innovations. 
Essential in this attempt is the input from the end users (citizens, civil servants and municipal officials). 
This input can be gathered through trial evaluation or questionnaires and used to upgrade the products 

















This paper offers  insights on  the dynamics of  change  in municipal organization  settings as  they were 









The  paper  presents  a  more  complete  perspective  on  the  dynamics  of  change  in  governmental 
organization settings than commonly found in the literature which typically focus on one or two of the 
specified  dimensions.  In  addition,  even  though  the  cases  studied  concern  two  specific  European 
research  and  development  projects,  we  derived  some  more  general  inferences  concerning 
transformation of business processes,  changes  in  IS  for e‐Government analysis and design, electronic 
governance strategies and diverse contributors in implementations of IS for e‐Government. We believe 
that  these  inferences can be used  to  frame an  interesting conversation  in any setting of municipal or 
governmental organization. 
We  feel  that  this  paper  can  be  of  use  to  practitioners  by  providing  a  detailed  investigation  of  the 
intricacies surrounding the analysis, design and  implementation of  IS  for the  field, the modification of 
organizational practices for more efficient appropriation of advanced technologies and finally changes in 
the organizational  culture of governments  and municipalities  towards  a more  fruitful  co‐evolution of 
social structures and technological features. We believe that our implications can prove useful in trying 
to incorporate identified transformations in the broader scope of efficient governance. 
Further we also feel that this paper can be of  interest to researchers. The  implications provided  in the 
previous section can be used to develop more  intricate considerations  in the context of governmental 
organizations and transformational initiatives. The expansion of the  investigation of our  implications  in 
various  contexts  can provide more  inclusive  results. Understanding  and  interpreting  the dynamics of 
technological  and  organizational  change  is  of  great  importance,  since  the  contemporary  model  of 





















































































































































































The European Commission considers e‐City  initiatives a valuable  tool  in  the establishment of  inclusive 
Information Societies. Nevertheless,  in many cases citizens seems not to participate. Many researchers 
suggest that the techno‐economic perception of digital divide that possesses these  initiatives  impedes 
the  formation of participative  local  Information Societies. This paper examines  this supposition  in  the 
case of the  local  Information Society of e‐Trikala. Based on a part of a critical theory that explores the 
interactions  between  the  social  sphere  of  society  and  on  in‐depth  interviews with  e‐Trikala’s main 









be  reluctant  in using  them. This phenomenon manifests  that a  techno‐economic perception of digital 
divide, which dominates these initiatives, fails to resolve the problem of digital exclusion and results in 
exclusive local, and thus national and European Information Societies.  
This essay explores a  local  case of an e‐City  initiative named e‐Trikala  that aims  to  transform Trikala 








The  first  section of  this paper provides  the case study of  the e‐trikala digital city. The  second  section 
reviews  the  concepts  of  Information  Society,  digital  divide,  digital  communities.  The  third  section 
regards the part of the critical theory upon which the case study is analysed. The fourth reports briefly 
on methodological  issues. Finally, the  last part, under the  influence of the theoretical background and 
the research findings, discusses the case of e‐Trikala. 
2 CASE STUDY 
Trikala,  located at the centre of the Greek mainland,  is one of the oldest regions  in Greece.  It  is build 
around the fertile plain of Thessaly and the river of Lithaios. Trikala is a middle size prefecture that has 
51,862  inhabitants, and whose  local economy  is mainly supported by agriculture and the third sector. 
The  advantages  of  Trikala  prefecture  are:  the  strategically  important  geographical  position;  the 
University of Thessally; and the increased agricultural income and tourism. Whereas the drawbacks are 






The  municipality,  in  an  attempt  to  exploit  its  benefits  and  to  resolve  its  drawbacks,  took  up  an 
Information  Society  initiative,  transforming  Trikala  into  the  first  digital  city  of  Greece.  The  e‐Trikala 
project,  initiated  in  2004,  was  awarded  the  Greek  ICT  Award  in  2007.  Furthermore,  e‐Trikala  is  a 
member of  the Network of e‐Communities  (http://www.i‐nec.nl), while  it presides over  the 1st Greek 
Digital Community,  comprised of  seven municipalities  161,  four  financial  corporations and  information 
science and telecommunication companies.  
The “vision” of this initiative is the establishment of a digitalised context that, though the serving of local 
needs, would  improve  local development,  competitiveness and  relegate  the problem of  the  society’s 
exclusiveness  (Anthopoulos,  2006).  The  local  needs  are  classified  as  economy/development, 
governance, culture and education/learning needs.  
The  local needs of  the community  shaped  the considerations of  the  initiative’s development process, 
distinguished  by  social,  technical,  informational,  ethical  and  financial  considerations.  Social 














The  second  was  the  implementation  stage,  which  aimed  at  the  establishment  of  the  necessary 






low  rate  of  connections,  despite  the  provision  of  free  wireless  internet  access.  From  the  20000 
households,  5000  accounts  have  been  activated,  of  which  400  of  them  are  used  on  a  daily  basis. 
Furthermore,  it  is  also manifested  in  the  participation  to Demosthenes  and  e‐dialogos  programmes. 
Trikala’s citizens, during the period 16/09/2006 to 31/01/2008 admitted 5205 complaints, of which the 
majorities  were  “change  of  public  lambs”.  Finally,  in  the  first  stage  of  e‐dialogos,  122  citizens 














world. Therefore, many academics attempted to  frame  it through their personal scientific  lens. This  is 
manifested  in  Webster  (2002)  who  distinguishes  Information  Society’s  definitions  in  the  following 
categories: technological  (Freeman, 1987), economic  (Jonscher, 1999; Porat, 1977), occupational  (Bell, 




During the post‐war period, many scholars, showed a  flowering  interest  in this concept, signalling  the 
emergence  of  a  “New  Era”.  The  power  that mobilises  the  Information  Society  is  considered  to  be 
modern technology. The  ICTs, the networks, the flexible  infrastructures and the technological mobility 
are considered the “track” that will  lead humanity to the  inauguration of a new virtual society. On the 
opposite  side  of  this  prolific  literature  that  announces  the  “Information  Society”  as  a  result  of  a 
“paradigm change” (Freeman, 2001; Castells, 1998; Bell, 1976) exist the scholars who state that  is not 
something  innovative  but  rather  the  continuation  of  long‐held  capitalistic  principles  and  status  quo 
relationships  in  a  digitalised  context  (Webster,  2002; Garnham,  2000; Giddens,  1998;  Schiller,  1996; 
Habermas,  1979).  This  literature  emphasises  that  ICTs  in  Information  Society  intensify  the  divide 
between those who participate and those who do not, bringing about inequality and exclusion. 
3.2 Digital Divide 
Many  academics  place  the  problem  of  digital  divide  at  the  centre  of  today’s  exclusive  and  unequal 
Information  Society,  since  it  is  considered  the main  contributor  to non‐participation. Digital divide  is 
extremely difficult  to define, because  it  is a  fluid, diversified and unclear notion  the content of which 
depends heavily on its environment. However, numerous scholars have attempted to give substance to 
this  concept.  Some  researchers  approach  it  as  the  gap  between  those who  have  access  to modern 
technologies and  those who have not, making a strict dichotomy  in  the “haves” and  the “have‐nots”. 
Others, avoiding a polarised perspective, view it as a digital exclusion or an uneven access to technology 
(Cammaerts, 2003) which is distinguished in global, social and democratic divide (Norris, 2001).  




exclusion,  at  the  same  time  ICTs  are  perceived  as  valuable  tools  for  the  formation  of  an  inclusive 
Information  Society  (Cammaerts,  2003,  OECD,  2000,  OECD,  2001,  OECD,  2002).  These  arguments 
demonstrate  the recursive relationship between digital and other divides, manifesting  that the goal  is 
not to alleviate digital divide itself but to make digital communities, such as Information Societies, more 
inclusive17 and participative. Therefore,  a  social perception of digital divide  could be more helpful  to 
digital exclusion alleviation (Warschauer, 2004).  
4 THEORY 
There  are  numerous  reasons  for  choosing  the  “Oxford  Handbook  of  Information  Communication 
Technologies” to discuss  the  issue of exclusive digital communities. Grand and contemporary theories 
such  as  Diffusion  Theory  are  inadequate  to  cover  the multidimensional  phenomena  of  Information 
Societies (Webster, 2002).This theory, however, emphasises the influence of the context and proposes a 





theory  that  explores  the  interaction of modern  ICTs  and  communities  and  indicates  the  factors  that 
bring  about  exclusive  Information  Societies.  The  examination  of  this  relationship  reveals  that  digital 
divide  intervenes  between  the  social  spheres  of  the  community  (economy,  organisational  change 
governance  and  society)  and  ICTs,  resulting  in  digital  exclusion.  However,  this  paper,  due  to  space 






social  sphere  of  Society.  This  stream  of  the  theory  is  of  the  opinion  that  the  recursive  relationship 
between technology and community is the most significant one, since it determines the interactions of 
ICT’s with all the rest social spheres of the society. Whilst, it argues that the analysis of factors such as 
the  dynamics  of  the  real  community,  the  “disadvantaged”  social  groups,  New  Media,  Information 




(Jung  et  al., 2007). Communities, which  “function”  successfully,  in  reality,  are  in  a better position  to 
exploit  the  available  technology  in  more  creative,  productive  and  participative  ways  than 
“dysfunctional” ones.  
Sophisticated  governmental  policies  and  regulations,  also,  have  a  great  influence  on  “imperfections” 
such as digital divide when  they are  taking place  in a  society  (David, 2007).  InfoSoc and  competition 
policies that eliminate supply‐driven and oligopolistic markets are important to enhance participation in 
digital communities (Greenstein & Prince, 2007).  
New Media  is  an  additional  factor  that  this  stream  of  theory  conceives  it  a  determent  to  citizens’ 
participation  to  Information Society. Orgad  (2007) examined  the connection between on‐line and off‐
line  activities  and  emphasized  the  need  to  comprehend  this  relationship  and  the materiality  of  its 
inscribed power in order to reduce digital exclusion.  
Furthermore, the consideration of the “disadvantaged” social groups and persons affect significantly the 
phenomenon  of  digital  divide.  While  it  is  suggested  that  ICTs  contribute  to  the  participation  and 
emancipation of  socially excluded persons,  it also advocated  that power and  interest  issues  result  in 
strategies and designs that intensify the pre‐existing social  inequalities. Nevertheless, it concluded that 
the socially excluded and the avoidance of judgments  like “who  is worth  it and who  is not” (Manshell, 
2000)  are  imperative  for  the  formation  of  a  less  divisive  Information  Society.  Wajcman  (2007)  in 
particular, proposed that a sociological and historical analysis of the long held socially excluded groups is 
helpful in the attempt to face the problem of digital divide.  




be  involved  in  a  technology  sophisticated discourse  and  finally  the  capability  to  communicate, make 
sense and reach conclusions from a vague ‘universe’ of confusing and contradictive signals and symbols. 
The development of these skills requires both political and pedagogical support, but ultimately it resides 
on  the  capacity and  the desire of  the user  to enhance  these  skills and participate  in  the  Information 
Society (Graham & Goodrum, 2007). 
5 METHODOLOGY 
This paper studies  the contemporary phenomenon of digital divide and attempts  to shed  light on  the 
factors  that  bring  about  exclusive  Information  Societies.  For  that  matter,  the  specification  of  an 
adequate research methodology which supports a social research of the phenomenon is considered an 
absolute  requirement.  The  research  lies  upon  the  assumptions  that  Information  Society  is  not 
announcing  the  emergence  of  a  new  revolutionary  information  age  and  economy,  but  rather  the 
continuation  of  long  established  capitalistic  principles  and  relationships.  Secondly,  the  recursive  and 
mutual interaction between technology and humans requires a social and not a techno‐economic study 
as many researchers and the European Commission suggest. And thirdly that technology  is an enabler 
inscribed with both benefits and potential dangers. For  the above  reasons,  this paper  is a qualitative 







of  secondary  data  provided  by  the  Greek  Information  Society  Observatory,  the  e‐Trikala  Inc,  the 
municipality of Trikala and the University of Thessally. Most importantly, it is supported by primary data 





The  above  interview  categories  include  the  experts  in  the  e‐Trikala  initiative  and  allow  the  study  to 
examine  issues of  interest from more than one perspective.  In more detail, the “top‐down”  interviews 
highlight  the official voices of  the Trikala authorities and  the Greek  Information Society. The  “scope” 
interviews  represent  the perspective of  the e‐Trikala  Inc, while  the  “bottom‐up”  interviews  raise  the 





not  only  the  local  population,  but  also  the  local  authorities.  The  factors  of  trust,  politics,  subjective 
interpretations  and  interpersonal  relationships  regularly  intervened  in  the  research,  proving  its 
significance and the fact that they cannot be taken light‐heartedly.  
6 DISCUSSION 
Despite  e‐Trikala’s  objective  to  establish  an  inclusive  local  Information  Society,  people  did  not 
participate massively. This  is  illuminated, not only  in  the  secondary data presented  in  the  case  study 
section, but also in the remarks of initiative stakeholders.  





















Trikala.  As  e‐Trikala’s  executive  noted:“Trikala  under  the  provision  of  the  3rd  OPIS  established  the 
necessary infrastructure for the construction of the first Greek digital city and facilitated the access to a 
digital environment not only to the city centre but also to its periphery”. However, local citizen’s seems 




perception of digital divide,  is  the  Information  Societies policies.   As highlighted  in  the words of  the 
Special Secretary’s Advisor the European Commission has contributed significantly to the formation of 
the Greek  Information Society policies. “… Till one point which  I place  it  in 2006, policy was emanated 
not from a specific plan but rather from the provision of money. In 2000, the European Union said to the 
state  that we  have money  to  give  you  for  technology  and  the  state  thought  “oh,  let’s  formulate  a 
relevant  policy”. Moreover,  till  2006,  policies  were  dominated  by  the  supplier  power  which  was  a 
mistake,  a  European mistake  and  consequently  a Greek  one.  The  notion  “build  and  they will  come” 
proved  unsuccessful.  Nonetheless,  this  ideology, was  incorporated,  inherited  and  perpetuated  in  the 
Greek InfoSoc Policy, something that we expect to change with the Digital Strategy 2006‐2013”.  




prioritises  the  familiarisation  of  the  Greek  society with  technology  by  promoting  the  teaching  of  IT 
operational  skills, while  it measures  digital  divide  not  only with  technical  indexes  that  the  European 
Commission  proposes  but  also  with  social  ones  such  as  “the  average  time  that  a  citizen  saves  by 
transacting digitally”. With this strategy we want to comply with the European Commission’s guidance 
to  ensure  its  support,  but  at  the  same  time  we  are  trying  to  perceive  digital  divide  from  a  wider 
perspective” (Special Secretary’s Advisor). 
299 
The  above prove not only  the European Commission’s but also  the Greek Governmen18t’s  impact on 
policy formation. The Greek State, under pressure to comply with European Directives3, liberalised the 
telecommunication  industry  without  succeeding  to  bridge  digital  divide.  This  event  implies  that 
Information  Society  initiatives  are  actually  serving  market  goals,  trade  and  not  social  equity  and 
participation. Policies and regulation should make clear whether they are based on consumer’s interests 
or on citizen’s needs for inclusion and participation.  
Therefore,  this  paper  argues  that  the  «sociology  of  policy  and  regulation”  is  necessary  to  formulate 
socially accountable policies that acknowledge the different needs and distinctiveness of different social 
groups of a digital  society.  In order, however,  to  result  in more  inclusive  Information Societies,  these 
regulations must be accompanied by awareness campaigns  (Sivlerstone & Haddon, 1997). “Every new 
policy must be accompanied by an awareness campaign  for the citizens and a training module  for the 





that  the  only  social  problem,  detected  by  the  expert  group  of  e‐Trikala,  derived  from  an  a‐social 
perspective  of  technology.  As  the  executive  officer  remarked  “…free  time  created  by  the  use  of 
technology mustn’t be consumed to operate a computer, but rather to  improve community’s daily  life. 
Women,  for example  should dedicate  this  free  time  to  their  family,  to  cook  food and not waste  it on 
googling and e‐baying  in  Internet. This  is what we try to prevent but we are not afraid …we hope that 
technology will not  lead  to addiction but  just  to  its operational use”. Nevertheless,  in contrast  to  the 












whether  e‐Trikala  actually  fulfils  the  needs  of  the  local  society  (Avgerou&Madon,  2006).  This  is  also 
highlightened by  the words of  e‐Trikala’s  reporter  “The  real problems or needs of  the  community as 




Moreover,  another  group of  socially excluded  is  the one  that  suffers  from  informational  gaps. Many 
researchers have argued that apart  from socioeconomic circumstances, there are other elements that 











child will  show  to  its  parents  how  for  example  they  can  transact with  the municipality  by  distance… 
Moreover, we intend to succeed, by communicating to people technology’s benefits,…if we explain to the 
parents how much  time can be saved  through  the use of modern  ICTs,  they will be convinced of  their 
utility and use them ,despite the barriers that you mentioned”. 
This perception reveals that the socially excluded groups have not been acknowledged by the projects 
stakeholders.  Thus,  a  series  of measures  should  be  foreseen  in  order  to motivate  these  groups  to 
participate more to e‐Trikala.  
6.5 Lack of collaboration between public organisations 













Therefore, further cooperation of  local public organisations  is  imperative  in the attempt to establish a 
participative e‐Trikala.  
6.6 Mass Media 
Furthermore,  the  mass  media  both  in  Trikala  and  Greece,  articulate  a  negative  image  of  modern 
technology, contributing to an intensification of the already existent technophobic culture.“Mass media 
are  indifferent  to  technology  potentials...,  they  keep  emphasizing  that  Internet  is  pornography  and 
crookery and they never publish the press releases that we are sending them; not even the newspapers” 
(Special  Secretary’s  Advisor).  Therefore,  as  e‐Trikala’s  reporter  suggested,  a  multidimensional 
presentation  of  the  ICT  consequences  by  the Media  could  alleviate  this  environment  of  prejudice. 
Nevertheless, in Trikala the most effective way to face local technophobia is by mouth to mouth. “…As 










the  technological  capabilities.  “Now  that  we  have  ensured,  thanks  to  the  support  of  the  3rd  OPIS, 
infrastructures and accessible applications to all of our citizens, it is time to educate them…We will do it 
in the usual way, we will build classes and teach them how to use technology”. This viewpoint, however, 





but this  is a personal  issue of each citizen. We cannot provide them with anything else and  it’s not our 




This  paper  explored  the  attempt  of  Trikala’s  municipality  to  transform  a  traditional  agricultural 
community  into  a  modern  Information  Society,  through  the  establishment  of  an  e‐City  initiative. 
Nevertheless, despite  this  effort  to digitalise  the  society,  the  local  population  seems  to  abstain.  The 
research on e‐Trikala  revealed  that a  social approach of digital divide  is  imperative  to  create a more 
inclusive local Information Society.  
The analysis of the e‐Trikala initiative illuminated factors that bring about digital divide and it suggested 
solutions  to  alleviate  it.  In  more  detail,  it  highlighted  that  the  “dysfunctional”  dynamics  of  the 
community, the techno‐economic nature of European and Greek policies, the technophobic culture, and 






governance)  and  ICTs. Nevertheless,  these  relations  are  equally  important  and  thus  further  research 
should be conducted to examine them and  form a more completed  idea of what causes digital divide 
and how  could be alleviated. Furthermore,  this analysis offered an  insight  into  the  social problem of 
digital divide that is helpful for an inductive suggestion. A social and situated approach of digital divide 
could contribute to more  inclusive and participative  Information Societies. Therefore,  further research 
of  local  Information Society  initiatives must be carried out to capture the various factors that result  in 
digital divide and  thus  to exclusive  Information Societies. Finally  this paper examined  inclusiveness of 



















Governments  around  the world  are  introducing  the  virtual  channel of public  service delivery  system 
(UNDESA 2008). This channel allows  for  integrated public e‐services that are available 24/7. However, 
citizens who do not have access  to  ICTs, who do not have  the ability  to use  ICTs, and/or who do not 
accept to use government e‐services cannot benefit  from these advantages. Therefore,  introducing e‐
services will create three  types of divide: access, e‐skills, and acceptance divides. This e‐service divide 














have become governments’ priority  (UNDESA 2008). However, one of  the main  reasons of difficulties 
that developing countries face, when implementing e‐government, is the low Take‐Up. E‐services Take‐
Up has been defined by  the 2008 UNDESA  report as  the  relative number of  citizens accessing online 
services.  Understanding  the  reasons  of  such  low  Take‐Up  will  give  government  the  opportunity  to 
develop more  effective  e‐government  policies which  can  increase  e‐services’  acceptance  and  use  by 
citizens. 
The  implementation of  e‐government  in developing  countries  can  lead  to  a  system where privileged 
segments  or  the  elite  of  the  population  can  have  access  to  e‐services more  easily  (Ciborra  2005). 
Inequalities  can  continue  and  even  increase.  In  fact,  this  implementation will  create  three  types  of 
inequalities:  (1)  inequality  in access to  ICTs and e‐services  (Dewan & Riggins 2005, Van Dijk 2005),  (2) 
inequality  in  the  ability  to  use  ICTs  and  e‐services  among  those who  have  access  (Dewan &  Riggins 
2005), and (3) inequality between those who will accept to use e‐services and those who will not. These 




the  public  e‐services19  advantages.  This  is  a  disturbing  fact,  because  Lebanon  cannot  afford  to 




wastefully spend  large amounts of money  for such an  investment, especially  if  it will  lead to a system 
where only privileged segments of the population may have access to these e‐services.  
This  e‐services divide  can be  problematic  because  it would  lead  to  a  low  Take‐Up,  as  the  e‐services 
would not be equally used by all citizens. The e‐government project would probably fail if all citizens do 
not utilize this technology in order to use public services (Dada 2006).  





‐  At  the  country  level,  pertinent  questions  include  how  countries  differ  in  their  usage  of  public  e‐






‐  At  the  individual  level,  we  need  to  understand  the  inhibitors  and  enablers  of  public  e‐services. 




between  the  public  e‐servuction  system  and  inequalities  (3.2).  Then,  after  presenting  the  Lebanese 
public administration (4), we describe methods and results of the two major research questions (5 & 6). 









shaped  by  ICTs.  It  is  a  continuous  optimization  of  service  delivery,  constituency  participation,  and 
governance by  transforming  internal  and external  relationships  through  technology,  the  Internet and 
new  media  (The  Gartner  Group  In  Curtin  2007).  Therefore,  e‐government  can  be  thought  as  the 
association of e‐services, e‐administration, e‐procurement, e‐participation, and e‐governance. E‐services 
“connect the backend processes (back‐office) that generate information and services with the end users, 
such as  citizens  (G2C), businesses  (G2B), ONG and  civil organization  (G2NGO)”  (Curtin 2007, p. 7). E‐
administration has “an inner focus and deals with the internal structure of government” (Curtin 2007, p. 
7),  such as government employee  (G2GE).  It also  includes  relations with other government  (G2G). E‐
procurement  centralizes  government procurement  in  a one‐stop  shop  (G2S).  “E‐participation  focuses 
primarily on the external relationships of the government with civil society and public sphere (G2SC). It 
encompasses  citizen  input on decision making  and  policy development, direct  access  to  government 
officials,  electronic  voting,  citizen  and  social  networking,  and  other  tools  of  citizen  empowerment” 
(Curtin 2007). E‐governance refers to the whole system  involved  in managing the society  (Gronlund & 
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that  offer  convenience,  efficiency,  and  transparency  (Dwivedi  et  al.  2009).  According  to Goldkuhl & 
Persson  (2006a, 2006b), online public  services  can be  conceived as  “electronic  services which  can be 
accessed  via  the  Internet,  and which  are  offered  to  citizens,  companies,  professional  organizations, 
interest groups and other official bodies by organizations in the public sector.”  
3.2 Servuction, e‐servuction, and inequalities 
Governments  around  the world  are  introducing  the  virtual  channel of public  service delivery  system 
(UNDESA 2008). Channels of service delivery are “the ways of communication through which a service is 
delivered to the citizen” (Sousa & Voss 2006, p. 357). It is the mean by which a citizen requests a public 
service  and  receives  the  resultant  output  from  a  service  (Quinn  et  al.  1987).  The  channel  of  service 
delivery  is constituted of two parts: the first  is visible to the citizen and known as the front‐office, and 
the second is invisible or hidden and constitute the back‐office. The principal components of this service 





and  that  recognizes  explicitly  the  inseparability  of  services  production  and  consumption  and  the 
customer  role  in  the service co‐production.  In  the servuction system model,  front‐office components’ 
that  are  visible  to  the  citizens  comprise  contact  personnel,  the  inanimate  environment,  and  other 
citizens. Therefore, the interactions that a citizen may engage include those with contact persons, with 
the inanimate environment, and with other Citizens. 
In  the e‐servuction system model,  the electronic connections are both  the means of communications 
and  the means of production and distribution of  the  services  (Straub et al. 2004).  Indeed,  the online 
services or self services are produced by citizens  in  interacting with technological  interfaces without a 
face to face government employee involvement (Bitner et al. 2000, Dabholkar 2000). The front‐office is 
constituted of a 24/7 (24 hours a day, and 7 days a week) convenient user interface with ease of use, in 
a  language  the  user  understands  and which  is  tailored  to  citizens  individual  needs.  The  role  of  the 
associated virtual back office, comprised exclusively of information systems, is mostly the processing of 




The e‐servuction system  increases the role of the citizen  in the value co‐creation and  in the e‐services 
co‐production (Sampson & Froehle 2006, Spohrer el al. 2007). Indeed, the government performs certain 
activities,  like  providing  downloadable  forms,  allowing  online  submission  of  forms  and  payment  by 
credit  card, all  in  secured  link, but  the  citizens must also perform activities  that  transform  their own 
states  like searching  for the right site address,  for  information about e‐services offerings, etc, else the 
benefit or value of the service will not be fully attained. A citizen, for example, with little experience or 
computer knowledge will receive a  lower quality services that  leads to  inferior value services. That  is a 
problem  in developing countries because a  large part of  their citizens does not have access, does not 
have the ability, and/or does not have the willingness to use ICTs and Internet. Evidently, these citizens 
cannot  use  government  e‐services  and  even  if  they will  try  to  use  it,  they will  get  a  lower  quality 
services. The citizen non‐participation may also threaten the service quality received by other citizens or 






a population  just above  four million and a  land surface about 10400 square kilometers. The Lebanese 
government is comprised of three main branches: the Presidency of the Republic, the Presidency of the 
Parliament, and the Presidency of the Council of Ministers. To these three main branches is added seven 
core  agencies which  are:  the  Civil  Service  Board,  the  Central  Inspection,  the  Court  of Accounts,  the 
Central  Disciplinary  board,  the  Constitutional  Assembly,  the  Office  of  Minister  of  State  for 
Administrative Reform (OMSAR), and the Religious Judiciary. Together the three main braches with the 
seven core agencies constitute the central government bodies. Around of these ten central government 
bodies,  there  are  twenty  one  Ministries  and  fifty  Autonomous  Agencies.  These  Ministries  and 
Autonomous Agencies which are under the  tutelage of the Ministries  form the services branch of  the 
Lebanese  government  and  constitute  the  key  interfaces with  the  citizen.  Lebanon  is  divided  into  six 
governorates (muhafazah) that are divided into 25 districts, and then subdivided into 780 municipalities. 
These offices constitute the interface with the local citizens but they do not play a political role and they 
do not provide public  services  to  citizens.  They  are only  in  charge of  few marginal  activities, mostly 
linked to infrastructure re‐building and the restoration of the electric grid and water supply system. The 
central  administration manages  the main  utilities  like:  the  transportation  sector which  includes  the 
seaports  and  airports,  electricity  and  telecommunications,  and  the  aqueduct.  The  EdL  (Electricité du 
Liban),  the  SdE  (Société  des  Eaux  or Water  Company),  the  other minor  aqueducts,  the  airport  and 
seaports, and  the  fixed‐line  telephone network are  still publicly owned. The  central administration  is 
responsible  for  delivering  a  wide  range  of  public  services,  including:  general  security,  personal 
documents  (driver’s  licence,  Identification  cards  (ID), passport,  certificates of   birth or marriage),  car 






confessional  coexistence  between  Christians  (Maronite,  Greek  Orthodox,  Greek  Catholic,  Armenian 
Orthodox,  Armenian  Catholic,  and  Protestant)  and  Muslims  (Sunni,  Shiite,  Druze,  Alawite,  etc.). 
According to Choucair 2006, a careful balance  in all aspects of political  life must be maintained among 
the 18 recognized religious communities. Therefore, the seats in the parliament, in the government, and 
in  the  civil  administration  are  allocated  equally  between  Christians  and Muslims.  The  country  has  a 







Despite  the  complex  Lebanese political  system,  Lebanon has  a  typical public  administration.  Like  the 
majority of  the developing  countries,  corruption  is one of  the most  keenly  felt problems by  citizens. 
Indeed, according to UN reports, corruption is widespread and part of everyday life in most developing 





to  the  Centre  for  Administrative  Innovation  in  the  Euro Mediterranean  Region  (CAIMED  2008),  the 
Lebanese administration and public sector are seen mainly as self‐referential mechanisms. Their culture 
is not citizen‐oriented and places little emphasis on responsibility (Harfouche 2008).  
According  to UN Global  compact  reports,  it  is  the  environment  in which public  servants  and private 
actors operate  that  causes  corruption.  Indeed, public  administration  in developing  countries  is often 
bureaucratic  and  inefficient  and  a  large  number  of  complex,  restrictive  regulations  coupled  with 
inadequate  controls  help  corruption  to  get  around  (Sullivan  2003).  Despite  the  real  reforms  efforts 
made by these governments, there has been little concrete progress to date (UN Global Compact 2008). 






implementing a modern administration  (OMSAR 2001). And  then,  in 1997,  the government created a 
Ministerial  Information  and  Communication  Technology  Committee  with  the  aim  to  develop  and 
implement  a nationwide  ICT  Policy  (OMSAR  2001).  So,  the  first  ICT national policy  and  strategy was 
developed  in  1998.  And  then,  four  years  after,  the  first  e‐government  strategy  of  Lebanon  was 
developed  by  OMSAR  in  2002;  followed  in  2003  by  two  studies  (e‐Strategy  and  e‐Readiness)  with 
recommendations to achieve the project.  
4.4 E‐government and e‐services divide in Lebanon 







in  Lebanon will  create  a public online  service divide.  This  e‐services  divide  is  the  gap  and  inequality 
between  those who use public online  services and  those who  continue using  face  to  face  traditional 
public  services.  It  differs  from  the  digital  divide  in  the  sense  that  the  e‐services  divide  includes 
motivational  reasons  like  the  citizen’s willingness  or  unwillingness  to  take  advantage  of  powerful  e‐
services functionalities.  
Some factors affecting the e‐services divide may be beyond the control of the individual like the access 
and  the  skills  divide.  Others  factors  are  related  to  personal  choice,  such  as  one  has  aversion  to 
technology  and  so  chooses,  for  one  reasons  or  another,  not  to  make  use  of  such  technologies. 
Therefore,  the e‐services divide may  result  from a  lack of access  to computers,  to  Internet, and  to e‐
services.  It  can  also  results  from  an  inadequate  technical  knowledge.  E‐service  divide  can  be  the 
consequences of more personal reasons such as a lack of interest in technology or a non acceptance of 




Exploring  the e‐services divide and understanding  the  reasons of  this divide can be conducted at  the 
country and at the individual level (Stump et al; 2008).  
310 
(1) At  the  country  level, we  can explore  the  inequalities  that  results primary  from  the Digital Divide. 
Therefore,  in a  first step, secondary data will be used  to examine  the digital divide between Lebanon 
and other Arabic countries  that have  the same culture  (Hofstede 1980). Thus,  in  the  first part of  this 
study, pertinent questions  include how  countries differ  in  Internet use as  a  function of  their wealth, 




(2) At the  individual  level, we need  to understand  the reasons of acceptance or non‐acceptance of e‐
services. So,  in  the second step of  this  research, we examine  the  factors  that  influence  the e‐services 




Literature  provides  evidence  that  country  level  Internet  and  ICTs  adoption  are  influenced  by: 
demographic, socioeconomic, and political factors (Stump et al 2008). Socioeconomic and demographic 
studies  show  that  the  countries wealth or GDP per  capita,  the  gender disparity  in  adult  literacy  and 




The GDP  per  capita  is  largely  used  by  scholars  to measure  country’s wealth.  According  to Hofstede 
(2001), the GDP per capita  is an  important factor  in adopting  ICTs. Dewan et al. (2005)  in studying the 
country‐level digital divide across  successive generation of  ICT  (mainframes, personal computers, and 
Internet)  found  that  the most  significant  factor  that  affects  the  ICTs  adoption  is  the GDP  per  capita 
(Dewan et al. 2005, p. 411).  Jha‐Raghbendra & Majumdar  (1999) argued  that greater GDP per  capita 
signifies  greater  affordability  for more members  of  a  country’s  population.  In  the  Arab world,  low‐
income countries’ like Comoros, Mauritania, Djibouti, Soudan, Iraq, Yemen, and Somalia have less then 
3  per  cent  of  Internet  penetration, while  high‐income  countries  like  United  Arab  Emirates,  Kuwait, 
Bahrain, and Qatar have more then 30 per cent. In all of the Arab countries an Internet connection costs 
between 25 and 50 US$ per month. The equipments and software are also expensive. This  fact keeps 
ICTs  and  Internet  out  of  the  hands  of  the  population  of  the  low‐income  countries.  Therefore,  we 




to  democracy,  civil  liberties  and  country  freedom  of  expression.  One  of  them  is  the  Economist 
Intelligence Unit (EIU) that calculates and publishes annual democracy index. This index is based on the 













Using e‐services and  Internet needs education  to employ  the  ICTs  (UNPAN 2005).  Indeed,  the use of 





levels  of  functional  literacy  are  less  likely  to  use  computer,  Internet,  and  e‐services.  However,  the 
number  of  Arab  people who  cannot  fully  enjoy  the  Internet  because  of  their  level  of  education  is 
declining. Indeed, the illiteracy rate has dropped from 32% in 2006 to 29.7% in 2008. 
But  the biggest problem  facing  the Arab World  today  is mainly due  to  the conditions of Arab women 
(Karake  Shalhoub 2004).  Indeed, 38 per  cent of Arab women are  illiterate. Of  the 101 million Arabic 







we  calculated  the  Internet  diffusion  rate  by  weighting  the  number  of  users  per  country  by  the 
population  of  that  country  (James  2008,  p.2).  Then,  we  characterized  the  divided  between  these 
countries by using GDP per capita (Stump et al. 2008, Dewan et al. 2005, p. 411), rate of adult  literacy 
(Carvin 2000), gender (Jackson et al. 2008), and country freedom of speech (Beilock & Dimitrova 2003, 















Model R R Square Adjusted R Square Std. Error of the Estimate 
1 ,883(a) ,780 ,725 ,07726 






case,  the  acceptance  or  non‐acceptance  of  e‐services  is  a  voluntary  choice. One  of  the most  useful 
theories  in  the  ICT voluntary adoption context  is  the one  that extend  the  theory of planned behavior 




We  used  MATH  model  to  explain  the  reasons  of  acceptance  or  non‐acceptance  of  e‐services  by 
Lebanese.  In  our model,  government’s  e‐services  acceptance  process  involves  careful weighting  and 
evaluation of (1) utilitarian20 (or functional), hedonic21 (emotion driven benefits like sensory pleasures, 
daydreams…), social22 outcomes of e‐services acceptance, (2) normative belief, (3) and control belief. 
These  relationships  are  typically  formulated  using  an  expectancy‐value model  (Fishbein  1968) which 
attaches  a weight  to  each outcome. Evaluation of  the utilitarian  consequences  is based primarily on 







Model   Sum of Squares Df Mean Square F Sig. 
1 Regression ,339 4 ,085 14,187 ,000(a) 
  Residual ,096 16 ,006     
  Total ,434 20       
a  Predictors: (Constant), rate of male literacy, country freedom of speech, GDP per capita, rate of female literacy 
b  Dependent Variable: Internet diffusion rate. 
Coefficients(a) 




Coefficients T Sig. 
    B Std. Error Beta B Std. Error 
1 (Constant) ,054 ,138   ,390 ,702 
  country freedom of 
speech  ,041 ,023 ,206 1,735 ,102 
  GDP per capita  3,12E-006 ,000 ,464 2,715 ,015 
  rate of female 
literacy  ,006 ,003 ,779 2,314 ,034 
  Rate of male 
literacy  -,005 ,003 -,425 -1,502 ,153 
a  Dependent Variable: Internet diffusion rate 
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cognition. According  to Bretschneider  et  al.  (2003), potential users  evaluate  the usefulness of  the  e‐
services  (PU,  e.g.  Compeau  &  Higgins  1995b;  Davis  1989,  1993;  Davis  et  al.  1989,  1992; Moore  & 
Benbasat  1991,  p.195;  Rogers,  1995,  p.15‐16;  Thompson  et  al.  1991;  Venkatesh  et  al.  2003).  The 
evaluation of hedonic consequences is determined primarily by feelings and affect. The potential users 
evaluate the affective outcomes of the e‐services (PAO, e.g. Sun & Zhang 2006, Van der Heijden 2004). 
The  evaluation  of  social  outcomes  is  determined  by  the  status  gains  and  image,  by  result 
demonstrability, and by visibility (PSO, e.g. Davis 1989, 1993, Davis et al. 1989; Moore & Benbasat 1991, 
Rogers  1995).  The  evaluation  of  the  normative  consequences  is  determined  by  perceived  social 
influences (PSI, e.g. Karahana et al. 1999, Thompson et al. 1991, Triandis 1971) which  is constituted of 






lack of  security, privacy  respect,  fear of  government  control,  and difficulty of use).  In  the  case of  e‐
services, potential users evaluate  the perceived  security  (SEC, e.g. Coyle 2001),  the perceived privacy 
(PRI, e.g. Coyle 2001), the  fear of government control  (FGC), the perceived government support  (PGS, 







e‐services  acceptance  intention  or  about  reasons  of  non  acceptance  intention.  Therefore,  after 
explaining  the  government  online  services,  respondents  were  asked  if  they  will  accept  to  use 





Open‐ended  responses were double coded based on a start  list  (Miles & Huberman 1994, p. 58)  that 
included definitions  from prior research  for the variables. Responses that did not seem to  fit to these 
definitions  were  held  out.  Then,  they  were  further  analyzed  and  additional  constructs  have  been 
identified  (e.g.  fear  of  government  control).  The  Annex  2  presents  the  final  constructs  and  their 
definitions. The  intercoder reliability was 81 per cent which  is well above the minimum of 70 per cent 
identified by Miles & Huberman (1994). 
Then,  in  the  second  stage, we  used  a  quantitative method.  Three months  after  the  first  stage, we 
contacted all stage 1 respondents for a follow‐up survey to understand their changing views and follow‐
up behavior pattern. In order to measure the weight or the importance that the individual gives to each 
variable, we  asked  respondents  to  rate each  factor on how  important  it  is  in his  acceptance or non 
acceptance decision, using the scale ranging from 1 (Not Important) to 5 (Very Important). 
To understand e‐services acceptance and non acceptance intention decision, the data were partitioned 



































































































































































population may have access  to  the services more easily. Therefore,  three  types of  inequalities will be 
created:  (1)  inequality  in  access  to  ICTs  and  e‐services,  (2)  inequality  in  the  ability  to use  ICT  and e‐
services  among  those who  have  access,  and  (3)  inequality  between  those who will  accept  to  use  e‐
services and  those who will not. These  inequalities  reduce  the e‐services Take‐Up. Understanding  the 
reasons  of  these  inequalities  will  give  government  the  opportunity  to  develop  more  effective  e‐
government policies which can increase e‐services Take‐Up. 
In  order  to  understand  the  reasons  of  these  divides,  we  attempted  in  this  paper,  to  combine 




reduce  the  access  divide, we  recommend  the  Lebanese Government  to  increase  the  rate  of  literacy 
among  women  and  to  provide  more  Internet  access  to  educated  women.  We  recommend  also 
transforming  the municipalities’ offices  to online one‐stop‐shop  service  centres where online  service 
kiosks can be  installed. These kiosks  can  serve as an online access points  for  those who do not have 
access to the Internet or are not ICT literate. 
A  key  finding  in  our  second  study  was  the  relationship  between  perceived  usefulness  (PU)  and  e‐
government acceptance and non acceptance intention. First, the importance of perceived usefulness of 
government  e‐services was  supported  by  our  open‐ended  questions.  In  fact,  choosing  to  accept  e‐
services  is  rooted  in  the  perceived  usefulness  of  these  e‐services.  Therefore,  we  suggest  targeting 




anything  relevant  for  them: “No need or no  reason  for me  to use government e‐services”. This study 
also  identifies sceptics concerned about  fear of government control, perceived security and perceived 
privacy of government online services.  
We  also  identified  a  relation  between  the  computer  self  efficacy  and  the  acceptance  and  non 
acceptance  intention.  According  to  Dimitrova  &  Chen  (2006),  self‐efficacy  refers  to  the  potential 
adopter’s confidence in his or her own ability to utilize the government e‐service. The results show that 
lower confidence is likely to lead to a non acceptance decision. The lack of confidence in one’s ability to 
use  government  e‐services  will  negatively  affect  the  one’s  intention  to  accept  government  online 
service.  
To  reduce  the acceptance divide we  ²recommend  the  Lebanese Government  to  increase privacy  and 
security of their e‐services. The Lebanese Government must publicly promise to not use the personnel 
data  gathered  through  e‐services  in  order  to  control  the  citizens’  income  or  activities.  Lebanese 
Government’s  communication  can  incorporate  the usefulness,  the  ease of use of  the  government  e‐
services, 
As with  any  scientific  research,  this  study  has  limitations.  First,  it  is  important  to  recognize  that  the 
primary limitation of this study is the potential for response bias. A second limitation concerns the way 







Lebanese Government  provides  e‐services  access,  create  conditions  for  its  usage,  and  entice  all  the 
citizens  to  accept  using  online  public  services.  Understanding  the  reasons  of  the  access,  skills,  and 
acceptance  divides may  give  the  opportunities  to  develop more  effective  e‐government  policies  by 
creating conditions for e‐services usage.  
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rate of literacy  
Country GDP per capita  Internet diffusion rate  Female  Male Total 
United Arab Emirates 37000 0,50 81,70 76,10 77,90
Qatar 87600 0,43 88,60 89,10 89,00
Bahrain 33900 0,35 85,00 91,90 89,90
Kuwait 55900 0,35 81,70 85,10 83,50
Oman 19000 0,10 67,20 83,10 75,80
Saudi Arabia 19800 0,22 70,80 84,70 78,80
Libya 12400 0,04 72,00 92,40 82,60
Tunisia 7400 0,17 65,30 83,40 74,30
Algeria 6700 0,10 61,00 78,80 70,00
Lebanon 10300 0,24 82,20 93,10 87,40
Jordan 4700 0,18 86,30 95,90 91,30
Morocco 3700 0,21 39,40 64,10 51,70
Egypt 5000 0,11 46,90 68,30 57,70
Syria 4700 0,18 64,00 89,70 76,90
Iraq 3700 0,002 64,20 84,10 74,10
Mauritania 1800 0,01 31,90 51,80 41,70
Sudan 1900 0,04 50,50 71,80 61,10
Djibouti 2300 0,02 58,40 78,00 67,90
Yemen 2500 0,01 30,00 70,50 50,20
Comoros 1100 0,03 49,30 63,60 56,50









Core construct Definition References 
Perceived utilitarian or 
usefulness of the e-
services  
The degree to which a person believes that 
using e-services would be useful. 
Davis (1989, 1993), Davis et al. 
(1989), Rogers (1995, p.15-16), 
Moore & Benbasat (1991, p.195), 
Compeau & Higgins (1995b), 
Davis et al.’s (1992), Thompson et 
al. (1991), Venkatesh et al. (2003). 
Perceived affective 
outcome of the e-
services 
The extent to which using e-services is 
perceived to be enjoyable in its own right, 
apart from any performance consequences 
that may be anticipated. 
Van der Heijden (2004), Sun & 







outcome of e-services 
The change in status that coincides with a 
purchase decision.  
Davis (1989, 1993), Davis et al. 
(1989), Rogers (1995, p.15-16), 
Moore & Benbasat (1991, p.195). 
Perceived social 
influences to use e-
services 
The extent to which citizens member of a 
social network influence one another's 
behavior. We consider this normative Belief 
as the general social pressure on individual 
to use e-services. 
Perceived social influences 
combine Secondary Sources 
Influences like Media, News, News 
papers, TVs, etc. (SSI), Direct 
Influences from Family and Friends 
(FFI), Workplace Referents’ 
Influences (WRI, e.g. Venkatesh & 
Brown 2001), and Personal 
Network Exposure (PNE, e.g. 









The perceived expectation from the 
government institutions for individuals to 
accept e-services. 
Lynne et al. (1995), Keil et al. 
(2003), Hsieh et al (2008). 
Perceived security The citizens’ confidence over the security 
aspects of the e-services. 
Adapted from Hernandez & 
Mazzon (2007), Chen & Barnes 
(2007). 
Perceived privacy The guarantee that government will protect 
citizen's privacy and Information 
concerning the citizens will not be known to 
others. 
Adapted from Hernandez & 
Mazzon (2007), Chen & Barnes 
(2007). 
Fear of government 
control 
Worrying from the fact that the Government 
can use the personnel data gathered through 
e-services in order to control the citizens’ 
income or activities. 
New construct. 
E-services ease of use The degree to which an individual believes 
that using government e-services would be 
free of effort. 
Davis (1989, 1993), Davis et al. 
(1989), Rogers (1983, p.232; 1995, 
p.15-16), Moore & Benbasat 
(1991). 
Computer self efficacy The individual's perceptions of his or her 
ability to use ICT in the accomplishment of 
a task. 








The help from the government in using e-
services. 











the  factors  of  environment,  termed  as  the  institutional  spheres,  as  most  focus  on  technological, 
individual and organizational perspectives. Therefore, using institutional theory as a lens, a framework is 






peripheral automation of mass  transactions. Today,  the diffusion of  the  Internet and  the  information 
technologies has commenced for a new agenda for  IT usage  in the government administration, mainly 
on their interactions with businesses and citizens, and among themselves; the phenomenon known as e‐






be  classified  into  Tornatzky  and  Fleischer  (1990)  and  Jeyaraj  et  al.  (2006)  of  technological, 
organizational,  environmental  and  individual  determinants.  Yet,  many  do  not  embark  on  the 
environmental  background,  named  as  institutional  spheres,  as  the  critical  antecedents.  Yildiz  (2007) 




understanding  and  a  solid  grasp of  the  institutional perspective  as  the  context  that manipulates  the 




In such circumstances,  further rationalization  is needed to tackle the  issue.  In studying e‐government, 
one  cannot  escape  from  investigating  the  institutional  spheres  from  the  perspectives  of  cohesive 









The concepts of  institution and  institutionalization have been defined  in diverse ways, with substantial 
disparity  among  approaches  (Scott  1987).  Evolving  from  the  sociological  domain,  Scott’s  belief was 
supported  by  King  et  al.  (1994) who  claimed  there was  no  precise  and  comprehensive  definition  of 
institution. However, borrowing  from Hughes  (1939), an  institution  is defined as “any  standing,  social 
entity that exerts influence and regulation over other social entities as a persistent feature of social life, 
outlasting  the  social entities  its  influences  and  regulates,  and  surviving upheaval  in  the  social order” 
(King et al. 1994). 




In  discussing  institutional  theory,  one  of  the  most  imperative  approaches  is  to  view  it  from  the 
perspective of structural influence. Three isomorphic pressures of coercive, normative and mimetic are 
found to be most influential that explains the relation between institutions and organizations (Teo et al 
200,  King  et  al.  1994, Orlikowski  and Barley  2001,  Silva  and  Figueroa  2002). Originally developed by 
DiMaggio  and  Powell  (1983),  it  was  suggested  coercive  and  normative  pressures  normally  operate 
through interconnected relations, while mimetic pressures act through structural equivalence (Teo et al. 
2003). 
Coercive  pressures  are  defined  as  formal  or  informal  pressures  exerted  on  organizations  by  other 
organizations upon which  they are dependent  (DiMaggio  and Powell 1983). The pressures may  stem 
from resource‐dominant organizations, regulatory bodies and parent corporations (King et al. 1994). In 
contrast  to  DiMaggio  and  Powell  (1983)  who  enforced  on  the mandatory  imposition,  Scott  (1987) 
offered a more fine‐grained distinction of the imposition; by means of authority or by means of coercive 




On  the  other  hand,  normative  pressures  manifest  themselves  through  dyadic  interorganizational 
channels,  professional,  trade,  businesses  and  other  key  organizations  (DiMaggio  and  Powell  1983). 
Unlike  coercive  situation  that  requires  mandatory  conformation,  normative  pressures  trigger  and 
persuade organizations to behave similarly within the social network on the voluntary basis (King et al. 
1994). King et al. (1994) who worked on normative pressure  found customers’ and trade associations’ 
system  adoption were  among  the  key  factors  of  organizations’  interorganizational  system  adoption. 
Earlier  conformance  to  normative  pressures  was  found  in  professional  sectors  and  organizations 








The  three  isomorphic  pressures  offer  a  rich  foundation  in  explaining  the  factors  that  determine  the 
usage  of  various  e‐government  categories.  Undoubtedly,  a  different  institutional‐organizational‐
individual explanation is required to justify for distinct e‐government applications usage.  
3 E‐GOVERNMENT APPLICATIONS 





customers  (citizens) and suppliers  (businesses)  (Duffy 2000, Means and Schneider 2000). As such,  the 
concept  describes  e‐government  is  not  a  single,  isolated  system  rather  it  interacts  with  various 
distinctive users for fulfilling unique purposes and functions.  
The  interactions as demonstrated  in Figure 1 explain  for the major categories of e‐government, which 







The system enables government agencies at different  levels  to work more easily  together.  It  requires 
the use of common data warehouse for establishing, disseminating, sharing and retrieving information.  





as  to  enhance  the  government‐supplier  relationship.  Even  though  the major  user  is  the  government 
agencies, the business still plays an  important role as the system calls for a two‐party communication. 
Hence,  from  the  business  perspective,  the  system  is  also  known  as  B2G,  to  reflect  the  business 




The  system  provides  opportunities  for  greater  citizen  access  to  government‐related  information  and 
interaction with  the  government.  In  this  context,  related  government  agencies  and  citizens  are  the 
major users.  From  the  insight of  the  citizen,  the  system  is  called C2G.  Some of  the applications may 
require for citizens mandatory usage, for instance the public university application system, while some 
are merely for voluntary, optional usage  like the online tax‐filing system.  In addition, the systems may 













Regulations  are  the  direct  or  indirect  intervention  in  behaviour  of  those  under  the  institution’s 
influence, with the specific objectives of modifying the behaviour through affirmative means (King et al. 
1994).  On  the  other  hand,  dependent  organizations  are  the  government  agencies  and  the  public 
departments  that  receive  important resources  from the higher  institutions such as the ministries, and 
should adopt structures or programs that serve the institutions’ interests (Teo et al. 2003). 
Since the main goals and objectives of the e‐government implementation and usage concern with public 
administration  cost  reduction, and always deal with efficient and effectiveness  issues,  the dependent 
organizations have to comply with the institution’s demand in carrying out the aims. Hence, regulations 
and legitimate authorizations are imposed to the agencies and department to use all the e‐government 
applications  to  serve  the  institutions,  businesses  and  citizens  in  the  forms  of G2G, G2B  and G2C  to 
increase the benefits of the institutions. 
In  the  context  of  the  e‐government  applications  usage  among  the  government  agencies  and 
departments,  the  legitimate  regulations  can be  traced  as  the policy  compliance  and  conformance  to 
practices  and  structures  imposed by  the public  institutions.  In  this perspective,  the organizations are 
326 
required  to  use  the  e‐government  systems  for  fulfilling  the  institutions  objectives  as  the  policy  is 
mandatory, which explains the coercive pressures relations.  
A  study  conducted by Chu et  al.  (2004)  attempted  to  verify  the  role of  structure  in determining  the 
decision  to  use  e‐government  among  public  administrators.  Although  the  studied  predictor was  not 
thoroughly  discussed  as  an  institutional  environment  factor,  the  result  suggest  for  a  significant 
relationship between the variables. 
Normative pressures 




Unlike  coercive  pressures  which  will  lead  to  greater  usage  of  all  three  types  of  e‐government 
applications,  we  argue  normative  pressures  only  present  for  the  G2B  and  G2C  applications.  This  is 
because  the  G2B  application  requires  for  active  and  continuous  participations  not  only  from  the 
government side, but most important is from the businesses and suppliers. Besides, the use of the G2B 
application does not solely rely on the usage frequency, but more on the coordination and transaction 




departments  are minimal  for  the  G2C,  the  expectations  from  the  citizens  that  public  organizations 
deploy and use the technologies in the ICT and globalization era will still place a pressure for the usage 
among  them. The widespread expansion, adoption and use of  ICT  in a nation are often  the  results of 









innovation usefulness,  rather because other  similar organizations have done  so. This phenomenon  is 
what Wu  et  al  (2007)  referred  as  “the  bandwagon  effect”.  In  addition,  an  organization  decision  to 
engage  in  a  particular  behaviour  depends  on  the  perceived  numbers  of  similar  others  in  the 
environment  that  have  already  performed  the  actions;  a  following  act  in  order  to  avoid  the 
embarrassment of being perceived as less innovative or less responsive (Teo et al. 2003). Therefore, the 
decision  for  government  agencies  and  departments  to  use  the  e‐government  applications  can  be 
explained  as  an  imitation  behaviour  due  to  the  IT  practices  that  have  been  implemented  in  other 
equivalent group organizations.  
Another perspective of mimetic pressure comes from the perceived success and usefulness of using the 
technological  innovation  by  similar  organizations.  Many  organizations  tend  to  adopt  and  use  an 
innovation only after the advantages have been proven success. The mimicking behaviours  (Teo et al. 
2003)  allow  the  potential  adopters  to  evaluate  the  IT  practices.  As  a  result, when  an  innovation  is 












The  coercive  pressures  imposed  for  non‐government  users  vary  according  to  the  nature  of  the 
applications  and  intensity  of  user  participations. Whereas  the  pressure  placed  for  the  business  to 
interact with  the government via  the G2B application  is stronger,  the  level of enforcement differs  for 
citizens, for the G2C applications.  
Very  often,  the  B2G  requires  for  a mandatory  online  coordination  between  the  businesses  and  the 
government  (Rashid.  2007).  Specific  applications  include  e‐procurement  system,  e‐tendering,  e‐
partnership, e‐bidding and e‐quotation. Although there is minimal participation from the business side, 
they are  still obliged  to policies and business  structures  imposed by  the public  institutions. Failure  to 
comply with the regulations will prohibit them from participating in the government businesses.  
Unlike  the B2G applications  that  seek  for mandatory business participation,  the C2G applications  can 
either  be  based  on  obligatory  or  voluntary  participation.  Undoubtedly,  coercive  pressures  and 
authoritative policies for compulsory systems such as public university applications and job applications 







Similar  to  the  normative  pressures  faced  by  the  government  in  using  the  G2B  application,  the 
counterpart concept applies to the business users for participating in the B2G applications. Even though 
the  B2G  could  be  initiated  by  independent  government  agencies,  most  often  the  application  is 
developed on the basis of the federal or state government as an institution’s objectives (Rashid. 2007). 








and  the  citizens  respectively  via  the  “bandwagon  effect”  and  the  mimicking  behaviour.    Like  the 
government users for the G2B and G2C, businesses and citizens are forced to use the same applications 




in  the  domain  of  cognitive  psychology.  Similarly,  the  dimension  is  reflected  as  perceived  usefulness 
(Davis 1989, Taylor and Todd 1995) and performance expectancy  (Venkatesh et al. 2003). Within  the 
studies,  the  behaviour  to  use  an  information  technology  innovation  is  vey  much  reflected  by  the 
perceived  success  and  advantages.  Thus,  in  the  context  of  the  e‐government, we  argue  the  proven 
deployment success by others will become a factor for the applications usage. 
4.3 Research Design 
The  frameworks  proposed  need  to  be  tested  for  validity.  In  this  case,  the  study will  be  carried  out 
through a combination of  interviews with a group of distinctive e‐government users and also a set of 
survey  as  determined  by  the  contexts.  Although  one may  argue  the  institutional  concept  from  the 
sociological perspective  is hard  to be operationalised, such attempts  is  significant as  studies could be 
duplicated  for different  settings  and  results be  compared. Previous  institutional environment  studies 
that used survey include Dooley and Purchase (2006), Chu et al. (2004) and Teo et al. (2003). 
Since there are three groups of users, which are the government users, the businesses and the citizens, 




From  the  institutional  theory  perspective,  our  study  extends  its  applicability  in  the  context  of  e‐
government, a domain which has been investigated as an  intact system. Through the conceptual work, 
we  intend  to provide  an  initial explanation on how each  institutional  viewpoint places  a pressure  to 




effect  and mimicking behavior  to each user  for all  types of e‐government applications. We believe a 






























































Drawing  from  literature  on  the  national  responses  to  the  information  society,  the  paper  builds  on 
existing  research on  government  intervention  in  response  to  ICT,  in particular with  reference  to  the 
continuing,  if  not  always  successful,  efforts  of  the  Greek  state  to  implement  ICT  innovations. 
Appropriating Foucault’s notions of  rationalities of government,  regimes of  truth and knowledge,  the 
paper  critically  investigates  the  discourses  invested  in  the  Programme  at  the  point  of  origin,  in  the 
negotiating table between the European Commission and the Greek central government policy‐makers. 
The paper goes on to argue that the problems encountered during  implementation can be analytically 
understood  as  the  external manifestation of  the  clash between  the dominant discourses  and  visions 







Government  action  in  response  to  technological progress  has  often  been  the  focus  of  the  academic 
community, which sought ways to analyse and theorise on the distinct institutional arrangements which 
have proved conducive to innovation. Particularly with regards to ICT as a pervasive generic innovation, 
there  appears  to  be  growing  consensus within  academia  and  policy  that  government  intervention  is 
necessary for harnessing its potential and for dealing with emerging concerns, such as privacy and data 
protection, new forms of illicit activity, new manifestations of social and economic divides etc.  
The academic community can be  traced  to  two traditions,  largely  impermeable  to each other. On  the 
one hand, an established body of research can be found which attempts to model and theorise on the 
factors which lead to successful government ICT policies, as well as the types of ICT policies which lead 
to  generally  accepted measures  of  development  (economic  growth,  productivity  etc.). On  the  other 
hand, there has also been mounting interest in providing in‐depth explorations of specific country cases, 
which  result  in  rich,  contextual  descriptions  of  national  policies,  often  however  lacking  a  solid 
theoretical grounding.   
The  efforts of  the Greek  state  to  implement  ICT  innovations  through policies  and  programmes have 
received some academic attention, mostly resulting  in studies of the  latter category. A  limited number 
of studies providing rich descriptions of the Greek ICT policies and programmes exist, although there is 
need  for  more  theoretically  informed  accounts. Moreover,  with  the  focus  being  succinctly  on  the 
national  level,  it  can  be  argued  that  inadequate  attention  is  given  to  the  wider  institutional 
environment,  for  example  international  or  supranational  organizations,  technological  fashions which 
travel globally etc. Overall, the  literature on Greece’s ICT programmes has  in one way or other, sought 
to  explain  the  apparent  failures  of  ICT  programmes  to  be  implemented,  despite  the  existence  of 
apparently good policies. The paper  seeks  to  illuminate  this point  through a different perspective by 
addressing  the  effects  of  the  role  of  the  European  Commission  of  the  European  Union  (EU)  in  ICT 
decisions. 
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The  paper  is  theoretically  based  on  Foucault’s  work  on  government  and  knowledge.  The  analysis 
appropriates  ideas  of  the  rationality  of  government,  the  constitution  of  regimes  of  truth  and  their 
contestation  through  subjugated knowledges which  form a  fragmented organizational, or policy  field. 
The paper argues that the  failure of  implementation, to which both the academic community and the 
practitioners  converge,  can  be  alternatively  understood  as  the  external  manifestation  of  a  clash 
between  the  regimes  of  truth  embodied  in  the Greek  ICT  programmes, whose  visions  and  priorities 
originate  in  the EU and  the  central administration, and  the  subjugated knowledges which a  range of 
actors  enact  as  they  are  called  to make  sense  of,  and  implement,  ICT  innovations  in  various  local 
settings.   
The paper  is structured as follows. To begin with, I place the paper in the context of existing  literature 
on  the national  attempts  to  foster  innovation, while  examining  in  some detail  recent  studies on  the 
Greek case. I go on to explain how a nuanced appropriation of Foucault’s ideas about the rationality of 
government,  regimes  of  truth  and  subjugated  knowledges  can  shed  light  on  an  alternative 
interpretation behind the problems facing implementation. I then go on to present a short chronological 
narrative  of  the  implementation  of  policies  and  investments  undertaken  by  the  Greek  government 
throughout  a  six‐year  period.  It  is  followed  by  a  genealogical  analysis  revealing  an  alternative 
interpretation  of  implementation  as  the  contestation  and  occasionally  subversion  of  the  dominant 





literature on  the national systems of  innovation. A consistent stream of research on national  (and  for 
that  point,  international  and  regional)  systems  of  innovation  has  explored  the  individual  conditions 
which  foster  learning and  innovation within different contexts, and emphasised the variety of ways  in 
which  state  intervention  is  implicated  in maintaining  and  shaping  these  institutional  conditions  (e.g. 
Archibugi et al. 1999, Petit 2003).  
Within the context of innovation, ICT features prominently, mainly because of what Freeman and Perez 
described as  its generic pervasive nature,  i.e.  its capacity not only  to shape specific  industries, but  to 
have a significant bearing on all  industries and sectors of socio‐economic  life  (Freeman & Perez 1988, 
p.60).  However,  there  exists  no  cohesive  body  of  literature  seeking  to  understand  government 












This  limitation  is addressed  in a  range of  country‐specific  studies which aim  to highlight  in detail  the 
specific ways  in which national  contexts matter  for,  and  are  changed by,  the  implementation of  ICT 
policies  and programmes  (Silva &  Figueroa 2002,  Falch & Henten 2000,  Sadagopan & Weckert 2005, 
Sancho 2002). With the exception of a broad concern with institutions, however, such rich case studies 
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can be  criticised  for not being  adequately  concerned with  creating  theory or providing  theoretically‐
informed accounts.  
The  government  interventions  for  ICT  innovation  in Greece  have  recently  attracted  some  attention. 
Iosifidis and Leandros (2003) present in a rather descriptive way the range of policies taken by the Greek 
state towards the promotion of ICT innovation, while Buhalis and Deimetzi (2003) touch on government 
policies  for  the promotion of  information  technology  to SMEs  (Small  to Medium Enterprises)  in  their 





innovation  has  explained  the  problems  faced  with  ICT  investments  in  terms  of  failure  of 
implementation. Caloghirou and Constantelou  (2006) argue that although a  robust approach of policy 
formation has usually been followed,  inadequate policy implementation has resulted  in  limited results. 
Boucas  (2008) accounts  for  the  implementation  impediments by  tracing  their  roots  in  the  traditional 
relations  between  the  state,  the  economy  and  the  society.  He  argues  that  characteristics  such  as 
political  patronage  creating  an  unhealthy  link  between  the  IT  industry  and  the  political  elites, 




IT‐enabled  organizational  reform  in  the  country’s  largest  pension  fund  by  linking  broader  societal 
developments with a distinct emphasis on individual agents. Their discussion suggests that the proposed 
reforms  and  associated  information  systems  were  incongruent  with  the  people’s  aspirations,  life 
choices, and overall ideas of a meaningful life, i.e. their aesthetics of existence.   
Interestingly, the role of the European Union in the country’s decisions on ICT has not been adequately 
accounted  for  or  critiqued, with  the  exception  of  Tsipouri  (2001) who  explores  the  related  field  of 
research and development (R&D). Tsipouri discusses the role of the European Union on programmes of 
research and development, as well as  the  impact of  such  supranational  intervention on policies of  IT 
diffusion, but the emphasis of the paper resides  firmly on the European side rather than  its  impact of 
the national responses.  
Drawing  from  the wider  area of policy,  Spanou  (1998) questions  the  apparent  inability of  the Greek 








a  need  for  a  more  detailed  linkage  of  such  macro‐structures  and  their  direct  effects  on  the 




the  conflicting  rationalities  at  play.  This  requires  on  the  one  hand  an  understanding  of  where  the 




The  research  is  grounded on  Foucault’s  concept of  governmentality, which he developed  in his  later 
lectures (2007), when he attempted to veer away from power and discourse as autonomous forces and 





based on  a  rationale, or a process of  thinking, which  in  certain points  in  time assumes  the  status of 
truth. Thought congealed in practices of government becomes taken for granted and is rarely challenged 
(Rose 1999). The production and reproduction of truth determines the options that appear as feasible 




the  contrary,  one’s  desire  to  conduct  oneself  otherwise,  or  to  be  conducted  otherwise,  through 
different means and  towards different ends arises as soon as a particular modality and  technology of 
conduct  emerges  and  manifests  itself  within  each  technology  of  power.  In  his  lectures  on 





an essentially  local nature:  “what  this essentially  local  character of  criticism  indicates  in  reality  is  an 








European  Commission,  including  the  Information  Society,  Regional  Development  and  Employment 
Directorate Generals. In Athens, interviews with current and former policy‐makers, civil servants within 
the  public  administration,  public  procurement  managers  of  software  development  and  consulting 
companies, as well as researchers were conducted.  
The  interviews  followed  the  form  of  a  narrative,  revolving  broadly  around  the  researcher’s  themes. 
Extensive  notes were  taken  during  and  immediately  after  the  interviews.  Further material,  including 
paper  clips,  official  publications,  press  releases,  website  postings,  newsletters,  evaluation  reports, 











funds  came  into  effect  with  a  six‐year  period  of  completion.  The  Information  Society  Programme 
(Επιχειρησιακό Πρόγραμμα Κοινωνία της Πληροφορίας) provided a common identity for a wide range of 
interventions  within  the  society  and  economy,  comprising  four  broad  action  areas:  education  and 
culture,  e‐government,  financial  assistance  to  small  businesses  (Buhalis  &  Deimezi  2003),  and 
telecommunications.  
The wide scope of the Programme,  its far‐reaching ambitions, as well as a budget many times greater 
than  the  allocated  budgets  of  similar  ICT  programmes  of  the  past  created  a widespread  feeling  of 
apprehension within the circles of the Commission and the Greek central government. It was feared that 




tri‐partite  organizational  structure  for  the  management  of  the  Information  Society  Programme, 
comprising  the  Special  Secretariat  (political  representation  of  issues  of  the  information  society)  and 
Managing  Authority  (financial  and  organizational  administration  of  the  Programme),  InfoSoc  Ltd 
(executive agency  for project management) and  the Observatory of  the  Information Society  (research 
and policy think tank). 
The  Information  Society  Programme  set  off  to  a  slow  start,  as  the  staff  in  the  new  organisational 
structures  sought  their position within a complex and highly  institutionalised public bureaucracy. The 
Special  Secretariat  introduced  an  elaborate  planning  stage  which  intended  to match  the  functional 
needs of the potential beneficiaries with the action areas of the Information Society Programme. Thus, 
public authorities and state‐controlled companies were asked to create  ‘business plans’, documenting 
the  ‘as  is’ status, and expressing  the  ‘to be’,  i.e.  their vision  in  terms of  ICT  innovation  for a  five‐year 
period. The help of consultants was solicited, but the business plans, whose concept of forward planning 
was  foreign  to  the  operational  routines  of public  authorities, were  hastily  prepared  and  proved  less 










In  the  following  two  years,  some  progress was made  as  the  Information  Society  Programme  gained 
visibility and public and private organisations strived to put forward proposals for  information systems 
that were  aligned with  their business plans,  as well  as  in  accordance with  a wide  range of  selection 
















into  full  swing, and  the  small national  IT  industry was kept busy. Plans and budget  items  changed as 
funds  were  pulled  out  from  stalling  projects  and  actively  funnelled  into  other  areas.  There  was  a 
widespread feeling of urgency; the  impression was that this was a race against time. The  initial delays 





Policy‐makers  in  the  Commission  remained  sceptical  of  the  ability  of  the  Greek  implementation 
mechanism  to  bring  the  Information  Society  Programme  to  a  successful  end.  Their  scepticism  was 
eloquently  expressed  by  an  official  in  the  Commission,  while  commenting  on  the  latest  Greek  ICT 
strategy: “The Greeks are good  in making policies and strategies;  it’s when  it comes  to  implementing 
them that the problems begin. And the problems are often crippling”. He was referring to practices and 
phenomena which  had  been  documented  in monitoring  and  evaluation  reports,  such  as  the  delays 
experienced  in  the procurement and development of a  large number of  information  systems project, 
which occasionally meant  that projects needed  to be  abandoned  and  the  funds  transferred  to other 
activities,  as  well  as  the  limited  use  of  information  systems  by  their  intended  users  (Monitoring 
Committee 2001). The  interviews revealed  further problems, such as the difficulty of central and  local 
government authorities, and  the wider public sector  (the beneficiaries)  to make project proposals  for 
information systems within the scope of the Information Society Programme; the derailment of projects 
away from the initial agreed scope; and the emergence of an intricate and self‐sustaining web of (overt 




echoed across  the board,  from political  figures  in  the Greek government  and higher  civil  servants  to 
sales managers  in  IT  companies  dealing with  public  procurements.  The  statement  seemed  to  invite 
remarkable  consensus,  even when  stakeholders’  views  diverged when  it  came  to  the  causes  of  the 
problems or their solutions.     
Designating  such  a  disparate  host  of  issues  as  issues  of  implementation  can  be  said  to  have  two 
important implications. On the one hand, it constitutes them as issues of a technical nature, to which a 
technical solution, such as better project management, enhanced skills and technical capability, or more 
transparent  procedures,  can be  applied. Moreover,  the  assumption of  a  two  stage process of  policy 
formulation  and  implementation  creates  a  false  dichotomy, which  has  long  not  been  challenged  by 
scholars  in  the policy and political science  fields, who argue  that  the distinction between  formulation 
and  implementation  sustains a pretence of  rational planning and  the existence of a  cause and effect 
relationship, which  is  far  removed  from practice, while  it also  fails  to account  for  the  formulation of 
policy during  its  implementation  (see,  for  example,  the  established  review by  Sabatier  1988).  It  also 
precludes the emergence of alternative interpretations which see the whole process as a phenomenon, 
whose  facets create  limitations and affordances, and shape the  identity of the whole.  In the  following 
analysis,  I  suggest  that  some of  the problems which are  faced  into  the  implementation  stage  can be 
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understood  as  discordance  between  the  assumptions  and  rationality  behind  the  emergence  of  such 
programmes of action, not just the way they are being put into action.  
6.2 Problematizing on the unproblematic policy formulation 
Current  efforts  to  understand  the  progress  of  the  information  society  programmes  in  Greece  (both 
current  and  past)  have  been  inwards‐looking,  occasionally  acknowledging  as  a  given  the  role  of  the 
European Union in the emergence of ICT investment programmes in Greece, but not problematizing on 
its  implications  for  their  implementation  (Tsipouri  &  Papadakou  2005a,  Boucas  2008)  (Avgerou  & 
McGrath  2007).  The  role  of  the  European  Union  is  however  more  intricate  and  pervasive,  as  the 
burgeoning  literature  in  Europeanization  suggests  (Featherstone 1998,  Featherstone & Papadimitriou 
2008, Morth 2003,  Ioakimidis 2001).  In particular  for  the  area of  ICT policy  in which  the EU and  the 
Commission specifically has played a major part for the past two decades (Chini 2008), failing to account 
for its influence unnecessarily limits the scope of explanations for the phenomenon. Thus, at a first level, 
one  can  trace  transfers  of  funding  providing  important  resources  for  projects  in  ICT, whilst  a  hefty 
regulatory  framework  transferred  from  the  EU  to  the  national  level  shapes  the  available  courses  of 




the  creation  of  an  information  society, which were  reproduced  by  the Greek  policy makers  in  their 




to act on them during  ‘implementation’.  It  is these  two  regimes of  truth and  their contestation that  I 
analyse below. 
6.3 Technology in the service of European integration 
Exploring the ways  in which  ICT was problematized and the context  in which  it was understood at the 
point where  the  Information  Society Programme originated,  i.e.  the European Commission, becomes 
necessary  in  order  to  investigate  the  assumptions  that  were  embedded  into  the  creation  of  the 
Information  Society  Programme.  ICT  has  often  been  discussed  in  terms  of  its  capacity  to  transgress 
traditional structural  impediments and enable development (for a review, see Madon 2000, Thompson 
2008).  In  the  context of  the  EU however,  the  argument  appears  to  take on  an  added dimension,  as 
technology  (ICT  in  particular)  is  portrayed  as  the  vehicle  for  closer  European  integration  for  the 
member‐states that are lagging behind. This argument is corroborated by Barry (2001) who argues that 
technology  in  its Foucauldian sense,  i.e. as the array of techniques, measurements as well as technical 
artifacts, were instrumental in the process of harmonization among European states for the creation of 
a  single market.  In  this  vein,  I  suggest  that  the  information  society programmes  spearheaded by  the 
Commission  were  used  not  only  in  their  stated  purpose  to  bring  about  a  technologically‐  and 
knowledge‐  oriented  society,  but  also  as  a way  to  foster  closer  integration  between  a  range  of  still 
disparate societies.  
Scrutinizing  the documents  that were produced as official publications by  the Commission  (strategies 
and  action  plans  for  eEurope)  reveals  a  number  of  problematizations  that were  at  the  heart  of  the 
relationship that the Commission envisaged between ICT and the future of Europe. The opportunity for 
faster  growth  and  development  through  the  appropriation  of  ICT,  and  the  threat  of  the  dire 
consequences  should  member‐states  fail  to  realise  the  potential  and  allow  existing  inequalities  to 





Behind  these  problematizations,  a  consistent  regime  of  truth  emerges  that  gives  them  remarkable 
coherence.  ICT  is tacitly put to the service of the broader goal of European  integration  in two specific 
ways.  Firstly,  ICT  investments are  constituted as necessary  to  create an  information  society,  towards 
which all member‐states are moving  in a  law‐like manner.  ICT and the  information society are seen to 
provide another chance for all European states to form a truly cohesive union. On the other hand,  ICT 
also  constitutes  the  vehicle  for  achieving  greater  cohesion  in  the more  traditional  sense  of  faster 
economic growth and diminished regional disparities. This observation converges to some extend with 




a middle‐level Commission officer  from the  Information Society Directorate‐General  (DG) the question 
of  the  role of  ICT  for  ‘cohesion’, which  constitutes  the  facet of development  emphasised within  the 
Union was argued  for passionately.  Indeed,  the discussants brought  to  the  table  two documents. The 















were  called  to make  sense  and  act  upon  these  demands  embodied  into  the  implementation  of  the 
Information Society Programme. The particular way of framing ICT in a developmental discourse in the 
context of European integration, which guided the actions of European and Greek policy makers and led 
to  the  constitution  of  the  Information  Society  Programme,  was  often  not  shared  by  the  ranks  of 
employees  entrusted with  the  implementation  of  the  ICT  projects, who  reverted  to  practices which 
distorted the original meaning and purposes of the interventions.  
Such practices can on the one hand be observed through their outcomes,  i.e. through the  information 
systems  which,  at  the  point  of  implementation,  were  a  far  cry  from  the  ones  that  were  originally 
specified and contracted  (more on  this  in  the next section). Seeking  their explanation at an analytical 
level it can however be suggested that as the international and trans‐European comparisons made less 
of an impact in the day to day realities of a variety of employees involved in the implementation of the 
Information Society Programme,  the association of  ICT with powerful visions of European  integration 
eroded.  The  reformative  and  developmental  capacity  of  ICT  not  only  diminished,  but  the  European 
origins of the vision were challenged as of limited relevance. In a revealing example, a middle‐level civil 
servant  in  the Ministry  of  Interior  in  Athens, who  had  been  involved with  the  implementation  and 





created  through public  funding  in previous  years.  Further  analysis  shows  that  a heavily‐promoted  e‐
government campaign was active throughout Europe, as it offered a inconspicuous way to enable public 
sector  reform according  to  certain  standards without any overt direct  intervention. Despite  the  strict 
rules,  the Greek  public  authorities  often manipulated  the  projects  from  front‐office  interventions  to 
back office  computerization or  infrastructure  through  the  funds of  the Programme,  contravening  the 
Commission’s  regulations  and  straining  the  relationship.  The  participant  explained:  “The  koinotikoi 
(officers  in  the  Commission  –  a  term  used  frequently  and with  rather  negative  connotations)  aren’t 
happy about it, but they’ll go along with it. What else can they do?” he retorted defiantly. “Of course the 
funds are being  ‘misused’, but so what?  I think  it’s a good thing we did what we did!”. He went on to 
explain how the Commission’s vision and assumptions were not relevant for the conditions they faced 
on the ground.  
On  the one hand,  the  status  and  ability of  the Commission  to  specify  the  appropriate directions  for 
action on ICT was challenged, not on grounds of technical expertise, but rather on the grounds of limited 
validity  of  their  globalised  visions  and  overarching  assumption.  Participants  claimed  that  their 
knowledge was more  attune  to  the  local  circumstances,  as  they  ‘knew’  better  the  needs  of  specific 
organizational  and  cultural  contexts.  On  the  basis  of  this  knowledge,  they  felt  it was  legitimate  to 
reshape  the  scope  of  the  Programme  according  to  their  assumptions  of  the  needs  of  specific,  local 
implementation sites.   
On the other hand, the participants’ understanding of ways and practices to manipulate the structural 




fair  and  free  competition  and  timely  and  sound  financial management,  by  carefully  regulating  the 
relations  between  the  beneficiaries  (government  and  public  sector  agencies,  SMEs  etc.)  and  the  IT 





the  basis  that  the  beneficiaries  did  not  know  enough  about  IT  to  put  forward  their  own  proposals 
unassisted,  and  so  unless  an  IT  company  (covertly)  helped  them  (consequently  placing  itself  in  a 
preferential position to win the bid), beneficiaries would by default miss out on the possibility of an ICT 
project.  Such  practices were  rendered  legitimate  not  through  their  association with  an  overarching 
belief in the role of ICT for European integration, but through their embeddedness in an alternative form 
of knowledge,  remaining  in  the  fringes of  legitimate discourse, which upheld  the  importance of  local 
contextual differences. This  form of knowledge was often discredited at the policy  level as  ignorance, 
conservatism, resistance to change, or corruption, thus contributing to the maintenance of a fractured, 






which was  autonomously  driven.  Institutional  interventions,  in  the  form  of  government  action,  are 
understood  to  be  a  necessary  response  to  technological  progress,  rather  than  its  driver.  This  belief, 
which  formed a cohesive  foundation  for  their subsequent actions, was rarely explicitly expressed, but 
can  be  analysed  through  a  small  number  of  examples  and  secondary  sources.  The  literature  has 




propelling way,  but  also  having  uniform  effects  on  disparate  settings  indiscriminately  of  contextual 
differences. In the context of the EU, the technological imperative as a regime of truth operated so as to 
make non  investment  in  ICT appear  inconceivable and  illegitimate. Previous  research has argued  that 
investing  effort,  time  and  resources  in  ICT  to  create  policies,  action  plans,  and  programmes  by  the 
Commission and the European member‐states was rendered commonsensical  (Chini 2009). Such plans 
and  investment programmes were rendered  legitimate through the reference to the powerful myth of 









who were heavily  involved  in monitoring  the Programme, explained  their motivation  for persevering 
with  the  Programme  despite  its  slow  results.  They  explained  their  continued  efforts  to  make  the 
Information  Society  Programme  work  in  terms  of  the  existence  of  a  “worldwide  technological 
momentum  to  keep  investing  in  ICT,  something  like  an  imperative  that  does  not  need  national 
justification”.  In effect,  the question of whether  the Programme was  successful or not was of  limited 
significance to them. It was not by results that continuing efforts were justified, but rather by recourse 
to a seemingly independent force of technological progress which demanded certain action.   
Officials  in  the  Commission  ostensibly  refuted  the  claim  that  they  were  themselves  involved  in 
sustaining a particular regime of truth which not only projected specific visions of the desired end state 
(an information society of a certain character) but also specific types of interventions. They did however 
casually  comment  on  how  their  intervention  shifted  the  role,  scope  and  nature  of  national  ICT 
programmes, such as the Information Society Programme.  
The academic community has picked up on a technologically deterministic policy discourse that portrays 
technology as an autonomous  force of social transformation  (Berleur & Galand 2005). This criticism  is 
valid,  but  I  would  also  suggest  that  the  literature  has  overlooked  the  role  of  policy  discourse,  the 




Indeed,  the belief  in  the  autonomous  force of  ICT  as  technological  change,  although  spearheaded  in 
policy discourse by national policy makers and  legitimised through  its European origins, was contested 
on  the ground,  for example  in a meeting of an  informal e‐health working group held  in a conference 
room in Athens. The meeting was attended by members of the management of the Information Society 
Programme, IT professionals  involved  in projects of e‐health, as well as administrators  in hospitals and 
health  authorities  and  civil  servants  in  the Ministry of Health. One  IT  consultant  spoke of his  team’s 
efforts  to  implement a  large patient care  system  in a hospital according  to  the specifications of  their 
contract (the project specifications in the contract had been appropriately shaped by the management 




functionality “will not be used because  it  is neither desired nor needed”, or should he  implement the 
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system by ‘moderating’ it, shaping it to better suit what he calls “the reality”, i.e. the conditions at hand, 
or  the  affordances  of  the  particular  locales.  In  the  subsequent  discussion,  the  audience  appeared 
divided:  a  number  of  health  administrators  and  health  professionals  similarly  complained  that  the 
systems  that  they  were  implementing  were  not  what  was  needed,  or  rather,  that  their  health 
organizations  didn’t  really  need  the  systems  that  they  were  in  the  process  of  implementing.  The 
counter‐argument  from  the managers  of  the  Information  Society  Programme was  that  the  systems 




Two  important points need  further discussion. Firstly,  the  incident highlights  the actors’ ambivalence 
and problematizations on the very reasons for doing what they had already been doing for a long time. 
The “information society” was not only understood as imposed from above and thus not attuned to the 
local  needs,  but was  also  seen  as  excessively  technologically‐deterministic  and  inflexible.  The  vision 
expressed by, and the assumption inscribed in, the “information society” appeared incongruent with the 
needs  and  desires  of  the  people  who  were  finally  to  benefit  from  it.  The  juxtaposition  of  the 
“information  society”, as expressed  in  this  context, and  the  “reality” highlights not only  the distance 
between  the  two,  but  perhaps more  importantly  their  perceived  incompatibility  in  the  eyes  of  the 
people  that were  called  to make  them work  together  during  implementation.  The  combination of  a 
perceived  top‐down  vision  permeated  by  technologically‐deterministic  and  European‐centric 
assumptions on the one hand, the existence of a host of geographically dispersed implementation sites 




in  a  significant part of  the population which  it was  supposed  to  affect. Despite  the  significance with 
which  the  Information  Society  Programme  was  invested  at  a  policy  level,  the  discourse  of  the 
technological imperative had limited success in capturing the attention of a wide array of beneficiaries. 
The  continuing difficulties  to  relate  the need  and nature of  the  technological  interventions with  the 
nature  of  their  work  and  their  “art  of  living”  (Avgerou  &  McGrath  2007)  in  a  range  of  local 




focusing  in  particular  in  the  case  of  Greece.  It  attempted  to  debunk  the  often  quoted  problem  of 
implementation which appears to be the point of convergence of the existing academic  literature and 
practitioners and policy‐makers alike by treating  it as the external manifestation of a different kind of 
problem. Appropriating Foucauldian notions about  the  rationality of government,  the  construction of 




as  a  major  ICT  policy  and  investment  programme,  it  is  necessary  to  open  the  focus  of  academic 
investigation  to  take  account  of  its  origin.  Previous  research  has  highlighted  the  important  and 
multifaceted role of the European Commission  in  its creation and shaping. Taking this further, I argued 




showed how  these  two  regimes of  truth  guided  their  actions with  regards  to  the  importance of  ICT 
investments, their targets and means.  
I then went on to show how these two dominant regimes of truth came to be challenged in action by a 
wide  range of actors  in  the various beneficiaries  (local government and public sector agencies, SMEs) 
and well as the  IT  industry.  In different points of contest, agents engaged  locally  relevant, subjugated 
knowledges  to subvert,  twist or shape  the ends and means of  the  ICT  investments  in ways  that were 
locally  relevant,  even  when  this  meant  appropriating  few  of  the  potential  benefits  of  the  ICT 
interventions.  
In doing  so,  I  suggested  that  the  ‘problem of  implementation’  can be  fruitfully  conceptualised as  the 
external manifestation  of  a  clash  between  the  rationale  and  implicit  knowledges  in  the  EU‐inspired 
discourse about  the  role of  ICT  in public  life, economy and European  integration, and  the subjugated 




of power embodied  in resources, but rather  in a relation form where power  is  intimately coupled with 
forms of  knowledge, which  can  in  turn have  varying degrees of  legitimacy and  commonsensicality  in 
different settings. As such, it brings into question the rarely challenged rationalities of government and 
refrains  from  a  priori  condemning  all  deviation  or  contestation  as  negative  or  unproductive.  In  this 









































































































In  recent  years,  there  is  an  explicit  link  of  ICT  innovation  with  deep  structural  reforms  in  public 
administrations.  Information  and  communication  technologies  (ICTs)  are  viewed  as  enablers  of  state 
reform  towards  the  establishment  of  a minimal,  agile  and  accountable  government  apparatus.  The 
concept of administrative tradition allows us to understand how structural, historical,  institutional and 
behavioral elements  shaping a  country’s perception of proper public administration  interact with  ICT 
innovation.  In  this paper, we examine a  specific administrative  tradition,  the Napoleonic,  in  its Greek 
variation. The properties of Greek administrative tradition are identified and analyzed. Their interaction 
with  ICT  innovation  is studied  in  the case of TAXIS,  the  flagship  information  technology project of  the 
Greek  government  in  the mid  1990s.  TAXIS’s  implementation  occurred  in  a  period  of  conscious  and 
systematic  effort  of  the  Greek  polity  to  radically  change  its  operations  and  become  aligned  to  the 





Radical  institutional  change  towards  the  creation  of  a  flexible,  efficient  and  transparent  public 
administration has been the driving force behind  large scale  ICTs  implementations  in the public sector 
(Dawes  et  al.,  1999).  Public  administration  has  a  long  tradition  of  automating  its  core  operations 
through  extensive  use  of  office  technologies  in  order  to  perfect  indexing  and  document  storage 
methods (Agar, 2003). These technologies however increase only the capacity of public administrations 





accountable”  (Ciborra,  2005:  261).  This  signals  a  significant  departure  from  the  traditional  way  of 
deploying  ICTs for the automation of procedures and the streamlining of  internal processes (Ciborra & 
Navarra,  2003).  The  new  vision  encompasses  the  establishment  of  collaboration  and  co‐ordination 
among different public organizations  (Drake et al., 2004),  the reinvention of  the relationship between 
citizens and the state (Ciborra & Navarra, 2003) and the creation of a minimal neo‐liberal state that will 
not  intervene  in  economic  activities without  lowering  the quality of  services provided  to  its  citizens. 
Existing  research on  the  interplay of  ICT  innovation23 with  state  reform  (e.g. Avgerou, 2002; Ciborra, 
2005; Fountain, 2001) primarily focuses on the battle against bureaucracy with an emphasis on changes 
on administrative practices and organizational procedures. There are researchers who try to overcome 
mechanistic  explanations  by  focusing  on  the  impact  of  information  technologies  on  the  operational 
philosophy of public administration  (e.g. Ciborra, 2005; Ciborra & Navarra, 2003). The  importance of 





context during  information technology  implementations  in the public sector has also been extensively 
addressed especially  in under development countries  like  India  (e.g. Avgerou & Madon, 2004) or  late 
development countries like the Kingdom of Jordan (Ciborra, 2005), Mexico (Avgerou, 2002) and Greece 
(Avgerou & McGrath, 2007). Nevertheless, even research efforts (e.g. Avgerou & McGrath, 2007) which 
explicitly  incorporate  in their explanations the role of broader societal phenomena  (i.e. modernization 




ICT  implementations  especially  in  countries  (i.e.  late or under development) where  ICT  innovation  is 
institutionalized  as  a  trigger  for  changes  on  the  institutional  fabric  of  the  state  apparatus  (Avgerou, 
2000).  
In section 2, we present  the  theoretical underpinnings of  the concept of administrative  tradition. Our 
research design and data collection methods are described in section 3. The basic characteristics of the 
Greek state as a member of the Napoleonic tradition as well as their influence to administrative reforms 
are presented  in section 4. The  following section  (5) presents a brief overview of TAXIS as well as the 
core themes, identified during empirical work, which highlight the  influence of administrative tradition 
on ICT innovation. Section 6 associates these themes with theory in order to further analyze how these 




ensure  the necessary equality and  impartiality  in  the provision of public services  to citizens  (Cordella, 
2007). Formality, separation of person from role, objectivity of rules, hierarchical organization and work 
specialization, as principal characteristics of the bureaucratic order  (Kallinikos, 2004), can be traced  in 
most  political  systems  since  they  ensure  work  standardization  and  predictability  in  policy 
implementation despite changes in governing parties. There are, however, significant differences as well 
which  can  be  traced  in  the  comparative  examination  of  political  system  and  account  for  different 
outcomes  in  modernization  efforts  (Rustow,  1968)  or  in  the  pace  of  adjustment  in  supranational 
formations like the European Union (Knill, 1999). 
To create a more comprehensive explanation  for  these differences and  link  them with  structural and 
behavioral  patterns  within  each  public  bureaucracy  Peters  (2008:  118)  introduced  the  concept  of 
administrative  tradition  which  he  defined  as  “an  historically  based  set  of  values,  structures  and 
relationships with other institutions that defines the nature of appropriate public administration within 
society”.  The  concept  brings  together  several  characteristics  of  administrative  systems  and 
demonstrates  how  these  elements  fit  together  to  create  more  of  less  coherent  institutions.  The 
combination  of  structural  properties  and  behavioral  characteristics  constituting  each  country’s 
administrative  tradition  is  partly  owed  to  the  historical  trajectory  of  each  country  as  well  as  to 
contemporary adaptations to changed circumstances (Peters, 2008).  
The concept of administrative tradition groups together structural as well as behavioral explanations for 
a  country’s  trajectory.  It  contains  elements  of  historical  institutionalism  since  it  posits  that  the 
institutional  fabric  of  each  political  system  is  the  outcome  of  specific  historical  circumstances which 
shaped how state institutions evolved over time and how they fit together in the governing of the state. 
However,  it  is  not  a  static  concept  founding  explanations  solely  on  past  events  and  the  historical 
evolution of each  country’s  institutions.  It allows also  the examination of  the dynamic adjustment of 






of  public  administration,  as  well  as  the  relationships  between  state  and  society  in 
administering public policies.  
To better understand the constituting elements of an administrative tradition, Peters (2008) developed 




















that  the  state  is  linked  from  its  inception  to  society.  The  two  entities  co‐evolve  since  the  state  is 
essentially  the expression of societal wills and perceptions. The other conception  is  the contractarian 
according to which the state is the outcome of a conscious contract, expressed through a constitution or 
similar  constitutional  arrangements.  These  two  conceptions  entail  different  understandings  on  the 
probability  for change  in state  institutions. Organic conceptions view the state as a natural entity and 
therefore  allow  little  room  for  reflexive  questioning  of  institutional  arrangements.  Society  has  less 
autonomy while citizens are considered obliged to defend the state. Contractarian conceptions, on the 




define  the  fundamental  tasks  of  administration.  In  some  administrative  systems,  public  servants  are 
considered to be in charge with administering the public law. This legalistic conception assumes that the 
law  is  readily understandable and  that all  individual public  servants  can apply  it uniformly  to various 




The  fourth dimension  tackles  the  relationship  that should exist between politicians and civil servants. 
The  core  issue  concerns  the  degree  of  autonomy  of  public  servants  from  political  pressures  when 
administering the  law. The same dimension also  includes the degree of political sensitivity that public 
servants should possess especially at the higher levels of hierarchy. In all administrative traditions there 
is  the  belief  that  at  least  some  part  of  the  civil  service  should  be  apolitical  in  order  to  preserve 
administrative  continuity  and  serve  citizens  in  a  fair  and  impartial manner.  Nevertheless,  there  are 
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traditions  where  there  are  fewer  barriers  between  the  political  and  the  administrative  and  it  is 
acceptable for senior civil servants to have political carriers.  




should  exist,  it  is  universally  accepted  as  a  necessary  component  of  democratic  control.  It  concerns 
whether  accountability  should be  sought before or  after  the  administrative  action. To  administrative 
traditions with a managerial conception of the role of public administrator, accountability comes after 
some actions are deemed as surpassing acceptable  legal  limitations. On administrative  traditions with 
more  legalistic  conceptions,  accountability  is  imposed  ex  ante.  Controls  come  in  advance  of 
administrative actions and administrators must gain approval prior to making decisions.  
An instantiation of administrative tradition, the first to be granted typological rank (Köning, 2003), is the 
Napoleonic  administration.  This  tradition  is  based  on  the model  of  the  public  sector  developed  by 
Napoleon  I  in France, and has spread throughout many countries of southern Europe (e.g. Spain,  Italy, 
Greece), neiboughring countries like Belgium, The Netherlands and even Germany as well as the French 






to  Peters  (2008),  tends  to have  fewer  barriers  between politicians  and  civil  servants. Administrators 













the processes whereby  the  information system  influences and  is  influenced by  the context”  (Walsham, 
1993: 4‐5). The need to present the implementation of an information system in tandem with the Greek 
state’s administrative tradition guided us to present our research in the form of a historical account. The 
value of  this approach has been discussed by Mason and colleagues  (1997) while  it has already been 
deployed by Avgerou and McGrath  (2007)  in their study of  IKA, a Greek public organization struggling 
with ICT innovation. Historical research  invites the association of rich case descriptions with contextual 
elements  and  theoretical  underpinnings.  It  is  therefore  quite  appropriate  for  capturing  “the 







frames of reference (Van de Ven, 1992) of the participants,  in an effort to trace the  interaction of  ICT 
innovation with the administrative tradition of the Greek state apparatus during the six years of system 
implementation.  For  this  reason,  the  first  round of  interviews  aimed  at  retracing  the basic events of 
TAXIS design and  implementation  in order to acquire a solid picture of the period under research. The 
first  interviewees were  selected  among  the  actors who enjoyed most  visibility  from  the press  at  the 
time, primarily members of the project team. These  interviews revealed other persons  involved  in the 








extensively  discussed  by  prominent  Greek  intellectuals  (e.g.  Mouzelis,  1995;  Sotiropoulos,  2004; 
Spanou, 1996; Tsoukalas, 1995). Thus, we were able,  to establish significant  insights on  the nature of 
Greek administrative tradition and further elaborate on its interaction with ICT innovation.  












Greece,  like  other  late‐development  countries,  did  not  experience  the  gradual  transition  from  pre‐
modern rural society to an  industrialized one (Mouzelis, 1978). Once the country has been established 
as an autonomous modern state,  it underwent a massive  injection of Western culture  in order to align 
its  structurally  different  institutions,  developed  in  the  context  of  the Ottoman  Empire,  to  the  ones 
existing  in  the West  (Mouzelis, 2002). However,  this  large‐scale adoption unavoidably  caused a  clash 







Given  the  specific  historical  circumstances  which  shaped  Greek  administrative  tradition,  it  is  not 
surprising  that some aspects of  the Napoleonic  tradition, part of which  is  the Greek state, have been 
negatively  accentuated  creating  a  rigid  state  apparatus. The  conception of  an organic  relationship of 
society with  the  state,  the great emphasis placed on  the existence of a  system of administrative  law 
(Spanou, 2008) as well as the absence of significant barriers between the political and the administrative 
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(Peters, 2008), which  are  fundamental  characteristics of  the Napoleonic  tradition, became  significant 
impediments of the Greek state apparatus when  imbued by the authoritarian remains of the country’s 
Ottoman past. According to Mouzelis (2002) the government apparatus is characterized by authoritarian 
structures, a strong embrace  from the political parties which view public sector as  the vehicle  for  the 
fortification of their control to various social groups and a clientelistic mentality cumulating to  lack of 
transparency and corruption (Featherstone, 2005).  
In the Greek variation of  the Napoleonic state, named “bureaucratic clientelism”  (Lyrintzis, 1984),  the 
centrality of the state  in economic and social  life  in tandem with the extensive use of  its apparatus by 
political parties to secure their stay to power is translated to an organized expansion of the public sector 
to accommodate various social groups (Makrydimitris, 1999). This expansion does not abide by the rules 
of  effectiveness  of  public  services.  On  the  contrary,  as  Lyrintzis  (1984:  104)  vividly  remarks,  “it  is 
oriented  […]  towards  the provision of parasitic  jobs  for  the political  clientele of  the  ruling  sectors,  in 
exchange for their political support”. The recruitment of unqualified persons through clientelistic criteria 
has  lead  to  an  increased  need  for  formal  procedures  which  minutely  foresee  all  possible  cases 
(Makrydimitris,  1999).  This  resulted  in  a  vast  and  inflexible  legal  framework  which  restrained 
administrative  practices  (Karvounis,  2003).  It  also  served  as  a  façade  for  public  servants  to  hide  an 
anarchic behavior bending the rules either to offer preferential service to specific citizens or to simplify 






managers  of  major  public  corporations  are  considered  close  collaborators  of  each  minister 
(Featherstone,  2005).  It  is,  therefore,  considered  logical  and  acceptable  to be persons of  confidence 
from each minister’s milieu. This  resulted  in  frequent  changes of people  staffing  such positions even 
after each Cabinet reshuffle of the same government  (Sotiropoulos, 2004). A common practice during 
the 1980s and 1990s, it resulted in people with inappropriate qualifications and little experience leading 
public  services  (Makrydimitris,  1999).  Moreover,  as  Tsoukas  (2007)  observes  short‐termism  and 
discontinuity of policies deprive public administration of the necessary institutional memory that would 
render more effective and fruitful policy implementation.  
Hence,  the Greek state apparatus, given  its  idiosyncratic organization and structural properties, could 
not  serve  as  the  flexible  and  supportive  mechanism  that  would  lead  the  country  to  a  fruitful 
development path (Mouzelis, 2002). On the contrary, increased involvement of political parties in hiring 
procedures as well as the lack of adequate expertise and proper training resulted in a rigid public sector 
which hindered any attempt  towards modernization since  it was perceived as a  threat  to established 
privileges  (Tsoukas & Papoulias, 1996).  In addition,  the prevalence of novel conceptions of the role of 








ideal organizational model. However, despite  several  attempts with  varying degrees of  commitment, 
public bureaucracy remains the “great patient” (Makrydimitris, 1999) of Greek society. The Napoleonic 
properties of the Greek administrative tradition produce ambiguous results when exposed to ideas and 
models  stemming  from  trends  like  New  Public  Management  which  originate  from  a  different 
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apparatus  towards  organizational models with  no  historic  roots  on  the  institutional  fabric  of  Greek 
public administration generate a paradoxical situation vividly described by Spanou (2008: 152):  
In  Greece  statism  is  a  major  aspect  of  Greek  political  culture  […]  as  a  core  social 
expectation.  At  the  same  time  however,  state  intervention  is  often  perceived  as 
inefficient, too close to clientelistic, corporatist as well as economic  interests. Thus, the 
capacity  of  the  state  to  steer  and  regulate  often  appears  deficient.  Bureaucratic 
inefficiency  and  red  tape  discredit  state  action.  Paradoxically  however,  state  action  is 
expected and welcomed while reform  is viewed with suspicion as an effort to overturn 
rights gained after significant social struggles.  
The outcome  is persistence of  specific  structural and behavioral properties while  core aspects of  the 
Weberian model are  taken  into account only  in  recent  reform efforts. More  specifically,  the primary 
objective of most administrative reforms is the clientelistic/particularistic aspects of the state apparatus 
(Tsoukas,  2007).  In  practice,  this  is  translated  into  attempts  to  regulate  the  role  of  public  servants. 
According  to  Spanou  (1996),  in  almost  twenty  years  of  administrative  reforms,  priorities  principally 
include the recruitment system, the grade and pay scale as well as the establishment of an  ‘objective’ 
performance  appraisal  system.  Administrative  inefficiencies  and  red‐tape  are  acknowledged  as 
important problems (Spanou, 2008). Yet, the importance to contain corruption leads to the adoption of 
uniform, restrictive and detailed provisions which aggravate organizational inertia. Additionally, the lack 
of  trained and competent personnel, because of erratic  recruitment methods, as well as  the need  to 
leave  little  room  for  interpretation  on  behalf  of  public  servants  lead  to  principally  legalistic  reforms 
(Spanou, 1996). Hence, public bureaucracy is rendered more rigid without having contained clientelism. 
Resistance  to  change  and  slow  adoption  of  novelty  characterizing  all  countries  with  a  Napoleonic 
administrative tradition (Spanou, 2008) are not the only reasons for the limited success of state reforms 
in Greece. Nor  is the deeply  ingrained clientelistic mentality of Greek bureaucracy (Lyrintzis, 1984) the 
reason  why  corruption  persists.  According  to  Spanou  (1996)  policy making  in  Greece  has  a  strong 
symbolic  component  which  weakens  reform  efforts  since  legislative  and  administrative  provisions 
constantly displace targets to fit the conflicts between the two major rival parties (i.e. PASOK and New 
Democracy).  Politics  have  found  in  the  field  of  administrative  reform  an  arena  for  confrontation. 
Continuous  references  to past practices of questionable nature which  are  going  to be  fixed  through 
novel administrative arrangements are the norm  in the political scene which  is also characterized by a 
confrontational  style  of  politics  (Spanou,  1996).  It  follows  that  a  large  part  of  reform  visions  and 
subsequent policies is never actualized since it forms part of the artificial and highly symbolic opposition 
among PASOK and New Democracy (Spanou, 1996).  
In  the  following  section, we  show how  the principal  characteristics of Greek  administrative  tradition 
interact with  ICT  innovation. To  illustrate  the major  issues emerging  from  this  interaction we analyze 
them  in  the  context  of  the  Greek  Taxation  Information  System,  the  first  successful  large‐scale 
implementation in the Greek public sector.  
5 THE INTERPLAY OF ICT INNOVATION WITH THE GREEK ADMINISTRATIVE TRADITION 
Greek  state  reform  through  ICT  innovation  presents  a  number  of paradoxical outcomes,  if  someone 
focuses on structural properties of the state apparatus or examines separately macro‐phenomena  like 
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these  computerization  projects  remained  unfinished  leaving  the  organization  with  semi‐completed 






sector  information  and  stimulate  the  development  of  electronic  information  services.  The  TAxation 
Information  System  (TAXIS)  originates  from  a  master  plan  for  the  introduction  of  information 
technologies in all the activities of the Ministry. The purpose of the system was to collect and organize 
available  financial  information,  dispersed  at  local  tax  authorities,  in  order  to  improve  the  collection 
process of assessed debts and taxation, reduce tax evasion and  increase taxation revenues. Moreover, 
TAXIS was envisaged  to  improve decision‐making and gradually  lead  to a more  fair  financial policy, a 
persistent demand of Greek society.  
TAXIS was  launched  in  2000,  after  seven  years  of  systematic  design  and  implementation  efforts.  It 
provided IT support to the central tax authorities, located in Athens, as well as to the local tax agencies 
in the rest of the country, for carrying out tax filing, calculation and payment transactions with citizens 
and businesses. Despite  its unquestionable success  ‐  it became operational while similar systems  (e.g. 
IKAnet,  Avgerou  (2002))  struggled  to  overcome  various  obstacles  ‐  the  system  was  received  with 
skepticism by Greek society and political system. Discussions  in the Greek Parliament show that TAXIS 
was  considered  overdue  as  a  project  while  the  services  offered  did  not  justify  such  a  long 
implementation period neither the  investments made. The press of the time was following closely the 
project’s  implementation  and was  critical  of  any  setback  putting  additional  pressure  on  the  project 
team. Such heavy criticisms, despite TAXIS’s unique success as an  ICT  implementation of such scale  in 
Greece,  beg  for  a  deeper  examination  of  the  alignment  of  TAXIS  (an  innovative  ICT  project)  with 
administrative tradition. Such an examination is undertaken in the following section.  
5.2 Aligning ICT innovation to pre‐existing patterns of administrative reform 
The Greek  tax system suffers  from both  the  lack of an  inner  logic and consistency  that would ensure 
social  justice. The maze of preferential allowances and  incentives established over  the years makes  it 
difficult for tax authorities to monitor compliance and battle tax evasion (Bronchi, 2001). Reform has to 
be  systematic enough  as  to  create  a more  just  system of  taxation easier  to monitor by  the  relevant 
administrative authorities (Balfoussias, 2000). Moreover, according to a  long established belief, reform 






and  the  provision  of  all  the  necessary  information  for  a more  equitable  and  efficient  fiscal  policy 
fostering economic growth. As the General Secretary of Information Systems at the Ministry explained:  
Our first priority was to battle bureaucracy  in a way serving the citizens too. Our vision 
was  to  eliminate  any middlemen,  let’s  say  accountants  that  were  necessary  for  the 
successful  completion  of  the  personal  tax  forms.  We  also  strived  to  simplify  the 
processes  in order to eliminate corruption and ameliorate the service  level at the  local 
tax agencies. 
However, given the  legalistic character of Greek administrative tradition,  ICT  innovation was primarily 
conceived as automation of existing administrative practices while the actual tax reform, legal in nature, 
was  to  follow.  The  new  information  system  did  not  trigger  a  consistent  re‐design  of  existing 
administrative practices. The managerial  administrative mentality of  ICT  installations  stumbled  in  the 
primacy of  law  inherent  in the Greek state apparatus. The electronic forms for data entry were almost 





fact  that  during  the  TAXIS  implementation  there  was  a  separate  task  force, within  the Ministry  of 
Economics and Finances, preparing a proposal for changes in the legal aspects of taxation.  
At  the  symbolic  level,  ICT  innovation was perceived, by both politicians and  society, as evidenced by 




and  citizens would  conform  to existing practices. TAXIS had  strict procedures which  left no  room  for 
different  interpretations  or  deviations  from  the  norm.  As  the  General  Secretary  in  charge  of  the 
project’s implementation stated in an interview for a Greek daily newspaper: 
IT  applications  will  impose  process  standardization. Moreover  they  will  facilitate  the 
containment of any form of clientelism as well as any lack of impartially in the treatment 
of citizens  from civil  servants.  In parallel,  they will allow  the political  leadership of  the 
Ministry  to  formulate  long‐range policies  informed by  the new data.  (To Vima, 21‐06‐
1998)  
Public servants were deprived from the opportunity to bent deadlines and act in favor of some citizens. 
The  later  also  gradually understood  that  the Ministry had managed  to  impose more  control over  its 




follows  that  an  ICT  innovation  of  the magnitude  of  TAXIS  triggered  various  reactions  on  behalf  of 
society. Reactions were further accentuated by the natural mistrust of Greek citizens towards the state 
and  the  honesty  of  its  operations.  The  organic  relationship  does  not mean  that  state  activities  are 
accepted  without  reservations  especially  given  historical memories  from  the  years  of  the  Ottoman 
Empire. System  implementation had  large coverage  in  the daily press of  the era  since  the public was 
really worried of the changes taking place. TAXIS was presented, in daily press, as a type of “Big Brother” 
that will  record every  financial aspect of  citizens’  lives. The potential of  strict monitoring of  financial 
transactions was  perceived  to  be  the  first  step  backwards  to  the  authoritarian  past  of  the  country. 
Hence, citizens were really sceptical towards  ICT  innovation. Moreover, the new technology  itself was 
causing anxiety to a nation with little familiarity with new technologies.  
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There  are  several other  aspects of  the Napoleonic  administrative  tradition which  also  influenced  the 
path  of  ICT  innovation  as  instantiated  by  TAXIS.  The  heavy  politicized nature  of  senior  civil  servants 
responsible  for system  implementation had both positive and negative effects on the evolution of the 




Minister  of  this  period  to  the  objectives  of  the  project  gaining  the  necessary  political  support  for  a 
successful  implementation. However,  just after the system has been fully operational at national  level 
integrating all  the  tax agencies of  the  country  there was a Cabinet  reshuffle. The  change of Minister 
resulted  in subsequent changes of  the senior civil servants. As a  result, TAXIS  lost  its momentum and 
started to be perceived as a failing project.  




major  importance  for  Greek  society  (Spanou,  1996).  Given  the  centrality  of  tax  collection  for  state 
operations,  TAXIS  could  not  be  left  out  of  political  debates.  There  is,  however,  an  interesting 
displacement of  the  issues over which  the political parties debated  regarding TAXIS. The necessity  for 
ICT  innovation,  given  the  country’s  imminent  adherence  to  the  European  Union  and  technological 
advances at the international level, could not be debated. The country had to enter the information era 
and TAXIS was its first attempt towards this direction. Hence, the very fact of its necessity for the Greek 
public  administration was non‐debatable. Any political party  attempting  such  an  approach would be 
considered  traditionalist  in a period during which  innovation and novelty was  the  trend. To  this end, 
political confrontation, as traced in parliamentary sessions, has been displaced to more technical issues. 
The  appropriateness  of  technical  design,  the  size  of  databases  as  well  as  the  version  of Microsoft 
WindowsTM installed in the personal computers of the tax agencies were placed under scrutiny. Even the 
sequence of modules  to be  launched has been  judged with political  criteria.  Lack of  critical modules 
recording  large  property  ownership  were  considered  by  opposition  parties  as  an  attempt  of  the 
government  to  protect  upper  societal  classes  and  impose  more  taxation  to  lower  ones.  Technical 
decisions  were  judged  with  political  criteria  since  were  identified  as  a  new  arena  of  political 
confrontation. 




In  this  paper,  we  have  sought  to  examine  the  interplay  between  ICT  innovation  and  a  country’s 
administrative tradition. The concept of administrative tradition allowed us to focus on both structural 
aspects of  ICT  innovation during administrative  reform as well as behavioral patterns characterizing a 
country’s  logic  for  the  operation  of  its  government  apparatus.  This  way,  we  infused  structural 
explanations  focusing  only  on  changes  of  the  bureaucratic  organization  of  state  apparatus  with 
behavioral  elements  which  enrich  our  understanding  of  ICT  innovation  in  the  context  of  public 
administrations. Moreover, the concept of administrative tradition constitutes a theoretical framework 
which allows macro‐phenomena like state modernization to be linked with changes at the micro‐level of 
analysis.  By  incorporating  various  institutional,  historical  and  behavioral  elements,  it  allows  a more 
concrete  and  easy  to  establish  link  between  the micro  and  the macro  level  of  analysis  and  avoids 
generalistic explanations of ICT innovation.  
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The case of  the Greek TAXation  Information System  implementation presents a  fertile ground  for  the 
examination of the  interplay between  ICT  innovation and administrative tradition. TAXIS development 
coincides with a period when the government, the rest of the political world and society allied with each 
other  in order  to  introduce  large  scale  changes  to  the government apparatus. According  to visionary 
claims  of  the  era,  Greek  polity  would  finally  develop  the  institutions  and  accompanying  logic 
characterizing  Western  polities.  It  was  essentially  a  vision  for  a  public  administration  free  from 
cumbersome, bureaucratic procedures which came to be seen as synonymous to corruption. Hence, the 




Given  the circumstances of systematic state  reform which, at  least  in  the case of  the  tax system, has 
been coupled with  ICT  innovation, TAXIS allows us to delve  into the way  information technologies are 
perceived in the context of e‐government projects. Greece has an administrative tradition which places 
formality and conformity  to  the  law above all other aspects of a modern polity. Hence,  reform  rarely 
touches these fundamental elements of Greek public administration. Moreover, as a  late‐development 
country,  which  has  not  experienced  the  industrial  revolution,  Greece  has  not  incorporated  the 
teleological conception of technical evolution as the pathway towards progress  like Western countries 




changes  in organizational practices. TAXIS,  for example, was deployed, at  the  international  level, as a 
symbol of the country’s commitment to modernity and progress.  Inside the country, the same system 
has been positioned as the most rational choice for the introduction of new practices imposing order to 
hectic  bureaucratic  practices  allowing  favoritism  and  clientelistic  practices  to  thrive  in  citizens’ 
transactions with the state. TAXIS, therefore, became the flagship information technology project of the 
era.  Every  stage  of  its  development  has  been  perceived  as  a  step  closer  to  the  establishment  of  a 
modern  polity  equal  to  those  of  other  countries  in  the  European  Union.  This  symbolic  use  of  ICT 
innovation,  in  tune with  the strong symbolic component of policy  implementation  in Greece  (Spanou, 
1996), deprives, however, ICT innovation from its dynamism and the potential to introduce changes on 
constitutional  elements  of  administrative  tradition.  TAXIS,  in  terms  of  actual  administrative  reform, 
simply automated paper‐based processes while actual tax reform followed a legalistic path once more. 
Despite  the  project’s  inability  to  introduce  radical  changes  in  public  sector  operations,  due  to  the 
persistence  of  core  elements  of  administrative  tradition,  ICT  innovation  preserved  its  position  as  a 
trigger  for  change  in  the mindset  of  Greek  polity  and  society.  Nobody  in  public  administration,  IT 
industry and political parties questioned the appropriateness of  ICT  innovation as the  logical means to 
battle  bureaucracy.  The  project might  have  been  considered  a  failed  attempt  to  profoundly  change 
government  operations  yet  commitment  to  new  technologies  persisted  and  even  grew  stronger,  as 
evidenced  by  the  breadth  of  IT  projects  funded  by  the  state  the  following  years.  As  we  saw,  in 
parliamentary sessions, the criticisms of TAXIS were phrased in terms of specific technological choices of 
the Ministry  officials.  Even  daily  press,  had  placed  under  scrutiny  the  system’s  operation  and  the 





the role of  ICT  innovation  in state reform. The potential of  ICT  innovation  for deep structural changes 
remains a contested  terrain. For one  thing,  ICTs do not enable changes per se  they presuppose  them 
(Ciborra,  2005).  Moreover,  many  governments  embark  in  re‐engineering  projects  which  introduce 
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changes without however engaging  in more political and difficult structural reorganizations  (Fountain, 
2001).  The  agenda  of New  Public Management, which  implicitly  guides most  reform  efforts,  targets 
primarily bureaucracy and state‐public sector boundaries without questionning historical or behavioral 











In  this  paper,  we  have  examined  the  interplay  of  ICT  innovation  with  a  country’s  administrative 
tradition.  ICT  innovation  is  heralded,  by  proponents  of  e‐government,  as  the means  towards more 
efficient public administrations which  can offer better  services  to  citizens, now viewed as  customers. 
Existing accounts of ICT  innovation for state reform focus primarily on administrative aspects of public 
administration such as the bureaucratic organization of organizational practices. Nevertheless, there are 
behavioral, historical and  institutional elements which ought to be  incorporated  in order to enrich our 
understanding  of  the  phenomenon  and  provide  more  complete  explanations  of  implementation 
outcomes. 
The concept of administrative  tradition,  introduced  in  this paper, constitutes a  theoretical  framework 
which  incorporates  all  the  aforementioned  elements.  Moreover,  it  allows  the  bridging  of  macro‐
phenomena  with  micro‐explanations  of  the  outcomes  of  ICT  innovation  efforts.  The  concept  of 
administrative tradition, and especially the Napoleonic one, has been deployed in the interpretation of 
the paradoxical outcomes of the TAXation Information System (TAXIS) implemented by the Greek state 
in  the mid  1990s.  From  case  analysis,  it  became  evident  that  ICT  innovation  assumed  a  principally 
symbolic role. The legalistic character of Greek public administration, in tandem with the highly symbolic 

































































































The  inversion of  reduction of  confidence  in  combination with  the need  to  face  lack of  resources  for 
public  administration  has  led  governments  and  various  governmental  institutions  to  develop  and 
propagate the services of electronic government. Investing millions in these services governments seek 
for  measures  and  models  that  will  quantify  and  highlight  the  profits  that  come  up  from  these 
investments.  Initially  we  present  a  short  literature  review  of  the  existing  indicators  applied  by  the 
European  Union  and  institutions  that  measure  citizens’  satisfaction  from  the  use  of  electronic 
government services  , as well as the relevant research evaluation models. Afterwards,  focusing on the 
scientific  gaps  that  exist,  a  conceptual model  of  citizen  acceptance  satisfaction  with  E‐government 












for  disseminating  information  about  the  operation  of  government.  Moreover,  it  may  include 
opportunities  for  online  political  participation  [Massberger  et  al.  2003],  but  also  improve 
communication between citizens and government [Thomas et al 2003]. 
In  light of  these benefits, numerous governments have made huge  investments  in order  to digitalize 
public administration  [Hung et al 2006]. However, could e‐government and  investment on  it  improve 
the situation? Chadwick [2001] finds government web sites to be “predominantly, non‐interactive and 
non‐deliberative”  and  concludes  that  e‐government  is  not  likely  to  reshape  governance.  These 
arguments about the  impact of e‐government services make  imperative the  introduction of  indicators 
that  measure  the  success  of  e‐government.  According  to  DeLone  and  McLean  (1992),  end  user 
satisfaction  (EUS)  is  one  of  the most widely  used measures.  Several  studies  have  suggested  that  IS 
failures are due to  lack of support and commitment from users [Udo et al 1994, Garrity et al 1998], as 
information  systems do not  independently  fulfill  their needs  [Au et al 2008].  In  addition,  in order  to 
ensure eGovernment success,  it  is  important  to assess  the effectiveness of e‐government and  to take 






satisfaction  that  comes  from  the use of e‐government  services, but also  identifies  and measures  the 





government  to  citizen  (G2C)  and  government  to  business  (G2B).  Though  e‐Government  has  clear 
benefits for both businesses and governments, citizens actually receive the widest array of benefits from 
e‐Government [Jaeger, 2003]. Thus, the focus of this study  is on G2C systems. Moreover, as the key to 
making  G2C  e‐Government  work  successfully  does  not  depend  on  the  technology  but  the  citizens 
[Akman et al 2005], this study focuses on the measures of G2C e‐Government success system from the 
citizens’ perspectives. 
A  large amount of previous research was concerned with factors that  influence user’s  intention to use 
and  less with  factors  that  influence  the  actual  use; while  there  is  still  a  gap  in  the  ability  of  these 
researchers to capture end user satisfaction  in the e‐Government  information system. Dijk et al (2008) 




Another  issue  in  the  measurement  of  information  systems  success  and  consequently  in  the 
measurement of e‐government information systems success is which constructs best measure IS success 










that measures user satisfaction  that comes  from  the use of e‐government services, but also  identifies 
and measures the variables on which the use of e‐government services has impact. This model suggests 
that  information  quality,  system  quality,  service  quality  and  perceived  net  benefit  are  variables  that 




influence and  reinforce or decrease  the subsequent use and user satisfaction.  In addition,  this model 





At  the  same  time,  in  this  research we  are  going  to  analyze  the  role  that  some  variables play. More 
specific,  we  are  going  to  find  out  whether  user  characteristics  (demographics,  technology  anxiety, 







to  access  TAXISnet  services, which offer 24x7  availability  and  real‐time  response  for  all  transactions. 
Moreover,  TAXISnet  is  considered  as  benchmark  service  in  Europe, while  it  is  if  not  the most  used, 
undoubtedly one of the most used services amongst Greeks. 














government  services?  At  what  degree  does  a  user  feel  satisfied?  What  is  the  impact  of  users’ 
satisfaction on public administration? 
Based on  these  research  results,  the  responding public  institutions  could better evaluate  the existing 
situation concerning the citizens’ satisfaction  from the benefits of electronic government services, but 




















































































Theory and Multivariate Statistical Analysis  to examine whether political polarization  is  reproduced  in 
blogging,  for  the Greek  case.  The  paper  also  considers  how  different  political  events  have  different 
impact  on  polarization  of  bloggers’  political  communication.  Findings  suggest  that  polarization  is 





to create  their own content,  rather  than passively  consume  that which  is created  for  them by others 
(Zappen et al. 2008). Βlogs provide an easy way for an average person to publish material online sharing 
in this way a huge amount of knowledge (Hsu & Lin, 2008, Nasr & Ariffin, 2008). Everyone can set up a 
blog  in  less  than  ten minutes with  a minimal  cost  (Drezner &  Farrell,  2004).  “A major  attraction  of 






finds  interesting’’. Drezner & Farrell  (2004, p. 5) defined weblogs as “A web page with minimal  to no 
external  editing,  providing  on‐line  commentary,  periodically  updated  and  presented  in  reverse 
chronological  order,  with  hyperlinks  to  other  online  sources”.  Nowadays  blogging  tools  provide 




also highlighted  the  fact  that  links  and page  views  are  the  “currency” of  the blogoshpere  and Blood 




list of blogs  that  the blogger  frequently  reads or  especially  admires.  “This  form  evolved  early  in  the 
development of the medium both as a  type of social acknowledgement and as a navigational  tool  for 
readers to find other authors with similar  interests” wrote Marlow (2004, p.3) Albrecht et al. (2007, p. 
506)  referred  to  this  form  as  “connectedness  of  weblogs”.  The  second  form  are  permalinks  and 
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comments.  Comment  tools  are  allowing  readers  to  express  their  opinions  on  a  weblog  entry  and 
permalinks are allowing weblogs link posts with one another. Comments are “reader‐contributed replies 
to  a  specific  post  within  the  blog”  (Marlow,  2004,  p.3).  Comments’  system  is  implemented  as  a 
chronologically ordered set of response and is the key form of information exchange in the blogosphere 
(Drezner &  Farrell,  2004; Mishne &  Glance  2006).  “Posting  volume would  be  a  key  determinant  of 
content value” claimed Lu and Hsiao (2007, p. 346). At last are trackbacks and pingbacks. Trackback is a 
citation notification system  (Brady, 2005).  It enables bloggers to determine when other bloggers have 
written another entry of  their own  that  references  their original post  (Waggener Edstrom Worldwide 
2006). “If both weblogs are enabled with trackback functionality, a reference from a post on weblog A to 
another  post  on weblog B will  update  the post  on B  to  contain  a  back‐reference  to  the  post on A” 
(Marlow 2004). A pingback  is  an automated  trackback.  “Pingbacks  support auto‐discovery where  the 
software  automatically  finds out  the  links  in  a post,  and  automatically  tries  to pingback  those URLs, 
while  trackbacks must be done manually by entering  the  trackback URL  that  the  trackback should be 
sent to” (http://codex.wordpress.org /Introduction _to_ Blogging#Pingbacks) 
Political  blogs  are  a  new  form  of  political  participation  and  have  the  potential  to  shape  politics  and 
political  discourse  (McKenna  &  Pole,  2004).  The  paper  examines  the  degree  of  interconnectivity, 
cohesion and polarisation of Greek political blogs. Based on the relative  literature, the paper uses the 
established  blog  search  engine  Technorati.com,  in  order  to  track  Greek  political  blogs  and  provide 
indicators of their popularity and interconnections. It takes into consideration two political events both 
considering the Panhellenic Socialist Movement (PASOK). First, the debate that took place on the Web 
relatively  to  the election of PASOK’s new President and  second  the dismissal  from  the parliamentary 
party group of Mr Costas Simitis the former Prime Minister of Greece.  
2 BLOGS IN POLITICS 
Citizens  are  increasingly  using  political  blogs  as  a  form  of  political  expression  and  of  political 
participation (Wallsten, 2005). There is an expanding number of situations in which blogs have exercised 
an important influence over how politics is practiced and policy is developed , have broken major news  
sometimes  contradicted  to  the  point  of  view  of  the mainstream media  (Jackson  2005;Lankshear  & 
Knobel 2003; Sroca, 2006). Johnson and Kaye (2004) claimed that weblogs are viewed, by web users, as 




In  September  2001  bloggers  created  a  protest  against  Trent  Lott who  supported  Strom  Thurmond’s 
segregationist stance in the 1948 presidential election at the 100th birthday of Senator Strom Thurmond 
(Bloom 2003). Bloggers, also echoed the suspicion that “President Bush was using a listening device for 
assistance during  the presidential debate and worries over  the validity of voting machines”  (Su et al. 
2005).  In November 2005, bloggers  in Germany found that the picture used for the claim of the social 





and  reach out  to  their  constituency  (Jackson, 2006;Trammell  et  al. 2006). During election  campaigns 
parties  and  candidates  blogs  are  used  for  three  main  functions:  diffusing  information  to  internal 
audiences;  building  up  a  volunteer  base;  agenda  setting  of  the mainstream media  (Bloom &  Kerbel, 
2005).  Jackson  (2006, p.295) wrote  “during  an  election  campaign  a weblog  is  a mean  for  a party  to 
promulgate  its  policies  through  a  virtual  network  of  political  bloggers”.  An  example  of  a  highly 
successfully  blog  is  Howard  Dean’s  BlogforAmerica.  The  blog  was  used  to mobilize  supporters  and 
365 
funding, even though Howard Dean’s candidacy was not successful (Kerbel & Bloom, 2005; McKenna & 
Pole, 2004). Chadwick  (2009, p.20) highlighted  “The 2004 primary  and presidential  campaigns  in  the 
United  States  saw  the  emergence  of  a  campaigning model  based  on  online  venues  loosely meshed 
together through automated linking technologies, particularly blogs”. According to Albrecht et al. (2007)  
paradigms  that blogs are   used as campaign  instruments are  the 2004 presidential election,  the 2005 
U.K. general election, the 2005 Danish parliamentary election, the 2005 New Zealand general election, 
the  2005  German  Bundestag  election,  the  2007  French  election  and  the  2007  Australian  Federal 
Election.      At  recent  presidential  elections  in  USA  Barac Obama maintained  a  blog  at  his webpage 
http://www.barackobama.com.  
There  are millions  of  individual  blogs,  but  within  any  community  only  a  few  blogs  attract  a  large 
readership (Wagner & Bolloju, 2005). “The vast majority of blogs are probably only read by family and 
friends,  there are only a  few elite blogs which are  read by comparably  large numbers” wrote  Jackson 
(2006,  p.295).  Drezner  &  Farrell  (2004)  found  out  that  the median  blogger  has  almost  no  political 
influence as measured by traffic or hyperlinks and they highlighted “This  is because the distribution of 
weblinks  and  traffic  is heavily  skewed, with  a  few bloggers  commanding most of  the  attention.  This 
distribution parallels  the one observed  for political websites  in general. Because of this distribution, a 







of  internet users  is  relatively  small  there  is however an expanding portion of bloggers who comment 
regularly and have  the power  to a  certain degree and  in  certain  circumstances  to  trigger off political 
movements. Posting of opinions  in the  Internet can be considered as an expression of activated public 





of PASOK’s new President. Pan‐Hellenic Socialist Movement  (PASOK)  (one of  the  two major parties  in 
Greece) was defeated on  the national  election of  September 16 2007,  and  this defeat brought up  a 
major leadership crisis. Election for a new leader was held on November 11, 2007. The paper examines 
blogs that were pros or cons the two main candidates for presidency for the period from September 16 
to November 13 2007. The political event of  the election of  a new Presidents of PASOK was  chosen 
because  it  is a debate, which  lasted  for  two months.  It  is a significant political event since  it not only 
relates to one of the major parties in Greece, but also it motivated nearly one million PASOK supporters 
to  go  to  ballot  on  November  11.  The  president’s  election  was  accompanied  by  extended  political 
discussion mainly on TV and the media in general. The event presented all the features of a debate.  
The second event  is about  the dismissal  from  the parliamentary party group of Mr Costas Simitis. Mr 
Simitis,  former Prime Minister of Greece, was dismissed by  the newly elected President of  the party 
George Papandreou  (June 2008). Blogs commenting  in  this event during  June 12  to  June 30 2008 are 
also studied. The dismissal of a  former Prime Mininster by  the newly elected President  is by  itself an 
important event and it becomes more important since it relates to the effort of George Papandreou to 





victory  of  53%  over  his  main  opponent  Mr  Evaggelos  Venizelos.  In  June  2008  the  newly  elected 
President of PASOK adopted a resolution concerning the critical comments and interventions of former 
Prime Minister Member of Parliament and member of  the Parliamentary Group of PASOK, Mr Costas 
Simitis.  Mr  Papandreou  dismissed  Mr  Simitis  from  the  parliamentary  group  of  PASOK  through  a 
movement  that was  annotated  as  an  attempt  of Mr  Papandreou  to  appear  decisive  and  capable  of 
resolving critical matters of his party. Both the election of President and the dismissal of Mr Simitis from 
the parliamentary group were discussed and commented  in  length  in the media and considered to be 












The paper uses Technorati.com, which  is considered a  reliable and popular blog  search engine. Blogs 
with some authority are studied. Technorati Authority is the number of blogs linking to a website in the 
last  six months.  The higher  the number,  the more Technorati Authority  the blog has.  In  the  authors 
view,  this  consideration  grants  greater  validity  concerning  blogs  selection.  Next,  the  paper  studies 
incoming links between blogs through their blogrolls. The blogs connectivity patterns for each one of the 
cases  considered,  are  represented  by  directed  graphs,  where  blogs  are  presented  as  nodes  and 
incoming links between blogs as arrows. Each directed graph is associated with its adjacency matrix. An 
adjacency matrix is a square non‐symmetric binary data matrix where unity is placed in cell  ij  if  blog i 




The  paper  adopts  a method  introduced  by  Zafiropoulos  and  Vrana  (2008)  for  locating  central  blog 
groups  in  political  blogging.  The  original  idea  (Drezner  and  Farrell,  2004)  is  that  political  blogs  are 
organized around central focal point blogs, where most of the informative conversation is taking place. 
Zafiropoulos and Vrana (2008) introduced a combination of social networking theory, Multidimensional 
Scaling  and  Hierarchical  Cluster  Analysis  to  locate  such  groups  by  studying  incoming  links  through 
blogrolls. By finding such groups, one can explore how bloggers are organized.  
Multidimensional Scaling (MDS) is used in the analysis as a data reduction technique and to quantify the 
original binary data. The method  reproduces  the original data and map  them on a  fewer dimensions 





blogs  in a  formed  cluster are  regarded  to be of  the  same  family – have  common  characteristics  ‐ by 
blogs who  link  them.  Some of  the  clusters  that  are produced by HCA,  gather  the  largest number of 
incoming  links.  If  this happens  then  they may  serve as  conversational  focal points. Although  it  is not 
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necessary, this property might be associated with  the skewed distribution of  links, also mentioned by 
Drezner and Farrell (2004) for political blogs: only  few blogs have a very big number of  incoming  links 




discussed.  Findings  reveal whether  the original hypothesis  also holds  for  the  cases we  examine,  and 
whether  it  presents  differentiations  of  polarization  of  blogs,  in  the  sense  that  debates  compared  to 
static events, may conform better to the original hypothesis concerning both the quantitative features 
of the networks and the content of the comments posted on blogs, as well.  
By  applying  the  above‐mentioned methodology  twice,  for  studying  blog  connectivity  for  election  of 
PASOK president and for studying connectivity for dismissal of Mr Simitis, comparisons can be made and 
the  impact  of  political  events  on  blogs  conversational  patterns  can  be  studied.  Obviously,  the 
methodology could be also applied for other political events. The paper argues that by  locating central 
blog groups, through the above methodology, and then by measuring their quantitative properties, we 
can  study  the  impact of political events on blogs,  since different degree of political polarization may 
reflect  to different patterns of blogs  communication. Central blog  groups  could be  located  and  then 
studied  regarding their density and number of  incoming  links. Further, qualitative analysis of the blog 
authors’  profile  and  the  posts  content  could  help  to  distinguish  how  political  conversation  and 
polarization  is taking place  in different circumstances. To demonstrate these, the paper  locates central 
groups for both the cases studied, and next it presents the quantitative and qualitative characteristics of 
the central blog groups.  Next section presents findings for the two case studies, as a demonstration of 
the  proposed  analysis.  It  starts  with  the  construction  of  blogs  social  networks.  Next,  it  reports  on 
skewness of  incoming  links distribution and carries on with  locating central blog groups. These groups 










Figure  1  presents  the  interconnections  of  the  blogs.  The  69  blogs  commenting  on  election  of  the 
president and the 54 blogs commenting on Mr Simitis’ dismissal are presented in graphs. As Drezner and 
Farrell (2004, p.13) mention “Blogs with large numbers of incoming links offer both a means of filtering 
interesting blog posts  from  less  interesting ones, and a  focal point at which bloggers with  interesting 
posts,  and  potential  readers  of  these  posts  can  coordinate. When  less  prominent  bloggers  have  an 
interesting piece of  information or point of  view  that  is  relevant  to  a political  controversy,  they will 
usually post this on their own blogs. However, they will also often have an  incentive to contact one of 
the  large  ‘focal point’ blogs,  to publicize  their post. The  latter may post on  the  issue with a hyperlink 
back to the original blog, if the story or point of view is interesting enough, so that the originator of the 
piece of  information receives more readers.  In this manner, bloggers with fewer  links function as “fire 
alarms” for focal point blogs, providing new  information and  links”. Also they mention that: “We note 






































































































































































































































































































































































































































































































In  the  case  of  election  for  PASOK  President,  it  seems  that  conformity  with  the  general  patterns 
supported by  the  literature  for western  countries  is more obvious, while  the  case of dismissal of Mr 




In  the  dismissal  of Mr  Simitis,  only  one  blog  still maintains  participation  out  of  the  nine  blogs  that 
participated in the election of President. This blog originates from the most partisan and purely political 
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There  are  common  characteristics  regarding  comments  for  both  cases  i.e.  description  of  chronicle, 
attempts for  interpreting the protagonists choices an actions, expression of agreement of/disapproval, 
the relation of the political events with the Media is a theme of discussion, the personal characteristics 
and  the profiles of  the protagonists  are discussed,  the  general  tendency  is  recorded  in  favor of one 
candidate  G.  Papandreou  (Papandreou  opposite  Venizelos/Papandreou  opposite  Simitis)  and  finally 
attempts  are  made  for  forecasting  the  future  of  PASOK.  However,  there  are  some  points  of 
differentiation between comments about the two events. For the discussion with regard to Mr Simitis’ 
dismissal, number of  issues discussed and number and  length of comments are smaller, comments are 
less  aggressive,  readers  and  commentators  record  less  personal  stories  and  views.  Also,  support  in 
favour of the main protagonists  is generally smaller; prompts to the citizens to act following a specific 







Second,  it  used  this  idea  to  explore  possible  differentiations  of  this  self‐organization  across  political 




Findings  suggest  that  the proposed methodology  could be used  to  analyze  the  impact  that different 
events have on blogs communication patterns. The research provided evidence that political blogging in 
Greece,  conforms  to  the  characteristics  described  in  the  literature  regarding  political  blogging  in 
polarized  political  systems.  Greek  political  blogs  act  within  a  social  network  of  blogs,  which  form 
authority core groups where the discussion is taking place. Greek blogs, considered in this analysis, are 
organized according  to  the  specific event  in  focused  social networks. This happens especially when a 




















































































































In  this  paper  we  propose  a  framework  to  support  a  preliminary  planning  of  services  in  the  e‐
Government domain, where we  consider  the  case of Government  to Business  (G2B)  interaction. The 
present work  is founded    in the context of the Service Science, an emerging effort to build a scientific 
discipline based on the concept of service. Services apply in a broad range of different domains, such as, 
among others, business, government, health care, finance. Due to the different facets of the concept of 
service,  the  diversities  between  these  domains  imply  a  growing  complexity  in  providing  a  common 
theoretical framework. Moreover, in service planning where value configurations are strictly dependent 
on  value  propositions  (and,  in  the  eGovernment  domain,  on  the  political  vision),  the  alignment  of 
strategic and operational  level  is  related  to value based business modeling. The core of  the proposed 






In  this  paper we  propose  a  framework  that  aims  to  support  the  preliminary  planning  of  services  in 
eGovernment  initiatives.  The  present  work  is  founded    in  the  context  of  the  Service  Science,  an 
emerging effort to build a scientific discipline based on the concept of service (Chesbrough and Spohrer, 
2006). Services apply in a broad range of different domains, such as business, government, health care, 
education,  finance,  transportation  and  communication. Due  to  the different  facets of  the  concept of 
service,  the  diversities  between  these  domains  imply  a  growing  complexity  in  providing  a  common 
theoretical framework. In particular, these efforts are directed towards providing a framework that aims 
to  integrate  Information  and  Communication  Technology  (ICT) with  traditional  paradigms  of  service 
management,  such  as  e.g.  customer  relationship  management.  As  said  above,  we  focus  on  the 
eGovernment  domain  and  in  particular  on  Government  to  Business  services.  In  this  scenario,  ICT 
represents a critical enabler in service interactions, in particular, within the Service Oriented Computing 
(SOC) paradigm  (Papazoglou, Traverso et al., 2006). The  Service Oriented Computing paradigm  (SOC) 
points  out  the  relevance  of  business modelling  for  service  design  and  development.    The  focus  on 
business models  (Osterwalder, Pigneur et al., 2005; Weill, Malone et al., 2005) draws attention to the 
different  layers of service design, that span  from the business domain, where a service  is supposed to 
have an outcome, to the technological layer that concerns the implementation of the web service. The 
different  layers  need  a  sharable  representation  of  the  objects  and  of  the  concepts  involved  in  each 
domain,  in  order  to  make  accountable  the  relationships  between  them  at  the  different  levels. 
Furthermore, a service scenario  involves different organizations, that have different representations of 









waste of  resources  (money and time), have  the primary objective of enhancing business performance 
and  producing  effective  outcomes.  An  example  of  administrative  service  is  the  provision  of  an 
authorization, while a value added service is the provision of territorial  information that may be useful 
for marketing  processes  (Palmonari,  Viscusi  et  al.,  2008).  The  distinction  between  the  two  kinds  of 
services is not clear‐cut (Palmonari et al., 2008); in fact, an administrative service that contributes to the 
efficiency  of  a  business  is  also  a  value  added  service.   Moreover,  in  service  planning  where  value 
configurations are strictly dependent on value propositions  (and,  in the eGovernment domain, on  the 
political  vision),  the  alignment  of  strategic  and  operational  level  is  related  to  value  based  business 
modeling.  Thus,  the main  question  concerns  how  to  deal  with  service  complexity  in  eGovernment 
planning  activity,  on  the  basis  of  a  sharable  representation  of  service  to  the  different  stakeholder 










This  section discusses  a   model  for  service  in business  interaction. The model  relies on  the  concepts 
emerging  from the  literature on services, value, and business modeling  (Osterwalder et al., 2005) and 
available reference ontology such as e.g. the one proposed in (Andersson, Bergholtz et al., 2006). Other 
descriptive models exist in the SOC literature,  for example taxonomies targeting the issue of the formal 
description  of  non‐functional  service  properties  (O’Sullivan,  Edmond  et  al.,  2005).  Furthermore, 
according to the value constellation perspective for value co‐production (Normann and Ramìrez, 1994), 
the model  (see  in  Figure  1)  considers  service  as  a  framework  for  offering  of  services/products.  The 
proposed conceptual model has been widely discussed in  (G. Viscusi, 2007); the aims of the model is to 
provide a representation of the concepts involved in service interactions, also considering the different 
domains  of  interaction,  as  the  public  administration  one; whereas models  available  in  the  literature 
(Andersson et al., 2006) are based mostly on business related perspectives, where public administration 
and  eGovernment  domains  are  poorly  considered  (or  not  considered  at  all)  and  mainly  under  a 
customer oriented perspective, that is what we can associate to a New Public Management perspective 
(Cordella, 2007; Dunleavy, Margetts et al., 2006). As widely recognized, see e.g. (Bowker and Star, 1999), 
the  choice  of  what  to  represent    in  a  formal  representations  has  impacts  on  the  final  use  of  the 
information  system  that  will  embed  such  a  choice.  In  available  models,  bureaucracy  oriented 





Taking  this  into account we  start  the description of  the model  in Figure 19  from  the core concept of 
Offering,  that  is a bundle of one or more Services and Products.  In  fact, an Offering can represent an 
offering of (i) Products alone (the goods consumption vision of industrial society), of (ii) Service alone (as 
e.g. an extreme vision of service economy, such as self‐service vision  is) or   (iii) a bundle of a services 
supporting  product  delivery  (Normann  et  al.,  1994).  Furthermore  in  our  perspective  the  Offering 
modifies Value configuration,  that  is which Resources and Actor participate to the service  interaction. 
From  the  Business  perspective,  a  Value  configuration  defines  the  right  Business Model,  realizing  a 





that  the Offering uses  and  at  the  same  time makes  available  for  the different Actor  involved  in  the 
Service  interaction. This  is a  relevant  issue of  the model, because  it emphasizes  the active  role of an 
Actor,  that sacrifices Resources available then in the Offering, where access to the Resources sacrificed 
is defined by the Role played by the Actor in the Offering.  
The Role  is defined by  the Offering and can be a User or a Provider. We  introduce Role and Actor  to 
emphasize  the  different  types  of  action  that  they  can  carry  out24: while  the  core  range  of  actions 
defined for a User or a Provider are functionally defined (i.e. a User requests,  a Provider provides),  the 
variability  is  introduced by  the Actor,  that acts under  the constraints  that depend  from he’s being an 
Artifact,  a  Juridical  Person,  an  Individual.  Indeed,  the  participation  of  an  Actor  to  the  Offering  is 
functionally defined by the Role and bound by the non‐functional constraints related to he’s being an 
Artifact, a Juridical Person, an Individual. In fact, looking at Public Administration and Business that are 
Juridical Persons,   to be a Provider or a User  is bound  in the  two cases by norms and  in  the Business 
case, e.g. by the competitive environment. Further, an Individual is bound by the type of Individual he is; 
e.g.  a  citizen  that  is  a  disabled  person  is bound  by  the  presence of  access  barriers  to  the  access  to 
Offering and to have a Role in the Offering  (not only as a User, but also as Provider: in fact, supposing 
he cannot walk, with a notebook and a DSL access he can become a service provider by its own home, as 




exclusively  two  or more  non‐human  actor  (e.g.  two web  services);  also  in  this  case,  non‐functional 




the  Resources  that  are  available  in  the  Offering.  In  the  model,  Resources  can  be  Goods,  Human 
Resources, Monetary Resources, Information Resources, Infrastructure Resource, and Capability. In the 
model,  the  concept  of  Capability  is  influenced  by  the  theoretical  perspective  that  evaluates  the 
capability (Sen, 1999) of a system to achieve valuable goods or beings, namely, functionings (Nussbaum, 
1999; Sen, 1999)  such as, e.g.,  the management of  information and knowledge, and  to convert  them 
into utilities, e.g. the provision and the enhancement of services. Furthermore, in the case of Actors that 
are Businesses  the  configuration of  the Resources  available  in  the Offering depends on  the Business 
Model chosen. In fact,  see the right hand side of  Figure 19, the way the Resources are used depends on 
the Business Process that implements the Business Model, realizing a Strategy.  
The model  shows  how  the  value  of  an  offering  depends  on  the  configuration  of  all  the  elements 






Planning  activity  is  a  relevant  issue  in  the management of  information  systems, due  to  the different 
facets of an organization and of its surrounding environment (Avison and Fitzgerald, 1995; De Michelis, 
Dubois et al., 1998). As claimed  in Checkland  (1990),  these  facets cross  the boundaries of procedural 
methodologies and point out an  integrated approach  involving social and organizational perspectives. 
Nevertheless,  after  the  great  attention  to  methodologies  before  the  1990s,  today  planning 
methodologies attention is lower both from scholars and practitioners (Avison and Fitzgerald, 2003). We 
point out that methodologies for planning are relevant to master the complexity of the different facets 
of  the  information  systems,  even more  in  the  service  provision, where  value  configurations  change 
dynamically,  requiring  flexibility  but  also modular  tools  tracing  the  “paths”  followed  in  the  project 
development. Moreover,  in the eGovernment area planning presents original research aspects, due to 
the complexity  in  the alignment of  the different disciplinary  facets  involved.   Due  to  these  issues, we 
discuss  a  methodology  based  on  the  model  proposed  in  previous  Section.  To  support  the 
methodological  framework   we choose a semantic  repository of G2B services  (Palmonari et al., 2008) 
based on the model described in the previous sections, and the Map model (Rolland, 2007) in order to 
represent the strategy. The Map model conforms to existing goal models (Estrada, Rebollar et al., 2006; 








the  target goal Gj  from  the  source goal Gi    following  the  strategy Sij   Taking  that  into account,  in  the 
following we discuss the proposed methodology. 
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In  the  methodology,  the  aims  is  to  move  from  an  AS‐IS  service  configuration  to  a  TO‐BE  service 
configuration where  the  domain  knowledge  on  services  is  represented  in  a  repository  and  strategic 
intentions  for  the  different  systems/layers  to  configure  are  represented  with Maps.  The  Semantic 
Repository together with Maps are the configuration components (Saeki, 2006) used to obtain different 
versions  of  service  value  configuration  as  output  of  the  application  of  the  three  phases  of  the 
methodology. Knowledge  in  the  repository and Maps are evolving together with service configuration 
versions, producing new  components  configuration. The general  idea of  the methodology  is  that  the 
planning should be driven by a clear understanding (i) of the elements composing the service as a value 
configuration framework, (ii) of the related qualities, (iii) and by a clear sharing of the strategic/political 
objectives  from  the  different  systems  involved.  According  to  such  an  analysis,  the  planning  activity 
results in a new service configuration starting from an actual service configuration based on the starting 
strategic/political objectives  compared with  the actual  strategy, mainly at operational  level. The new 
service configuration should better fit the achievement of new target qualities and provide  insights to 
improve  the  fitness  of  the  operational  level with  strategy. As  shown  in  Table  1,  the methodology  is 
composed by three phases, namely service reconstruction, quality assessment, service configuration. In 





















in our  case, using  the  semantic  repository  concepts proposed  in  (Palmonari et al., 2008),  the  service 
package  is  composed by  administrative  services  (the basic  functionalities  and  resources offered)  and 
value added services (the functionalities and resources considered of value for the user). The first step is 
(1)  to  Define  a  Service  Strategy  Map  representing  the  AS‐IS  state  on  the  basis  of  the  available 
documentation provided by the public decision makers before the service planning is starting. Once the 
Map is built, the following step  is (2) Define the Service Concept on the basis of the knowledge provided 
by  the semantic  repository  that  is  related  to  the considered service  strategy, namely all  the available 
administrative services, the available value added services and the related resources (we suppose that 
the semantic repository is already in use within the organization; if it is not the case, this step represents 
an  input  to  populate  the  semantic  repository).  The  service  concept  is  built  by  integrating  available 
services with  the  ones  described  in  the  starting  documentation with  the  desiderata  from  the  public 










facets characterizing  the various aspects  involved  in  the service provision.   According  to  ISO  (2000), a 
quality is the degree to which a set of inherent characteristics fulfils requirements. Qualities are related 
to  (i)  the Services   dimension  (involving qualities both  for providers and users);  (ii)  the  ICT Resources 
dimension, where  ICT resources are classified as (i) technological  infrastructure, namely Hardware and 
Network  technologies  (HW‐Networks),  and  (ii)  as  Data managed  in  the  service  provision  (involving 
qualities mainly  for provider);  (iii)  the  Information Behaviours and Values  (IBV) dimension,  that  is  the 
level of  information orientation and usage    (Marchand, Kettinger et al., 2001) within an organization 
(involving  qualities  for  provider).  The  output  of  the Quality  Assessment  phase  is  a  complete  set  of 







provided by  the semantic  repository, where services are classified and chosen on  the basis of    (i)  the 
corresponding strategy in the Map, (ii) (if available) the quality evaluation for that strategy. The output 
of  the step  is   a new  service value configuration, whose configuration components are a new service 
strategy Map, and another view from the repository representing the TO‐BE service value configuration 
with the  final service packages composing the TO‐BE service   package. The final step allows to choose 
projects  by  clustering  the  services  on  the  basis  of  (i)  the  elements  of  the  TO‐BE  service  value 
configuration  (e.g.  through  the  impact on  same processes  in  the value‐chain), and of  (ii)  the  strategy 
they  are  related  to  in  the  TO‐BE  strategy Map.  Finally,  the methodology  has  been  conceived  as  a 
modular tool that can be applied  by considering all the three phases, or only by using single phases or 





Italian eGovernment plan.  In 2002 the  Italian Ministry for  Innovation and Technologies establishes ten 
objectives for the government action, enabled by ICT, in the area of innovation up to 2005 (MIT, 2002). 
The  general  objectives  to  be  achieved  were  on‐line  services  for  citizens  and  businesses,  internal 
efficiency of public administration, enhancement of Human Resources transparency, quality of services 







in  the Map  of  Figure  3  as  a  specific  objective  that  refines  the  strategic  objectives  of  the  Italian  e‐
Government plan (see the section <Achieve Internal efficiency, Provide On‐line Services, Priority Services 
for Businesses>  in the Map  in Figure 2). The One‐Stop Shop has the goal to realize a system aimed to 
offer  the  provision  of  integrated  services  to  the  enterprises.  Businesses  can  request  them  from  its 
offices,  from  the  intermediaries  or  the  nearest  point  of  access  made  available  from  any  public 





assume  that  a  Local Public Administration  (PAL) A wants  to  improve  the  actual  service  for  territorial 
marketing because the number of access to the actual web portal for territorial market  is  lower as the 
expected  threshold.  The  portal  has  the  same  characteristics  of many  other  similar  Italian  Portal  for 
Territorial   Marketing  of  PALs  or  Private  Agencies.  In  order  to  support  the  PAL  in  this  process  of 
improvement we now apply the methodology focusing on the service reconstruction phase. 
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On  the  basis  of  the  available  documentation  we  define  the  AS‐IS 
strategy Map  represented  in Figure 4. The  territorial marketing  service  is defined mainly by  the goal 
Define opportunities on the territory (b) that has two strategies to achieve  it, namely a traditional desk 
strategy and a Web‐Site strategy (this latter is the case of the PAL considered). The Map shows that the 




the system  (as  in the case of the Web‐Site that has rigid constraints).  In  fact, an  interview with a PAL 
officer  confirmed  that  in  the  PAL  case  businesses  prefer  the  desk  service  offered  by  appointment. 
Indeed, to refine the Map on the strategy By Desk  would shown that there is a misalignment with the 
By Web‐Site  strategy  because  of  the  offering  allowing  to  achieve  the  By Desk  strategy with  a more 
complex and collaborative way of interaction. Thus the analyses of the AS‐IS Map shown that there is a 
misalignment between the main objectives of the Italian e‐Government plan (at the top  level) and the 
operational  level where the Web‐Site  is developed but not exploited  in a valuable way  for the PA and 
businesses  (that have nevertheless to  loose time  for appointment). Moreover, from the Map emerges 
















most  probably,  because  the  service  is  under  another  event  of  life  (our  research  shown  that  the 
territorial marketing  service  is  related  to  processes  of  Growth  and  strengthening  of  the  enterprise, 
considering  the events of  life perspective). Taking  these  issues  into account,  in  the Define  the Service 











number of  inhabitants, number of  resident households, etc.), and about competitors  (e.g. number of 








Path3 <Start, Collect  information, By  land registry  information>,<Collect  informationStop, By choice of 
the location> 
The Map shows  the  relevance of  the  land  registry office, as potential provider of a business oriented 
offering;  nevertheless,  the  Map  shows  a  misalignment  between  the  Define  opportunities  on  the 
territory objective  in  the Map of Figure 4  (PA‐oriented), and  the Collect  information objective  in  this 
Map: this latter, on the one hand, is business oriented at operational level, on the other hand it involves 
a PAL, by pointing out a potential value coproduction. In fact, the land registry office, on the one hand, 
may  support  the  Collect  information  goal  for  businesses;  on  the  other  hand,  by  reconfiguring  the 
service,  the  land  registry  office  may  exploit  the  support  provided  to  businesses,  by  collecting 
information on businesses and on the local productive system. This issue aligns the Collect information 
goal  with  the  high  level  strategy  of  the  path    <Realize  One‐Stop‐shop,  Realize  One‐Stop‐shop,  By 








strategic  planning  of  the  business  infrastructure  territorial  development  chain.    The 
OpeningNewSalesPoint  process  is  composed  of  three  sub‐processes,  namely 
LocationResearchAndChoice,  NewSalesPointSetUp,  and  NewSalesPointStartUp.  The  goal  of  the 





The  repository  supports  accessing  such  a  knowledge,  providing  an  ontological  representation  of 
business  processes  based  on  the  value‐chain  model.  Moreover,  the  repository  allows  to  navigate 
through  the  different  activities  of  the  LocationResearchAndChoice,  providing  views  on  the  Abstract 
Services  exploited  by  the  process,  and  on  the  activities  that  compose  the  process.  Focusing  on  the 
LocationResearchAndChoice process, we now consider the DataCollect activity, whose goal is to collect 
information  to  choose  the  most  competitive  location  for  a  new  point  of  sales.  The  goal  of  the 
DataCollect activity is to retrieve information about the territory and about competitors. The repository 
shows that the required knowledge is available in the databases of the local agencies and Chambers of 
Commerce,  using  services  classified  in  the  repository  as  SupportingKnowledge.  Figure  6  shows  the 








Moreover,  the  semantic  repository  navigation  has  shown  the  presence  of  a 











Access  Information on  the  territory, that  is more business oriented because  it  implies not simply  that 
the  administration  provides  a  list  of  services/opportunities  (AS‐IS),  with  no  other  chance  of 
communication for the business; rather it provides businesses with the opportunity of having access to 
the public administration, that is to ask public administration for services (TO‐BE). This relevant issue is 
represented by  the  thread  relationship: < Access  Information on  the  territory, Enter  in contact with a 
business, By administrative fulfillments>, < Access Information on the territory, Enter in contact with  a 
business, Directly>. In fact, this thread describes a way to exploit available strategy such as By Web‐site 
and By‐desk  to  obtain  value  for  businesses  (that  can  now  not  only  consult  a  static  and  close  list  of 
services, but also ask the PAL for relevant  information) and for PA (by the alignment with the Ministry 
objective   <Realize One‐Stop‐shop, Realize One‐Stop‐shop, By  information on the productive system>). 
Thus,  in the TO‐BE service value configuration these  issues result  in  the  following refinement  (we use 
Mx to indicate the belonging Map, followed by the related Path):   
M1‐Pathc1c<Realize One‐Stop‐shop, Realize One‐Stop‐shop, By information on the productive system> 
M2‐ Patha2b1c<Start, Access  information on  the  territory, By Web‐Site>,< Access  information on  the 
territory, Enter in contact with a Business, Directly>,<Stop, By information collected> 
M2‐ Patha2b2c <Start, Access  information on  the  territory, By Web‐Site>,< Access  information on  the 









exploited  through  the  alignment  of  the  Path<Start,  Reuse  Available  solution,  By  Service  Oriented 
Architecture>  in the Map of Figure 3.  In fact, this  is a choice that the AS‐IS service value configuration 
offers to the PAL that is willing to improve its Web‐Site for territorial marketing. Indeed, the final TO‐BE 
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service  value  configuration  allows  PAL  to  define  a  plan  for  improving  access  to  the DB  of  the  Land 
Registry office for businesses from the PAL Web‐Site; taking that into account, the project chosen is that 
of reusing a Web Services application from another PAL (B), enhancing the back‐office  integration and 
lowering  costs  of  development.  In  conclusion,  the methodology  allows  to  (i)  discover misalignment 












is  to  show  the methodology  application  in  a  complex  domain  such  as  the G2B  domain.  Limitations 
concern the application of some phases of the methodology to a single case study, without testing the 
complete methodology.  Future work  concerns  first    the  continuous  improvement  of  the  framework 
through applications to case studies in different domains of service provision. Besides this issue, future 
work concerns the development of quantitative methods for the improvement of the evaluation phase 
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management  taxonomy  is  proposed  consisted  from  four  specific  e‐Government  management 
dimensions:  the  project  type,  the  domain  sector,  the  administration  level  and  the  beneficiary.  The 
taxonomy  is  used  to  map  some  of  the  fundamental  dimensions  required  during  a  national  e‐





From  the  aspect  of  world‐wide  development,  the  advancement  of  e‐Government  is  general  trend. 
Especially  in  the  21st  century  many  countries  have  attached  importance  to  e‐Government,  from 
government gateways (Directgov UK, USA.gov, eCitizen Singapore etc.) and e‐Government Frameworks 
(SAGA Germany, eGIF UK, BELGIF Belgium, Australia, Greece etc.) to local municipality portals and public 




Although  many  studies  have  been  done  to  analyze  how  public  organizations  use  information 
technologies for internal operational needs (Hood and Margetts, 2007; Norris & Kraemer, 1996; Pandey 




In  spite  of  the  considerable  literature  on  digital  or  e‐Government,  a  clear  understanding  of  the 
dimensions along which the e‐Government projects can be classified  is still  lacking  (Carbo & Williams, 
2004). This  is a critical  issue as  it has a direct bearing on the application of the desired e‐Government 
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policy and on  the effectiveness of e‐Government  implementation. Without  some method of projects’ 
categorization,  the  formation  of  good  implementation  policy  and  strategic  planning  capable  of 
leveraging the existing capacity of organizations to implement projects and furthermore of countries to 
implement policies is simply hard if not infeasible.  
However, even among those who  focused on the  implementation of e‐Government, very  few took an 
interest  in  conducting  a  macro  analysis  of  the  e‐Government  implementation  issues.  Most  of  the 
existing  empirical  studies  on  e‐Government  implementation  either  assumed  a  single  e‐Government 
project as the unit of analysis or focused exclusively on the issue of e‐Government adoption. Given such 




In  this paper, a  list of key e‐Government management dimensions  is derived  for  the  justification and 
implementation of e‐Government policies by studying successful e‐Government solutions, and choosing 
the most  important ones according  to expert opinions. We explain how  these key success  factors are 




e‐Government efforts of various government administrations?  In answering  this question, we see  the 
need for a mechanism that will facilitate the articulation and discussion of current issues and concepts 
related  to  managing  e‐Government  endeavours.  Such  an  approach,  rather  than  seeking  to  rigidly 
constrain or categorize e‐Government activities, should act as a  lens to focus attention and awareness 









implementation of e‐Government. Regarding electronic  services development Balutis  (Balutis  , 2001), 
Layne and Lee (Layne & Lee, 2001) and the Gartner Group as presented  in Baum and DiMaio (Baum & 
DiMaio,  2001)  propose  four  incremental  stages  approaches  (publishing,  interacting,  transacting,  
transforming).  Esteves  and  Joseph  propose  three  dimensions  in  an  ex‐post  framework  for  the 
assessment of eGovernment initiatives (Esteves and Joseph, 2008). The components of their framework 
include  constructs  from  both  a  social  and  technical  perspective.  The  three  dimensions  are  e‐




&  Chau,  2005)  propose  a  generic  framework  for  the  purposes  of  assessment,  categorization, 
classification,  comparison,  and  discussion  of  the  e‐government  efforts  of  various  government 
administrations. The above  framework  contributes  to our proposed  taxonomy as  it  identifies  specific 
national e‐Government policy strategic profiles. The  implementation of each of those profiles could be 











implementation  of  e‐Government,  namely  (i)  information  content,  (ii)  ICT  infrastructure,  (iii)  e‐
Government  infostructure,  and  (iv)  e‐Government  promotion.  These  four  components  were  then 
conceptually integrated into the e‐Government Implementation Framework. 




these  frameworks provides  important  insights  into a  specific angle of e‐Government and  it addresses 
the core of e‐Government  initiatives. These values are, as should be expected, professed or  intended 
policy goals behind  specific e‐Government  initiatives. These  research  strands  are not  independent of 
each other; on the contrary, they are closely interrelated and complementary. 
While  this  is  valuable  work  at  the  infancy  of  e‐Government,  we  argue  that  for  e‐Government  to 
systematically and successfully progress a more strategic model  is required. Further, the majority of e‐
Government models propose a sort of linear progression as e‐Government evolves, generally beginning 
with  dissemination,  then  transactions,  and  finally  to  some  form  of  integration. We  believe  that  e‐








The  intention of  this exploratory study  is  to understand  the  implementation of e‐Government  from a 
macro perspective through an analysis of the concerted e‐Government implementation effort deduced 
from  the  relative  case  studies  (Yin,  2002).  As  such,  the  data  for  such  a macro  oriented  study were 
obtained  from  a  variety  of  sources.  The  primary  source  of  data was  collated  from  publicly  available 
government documents and publications as well as press reports. The core of the examined documents 
belong  to  project  plans,  project  schedules,  project  evaluation  reports  and  countries’  e‐Government 
strategy documents. The specific documents were selected because they provide an  inside view of the 
exact  needs  of  the  e‐Government  projects,  The  e‐Government  strategies  documents  provide  the 
governmental  point  of  view  regarding  the  considered  aspects  during  the  plot  of  an  e‐Government 
policy.  Furthermore,  interviews  were  also  conducted,  in  the  premises  of  the  relative  public 
organisations, with officers  from  the Greek Ministry of  Interior,  the Greek Ministry of  Justice and  the 
Greek Managing Authority concerning public sector IT projects. Relevant insights were revealed in some 
of  these  interviews  and  were  used  in  supplementing  the  primary  source  of  data.  The  aim  of  the 





world  constructs  (Esteves  and  Joseph,  2008).  To overcome  this  problem  the  proposed  taxonomy,  e‐
Government  Transformation  Project  Management  (eGTPM)  taxonomy  intends  to  remain 







an  e‐Government  project  are  manifold  (Maumbe  et  al.,  2008)  (politics‐driven,  multi‐dimensional, 
antagonistic behavior among policy makers,  inter‐agency coordination, broad‐based,  inclusive, people‐
driven  etc.)  and  raise  varied  problems.  To  clarify  the  phenomenon  of  e‐Government  project 
implementation, it might be useful to understand which issues describe the e‐Government project itself. 








Project  types  are defined  for providing more precise  specifications on projects which present  similar 
problems and for which similar results can be expected. Based on their nature e‐Government projects 
are divided  in policy and  technical oriented  types  (Finger & Pécoud, 2003). A  technical e‐Government 
project  could provide a  system  that  is extroversive offering  services  through a public  interface  (front 
office systems) or  introvert interoperating with other systems  in the background (back office systems). 
Furthermore  an  e‐Government  project  could  be  of  policy  type  providing  a  study  (e.g.  framework, 
reengineering)  or  services  (e.g.  training).  Those  two  fields  (Technical,  Policy)  are  the  first  level 
classification  of  project  type  dimension.  They  can  be  further  analysed  in  a more  detailed  structure 
decomposing in more levels the nature of the e‐Government project.  
Domain Sector 











government on the national  level, each state or prefecture  is an  independent unit of government and 
there  are  a  number  of  local  governments.  An  e‐Government  project  can  cover  the  whole  country 
(national  level), a part of  it (regional  level) or a municipality (local  level)  in such a way determining  its 




regional and  local  levels. The policy and  implementation procedure depends of each country’s political 
system and administrative structure and    regional and  local e‐Government projects are undertaken  in 
such a way  that  they  link and  are  compatible  to national policy and  simultaneously address  regional 
communications policy, financing and regulatory issues in a way that promotes harmonization. 
Beneficiary 
Based  on  the  e‐Government  practice,  beneficiaries  can  be  classified  in  four major  groups.  They  are 
government  (G2G),  business  (G2B),  citizen  (G2C)  and  international  government  (G2I)  (Akman  et  al, 
2005).  This  approach  to  the  cataloguing  of  beneficiaries  insures  that  the  organisations will  be  fully 
cognizant of who  is  to be gained.  It should be noticed  that a  large number of e‐Government projects 





Clear,  measurable  targets  should  be  set  for  digitalization,  and  the  outcomes  followed  up  among 
authorities, as well as performing proper e‐Government policy monitoring and control. 
The development of e‐Government is an evolutionary process. An efficient and integrated eGovernment 
policy  (Finger & Pécoud, 2003) should grow over  time  to  include a variety of  features,  functions, and 
services.  For  a  comprehensive  view  of  the  evolutionary  process,  an  understanding  of  constituent 
elements and overall objectives  is necessary. This requires difficult,  long‐term, strategic change  in  the 
government  angle of  view on how national  governments programme  and manage  their  endeavours. 
There must be broadening and deepening of government’s professionalism  in  terms of  the planning, 
delivery,  management  and  governance  of  IT  enabled  change.  This  will  result  in  more  successful 




e‐Government  initiatives.  A  holistic  e‐Government  planning  approach  has  to  integrate  the  proposed 
perspectives  throughout the whole policy development phase. The classification  (Table 1) provides an 
analytical  device  for  better  organization  of  e‐Government  implementation  strategy.  Depending  on 
government  political  priorities  eGTPM  dimensions  can  assist  policy  makers  to  design  specific  e‐
Government  policies.  Decisions  could  be  received  and  e‐Government  policies  could  be  designated 
matching the political priorities with eGTPM dimensions. 
Following  on  the  work  of  discovering  and  analyzing  the  e‐Government  project  dimensions,  e‐
Government  projects  have  been  inserted  in  the  eGTPM multi‐facet  classification  scheme,  yielding  a 
taxonomy  that  can  now  be  viewed,  enriched  and  exploited,  providing  interesting  input  for  the 
construction of an e‐Government policy.  
 
Project Title  Project Type  Domain Sector  Administration Level  Beneficiary 
e‐Government Framework  Policy  Horizontal  National/International 
Government/
International 








National Citizen Registry   Technical  Citizenship  National  Government 
Tax Payments System   Technical  Finance  Local/Regional/National  Citizen/Business 
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Digital Development Support   Policy  Horizontal  Local/Regional  Government 
e‐Participation system   Technical  Citizenship  Local/Regional/National  Citizen 
Voting system   Technical  Citizenship  Local/Regional/National  Citizen 
Electronic vehicle registration 
system  





Legal Framework   Policy  Horizontal  National  Government 
e‐Government Committee   Policy  Horizontal  National  Government 
e‐Government Dissemination   Policy  Horizontal  Local/Regional  Government 
Reorganisation   Policy  Horizontal  Local/Regional/National  Government 
Employee Training   Policy  Horizontal  Local/Regional/National  Government 





Driver license system   Technical  Transportation  Regional/National  Citizen 
National Telecom Network  Technical  Horizontal  National  Government 
National Authentication System   Technical  Horizontal  National  Citizen 
Table 1: Indicative population of the eGTPM taxonomy 
Although  governments  differ  in  the  pace  and  nature  of  reforms  required  to  bring  about  the 
transformation to e‐Government, many of the underlying issues are the same for most governments. A 
classification  scheme  (Table 1)  for e‐Government projects  is  shaped by using  the eGTPM  taxonomy’s 
classification  dimensions.  This  entails  identifying  the  essential  determining  characteristics  of  the 
projects, with a  view  to project management. The assignment  itself,  i.e.  the actual  classification, has 
several aims: 
• The  defined  project management  characteristics  in  the  form  of  classification  dimensions  define  a 




• The  classification  can  be  used  to  define  a  value  (and  hence  comparability)  to  the  various  e‐
Government projects. 
• The  formation  of  dimensions  makes  possible  a  first  introductory  querying  methodology  for 
ascertaining suitable e‐Government projects while candidates are sought for each dimension. 
In the case of e‐Government,  it  is  important to have realistic notions of the effort required to make e‐
Government a reality. e‐Government will not happen at the same pace for every agency at every level of 
government. The transformation to e‐Government must be part of an overall strategy (Burn & Robins, 
2003)  and  policy  of  government  reform.  In  other  words,  e‐Government  should  focus  on  strategic 
innovation and not simply tactical automation. This strategy must derive from a vision of e‐Government 
that  is driven  from  the  top and  reflected at all  levels of  the public administration. The e‐Government 
strategy,  seconded  by  eGTPM  taxonomy,  could  articulate  a  conscious  plan  about  how  the  public 
administration  is going  to  change, what  its goals will be, what policies  it will  follow  to achieve  these 
goals, and how they will be put  into operation. At the same time, each public agency must develop  its 
information  technology  and  internal organization  to  assure  that  the new  e‐Government  strategy will 
work. 
In  this  research,  a  set  of  strategic  implementation  dimensions  which  has  most  likely  the  greatest 
effectiveness on the development of e‐Government was proposed. According to the findings, there are 
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other which  should  be  considered,  for  instance,  project  type  has  a  great  effect  on  project  size.  The 
authors  believe  that  proportional  consideration  of  all  these  dimensions  may  most  likely  lead  to 
successful implementation of e‐Government and prevailing possible problems. 
Design and Monitor of e‐Government Policy 
A  pivotal  point  following  a  specific  e‐Government  strategy  is  laying  down  goals  and  following  up  e‐
Government  transformation  through well‐documented  objectives  and  the  systematic  use  of  project 
control methods.  Continued  support  for modernization  through  digitalization  requires  the  individual 
digitalization  initiatives to be feasible and worthwhile  in the form of better service and cost reduction. 
eGTPM  taxonomy  could  be  used  as  a  tool  aligned  with  systematic  project  management  methods 
prioritizing  digitalization  efforts  and  providing  a  close  follow‐up  on  the  specific  key  e‐Government 
targets.  The  above  alignment  could be  achieved  if  the  eGTPM  taxonomy  is  integrated  in  the project 
management method/approach that is used 
eGTPM taxonomy could be exploited to set country’s overall e‐Government operational strategy and its 
policy  framework  allowing  decision makers  to  focus  on  the  practical mechanisms  to  deliver  service 
transformation.  
Policy makers  based  on  the  selected  e‐Government  strategy will  select  projects  that  satisfy  specific 
dimension  values.  A  government  that  decides  to  focus  on  a  central  e‐Government  infrastructure 
program  will  select  projects  with  the  following  values  in  the  dimensions:  Project  Type:  Technical, 
Domain Sector: Horizontal, Administration Level: National, Beneficiary: Government/Business/Citizen. In 
particular,  it  could  set  overarching  e‐Government  policy  design  principles;  promote  best  practice; 













































and  Chau  generic  e‐Government  strategic  profiles  could  be  applied  and  implemented  through  the 
appropriate e‐Government initiatives and projects selection based on eGTPM’s proposed dimensions. 
Sharing a Common Direction 
The public  sector  is characterized by a high degree of  complexity viewing  the number of  services  for 
citizens and businesses, the number of employees and the amount of different administrative processes 
and  IT  support  systems. This high  level of  complexity and  the  interdependencies  in  the public  sector 
make  it  increasingly  important  to obtain a general overview of digitalization on  the part of  the public 





levels.  Usually,  the  focus  is  on  the  e‐Government  project  itself,  applying  the  proposed  taxonomy, 
projects  can be distributed among  the dimensions and  the dimensions are  interrelated and  influence 
each other. 
Reliable Project Delivery 





• The  development  of  strengthened  scrutiny  and  intervention  in  government’s  most  important 
endeavours. 
• Renewed support for politicians and decision makers responsible for critical e‐Government projects. 
• The  implementation  of  a  new  process  to manage  better  the  transition  from  policy  to  practical 
implementation. 





a  contextual  framework  under  which  public  organisations  and  countries  need  to  build  their  e‐





the  world,  will  have  to  focus  on  finding  methods  to  address  issues  regarding  e‐Government 










against distributed project  settings.  In addition, underlying goals or values  can be evaluated whether 
they  fit or contradict.  It could also  improve performance showing  links  to  the national e‐Government 
strategic  plan  and  organisations  performance  goals,  avoiding  duplication, managing  risk,  improving 
efficiency and achieving specific objectives. The taxonomy developed in this paper is flexible enough to 
be adopted by governments at different levels; federal, state, or local and by developed and developing 
countries  around  the world.  Further,  it  realizes  the  importance  of  having  an  integrated  plan  for  e‐
Government projects.  
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The  taxonomy presented here can be criticized. For example,  the  taxonomy  is based on a case  study 
review that could be broadened – be it within the discussed areas or by consulting literature on virtual 
teams or project management. In addition, the selected reports do not include social or organizational 
theories. This might be a weakness  since  it makes  the model probably  incomplete.  It might also be a 
strength  since  the  dimensions  are  grounded  in  practical  challenges.  Further  on,  the  correlations 
between the dimensions as well as single challenges should be discussed in more detail. 
Therefore, further work has to be done in two areas:  
• The  dimensional  description  of  e‐Government  projects  should  be  verified  or modified  by  further 
studies. 
• The usefulness of  the dimensional description  should be analyzed by applying  it  to e‐Government 
development methods, tools or processes. 































































































their services and processes need to be  integrated to act  in a coherent manner.  In this paper, we take 
the  diversity of  government  agencies  as  a  starting  point  and  focus  on  the development of  a  shared 
ontology  to  enable  interoperability  among  heterogeneous  business  process  and  services  of  public 
agencies. This  framework  contributes  to understanding  the  key  concepts and  relations  that  form  the 
basis  for  coordinating  the  activities  necessary  for  integrated  public  service  delivery.  The  ontology  is 
aimed at capturing the main elements to enable communication among and integration of the activities 
of decentralized and autonomous agencies. The ontology has been interactively developed by studying 
organizational  processes,  by  conducting  interviews  and  literature  study.  The  proposed  ontology  can 
provide  a  foundation  for an  architecture blueprint  that  can enable demand‐driven  integrated  service 





Governments are experiencing a  shift  from  supplying  common, non‐electronic  services  towards more 
demand‐driven  and  personalized  electronic  service  (e‐service)  delivery  (Chen,  2002).  To  accomplish 
these  goals,  governments  are  becoming  more  externally  oriented  instead  of  focusing  on  internal 
functions.  They  are  focusing  more  on  their  client’s  needs  and  less  on  their  own  functionality, 
organizational structure, and boundaries. Initially, public organizations focused on recurring client needs 
instead  of  on  incidental  needs.  As  such,  assessing  needs  and  reacting  to  needs  do  not  provide  the 
flexibility  to  react  to new needs or even  changes  in  laws  and  regulations. Government  functions  are 
fragmented due to constitutional,  legal, and  jurisdictional  limitations. As a consequence, governments 
are  often  acting  in  silo  structures,  but  nowadays  are  forced  to  cooperate  with  other  government 
agencies and partners in the private sector.  
Integrated  Service Delivery  (ISD)  is  a  challenge  and  requires  that  the  tasks of  several  types of  actors 
need to be coordinated  (Klievink et al., 2008).  In this  research, an actor  is defined as an entity that  is 
able to perform a task, such as a human or a computer. An example of an actor in the public domain is a 
civilian. The focus of the research reported in this paper is to determine relations and interdependencies 
between  the main  concepts  that  can  be  used  for  developing  a  distributed  architecture  for  ISD.  ISD 
requires  that  independent  public  organizations  collaborate  with  each  other, which  in  turn  requires 
insight  in the relationships among the functionalities and services provided by such organizations. This 
understanding  contributes  to  distinguish  the  key  concepts  and  relations  that  form  the  basis  for 
coordinating  the  activities  necessary  for  integrated  public  service  delivery.  This  is  realized  by  the 
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development of an ontological knowledge framework for integrated public service delivery, which aligns 
and abstracts domain knowledge  found  in a case study  in the public domain and by studying relevant 
literature.  




their processes  and existing  computer‐based  applications,  and  the way  they offer  services. The  third 
problem  discussed  by  Kraaijenbrink  (2002)  shows  that  public  services  are  most  often  information 
services and  that exchange of data and  information  is one of  the  crucial elements of  ISD. Therefore, 
implementation of  ISD  in public organizations requires computer‐based support  in the  integration and 
delivery of services that may not already be present  in organizations wishing to offer  integrated public 
services.  
There are many  initiatives aimed at  ISD by creating  interoperability  in e‐government. Peristeras et al. 
(2008)  and  (2009)  provides  an  overview  of  the many  interoperability  initiatives  for  creating model 
domains. The  idea  is  to create generic and  reusable domain  representations, which can be used as a 






Given  a  change  condition,  the  portal  system  of  Chun &  Atluri  (2003)  identifies migration  rules  that 
specify operations and tasks needed to achieve run‐time adaptation and to generate a new workflow. 
Most  initiatives  take a  top‐down approach and  focus on  standardization as  the main  strategy  to deal 
with the complexity and heterogeneity. In this way neglecting the autonomy of public organization and 
heterogeneity of applications and processes that have been developed over time. In this paper we focus 
on  fostering  the autonomy of agencies and develop an ontology  that can be used  to describe a wide 
variety  of  activities  and  services  of  organizations.  By  creating  such  a  shared  understanding,  the 
foundation for a distributed architecture which can  integrate the heterogeneous activities and services 
of decentralized organizations is created. 
This paper  is structured as  follows. Section 2 clarifies background knowledge necessary  to develop an 
ontological framework for  ISD. From an organization‐centric view, domain knowledge  is acquired from 
the  case  material  by  applying  a  bottom‐up  approach  which  consists  of  meticulously  studying 
organizational  processes  that  include  information  on  the  supply  of  public  services  during  process 
fulfillment. Several process models have been created as a result of this study. Besides studying existing 
organizational  processes  in  the  public  domain,  we  have  analyzed  how  actors  participating  in  such 
processes  would  fulfill  their  part  of  a  process  in  a  public  organization.  This  has  been  realized  by 
conducting  interviews with participants  in public processes.  Thus, we have  applied  an organizational 
view and an actor‐centric view when studying processes in public organizations. These views have been 





Ontologies  are  becoming  increasingly  essential  for  organizations,  because  they  are  looking  towards 
them as vital machine‐processable semantic resources for many application areas (Jarrar & Meersman, 
2008).  An  ontology  is  an  agreed  understanding  of  a  certain  domain,  formally  represented  as  logical 
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theory in the form of a computer‐based resource. By sharing an ontology, autonomous and distributed 
software  applications,  such  as  e‐services  for  the  public  domain,  can meaningfully  communicate  to 
exchange  data  and  thus  make  such  data  transactions  interoperate  independently  of  their  internal 
technologies. Relating the notion of ontology to the research described  in this paper,  it can be noticed 
that organizations sharing an ontology which  includes semantics related to the public domain create a 
starting  point  for  realizing  ISD.  To  understand  the  relations  and  interdependencies  between  main 
concepts  for  ISD  we  have  studied  processes  involved  in  the  so‐called  expat  case  in  detail.  Actor 
involvement in those processes has been studied by interviewing expats who search and request public 
services. Expats are,  in  this case, persons who  live  in another country and want  to come over  to The 
Netherlands  for their work. For this purpose they will at  least need a  (temporary) residence permit, a 
registration  in  the  citizens’  registry,  a  bank  account,  a  job,  a health  insurance,  and  housing.  Process 
models have been developed  for each of these scenarios. The expat case contains typical problems of 
ISD  and  involves  public  organizations  that  need  to  collaborate  together.  An  example  of  a  problem 
related to  ISD  is to bridge the digital divide among citizens  (Ke & Wei, 2004). Citizens  lacking  Internet 
access at home should still be able  to use e‐services by other means,  such as community self‐service 








This model  is  based  on  the  Business  Process Modeling  Notation  (BPMN)  (OMG,  2006), which  is  an 
industry  standard  graphic notation  for  representing organizational processes.  The model  is based on 
information concerning the processes related to the acquisition of a residence permit provided by the 
Dutch  Immigration  and  Naturalization  Service  (INS).  Figure  1  shows  that  there  are  three  composite 
processes  involved when obtaining a  residence permit. First, a  temporary  residence permit has  to be 
requested by an expat followed by the request of a permanent residence permit before registering at 
the municipality. To comprehend what  the  composite processes exist of, detailed process models  for 






but  one  of  the  possible  ways.  An  ontology  that  is  shared  by  public  organizations  is  an  agreed 
understanding of  the public domain  and  as  such enables  to  identify  essential  concepts  and  relations 
between concepts in such processes. Studying public processes in which multiple parties interact is but 
one of  the ways  to  achieve  a better understanding of  ISD.  This  can be  regarded  as  an organization‐
centric  view  on  ISD,  because  public  processes  are  arranged  by  public  organizations  such  as  the  INS, 
municipalities, and embassies. As part of the expat case, eleven  interviews have been conducted with 
expats  to understand how  they participated  in process  fulfillment during  their  attempts  to acquire  a 
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residence  permit,  a  registration  in  the  citizens’  registry,  and  so  on.  Lessons  learned  from  this  actor‐




are concerned with:  Information that  is presented  in Dutch only, governmental Web sites that are not 
functioning properly, contradictory information presented by multiple public organizations, and serious 
human mistakes  during  service  delivery.  The  latter  is  related  with  loss  of  documents  and  failing  / 
forgetting to inform other parties in the process. These issues obviously appeal to improve ISD, of which 
the ontological framework presented  in section 3 can act as a step  in the right direction. Our research 
contributes  to  at  least  partly  resolve  the  aforementioned  issues  as  follows.  The  issue  of  presenting 
contradictory  information can be  resolved by  letting public organizations share an ontology such as  is 
presented in the next section, so that an agreed understanding is realized concerning the public domain. 
Based on the ontology, integrated public e‐services can communicate to exchange data and thus make 
such data  transactions  interoperate  independently of  technology. This  can at  least partly  resolve  the 
issue of malfunctioning governmental Web sites. Serious human mistakes during service delivery can be 
diminished when more  insight  is provided how  services can be offered and  integrated  for  repeatable 












hospitals.  Figure  3  shows  four  levels  of  how  processes  as  part  of  public  organizations  can  be 
hierarchically  structured.  Insights  from  the  organization‐centric  and  actor‐centric  views  on  public 
processes as part of the expat case have  initiated the development of the reference house. Level one 
contains a  set of processes as part of a case  in  the public domain,  such as  the expat case. Level  two 
contains  the  core  processes  as  part  of  such  a  case.  It  can  be  noticed  that  an  expat  requires  to  be 
involved in these processes in the public domain as has been discussed earlier in this section. Recall that 
a high‐level model of the residence permit core process as depicted in level two is shown in figure 1. The 
actors  that play a  role  in  such  core processes are  shown  in  level  three. The process actor  categories 
shown are actually possible actors in the public domain that can perform tasks as part of core processes. 
These tasks are part of the fourth level and form the most decomposed parts of a process. The process 
actor  categories and  the  tasks depicted  in  figure 3 are also  shown  in  the  low‐level process model of 
figure  2.  Note  that  the  residence  permit  process  part  is  shown  to  illustrate  how  insight  has  been 
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provided  in  the  four  levels of public domain processes as part of  the expat  case. Now  that we have 
gathered both organization‐centric  and  actor‐centric  insights on processes  in  the public domain with 
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process  that  extends  our  organization‐centric  and  actor‐centric  views with  service‐centric,  resource‐
centric,  and  event‐centric  views.  The  service‐centric  view  describes  concrete  services  offered  by 
organizations  that are  required by actors  for  successful process  fulfillment. The  resource‐centric view 
describes  resources belonging  to  an organization  and which processes  consume which  resources.  To 
understand the event‐centric view an explanation of this view  is provided  in the next section. First, an 
ORM  representation  of  the  ontological  framework  for  ISD  is  presented  in  section  3.1.  Second,  the 
different  types of ontological constraints are  introduced  in section 3.2. Third, an OWL specification of 
the ORM model is presented in section 3.3.  
3.1 ORM representation of the ontological knowledge framework  
Figure  4  shows  an  Object‐Role Modeling  (ORM) model  of  the  proposed  ontological  framework  for 
integrated public service delivery (Verbeek, Klievink, Janssen, 2009). ORM is a conceptual data modeling 
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In  an ORM model,  ovals  represent  object  types  (which  are  counterparts  of  classes), whereas  boxes 
represent relations between object types. These relations are dubbed as fact types. For more details on 
Object‐Role Modeling, see e.g. (Halpin, 2001; Hofstede & Weide, 1993).  
There are eight central concepts  that are part of  the ontology. These are  the concepts of  role, actor, 
service,  process,  resource,  organization,  event,  and  an  Event‐Driven  Service‐Oriented  Architecture 
(EDSOA) concept. A description of a public process from an organization‐centric view, such as shown in 
figure 2, forms the basis of introducing the ‘organization’ concept in the ontology. The actor and process 






an  example  of  an  actor  in  the  public  domain.  These  actors  can  use  services  that  are  offered  by 
organizations. Services are on their turn required by actors during process performance to assist actors 
in process fulfillment. For example, an expat that performs the process to acquire a residence permit is 
provided with  a Web  service  to  request  a  permit  online  and  to  provide  those  digital  documents  to 
government  agencies  that  are  necessary  for  the  permit  request.  Finally,  the  concepts  of  event  and 
event‐driven service‐oriented architecture need  to be  introduced. An EDSOA or simply architecture  in 
the  context of  this  research defines  a methodology  for designing  and  implementing  computer‐based 
applications and systems  in which events are transmitted between a set of  integrated and  interacting 
services (Yuan & Lu, 2009). Such events are consumed or produced by actors in organizations. An actor 
that consumes an event can subscribe to an architecture that manages such events, and an actor that 
produces  an  event  publishes  to  this  architecture. When  an  event  is  broadcasted  by  an  actor,  the 
architecture  facilitates  that  this  event  is  forwarded  to  a  demanding  actor.  If  a  demanding  actor  is 





and  systems  to  be  more  responsive,  since  such  systems  are  more  oriented  to  unpredictable  and 
asynchronous  environments.  Eventually,  implementation  of  an  EDSOA  based  on  the  ontological 
framework shown  in figure 4 can enable  ISD and orchestration of events between services  in practice. 
Regarding the ontological knowledge framework for ISD shown  in figure 4,  it can be noticed that three 
different  constraints  can  be  distinguished.  These  are  the  mandatory,  uniqueness,  and  subset 





figure 4  shows  that every process  is performed by  an  actor. The population of elements  in  an ORM 
model, such as instances of object types, fact types (i.e. relations between object types), and roles (one 
of  the  two  parts  that  constitute  a  relation  between  object  types)  can  be  found  by  applying  the 
population function as introduced by Bommel, Hofstede and Weide (1991). By means of the population 






ORM model of  the ontological  knowledge  framework  for  ISD  can now be  expressed by  applying  the 






and consumes an event. This  is expressed by  the  total  role constraint spanning over  the  roles  ‘Uses’, 
‘Produces’, and ‘Consumes’. Formally, this can be expressed as follows:  
es)Pop(Consum es)Pop(Produc Pop(Uses)  Pop(Actor) ∪∪=  
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Another complex total role constraint that can be found in the ORM model spans the roles ‘Enacts’ and 
‘Performs’. This  is  to make sure  that an actor enacting a  role  should also perform a process and vice 
versa. Uniqueness  constraints  are  used  to  express  that  instances  of  object  types may  play  a  certain 
combination  of  roles  at  most  once  (Bommel,  Hofstede,  &  Weide,  1991).  This  restriction  can  be 
generalized as follows: if a certain combination of object type instances occurs in a set RO of roles, then 






the  role of  ‘IsPartOf’. A  combination of an architecture  instance playing  the  role of  ‘IsPartOf’ and an 
organization  instance playing the role of ‘Has’ cannot occur more than once. Subset constraints can be 
used  to  indicate  that  instances  of  an  object  type  that  play  a  certain  role  are  also  part  of  a  set  of 
instances that play another role. In figure 5, a subset constraint is used to indicate that each service that 
is used by an actor should be required for some process. Formally, this can be described as follows:  
 iredFor)Pop(IsRequ  By)Pop(IsUsed ⊆  




To  increase usability  for public organizations  that wish  to adopt  the ontological  framework  shown  in 
figure 4, the ontology might be specified  in multiple specification  languages, such as XML, RDF, RDF‐S, 
OWL, etc. See e.g.  Jarrar and Meersman  (2008). These  languages are  specifically designed  for use by 
computer‐based applications that need to process the content of information instead of just presenting 
information  to human actors. However,  the Web Ontology Language OWL  facilitates greater machine 










key concepts and  relations  that  form  the basis  for coordinating  the activities necessary  for  integrated 
public  service delivery  can be distinguished by means of  this ontology.  It  is  also  a  foundation  for  an 
EDSOA that can  integrate services and orchestrate events between services  in practice. Knowledge to 
develop the ontology is acquired by studying a case in which expats search and request public services, 
and by studying relevant  literature. Expats are persons who  live  in another country and want to come 
over  to  The Netherlands  for  their work.  Public  processes  have  been  studied  from  an  organizational 
viewpoint resulting  in detailed process models. This has been  illustrated by a process  for requesting a 
residence  permit.  Furthermore,  several  expats  have  been  interviewed  to  understand  how  actors 
participating in such processes would fulfill their part of the process resulting in an actor‐centric view on 
public processes. Next, the studied processes  in the expat case have been hierarchically structured by 
identifying  the  core processes,  the  actors  that participate  in  each  core  process,  and  the  tasks  those 
actors fulfill as part of a core process. Finally, an ontological framework for ISD is realized by extending 
the  results  from  the  expat  case  with  findings  from  related  literature.  The  resulting  ontology  is 
represented as an ORM model and described in OWL.  
Future work consists of the development of an EDSOA that  is based on the ontological  framework  for 
ISD. The ontology will provide  the concepts  for describing  the heterogonous services and activities of 
the  independent  public  organizations.  The  EDSOA  architecture  will  be  based  on  the  ontology  and 
defines  a methodology  for designing  and  implementing  computer‐based  applications  and  systems  in 
which events are  transmitted between a set of  integrated and  interacting services  (Yuan & Lu, 2009). 
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The  presence  of  a  great  amount  of  information  is  typical  of  bureaucratic  processes,  like  the  ones 
pertaining  to  public  and  private  administrations.  Such  information  is  often  recorded  on  paper  or  in 
different digital formats and its management is very expensive, both in terms of space used for storing 
documents and  in  terms of  time  spent  in  searching  for  the documents of  interest.   Furthermore,  the 
manual  management  of  these  documents  is  absolutely  not  error‐free.  To  efficiently  access  the 
information  contained  in  very  large  document  repositories,  such  as  public  administration  archives, 
techniques  for syntactic and semantic document management are  required, so  to ensure a  large and 
intense process of document dematerialization, and eliminate, or at least reduce, the quantity of paper 
documents.  In  this  work  we  present  a  novel  RDF  model  of  digital  documents  for  improving  the 
dematerialization  effectiveness,  that  constitutes  the  starting  point  of  an  information  system  able  to 
manage documental  streams  in  the most efficient way. Such model  takes  into account  the  important 





of  their different media elements or multimedia document models. Nowadays,  in  fact, almost all  the 
novel  bureaucratic  processes,  are  characterized  by  both  formatted  text  and  a  huge  quantity  of 
multimedia data  (e.  g.  audio,  still  images,  sometimes  videos) documents, which need  to be properly 
managed, stored and distributed. Multimedia document models are employed  to model the semantic 
relationships between the media elements participating in a multimedia document.  
Our  research project  in  the  italian notary domain,  [Amato et al., 2008]  is an example of an advanced 
multimedia application that emphasizes this need of a model  for multimedia material that are part of 
legal  checked  documents.  In  this work we  propose  a  novel model  of multimedia  document  that  is 
particularly suitable for the management of the whole flow of digital documents and that in particular, 
allow:  i)  automatic  information  extraction  from  digital  documents;  ii)  retrieval;  iii)  semantic 
interpretation  of  the  relevant  information  presented  in  the  document,  iv)  storing  and  v)  long  term 







of multimedia documents; we are  focusing here on  the aspects of  such documents  that have a great 







The main  idea here  is that a multimedia document consists of objects such as text,  images, drawings,  







for  multimedia  document  management,  in  particular  for  those  regarding  archiving  and  long  term 
preservation, in order to improve the dematerialization effectiveness, that constitutes the starting point 
of an information system able to manage documental streams in the most efficient way. The proposed 
document model  is  characterized  by  the  separation  between  presentation  and  content,  allowing  to 
solve, among others things, open problems related to the technology evolution as the  juridical validity 
of a document, and the support of different multimedia type. The paper is organized as follows.  
The  next  section  presents  the  proposal  for  digital  document model;  section  3  outlines  the  general 
architecture  of  an  e‐Gov  information  system  suitable  designed  on  the  basis  of  the digital  document 
model;  eventually  some  preliminary  results  about  the  prototypic  implementation  of  the  system,  are 
reported in the section 4. 
1.1 Related Work 
Fast access  to multimedia  information  requires  the ability  to  search and organize  the  information.  In 
such an area the main objective of the researchers is to index in an automatic way multimedia data on 
the  base  of  their  content  in  order  to  facilitate  and  make  more  effective  and  efficient  the  query 
processing.  
In  the  following,  supported  by  the  related  state‐of‐the‐art,  we  describe  the  major  challenges  in 
developing reliable  image and text database systems.  In the  Image Database Systems  field,  in the  last 
decade,  most  of  researches  are  focused  on  Content  Based  Image  Retrieval  (CBIR).  The  CBIR  is 
characterized by  the ability of a system  in retrieving relevant  information on the base of  image visual 
content and semantics expressed by means of simple search‐attributes or keywords. Traditionally, CBIR 








of  salient  points  has  been  suggested.  Following  the  first  approach,  different  systems  like,  SIMPLIcity 
[Wang et  al., 2001]  and Blobworld  [Carson et  al., 2002] have been developed. The  second approach 
avoids the problem of segmentation altogether by choosing to describe the image and its contents in a 
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different way.  By  using  salient  points  or  regions within  an  image,  in  fact,  it  is  possible  to  derive  a 
compact image description based around the local attributes of such points [Hare, Lewis, 2005].  
Our  proposal  [Boccignone,  et  al.,  2008]  follows  the  second  approach  avoiding  the  problem  of  early 





the use of context/semantics  for  improving retrieval process  is also taken  into account by Wang et al. 
[Wang et al., 2001],  in the  form of categories, by Del Bimbo et al.  [Corridoni, et al., 1999],  [Colombo, 
Bimbo, 2002],  in terms of color‐induced sensations  in paintings, and clearly addressed by Santini et al. 
[2000], through a mechanism of similarity tuning via relevance feedback. Finally, more recent systems, 
such  as  Cortina  and  ALIPR  [Manjunath  et  al.,2007],  [Li,  Wang,  2006]  have  as  goal  the  automatic 
classification of images on the base of low‐level features and high‐level human annotations.  
The Text Database Systems, instead, require the use of different techniques from interdisciplinary fields 
regarding  legal  ontologies  from  both  theoretical  ‐  in  order  to  define  legal  lexical  dictionaries  ‐  and 
application  ‐  for  organization,  storage,  retrieval  purpose  points  of  view.  In  order  to  represent  legal 
knowledge,  several works  have  been  proposed,  such  as:  Breuker’s  Functional Ontology  of  Law  [19], 
Frame‐based Ontology of Visser  [Visser, Bench‐Capon,  1996], McCarty’s  Language of  Legal Discourse 










From  the  NLP  point  of  view,  legal  research  concentrate  on  the  development  of  thesauri, machine 
learning  for  features  recognition,  the  disambiguation  of  polysems,  automatic  clustering  and  neural 






the dpr 445/2000, art.   1,  comm.  1,  lett.  a,  that  state  that  the  representation  of  the  information 




despite of  the  required different presentation  formats,  it  is necessary  to provide a novel model  for a 
multimedia document, pointing out how to identify and characterize what is the minimal content of the 
document  itself, given a certain normative context, and  relate  this minimal content  to a presentation 
level, depending on different users at different times.  
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The proposed document model  is composed by three  layers, defined  in order to manage and preserve 





1. Data Management  Layer: describes  the  semantic minimal  content  (or kernel) of a document, 
usually  codified  by  different  media  types.    This  layer  manages  the  different  data  types, 
furnishing all  the necessary  functionalities and  facilities operating over a certain single media; 
for example, information extraction and indexing over texts, images, videos, audios and son on.  
2. Composition layer: provides a proper integration of the heterogeneous data sources, having the 
aims  of  regulating  the  coexistence  of  the  different  objects  within  the  context  of  a  single 
document.  













When  the documents are  submitted  to  the system preliminary procedure extracts  the content of  the 
examined  document,  such  content  will  be  organized  in  a  ordered  list  of  segment.  Every  segment 
constitutes a portion of  the document and  is of a  single  type of media,  then  it can be a  sequence of 
words of a  text delimited by punctuation mark, an  image  fragment or an audio  stream. The  relation 
between the elements of the same segment are modeled, on the basis of the type of media, in the data 
management  layer.  In the case of text segment, the contained words are extracted, and NLP and NER 
procedure  are performed,  in order  to providing  lexical,  syntactical  and  semantical  information  about 
them.  Based  to  the  particular  acception,  synonymous  sets  are  individuated  for  each word,  and  the 
proper concept  is associated  to  it,giving  in  this way  the possibility  to perform,  for example,  semantic 
search operations on the documents.  
For the other media, as images, audios and videos, low level features are individuated and extracted by 
apposite procedure  realized  in  the data management  layer, and concepts  to associate  to set of  these 
feature are inferred.  
The relations about different segments of the same or different media are codified  in the Composition 
Layer, that contains  informations as the reference of a segment of text to an  image.  In order to show 






processed. The proper  concepts are  the associated  to  the words presented  in  the document,  so  it  is 
possible to perform semantic search on them, for example, searching the profiling details of a person, 
given a name and surname in input, considering for the research the only person that have a conviction 



















In according  to the  introduced data model,  it  is possible  to associate with a digital document a set of 






Knowledge  Discovery  System  (KDS).  The  KDS  analyzes  digital  documents with  the  goal  of  obtaining 
useful knowledge from raw data. In particular, a Content Unit Extractor has the task of extracting (by a 





entire document. Eventually,  the Ontology Binding Resolver  sub‐module has  the objective of creating 
for each discovered concept/topic a binding association with a node of domain ontology.  
The extracted knowledge is then stored in the Semantic Knowledge Base (SKB) managed by a Knowledge 
Management  System  (KMS).  The  KMS  performs  indexing  operations  on  the  managed  information, 
providing to applications functionalities for browsing and retrieval documents. The components of the 
SKB (and the related KMS managing modules) are described in the following.  
• Dictionary  (for  each  supported  language)  ‐  It  contains  all  the  terms  of  a  given  language with  the 




• Term  Inverted  Index  ‐  It  is  the data  structure used  for  indexing  terms  inside documents.  For each 




• Semantic  Space  ‐  It  allows  the  storage  of  the  single  atomic  pieces  of  knowledge  belonging  to 
document  content  units,  and  called  document  segments.  It  is  an  abstraction  of  a  shared  virtual 
memory space (with read/write methods) by which applications can exchange multimedia data. This 
space is called semantic because each element is associated with a particular structural ontology that 








contents.  It  is managed  by  a  particular module,  called Multimedia  Information Manager  able  to 
support  classical  multimedia  query  for  the  different  kinds  of  multimedia  data  ‐  e.g.  query  by 
example/feature for images, query by content/keywords for images and text, and so on.  
The semantic associated to the data contained in the knowledge base is then managed by the Ontol‐ogy 
Management System  (OMS),  that contains  the ontology models used by  the system.  In particular, we 
exploit  three kinds of ontologies  (managed by an Ontology Manager):  (i) a  set of domain ontolo‐gies 
that  relate  the  semantic  concepts  in  a given domain,  (ii)  a  set of  task ontologies  that determine  the 









Due  to  the great amount of data  to deal with and  security  issues, we have chosen  to  implement  the 
document  management  system  prototype  using  ORACLE  technologies  (Oracle  11g  DBMS,  Oracle 









































































































































































































































































<!DOCTYPE rdf:RDF [ 
    <!ENTITY owl "http://www.w3.org/2002/07/owl#" > 
    <!ENTITY xsd "http://www.w3.org/2001/XMLSchema#" > 
    <!ENTITY owl2xml "http://www.w3.org/2006/12/owl2-xml#" > 
    <!ENTITY rdfs "http://www.w3.org/2000/01/rdf-schema#" > 
    <!ENTITY rdf "http://www.w3.org/1999/02/22-rdf-syntax-ns#" > 
    <!ENTITY Ontology1239005609406 
"http://www.semanticweb.org/ontologies/2009/3/Ontology1239005609406.owl#" > 
]> 
                
<rdf:RDF xmlns="http://www.semanticweb.org/ontologies/2009/3/Ontology1239005609406.owl#" 
     xml:base="http://www.semanticweb.org/ontologies/2009/3/Ontology1239005609406.owl" 
     xmlns:owl2xml="http://www.w3.org/2006/12/owl2-xml#" 
     xmlns:xsd="http://www.w3.org/2001/XMLSchema#" 
     xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#" 
     xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#" 
     
xmlns:Ontology1239005609406="http://www.semanticweb.org/ontologies/2009/3/Ontology123900560940
6.owl#"xmlns:owl="http://www.w3.org/2002/07/owl#"> 
    <owl:Ontology rdf:about=""/> 
     
    <!--     // Object Properties     --> 
 
    <owl:ObjectProperty rdf:about="#Contains"> 
        <rdfs:range rdf:resource="#Content"/> 
        <rdfs:domain rdf:resource="#Document"/> 
    </owl:ObjectProperty> 
 
    <owl:ObjectProperty rdf:about="#Equivalent"> 
        <rdf:type rdf:resource="&owl;ReflexiveProperty"/> 
        <rdf:type rdf:resource="&owl;SymmetricProperty"/> 
        <rdf:type rdf:resource="&owl;TransitiveProperty"/> 
        <owl:equivalentProperty rdf:resource="#Synonymous"/> 
        <rdfs:range rdf:resource="#Word"/> 
        <rdfs:domain rdf:resource="#Word"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#Hyperonym"> 
        <rdf:type rdf:resource="&owl;TransitiveProperty"/> 
        <rdfs:range rdf:resource="#Concept"/> 
        <rdfs:domain rdf:resource="#Concept"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#Mean"> 
        <rdfs:range rdf:resource="#Concept"/> 
        <rdfs:domain rdf:resource="#Word"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#Refers"> 
        <rdfs:range rdf:resource="#Segment"/> 
        <rdfs:domain rdf:resource="#Segment"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#Synonymous"> 
        <rdf:type rdf:resource="&owl;ReflexiveProperty"/> 
        <rdf:type rdf:resource="&owl;SymmetricProperty"/> 
        <rdf:type rdf:resource="&owl;TransitiveProperty"/> 
        <rdfs:range rdf:resource="#Word"/> 
        <rdfs:domain rdf:resource="#Word"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#areDetectable"> 
        <rdfs:domain rdf:resource="#Audio"/> 
        <rdfs:domain rdf:resource="#Image"/> 
        <rdfs:range rdf:resource="#LowLevelFeatures"/> 
        <rdfs:domain rdf:resource="#Video"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#canAccess"> 
        <rdfs:range rdf:resource="#Document"/> 
        <rdfs:domain rdf:resource="#User"/> 
        <owl:inverseOf rdf:resource="#isAccessibleBy"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#hasAccessRight"> 




    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#hasFormat"> 
        <rdfs:domain rdf:resource="#Document"/> 
        <rdfs:range rdf:resource="#Format"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#hasMimeProperty"> 
        <rdfs:domain rdf:resource="#Content"/> 
        <rdfs:range rdf:resource="#MimeProperty"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#hasProperty"> 
        <rdfs:domain rdf:resource="#Document"/> 
        <rdfs:range rdf:resource="#DocumentProperty"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#infers"> 
        <rdfs:range rdf:resource="#Concept"/> 
        <rdfs:domain rdf:resource="#LowLevelFeatures"/> 
    </owl:ObjectProperty> 
 
    <owl:ObjectProperty rdf:about="#isAccessibleBy"> 
        <rdfs:domain rdf:resource="#Document"/> 
        <rdfs:range rdf:resource="#User"/> 
    </owl:ObjectProperty> 
 
    <owl:ObjectProperty rdf:about="#isContained"> 
        <rdfs:domain rdf:resource="#Document"/> 
        <rdfs:range rdf:resource="#Folder"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#isStructured"> 
        <rdfs:domain rdf:resource="#Content"/> 
        <rdfs:range rdf:resource="#Segment"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#ofType"> 
        <rdfs:domain rdf:resource="#Content"/> 
        <rdfs:range rdf:resource="#Media"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#sequent"> 
        <rdfs:range rdf:resource="#Segment"/> 
        <rdfs:domain rdf:resource="#Segment"/> 
    </owl:ObjectProperty> 
     
    <owl:ObjectProperty rdf:about="#textContain"> 
        <rdfs:domain rdf:resource="#Text"/> 
        <rdfs:range rdf:resource="#Word"/> 
    </owl:ObjectProperty> 
 
    <!--  // Classes    --> 
 
    <owl:Class rdf:about="#AccessRight"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
        <owl:Class rdf:about="#Audio"> 
        <rdfs:subClassOf rdf:resource="#Media"/> 
    </owl:Class> 
        <owl:Class rdf:about="#Concept"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
        <owl:Class rdf:about="#Content"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
       <owl:Class rdf:about="#Document"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
        <owl:Class rdf:about="#DocumentProperty"> 
        <rdfs:subClassOf rdf:resource="#Property"/> 




  <owl:Class rdf:about="#Folder"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
        <owl:Class rdf:about="#Format"> 
        <rdfs:subClassOf rdf:resource="#Property"/> 
    </owl:Class> 
        <owl:Class rdf:about="#Image"> 
        <rdfs:subClassOf rdf:resource="#Media"/> 
    </owl:Class> 
        <owl:Class rdf:about="#LowLevelFeatures"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
      <owl:Class rdf:about="#Media"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
        <owl:Class rdf:about="#MimeProperty"> 
        <rdfs:subClassOf rdf:resource="#Property"/> 
    </owl:Class> 
      <owl:Class rdf:about="#Property"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
        <owl:Class rdf:about="#Segment"> 
        <rdfs:subClassOf rdf:resource="#Content"/> 
    </owl:Class> 
        <owl:Class rdf:about="#Text"> 
        <rdfs:subClassOf rdf:resource="#Media"/> 
    </owl:Class> 
     <owl:Class rdf:about="#User"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class>     
    <owl:Class rdf:about="#Video"> 
        <rdfs:subClassOf rdf:resource="#Media"/> 
    </owl:Class> 
    <owl:Class rdf:about="#Word"> 
        <rdfs:subClassOf rdf:resource="&owl;Thing"/> 
    </owl:Class> 
     <owl:Class rdf:about="&owl;Thing"/> 














Organizations  are  constantly  facing  new  challenges  that  require  increasing  response  and  adaptation 





and  technological  factors.  However,  the  use  of  Business  Process  Management  initiated  by  the 
implementation  of  the  ISO  9001  (Quality  of  Service)  it  will  facilitate  in  one  hand  the  definition  of 
processes  and  therefore  the  services  of  the  future  SOA  architecture  and  in  other  hand,  alert  the 
company's administration for the potential adoption of SOA. We conclude that in spite of the difficulties 
encountered  in  the  diagnostic  phase  and  according  to  the  business  context  of  this  company,  the 







competitive  key  advantage  starts  to  focus  in  the  business  processes  innovation, which  requires  the 
alignment of business  and  Information Technologies  towards  common objectives, processes  that will 
allow  companies  to  differentiate  themselves.    The  focus  has  to  remain  on  the  business  agility.  If  a 
business process has to adapt rapidly to the environment changes, so too must the systems that support 
it.    The  seek  for  performance  requires  the  acquisition  of  information  technology  that  supports  the 
company  business  strategy.  Generally,  the  companies  technological  infrastructure  relies  on  legacy 




code,  replace  aged  or  obsolete  systems,  options  that  can  involve  significant  costs  in  custom 
developments,  investment  in  a  new  system,  including  implementation  and  training  costs.  But  those 
approaches do not move  Information Technology  (IT)  and business  closer  to  the agility  they need. A 

















• Enable  a  greater  Return  on  Investment  (ROI)  IT  costs  reduction  and  better  management  of  IT 
resources; 
• Reduce the business risks. 
SOA  is more than an  IT solution,  it  is a change  in paradigm or an alternative, which removes the focus 
from  IT and put  it back to the business. SOA makes  the technological architecture better prepared to 
implement  the  organization  strategic  decisions,  through  the  integration  and  update  of  the  business 
processes.  Instead of replacing  legacy systems [IBM,2006], the SOA architecture makes the businesses 
agile by creating, integrating, reuse of existing and new solutions, as a result the architecture is designed 














has  to operate  independently  from  the  status of other  services and needs a well designed  interface.  
Usually, the communication between the client system and the one that make the service available  is 
performed  through  Web  Services  [Deitel,2002],  like  SOAP  (Simple  Object  Access  Protocol) 
[Scribner,2000],  REST  (Representational  State  Transfer)  [Fielding,2000]  e  WSDL  (Web  Services 
Description  Language)  [Christensen,2000].  The  applications  and  procedures  are  made  available  as 
425 
services  in  a  computer network  (internet or  intranets)  in  an  independent manner  and built on open 
standards. They are  frequently organized  through an Enterprise Service Bus  (EBS)  [Chappell,2004  that 
makes  available  interfaces  or  contracts,  through Web  Services  or  any  other  form  of  communication 
between  applications.  The  ESB  provides  an  infrastructure  element  that  enables  the  distribution  of 
services within the network. The user of the service is only aware of the function he is performing, but 
not of the details of how this function is implemented.  





and  reusable  services  performing  a  unique  function  that  can  then  be  orchestrated  to  build  up  the 
business processes. With this model based on service,  it  is easy to  implement new  features or modify 
existing  processes  simply  adding  the  necessary  services  to  meet  the  needs  of  innovation  or 






services  and  composite  applications,  taking  into  account  people,  processes,  information  and  the 
organization assets. SOA Governance allows  largely offset the risks  inherent to the  implementation of 
such  architecture  and  thereby  to maximize  the  benefits  for  business.  Establishes  responsibility  for 
decisions,  defines  the  appropriate  services,  allows  the  management  of  assets,  and  measures  the 






















Marks  and  Bell  [Marks,  E.,  Bell,2006],  presents  that  an  SOA  Governance model  defines  the  various 
governance  processes,  organizational  roles  and  responsibilities,  standards  and  policies  that must  be 
adhered in the SOA conceptual Architecture. Effectively, SOA Governance is one of the critical elements 




the  evolution of  the  technology,  these  systems will be built on  technology  layers  to  support  various 
types of  services  and  activities of  the organization. Appears  increasingly  the need  to  integrate  these 
systems in order to improve the performance of the various departments and align their activities with 
business  goals.  But  this  integration  is  difficult  to  be  implemented.  Two  consensual  solutions  can  be 
adopted to make the integration of systems: it can be to rip out all the legacy applications and replace 
them with modern ones, or  to  rewrite  the  legacy  systems  for modern  applications  server platforms. 
However  the disadvantage of  these  solutions/approaches  is  the  facts  that  are  too  expensive  for  the 
organizations and difficult to implement specially by the complexity of the platforms and the difficult in 
integrate the architectures. The SOA presents a simple concept of services that permit  isolate areas or 
elements  of  the  platforms  (or  architectures)  enabling  the  flexibility  of  reusable  services.  In  order  to 
begin the process of implementing SOA an organization must begin thinking about its IT capabilities as a 
body of services  [Mark,2006. The process of  identifying services  in an organization  focuses on process 
domains or business units. In other and, these process domains provide a focus and scope for services 
identification and analysis.   Marks and Bell, present a collection of models required to  implement SOA 











advantage as  it acts a differentiator  for  the business. When  focused on people,  the approach  should 
seek  innovation  in  interaction and collaboration  through services, usually with  the  implementation of 
portals,  allowing  the  integration  of  employees,  customers  and  suppliers.  To meet  the  challenges  of 
business, companies need to boost the way the employees and partners communicate with each other.  
When  focused  on  process  as  the  entry  point,  the  innovation  of  the  business model  is  achieved  by 
treating tasks as modular services, integrating processes and aligning the business and IT needs to gain 
flexibility  and  agility  in  the  business,  facilitating  the  implementation  of  BPM  (Business  Process 
Management) [Smith,2003].   When  focused on  information,  innovation  is the provision of  information 
as  a  service  to  improve  decision making.  However,  the  combination  of  these  elements  in  the  SOA 







dynamic way.  In  its approach,  IBM  identifies [Sandy,2007] five stages  in the SOA  lifecycle that support 
and  promote  best  practices  for  the  modernization  of  legacy  systems  into  a  SOA  architecture,  as 
illustrated  in the figure 2.   The first phase  is to define the Strategy,  i.e. a set of goals and objectives  in 
terms of business and  IT, performance  indicators (KPI ‐ Key performance  indicators) [Parmenter,2007], 
to  develop  a map  of  what  is  sought  and  strategies  to  achieve  it,  plan  and  establish  priorities  for 
initiatives, monitor  the plan.  It  is a  critical  stage  to properly align  the business objectives with  the  IT 
goals  in a SOA  long  term approach. The Model stage consists of decomposing  the business processes 
and  constructing  a  service model  that  aligns  with  the  business  process  goals  and  requirements.  It 
involves the assessment of the current environment of business and IT as well as to establish a model of 
the desired end state, identifying the services required by business processes. The model designed has 
to be easily understood by  the business experts and  the  technicians. The Assemble phase  is  to build 









the  business  needs  and  expand  the model  of  services  as  business  needs  evolve.  At  this  stage,  the 
operational  environment  and  the policies  expressed  in  the  assembly of  composite  services deployed 
have  to be maintained. The management phase also  involves measuring  the performance of  services 
through KPIs and making the necessary adjustments to meet the business objectives [IBM,2006]. 
2.3.2 The Oracle approach 
Another approach of one of the  largest organizations  in  information technology  is the concept defined 
by Oracle  [Davies,2008]. Oracle  recommends seven key  steps  for effective SOA adoption, highlighting 
best practices  for SOA  implementation, based on  real‐world SOA  implementation experiences.   These 
steps  are:  the  Portfolio  Services,  the  Connectivity  and  messaging  step,  the  Process  Orchestration, 





directory. The Connectivity  and messaging  consists  in determining  the protocols  that will be used  to 
connect the services. There are several alternatives such as SOAP, Web Services Invocation Framework 
based  on  the  WSDL  standard.  Protocols  should  be  selected  taking  into  account  the  needs  of 
performance, scalability, quality of service and  interoperability. In the Process Orchestration, workflow 
and  rules  step  should  be  defined which  applications  and  business  processes  around  those  services. 
Oracle  recommends  the  Business  Process  Execution  Language  (BPEL)  [Harish,2006]  that  allows  the 
definition of the business processes and workflows in a standard format. It also highlights the advantage 
of  defining  the  business  logic  in  external  business  rules  through  rules  engines.  The  treatment  of 
exceptions  should  be  considered  taking  into  account  the  performance  required,  sometimes 
contradictory  requirements.  At  this  stage,  testing  is  critical  and  important  as  complex  for  the 
asynchronous processes orchestrating many external services.  
Oracle strongly encourages  the development of a  testing  framework and  the use of  testing  tools  that 
support  the SOA standards.  In  the User  Interfaces step several options should be considered, such as 
Web GUI  interfaces, portals. Early  in the SOA design process,  it  is essential to define Key Performance 
Indicators (KPI) which monitor the transactions of the business and thus provide information relevant to 
the  processes  improvement.  These  KPI  characterizes  the  Business  Activity  Monitoring  step.  In  the 
context of  the Security and Management  step,  the security has become  increasingly critical, with  the 
amount of information that proliferates over the networks, with the legal changes and the need for data 
protection  to  preserve  confidentiality  and  privacy.  Thus,  standards  emerge  such  as WS‐Security  to 
enable  the  secure  exchange  of  information  between  processes  and  services,  even  when  different 
technologies are involved. The WS‐Security standard provides a standard mechanism for authentication 
and access control  for  services as well as  full or partial encryption of  the message data. The Security 
Assertion Markup Language (SAML) provides a mechanism for role‐based access control and centralized 




of  the  systems  needed  to  achieve  the  expected  loads.  The  completion  of  these  tests  during  the 
prototyping and design stages will help identify potential bottlenecks in performance when there is still 
time  to  change  the key design decisions. Another good practice  in  terms of performance  is a  careful 
selection among asynchronous and synchronous service interfaces [Shaffer,2009, Shaffer,2009]. 
2.3.3  Approaches comparison 
These  two  approaches  are  complementary.  While  IBM  provides  a  generic  methodology  for 
implementing  SOA  architecture,  Oracle,  in  the  seven  steps  it  defines,  focuses more  specifically  on 
technical  issues to be addressed  in  the model and assemble phases  identified by  IBM  in  its approach. 
The initial phase of strategy definition is addressed by Oracle in the assessment it recommends based on 















• Architecture  through  the  architecture  planning,    including  the  planning  of  the  services  portfolio, 






• Tactic:  SOA  is  applied  to  existing  projects  including  the  integration  of  customer’s  data  and  the 
implementation of some reusable services; 
• Strategic: strategic automation and transformation of business processes and systems integration; 
• Enterprise:  automation  has  been  largely  implemented  and  the  focus  is  now  on monitoring  and 
measuring toward continuous improvement of business processes;  
• Level  5:  the  IT  infrastructure  is  SOA,  business  and  IT  go  hand  in  hand  to  deliver  continuous 
automated business improvement. 




and  other  organizational  factors  that  will  lead  to  SOA  success  and  then  architect  the modeling  to 
implement SOA.   Additionally  to  the  issues  involved  in  the process of change  is necessary  [Marks, E., 
Bell,2006]  take  into  account  a  number  of  important  questions:  How  to  organize  the  enterprise 





as  behavioral,  cultural  and  other  organizational.  Besides  the  organizational  structure  to  allow  the 
viability of the project, the administration of organizations must be sure that the strategic objectives will 
improve with the adoption and implementation of SOA. Moreover, there is a need to involve employees 
in particular those who are  less receptive to the process of change. Other challenges are  found  in the 
successful adoption of SOA as service ownership, business and IT relationship and budgeting practices. 
Marks and Bell [Marks, E., Bell,2006] presents a set of questions, allowing architects to evaluate SOA the 
adoption  of  SOA  (in  more  technical  terms),  such  as:  how  to  organize  the  enterprise  architecture 
functions and roles to support the SOA? How to organize  the developer  resources to help ensure  the 
realization of the goals and performance of the SOA  initiative? What  is the optimal  IT structure for an 
SOA? What are  the skills,  roles and competencies of your organization architecture  that will  facilitate 
migration to SOA and attainment? Indeed, the adoption of SOA is a set of challenges that must be taken 





As we mentioned,  for  the  implementation  of  SOA  oriented  integration  is  necessary  to  examine  the 
interaction  between  people,  processes  and  information.  In  turn,  to  identify  services  (defined  in  the 
concept  of  SOA)  there  is  a  need  to  analyze  existing  processes  at  various  levels  of  the  organization, 
business, technological and organizational. In spite of the importance of these three types of levels, the 
business level is one that has special significance as it reflects the activity of organizations and the main 
objective  that  is  based  on:  business.  In  other  hand,  the  Business  Process  Management  (BPM) 






processes,  as well  as  implementation  of  SOA  in  particular  in  the  identification  and management  of 
business processes that will be materialized in services. 
For Ould Ould,2005 a process is a coherent set of activities carried out by a collaborating set of roles to 
achieve  a  goal.  It  presents  a BPM method  called  Riva  to  address  the major  emerging  technology  of 







Slack  Slack,2009  presents  a  methodology  based  on  the  analysis  of  logical  processes  (phase 
methodology) that defines  four stages  in the processes management  in particular  for use  in the BPM. 
These  four stages are: Process management, Discovering, Assessment, Redesign and deployment. The 
advantage of this methodology  focuses on the  fact  that  it  is simple  to understand and apply enabling 
handling large‐scale process redesigns and permits view by Weighing Desires against the organization's 
competitive realities. 
Mathias Weske Mathias,2007  presents  a methodology  where  the  BPM  is  divided  into  five  phases: 
business  strategy,  goals,  organizational  business  processes,  operational  business  processes  and 
implemented  business  processes. According  to  this  author,  the  business  process  consists  of  a  set  of 





thus  the  relationship  between  SOA  and  BPM  becomes  an  asset  for  the  definition  of  services  and 
contribute to the successful implementation of SOA architecture. 
4 CASE STUDY – ADOPTION OF SOA IN A PORTUGUESE COMPANY 
Increasingly,  organizations  need  to  be  competitive  and  devise  business  strategies  to  cope  with 
competition,  increase  their  levels  of  profitability  and  efficiency.  In  the  north  region  of  Portugal  are 
located more  than  five  thousand  small and medium enterprises operating  in various  fields of activity 
including  trade,  production  and  services.  These  companies  are  typically  grouped  in  industrial  parks 
[CEVAL,2009],  they  are  characterized  by  the  existence  of  various  internal  sectors  (e.g.  production, 
logistics  and  commercial)  typically  having  with  independent  information  systems  but  requiring 
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interconnection.  Despite  the  diversity  of  activities,  the  vast  majority  of  those  small  and  medium 
businesses handle and execute, in their daily activity, various business processes (supported by manual 
processes  or  by  independent  information  systems)  which  they  could  optimize  and  restructure  to 
increase commercial, financial and manufacturing efficiency.  
Given the reality of the organization and the reality of small businesses in North Portugal, the adoption 
and  implementation  of  SOA  will  be  a  change  because  it  would:  align  the  business  processes  and 




efficiently,  partners  and  distribution  channels,  create,  optimize  and  enable  new  opportunities  to 
generate  long term revenue and enable a greater Return on  Investment,  IT costs reduction and better 
management of Information Technology resources. 
Based on this reality, taking into account the potential of this type of architecture and considering all the 




In organizational  terms  this manufacturing  company, owned by  an American  company,  leader  in  the 
Office Equipment and Products business, is located in Arcos de Valdevez [ARCOS,2009], Viana do Castelo 
[VIANA,2009], where  the  facility produces binding machines. Typically  the Administration company  in 
the Portuguese Country shall remain  for short periods of time  (normally 2 or three times a year). The 
local  company  has  any  power  of  autonomy  at  the  local  level,  however,  technological  and  strategic 
decisions  may  be  decided  at  the  headquarters  of  the  company,  may  be  adopted  restructuring  or 
adopting new technology  layers. Considering the culture of  innovation  in the organization and training 
of most staff,  to be receptive to the process of change and thus are  involved  in a positive way  in  the 
adoption of  SOA. However,  the organization  is  still not oriented  to process  (and  specially  to process 
management)  that  might  hinder  a  future  implementation  of  SOA.  This  feature  may  not  show 
organizational management to the administration of the potential adoption of SOA. However, with the 
implementation  of  ISO  9001  (quality  of  services)  which  are  defined  business  processes  and 
organizational processes, it will facilitate the task of guiding the processes. For the process entity and in 
order  to  implement  this  process  management  approach  as  a  discipline,  a  pilot  project  is  being 
conducted  in  the  Supply  Chain  Management  area,  using  the  Business  Process  Management 
methodology  of  Slack  S.  Slack,2009.  The  objective  is  to  acquire  know‐how  in  implementing  such 
approach. To begin this survey we analyze the organizational, business and technological processes. We 
start the first phase analyzing the main processes and prioritize them. This work was helped by the fact 










company.  However,  BPCS  does  not  support  all  the  activities.  Thus,  still many manual  tasks  can  be 
identified  due  to  missing  work  flows  supported  by  technological  tools  that  would  enable  the 
implementation  of  automated  processes,  typically  in  the  approvals  processes,  as  well  as  missing 
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complementary  requirements.  On  one  hand,  the  need  to  build  new  features  based  on  the  existing 
system,  that would  implement  business  rules  in  an  agile  and  flexible manner without  requiring  the 
development  of  customizations.  Furthermore,  the  need  for  systems  integration  with  partners  is 




Although  requirements  have  been  identified  indicating  a  possible  basis  for  applicability  of  such 





management  choose  one  single  integrated  system  for  the  whole  group  or  a  SOA  architecture 
approach that would enable the integration of all existing systems globally?. If the adoption of SOA is 
to be followed, the SOA architects will have to answer the following questions: how to organize the 





processes  there  is  a  hard work  to  do  in  the  background  through  the  implementation  of  BPM  to 




• Complexity of the technology  involved: the  implementation of SOA architecture requires mastering 
emerging  technologies  in  terms  of  new  protocols,  new  standards,  new  languages,  new  tools, 
elements  that  require a  large  investment  in  training of  IT  resources and acquisition of know‐how. 
Also  in  terms  of  SOA  implementation  it  will  be  required  a  SOA  Governance  to  ensure  that 
Information Technology efforts meet business needs. 
While  there  is  ground  for  an  eventual  services  orientation  with  the  implementation  of  BPM,  the 
company  has  not  the  autonomy  neither  the  capabilities  to  take  a  step  further  towards  the 
implementation of SOA architecture. So,  initially  the company can start by creating opportunities and 
gain experience  through  the  implementation of simple and small projects, with a  limited scope. Then 
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later on,  the possibility  to  reach a more advanced  level of maturity  in SOA could be considered. This 
implementation will be  greatly  facilitated by  the  assessment of  all business processes based  the  ISO 
9001  standard  and would  enable  to  create  system  integration  between  applications  based  on Web 
Services. 
5  CONCLUSION 
The  implementation of SOA architecture certainly brings benefits  to  the business; however due  to  its 
complexity, its success has to be based not only on a strong knowledge of the technology involved but 
also  on  the  use  of  good  practices  and  the  establishment  of  a    good  governance.  Although  it  is  an 
alternative for continuous improvement in terms of performance and efficiency of business processes, it 
represents a great challenge for the small and medium companies of North Portugal. Several problems 



































































Service‐orientated  architecture  is  a  very  popular  approach  for  building  large  scale,  modular  and 




research‐in‐progress  paper,  we  present  a  research model  for  identifying  and  validating  the  factors 
affecting  SOA  adoption  in  business  contexts.  Our  model  takes  into  consideration  both  theoretical 
background regarding factors of impact on IT innovations adoption and factors closely related to specific 







constructs  to  support  the  development  of  rapid,  low‐cost  and  easy  composition  of  distributed 
applications even in heterogeneous environments (Papazoglou et al., 2006). Regarding SOA, there is no 
single definition that has been unanimously agreed upon by everyone. Instead, several definitions were 





for design and development of  information systems and systems  integration, based on the  interaction 
model  of  service  provider  –  broker  ‐  consumer.  Its  set  of  principles,  policies,  practices,  frameworks, 
describes the interaction and lifecycle of loosely coupled services in a way mapping their infrastructure 
to business process flows and business goals. Services are autonomous software entities, interoperable, 
location  transparent,  platform/language  independent  which  provide  self‐contained  business  logic, 
published under an abstract, network addressable, public and dynamically discoverable  interface and 
can be  composed  into  other  services.  Their provision  and  consumption may  be  subjected  to  an  SLA 
contract  and  be  under  the  control  of  different  ownership  domains.  Services’  functionality  can  be 
exposed from existing systems, purchased from third parties or developed from scratch. Assumed by its 
definition,  SOA  can  be  used  to meet  EAI  requirements  (Deng  et  al.,  2008)  but  is  not  limited  to  an 




The  most  prominent  technologies  that  implement  the  SOA  architectural  approach  today  are Web 




the paradigm of Service Oriented Computing  itself,  from  the moment  it  first came  to  the  foreground 
until now.  
The  specific  research  aims  to  examine  how  business  organizations  decide  to  adopt  or  not  service‐
orientation  in  their  IT  infrastructure. Our  research problem  is  targeted  towards  identifying  the critical 





Reviewing  the  structure  of  this  paper,  in  section  2, we  present  the  theoretical  background  for  this 
research, which focuses on factors affecting IT innovations adoption. Section 3.1 describes the high level 
research model and hypotheses developed, while sections 3.2, 3.3, 3.4 and 3.5 further analyze the high 




According  to  the  literature,  innovation  and  adoption  research  as  well  as  organizational  behavior 
research have been used to theoretically explain the relationship between organizational factors and IT 
adoption.  The  level  of  IT  sophistication  and  organizational  readiness  has  often  been  identified  as  a 
predictor of successful IT adoption. The size of the organization has also been a proven determinant of 
organizational attitude  towards adopting new  technologies. Moreover,  it has been widely  recognized 
that the support of top management is crucial as a success factor in IT adoption decisions. Regarding the 
decision  to adopt  IT,  the organization  is also  influenced by  its environment. The aforementioned are 
only a sample of factors that may affect the adoption of an IT innovation.  
A lot of academic research work in this field provided us with the appropriate background for our study.  








al.,  2005),  internet  based  inter‐organizational  systems  (Solimana  et  al.,  2004),  data  warehouse 
implementations (Ramamurthy et al., 2008), as well as XML and Web Services which is much related to 
SOA  (Chen, 2003). Additionally, an empirical  study on web services challenges during adoption  in  the 
financial industry (Ciganek et al., 2005) constitutes related work with our SOA adoption factors model.  
Based  on  an  extended  literature  review,  sample  of which we  have mentioned  above, we  present  a 

























































As  listed  in Table 1, the category regarding Technological factors  includes drawbacks of the  innovation 









order  to  fit  the  generic  literature  IT  adoption  frame  to our  research  target, we  included  the  specific 
beneficial attributes of SOA (we name these “SOA value factors”), which we consider possible factors of 
impact on whether an organization decides or not to adopt SOA.  
In  the  framework  below,  rectangles  represent  categories  of  factors, while  intention  to  adopt  SOA  is 










SOA value components can directly or  indirectly affect  intention  to adopt SOA.   An example of direct 
impact is that companies consider interoperability as a SOA value factor and this fact attracts companies 
to adopt SOA  than other architectural  styles.   An example of  indirect  impact,  is  that  companies with 
numerous and heterogeneous information systems consider interoperability during integration a critical 
factor for their successful operation. Since there is no other alternative than SOA at the moment which 
promises  this  degree  of  interoperability,  they  end  up  adopting  SOA.  So  the  factor  that  affected  the 
adoption of SOA  in this case, was a specific organizational characteristic of an enterprise (the complex 













of  them  are  general  as  we  listed  in  Table  1  and  thus  are  also  included  here  in  our  SOA  adoption 
framework.  These  include  perceived  complexity  of  the  technology,  technology  maturity,  perceived 
relative advantage (perceived need for the technology), ability to observe and test the technology and 


















the  service.  Therefore,  transactions  that  involve  the  composition  of  services  require  either  nested 
transactions or a redesign of transaction demarcation. Secondly, agents performing data changes (i.e., 
the service providers) are distributed, and, hence, a distributed transaction model  is needed. Because 













Versioning  is  another  key  issue  in  a  SOA  that  must  be  addressed  effectively.  In  an  extended 
implementation,  where  numerous  consumers  may  request  a  service  operation,  a  service 
modification/upgrade could result in malfunction of some systems‐consumers. Backward compatibility, 




• SOA  involves  distributed  computing.  The  need  to  communicate  over  the  network  increases  the 
response time.  
• The  interaction protocol  sometimes  requires a  call  to a directory of  services  to  locate  the desired 
service. This extra call increases the total time needed to perform the transaction.  
• The ability to make services on different platforms  interoperate seamlessly has a performance cost. 
Intermediaries  are  needed  to  perform  data marshalling  and  handle  all  communication  between 
service user and provider.  
• The  use  of  a  standard  messaging  format  increases  the  time  needed  to  process  a  request.  For 








Environmental/Industrial  factors  (Figure  3)  are  related  to  the  specific  environment  where  an 
organisation performs  its business. These  factors generally affect each  IT  innovation adoption process  






Organizational  factors  (Figure  4)  are  related  to  organizational  specific  attributes  that may  generally 
affect  IT adoption or specifically SOA adoption. The  framework below, analyzing organizational factors 





infrastructure  for  accommodating  the  innovation  is  also  an  important  sub‐category.  Moreover, 
organizational culture  is  indeed a fact that always affect IT adoption. Management attitude towards  IT 
innovation  is  recognised  by  the  literature  as  a  significant  factor  in  this  sub‐category.  Importance  of 
compliance with regulation and/or global standards and best practices for the enterprise might also be 
another driver for adopting or not a technological innovation. Organizational culture, as described in the 
literature,  includes  numerous  attributes  that we  considered  irrelevant  in  the  case  of  SOA  and  thus 
excluded them from the framework. After this critical review, we included in Organizational Culture sub‐
category eight  factors as presented  in Figure 4. Existing and well‐defined definitions of business rules, 
practices  and  processes  is  another  factor  that  always  makes  technology  adoption  easier  for  an 
organisation, and thus may affect  its  intention to adopt  IT  innovations. This  is specifically applicable  in 
the  case  of  SOA which  is  characterized  as  a  business  process  oriented  architecture.  Non‐functional 
requirements are also a significant sub‐category, since for example an organisation that considers real‐
time  systems’  response  critical  for  its  business  goals, may  reject  the  idea  of  SOA  due  to  its  limited 
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business  value  (benefits  –  costs  =  business  value), we  have  included  in  our  framework  all  claimed 
business  value  attributes  of  SOA  (Figure  5),  being  either  classified  as  factors  of  cost  reduction  or 
increased  revenues. We  say  “claimed” because  it  is out of  scope  for  this  research  to prove how  real 
these  benefits  of  SOA  are  and  to  which  extent.    Since  academic  literature  (Papazoglou,  2003; 
Öhrström,2007),  industrial publications (WebMethods,2005;   Gartner; Classon, 2004; Schmelzer, 2005; 
IBM, 2006) and case studies (IBM, 2005; CentraSite; ESRI,2007; Fethi et al. ,2006) by vendors, consulting 












parties  others  under  payment  is  also  a  self‐explained  benefit.  Services  don’t  have  to  be  bought  as 
complete  components  and managed  in  house,  and  they  don’t  have  to  be  developed  from  scratch. 
Instead, services can be outsourced. They are self‐contained  , thus providing an autonomous business 
functionality and on  top of  this  they are  interoperable  and  location  transparent  (being even  invoked 
through  the  internet), which means  that any organization may expose  its services  for external use by 
other systems (partners or not) and get an extra revenue. In the opposite scenario, an organization can 




overall  enterprise  SOA,  even  though  a  new  system  is  selected  for  the  needs  of  a  business  unit,  the 
organization is able to choose the best‐of‐breed software for the specific use, based on functionality and 
price criteria, and still assuring its interoperability with the existing service oriented infrastructure.   
Another value  factor  is  claimed optimization of  customer  service. A  service‐oriented architecture  can 
link  disparate  business  processes  and  data  sources  in ways  that were  previously  impossible  due  to 
technological  barriers  that  kept  them  in  silos.  The  greater  sharing  of  data  and  improvement  of 
workflows  can  mean  less  hassle  for  a  customer  and  a  more  streamlined,  consistent  customer 
experience. New products and services may also be quickly  launched thanks to the agility provided by 
SOA and the  reusability of existing services and  legacy applications. On  the other hand, multi‐channel 
support for customer service (portals, web, mail, phone, mobile, branch representatives) backed up by 
SOA  solutions  (common  business  logic  and  infrastructure  layer)  may  also  be  a  significant  factor 







This  research  project  is  designed  to  empirically  test  and  validate  the  research model  presented  in 
section  3.  The  study will  employ  a mixed method  approach. Our  framework,  after  analyzing  it  to  a 
second  level  (Figures  2,  3,  4,  5),  becomes  too  detailed  and  complex,  including  numerous  impact 
hypotheses  which  will  not  be  easily  tested  or  confirmed.  Consequently  we  shall  first  perform  an 
exploratory research step, such as focus groups composed by practitioners / professionals and academic 
participants,  which  will  reveal  the most  important  factors  and  hypotheses  to maintain  in  our  test 
framework. The feedback will be incorporated into the survey model.  
After  finally determining which  factors  (rectangles) and hypotheses  (arrows)  should participate  in  the 
next step, quantitative research will provide as the means to confirm hypotheses. The quantitative data 
will  be  gathered  through  a  survey  and  be  used  to  identify  the  influence  of  various  organizational, 
technological, environmental and SOA related variables on the adoption stage. 
Questionnaires will  be  used  as  a measurement  instrument  for  all  factors  participating  in  the model. 
Open questions will not be used so as the results can be easily quantified. All  latent variables / factors 
shown in the model will be measured through specific item scales, in such a way so as to form nominal, 






use,  low  cost  and  greater  interactivity.  Sample  is  about  to  include  different  size  of  organizations,  in 
different countries, of different business activity and various organizational characteristics and business 
environment. 
After data collection  is completed, exploratory  factor analysis could drive us  to hypotheses of  impact 







While  service‐orientation  is a wide‐spread  idea  in both academia and  industry,  there are  still a  lot of 
research gaps  in  the  service‐oriented computing area and especially  in  the business domain of SOAs. 
Factors affecting the adoption of SOA by enterprises have not been studied yet, as they have been in the 
past  for many  other  technological  innovations  such  as  ERP,  EDI,  data warehouses,  e‐commerce  and 
others.  In  this  research‐in‐progress  paper,  we  examine  the  factors  influencing  the  diffusion  and 
adoption of SOA in the world of business. We have developed a research model, which includes factors 





number of  factors  that will be examined, probably  through  focus  groups,  (2)  finalizing measurement 



















































































































to help with  the  choice of  the appropriate migration method of  the  content  from one Web Content 
Management System  to another. The  research  is  supported by a survey conducted with a number of 
large companies and organizations. The conclusions can be taken into consideration in order to evaluate 
the different data migration approaches. 














The data migration process, however,  is quite  risky. The  frequency,  in which  the migration procedure 
applies, does not guarantee  its success. The statistics show that 83% of data migration projects either 
fail  or  exceed  their  pre‐decided  budget  and  implementation  plan  (IBM Business  Consulting  Services, 
2006). This  is  rather unacceptable,  since  the  content  that needs  to be migrated  is, usually, of  critical 




method.  The  problem  is  that  the  best  way  to  perform  data migration  is  unknown.  This  is  due  to 






of  which migration method  would  be  the most  profitable  for  a  specific  enterprise  or  organization 
project. 
In section 2 there is a literature review available, presenting the background of data migration research 


























that  can help with automated parts of  the migration,  can help an enterprise or an organization with 
faster migration. 
Such a process, however, can be extremely costly since  it  takes  long  time until  the code  is  ready and 
does not guarantee successful results. The requirements needed to build the scripts are many: business 
requirements,  technical specifications, correct building of scripts, quality assurance and stress  testing. 
Full method  of  setting  the  requirements,  also,  needs  to  be  taken  into  consideration:  assessment  of 
handling  specific  content  types  and  applications  to  control  all migration  activities  such  as  control  of 
error reporting (Vamosa, 2006a). The return on investment is not sure, since after the data migration is 




This  approach  refers  to  the  use  of  a  specific  tool  that  is  usually  a  software  packet  built  by  another 
company, which  can perform  the migration  automatically  from  the old  system  to  the new one.  The 
449 









Usually,  they  are  dynamic  solutions  that  can  adapt  to  new  formats  or metadata  changes  that  the 
customer might require. 
Iterative  and  repeatable  functions.  The  same  tool  can  usually  be  used  again  after  a  migration  is 
complete.   
Ensuring quality of results. Frequent and iterative controls help with guaranteed migration without lost 
or  corrupted data.  The quality  tests  that most of  the  tools promise  can help with  advanced  level of 
assurance. 
The  above  characteristics,  however, might  not  outweigh  the  problems  that  an  automated  solution 
incurs. Software  licensing costs and  investment  in trainings and skills for the possibly complicated and 
sophisticated tools are some of them. Besides, the tools are not “self‐handled”; there is always the need 
for  somebody who  handles  the  functionalities  of  the  tool  and,  of  course,  for  people who make  the 
decisions on unexpected problems and the planning of the migration. 
2.2 Literature Review 
As  far  as  data migration  on  an  academic  research  level  is  concerned,  there  is  some work  published 
mainly from a technical perspective.  In fact, one of the most relevant academic publications studied  is 
about data migration  and  analysis  in enterprise  systems.  It  focuses on  the  suggestion of a migration 
schema executed as a result of best‐in‐class choices of technology in business that results in a collection 
of data management systems (O’Conor, 2005).  
In addition,  there are  some paper  reviewed about data migration between different  types of devices 
instead of WCMSs. For example, there is an interesting publication with the involvement of Hitachi that 
searches for a data migration method between storage devices according to the value of the data; this 
value changes within  time and after many uses of  the applications, so  the data need  to be shifted  in 




compute an efficient plan  for moving data  stored on devices  in a network  from one configuration  to 













technical  solution  is not  always  the best business  solution  (Sceals  et  al, 2008). Besides,  according  to 
Michael  Strange  (2006),  who  makes  suggestions  about  how  to  avoid  data  migration  delays,  “the 
technical  issues  can be  complex, but  at  least  they’re predictable.  It’s  the non‐technical  strategy  that 
often causes delays down the road.” (Strange, 2006). 
Marc Kilburn and Gavin Harvett (2005) agree that data migration is a challenging process. They point out 
some  issues  that are critical  to consider when choosing a productivity  tool and  they encourage some 
research by asking questions about reference projects that applied successfully a specific methodology 
or used a specific productivity tool to migrate data (Kilburn et al, 2005). 





solution  between  Web  Content  Management  Systems  is  quite  newly  addressed  to  the  research 
community,  and  there  are  currently  scarce  academic  standards  and  very  few  official  comprehensive 
studies. So,  the conducted  research  is based on  theory building  from case studies  (Eisenhardt, 1989). 
The  case  studies  are  helpful  to  gain  deeper  understanding  about  a  specific  phenomenon  under 
investigation  (Pousttchi et al., 2006). Anyway,  it  is  recommended  to gather data directly  from people 
when  it  comes  to  a  research work  (Booth  et  al.,  2003).  The  opinion  of  the  people who  are  directly 
involved in a migration project is of high significance for the evaluation of the different methods.  
3.1 Who we talked to 
The practical  research  is conducted  in  the  form of personal  in‐depth  interviews with experts working 
within the field.  
The participants in the interviews are: 









• Migration  tool vendors. The vendors can contribute  to  the study with  their perspective of what  is 
special with their tool and its deficiencies.   
In  total,  there  are  thirteen  interviews made.  They  are  conducted  in  a personal,  face‐to‐face manner 








The  conducted  survey  focuses  on  the  practical  issues, which  pop‐up  in  live  cases  of migration.  The 
questions  were  formed  after  analysing  the  theory  from  the  literature.  Common  issues  that  were 
highlighted  in  the  academic  papers  or  the  industrial  white  papers  were  asked  to  the  experienced 
interviewees for verification, rejection and description of the possible solutions. For example, they were 
asked about the way, they usually conduct the migration (manually/automatically/semi‐automatically), 
and  if  automatically, which  tool  they  use;  about  the  duration  of  the migration,  the  volume  of  the 
information  being  transferred  (number  of  sites,  number  of  pages),  the  issues/problems  with  the 
migration, the existence of downtime while migrating the data. They were, also, asked to describe their 
latest migration project as a real‐life example.   
After  the  results  of  the  interviews  are  gathered,  a  deductive  approach  is  chosen  to  be  followed. 
Classification  and  categorization  of  the  results  can  help with  a  cross‐case,  qualitative  analysis  that, 
finally, can lead to valid conclusions (Eisenhardt, 1989). 
4 CASE STUDIES RESULTS 
The  results  gathered  from  the  interviews  are  presented  in  the  following  section.  There  are  tables 
showing  detailed  data  from  complete  migration  projects  categorized  by  the  company’s  business 
orientation. 
4.1 Web Content Management System vendors 
Open Text  followed a  semi‐automatic way  for  its described project  transforming  the data using XML‐
based modules. On  the other hand, Microssoft and Oracle  followed a manual method. The Microsoft 




exactly as  it  is, changed, or to be completely removed. One of the most  important pre‐requisites for a 
successful migration  is having a solid, well‐organized content management system so as the migration 
can  take place more  smoothly and with  less effort. Therefore,  the business  rules  set  for a migration 
would become simpler and easier to implement. The business requirements, finally, dictate what type of 




criteria,  such as  the actual applications  that need migration,  the  functionalities of  these applications, 
what kind of change needs to be done to the metadata and the structural changes that need to be done. 























































content  of  all  the  platforms,  remove  the  old,  incorrect  or  duplicated  data  and  decide  on  the  new 




VINNOVA  is the Swedish Governmental Agency  for  Innovation Systems. They migrated 600 web‐pages 
of mixed types from Spirello to EpiServer in 2004. Initially, they tried to write some pieces of code, but 
























































Folksam  is  a  Swedish  insurance  company.  They migrated both  their web  site  and  their  intranet  to  a 
unified  Polopoly WCMS.  They  preferred  to  do  the migration manually  because  they  wanted  to  go 
through the actual content themselves and decide on what  it will be  included in the new system. They 




E‐Drum  to  Escenic.  To  do  the migrations  they  use  the  export  and  import modules within  the web 
content management systems;  they export  from E‐Drum  into XML  files,  transform  them  into the new 









Singular  Logic‐  partner  of  EMC  in  Greece‐  follows  a manual  approach  for  its  clients’  projects  (the 
telecommunication operator Cosmote  is  the client  for  the described project). They prefer  the manual 
way, because  they have  the chance  to clean  the content and get  rid of  the unwanted data. They are 





As  it  is  expected,  the migration  tool  vendors  strongly  support  the  use  of  automatic  tools  for  the 
migration process. Component Software represents Informatica in Scandinavia, Kapow Technologies is a 
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For  both  Kapow  technologies  and  Nahava  the  prime  driver  to  choose  the migration method  is  the 














are  important  to  consider, while  selecting  the most  suitable migration method  for a  specific project. 
When the project is still in the planning stage, it should be taken into consideration how each migration 
method might impact on the whole procedure and hence, organize it accordingly.   
The wide  use of WCMSs  in  enterprises  leads  to  the  existence of many  industrial migration projects. 
These contemporary projects, enlightening various advantages and disadvantages, can be used to build 





























































According  to  the  research,  another  critical  factor  that  could  determine  the  choice  of  the migration 
method is the level of the existing structure and the number of the changes that should be done in the 
content. There  is not really an optimum suggestion for this case;  it  is a matter of perspective. On one 
hand,  three  out  of  seven  interviewees  (Volvo,  VINNOVA,  Folksam)  that  conducted  the  migration 
manually, explicitly stated that they chose this approach for a very specific reason. They considered it an 
ideal chance  to go  through  the content  themselves, clean  it, decide on what should be migrated and 
structure the content in the new system from the beginning. Even in the case of an automatic tool they 
wanted  to  interfere  in  the content and  its  structure and hence,  they should  spend  time on checking. 








transferred  must  be  cleansed  and  the  structure  in  the  new  system  must  be  decided.  Component 
Software strongly suggests Informatica in specific for projects that a lot of changes in the structure must 
be done. “This  is because  Informatica  is metadata based and  this way  it  is easy  to  see  the  impact of 
change  (verify  the  correct  change)”. Hence,  the use of  the  automatic  tools depends on whether  the 
customers are  informed about  their option of  changing  the  structure or not, and whether  they  trust 
their results or not.   
Finally, we should mention that  in most of the cases downtime was not a problem. In the cases of the 















































































Information  integration  is one of  the most  important  and problematic  aspects of  a Data Warehouse 






define an object named “regular sparsity map”  (RSM) and  investigate  the RSM applicability. The RSM 
saves  information  about  empty  domains  of multidimensional  cubes  and  provides  analysts with  the 
ability  to define business  rules and place data constraints over  the multidimensional model. The map 
can be  used  at many  stages  of  the  business  intelligence  system  life  cycle  (storage  and  performance 
consideration,  user‐interface  improvements),  but  its  primary  function  is  to  support  the  process  of 
discovering inaccurate and inconsistent information.  
We developed an editor  for RSM  creation and  implement an algorithm  that performs  set operations 
between  RSM  and  arbitrary  multidimensional  domains  in  the  map  space. We  are  going  to  briefly 
describe  our  implementation  approach  and  discuss  the  data  error  and  relevant  dimension  elements 






the  query  engines  for  OLAP  is  the  multidimensional  view  of  data  in  the  data  warehouse.  In  a 
458 
multidimensional model, there is a set of numeric measures that are the objects of analysis. Each of the 





in  the  form  of  n‐dimensional  cubes.  The  hierarchies  between  the  various  levels  of  aggregation  in 
dimensions are of no interest to us. 
• Dimension is a non‐empty finite set; 
• Multidimensional  space  S  over  dimensions  nDDD ,...,2,1 (n>=1)  is  the  Cartesian  product
nDDDS ×××= ...21 . It contains n‐tuples  (x1, x2,  xn) where  nn DxDxDx ∈∈∈ ,...., 2211  











• Cell  in the cube C: S → F  is a pair c = (t, f), where t∈  S, C(t) = f. The cell  is empty  if f = Ø and non‐
empty otherwise; 
• Set of empty cells in the cube C: S → F is the set E(C) = {t ∈  S | C(t) = Ø}, E(C)⊆ S. 
We might be building  a  cube  for  a  supermarket, where one dimension  (D1)  is  geography  (individual 
stores), another one (D2)  is time (months), another one (D3)  is customers and the  last one  is products 

























provoking  the  cell’s  emptiness.   We  divide  the  cube’s  sparsity  into  two  types:    random  and  regular 
sparsity.  If one  cell  is empty because of  the  semantics of  the modelled business area  (the  semantics 
enforces lack of value), then we witness “regular sparsity”. If the cell is empty, but it is possible it had a 

















of these defects  is quite hard procedure because the  input data  is related with much dependence and 
passes  through  a  number  of  transformations  until  it  is  presented  to  the multidimensional model.  A 
second time data loading is often necessary and an execution of all the steps over again. The solution of 
this problem is the data to be verified on a possibly earlier stage of its processing.  





– Validation of  the  regular sparsity map definition over a  trusted data cube  (cube without dirty 
data);  this  functionality  is  to  be  used  immediately  after  the  process  of map  construction,  in 
order to check the correctness of the specified constraints;   
– Errors detection and correction; after  the validation of map definition,  the constraints can be 
enforced over unverified data; 













Imagine  that data of  source OraLife migrates  in new  system. When  the  snapshot  for April 2009 was 
loaded  in the data warehouse system, the gender of all corporate clients  loaded from an OraLife data 
source is set to Female (because of the migration or interface errors).  The CDE module reports that the 
rule  3  is  violated.  The  CDE module  also  reports  that  there  is  sales  channel  that  violates  rule  1.  The 





and  inconsistencies  in  the actual data contents which are not visible at  the scheme  level. We believe 
that  the RSM  can  support  the process of  Instance  Level  inconsistent data detection. The Rahm et al. 
(2000) discuss  that  in order  to detect which kinds of errors and  inconsistencies are  to be  removed a 
detailed  data  analysis  is  required.  In  addition  to  a manual  inspection  of  the  data  or  data  samples, 
analysis programs should be used to gain metadata about the data properties and detect data quality 
problems. The  constraints defined with a  regular  sparsity map are an additional  source of metadata. 




or  parameters.  When  a  business  analyst  selects  some  dimension  values,  the  values  of  the  other 
dimensions can be restricted to the set of meaningful tuples. 
Let us  imagine that at a certain moment  in time tk all the supermarkets  in our company stop offering 
product pj. We have a new rule: “When time > tk then services ≠ pj”.  In the process of typical business 
intelligence slice and dice operation, the end user of the system can fix “Time” dimension to tk+1. In fact, 





over  the month. The  figure 1  illustrates  the expected effect over  the  typical user  interface of  the BI 












The  software  that will  use  the map  requires  an  algorithm  that  performs  set  operations  between  a 
regular sparsity map and a multidimensional domain. So the software  for an extraction of  the regular 
sparsity map information has to be able to answer the questions of the following type: 
Let  cR  is a regular sparsity map SCERc ⊆⊆ )(  of the cube  FSC →: , 
nDDDS ×××= ...21  and Q  is an input rectangle domain (question)  SQQ ⊆: , 
nAAAQ ×××= ...21 ,  11 DA ⊆ ,  …, nn DA ⊆ , 
We are interested  in which cells of the domain  })(,|),({ ftCQtftcQ =∈= are empty because 
of the regular sparsity:  cE RQQ ∩=   
We are also interested in which cells of the domain  })(,|),({ ftCQtftcQ =∈= are potentially 








set  operations with  rectangular  domains  in  a multidimensional  space.  You  can  see  our  idea  of  RSM 
representation and set operation algorithm in (Naydenova, Kovacheva and Kaloyanova 2009) but in our 
RSM  editor  implementation  we  do  some  modifications.  We  present  a  map  as  a  union  of  empty 
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1. Time  =  February  2008,  Region  in  (Burgas,  Pleven,  Sofia,  Stara  Zagora,Varna),  Service  in 
(Insurance, Deposits, Travel Insurance), Client Type = organization. 
2. The dimension tD , whose non‐relevant elements are of  interest to us,  is specified as a target. 
According to figure 1 this is a Service dimension. 
3. We  apply  the  algorithms  that  split  a  question  Q  to  a  set  of  empty  EQ   and  potentially 
nonempty  NEQ  rectangular domains. 
4. The projection of the values of target dimension tD  in relation to all empty  EQ domains gives 
us the list of non‐relevant dimension values. 
In the simplified example from figure 1 we receive only one empty domain: 






administrator must  consider.  Sparse  data  causes  the  data  explosion  problem  in  the  precomputation 
process and decreases the performance of OLAP. The current methods for overcoming of data explosion 
work mainly on physical  level and don’t take account of the nature of sparsity. We  introduce a regular 
sparsity map  in attempt to  look at sparsity from another angle –  is there some useful  information that 
sparsity can give us? With the help of an RSM editor and a map representation model we are going to 
implement others  regular sparsity map applications. Also  the CDE module can be  improved with data 



































The  extension  of  IT‐related  change  from  particular  organisational  settings  of  user  organisations  to  a 
broader,  complex,  multi‐actor  socio‐economic  environment,  has  shifted  the  attention  of  scholars 





they a  result of  tacit  knowledge,  trust and  ‘strong  ties’? Also, what  is  the  ‘logic’ or  the driving  force 
behind the formulation of such relationships? Is it a collaborative spirit or an antagonistic attitude based 
on opportunism? Based on  the Agora of  Techno‐Organisational Change  concept, which  refers  to  the 
broader  IT marketplace  and  the way  it  is  shaped, we  examine  the  case  of  a  long‐term  relationship 
between  an  IT  firm  and  a bank  in Greece. This  case provides  some answers  to  the questions  above. 
Findings suggest that the  logic that drives the shaping of the  IT marketplace  lies with the actor and  in 
that  sense  there  are  multiple  logics  expressed  by  different  actors’  viewpoints,  while  relations  of 
competition,  collaboration,  long‐term  or  ad  hoc  are  all  existing  possibilities  within  the  broader  IT 









house generated and  implemented change of  local scope,  it has gradually extended outside particular 
organisational boundaries of  the users and  into a broader marketplace  involving multiple actors on a 
global  scale.  Therefore,  from  segmented,  isolated,  in‐house  generated  and  maintained  to  more 
sophisticated,  networked  and  community‐based,  market‐style  techno‐organisational  change.  The 
reasons for this shift are quite complex, they are related to long‐term socio‐economic changes and have 
been explained in various ways. Scholars talk about shifts in the techno‐economic paradigm (Freeman & 
Perez,  1988) with  the  emergence  and  dominance  of  ICTs‐based  industries which  changed  the ways 
innovation  is  happening.  Especially  technological  innovation  in  distributed multi‐task  and multi‐level 
organizational  systems  which  face  problems  of  efficient  inter‐operability  significantly  differs  from 
discrete sequences of one‐off processes of adoption of  innovation or  from  local solutions  to software 
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engineering  problems.  The  complexity  of  technologies,  combined  with  the  eventual  complexity  of 
systems  of  functionalities within  organisations,  requires  extended  networks  of  service  providers  and 
vendors of  IT‐products. Networked enterprises  (Castells, 1996; 2001; Kling, 2000; Ekbia & Kling, 2005; 
Damaskopoulos,  2005)  where  informatisation  changes  the  nature  of  organisations,  change  also  the 
character  of  nexuses of  transactions  (Cordella,  2006).  The  extension  of  IT‐related  change  to  a wider 
multi‐actor,  socio‐economic  environment  has  shifted  the  attention  of  scholars  studying  IT  in 
Organisations towards the study of the broader IT marketplace.  
In  parallel,  there  is  an  increasing  tendency  towards  commoditisation  and  commercialisation  of 
knowledge  and  expertise  (OECD,  1996).  Some  studies  are  exploring  both  the  commoditisation  of  IT 
(Swann, 1990; Swann & Lamaison, 1989) and of organisational processes (Davenport, 2005) while others 
explore  the strategic challenges around  these  tendencies  (Tierney & Williams, 1990) and  the  limits of 
commoditisation  (Brady et  al, 1992;  von Hippel, 1994). As  a  result,  the  above  shift  is  reinforced  and 
business  firms,  instead  of  developing  and maintaining  in‐house  knowledge,  they  choose  to  turn  to 
networking  and  alternative market‐style  arrangements  (Whittington, 1992;  Scarbrough,  1999; Callon, 
2008).  In  other  words,  tendencies  of  commoditisation  and  commercialisation  of  knowledge  and 
expertise have reinforced the emergence of a broader network of socio‐economic relations within which 
recourses  for  IT‐related  change  are  developed,  diffused  and  used.  Therefore,  IT‐related  change  in 
organisations is becoming increasingly commoditised, commercialised and it is extended from particular 
organisational boundaries of a user to a broader, multi‐actor, marketplace. The extension of  IT‐related 
change  as  a  social  situation  has  opened  the  door  to  a wide  range  of  diverse,  heterogeneous  actors 
(suppliers,  vendors,  consultants,  systems  integrators,  industry  analysts,  the  state,  etc.) with  diverse 
interests and  strategic orientations. These  actors  sketch  the emergence of a broader  socio‐economic 
environment which was  created  by  forces  of  globalisation  causing  the  gradual  extension  of  local  IT‐
change instances to include broader and sometimes abstract influences. However, there are at the same 
time  countertendencies  veering  attention  to  needs  for  customization.  Customization  is  a  process  of 
adaptation of generic or standardized technologies to proprietary solutions within more or less defined 
organizational boundaries. Commoditization is a process working in the opposite direction: solutions are 
implemented  through  the  adaptation  to  standardized  products  and  services  which  allow  a  more 
efficient  link  of  cost‐benefit  estimates  to  price‐discovery mechanisms.  The  latter  is  not  necessarily 
compatible with organizational efficiency and  can often provoke  reactions  from various  stakeholders. 
However,  in  many  other  cases  long‐term  relationships  stabilising  intra‐organizational  networks 
comprising both vendor and user enterprises rely on productive social relations.  
This  kind of  combination of organizational politics  (and  trans‐organizational politics) with  commercial 
strategies  is  characteristic  for  the banking  sector. Banks have become especially after  the  late 1980s 
highly  complex  knowledge‐  and  technology‐intensive  organisations  with  very  tricky  connections  to 
extensive  trans‐national  financial  networks.  They  can be  the  example  par  excellence on  the basis of 
which we can illustrate the issues arising in every attempt to understand the IT‐market places. 
The extension of IT‐related change to a wider multi‐actor, socio‐economic environment has shifted the 
attention  of  scholars  studying  IT  in Organisations  towards  the  study  of  the  broader  IT marketplace. 
There  is however controversy on how choices on  technology adoption and  implementation as well as 
choices  affecting  the  formulation  of  inter‐organisational  networks  are made within  such  a  complex, 
uncertain and challenging environment. Are they based on formal, rational criteria or are they a result of 
trust and ‘strong ties’ shaping action and decision‐making and emotional aspects of organisational life at 
various  echelons?  Also,  what  is  the  ‘logic’  or  the  driving  force  behind  the  formulation  of  such 
relationships? Is it a collaborative spirit or an antagonistic attitude based on opportunism? 
In this paper we are exploring the case of a long term symbiotic relationship between a bank and an IT 




driving  the  process  of  shaping/structuring  the  IT marketplace  with  special  reference  to multi‐level 
mechanisms and to the impact of the diversification of viewpoints of the involved actors. 
2 THE SOCIO‐LOGIC OF THE IT MARKETPLACE 
The actors populating  the broader  IT Marketplace  (suppliers, users,  intermediaries, vendors, etc.) are 
involved  in  the  formulation of  relationships. The nature of  such  inter‐organisational  relationships has 
been described in different terms by different people: 
Castells, for instance, describes this shift towards more open organisational forms as the emergence of 





large organisations are decentralised and organised around projects,  it  is  ‘cooperation’ amongst these 
various actors that keeps the networked enterprise together. In other words, it is strategic alliances and 
partnerships  between  large  corporations  that  constitute  the  driving  dynamics  of  the  networked 
enterprise, that is the ‘networking logic’ [Castells, 1996]. Other scholars, such as Miles and Snow (1992), 
when  they  talk  about  the  networked  organisation,  although  they  have  different  starting  point,  they 
share  the  assumption  that  it  is  trust  and  cooperation  that  keeps  together  the  components  of  a 
networked enterprise (Ekbia & Kling, 2005). This model of the networked enterprise has been criticised 
by  social  informatics  literature  as  too  narrow  and  unrealistic  in  that  it  presents  trustful  cooperation 
amongst  enterprises  as  the  networking  logic  of  networked  enterprise,  leaving  out  of  the  analysis 
relations based on antagonism and coercion (Ekbia & Kling, 2005). In their new Multivalent Negotiated 
Network  (MNN) model, Ekbia & Kling  (2005), apart  from  relationships of  complete  trust, voluntarism 
and  cooperation  they  also  include  relations  based  on  outright  deception,  coercion  and  antagonism 






within  the  complex  socio‐economic environment of  the  IT marketplace. The new economic  sociology 
(Granovetter,  1985;  Smelser  &  Swedberg,  1994)  which  emerged  to  respond  to  under‐socialised 
economic accounts of markets and over‐socialised sociological accounts of economic action, offers some 
insights in explaining inter‐organisational relations. The notion of ‘embeddedness’ (Granovetter, 1985) is 
one  that  shows how  economic  action  and  economic  rationality  is  embedded  into networks of  social 
relations as opposed  to  stand alone  rationality and methodological  individualism. Also  the notions of 
‘strong’ and  ‘weak  ties’  (Granovetter, 1973) capture  the  informal characteristics of  such  relationships 
between economic agents. The understanding of  inter‐organisational  relations by means of  concepts 
such as  the ones described above has  implications  to  the understanding of  the  IT marketplace as an 
environment which presents both stable, rigid, long term relations of strong ties and also fluid, ad hoc, 





better,  is  aware  of)  this  duality  in  the  nature  of  the  IT marketplace. Whatever  the  case, markets  in 
general  and  the  IT  marketplace  in  particular  can  be  seen  as  phenomena  socially  constructed  and 






negotiation  of  choices  by  different  actors  during  instances  of  IT‐related  change  reveal  how  actors 
manage and shape the nature of multilevel inter‐organisational networks.  
Recent research based on Science & Technology Studies (STS) approaches on  Information Systems (IS) 
has started showing an  interest on the broader  IT marketplace and  its significance for the relationship 
between technology and organisation. Pollock and Williams (2009) for instance suggest a shift towards 
the study of the broader socio‐economic environment of the IT marketplace and away from fragmented, 
episodic,  snap‐shot  studies  of  local  implementation.  In  so  doing,  they  propose  the  Biography  of 
Artefacts approach which offers an analytical template which extends in time and space to capture how 
technologies and  socio‐economic  relationships evolve over  time and also how  the networks of actors 
extend  on  a  global  scale.  Forces  of  globalisation  and  commoditisation  have  been  stretching  the 
boundaries  of  what  is  included  as  part  of  the  empirical  field  of  study  of  IT‐related  change  in 
organisations and therefore there is a need for more inclusive and integrative analytical templates that 
re‐define this extending research field. As part of this emerging tradition from STS scholars studying IS, 
the  concept  of  “Agora  of  Techno‐Organisational  Change”  (Kaniadakis,  2006)  has  been  introduced  to 
analytically  capture  and understand  the  shaping of  the  IT marketplace. Agora  is  a  spatial  concept of 
expanded analytical scope that re‐defines the research field of  IT‐related change  in organisations. The 
Agora  lenses  reveal  an  extended  on  a  global  scale  socio‐economic  environment,  ranging  from  local, 




the  Agora  develop  bounded  understandings  of  it  based  on  their  interests,  role  and  capabilities 
(Kaniadakis, 2006). The Agora as a practice space,  therefore, can be understood and defined  in many 
different ways depending on  the  ‘viewpoint’ of a certain actor. That  is, a supplier  firm has a different 
understanding of the broader socio‐economic environment of the IT marketplace than a particular user 
organisation and both of them, based on their understandings are pursuing different ways of engaging 
with  the  Agora.  An  actor’s  viewpoint,  then,  is  a  rationality  that  guides  choice.  Different  actors’ 
viewpoints are expressed or ‘performed’ though choices they are called to make in relation to IT‐related 
change. Such choices  include ones related to technology adoption, design,  implementation and so on. 
Actors  therefore,  guided  by  their  viewpoints  and while pursuing  their  engagement with  the broader 
Agora  are  involved  in  the  negotiation  of  choices  on  the  design,  procurement,  adoption  and 
implementation of IT in organisations. These choices have an impact on broader market structures and 
are  contributing  to  the  shaping  of  alternative  Agora  configurations.  For  instance,  a  decision  to  use 
certain technological products in a particular change instance, would lead to the formulation of relations 
amongst  certain  actors  on  a  global  scale  and  cross‐cutting  various  levels,  that  are  related with  the 




light on how actors  (firms) decide on what kind of relations to  form and with whom.  In turn, this will 
improve our understanding of the dynamism, the rationale and the driving forces behind the operation 
of the IT marketplace.  
The  Agora  of  Techno‐Organisational  Change  is  therefore  a  concept  that  defines  the  broader  IT 
Marketplace  as  a practice  space  involving  diverse  and  heterogeneous  actors who  interact with  each 
other,  pursuing  their  viewpoints,  and  form  relationships  and  networks  but  it  also  suggests  an 
alternative,  relational  (not  relativist),  integrative  analytical  approach  to  capture  and  understand  the 
social shaping of  the  IT marketplace. As an epistemological and analytical project,  the Agora could be 
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contrasted  with  other  popular  approaches  that  refer  to  the  shaping  of  inter‐organizational  socio‐






development’  (Jørgensen  &  Sørensen,  1999)  but  it  also  provides  a  restricted  view  of  techno‐
organisational change due to its artefact‐centrism typical for ANT‐approaches. In other words, the Agora 
of Techno‐Organisational Change as a research approach, when contrasted with similar approaches,  it 







viewpoint  and  in  consequence,  the  rationale  and  the  logic  behind  choices  around  outsourcing  and 
around  the engagement with  the broader  IT marketplace. Additionally,  in  accounting  for  choice,  the 
Agora approach goes a step back to explore the rationale behind choices and not just completed actions 
examined a posteriori, as  in ANT approaches. This makes actors more visible analytically,  it  links more 
effectively choices with the actors making them, and allows the exploration of dynamism or stability in 





and  they  form  relationships  based  on  a  mix  of  formal  and  intangible  criteria.  The  decisions  that 




first  instance  an  abstract,  indeterminate  space  with  no  clear  boundaries,  the  actors  populating  it 
develop bounded understandings  (viewpoints) of  it  that guide them through choices during  IT‐related 
change. Such choices contribute to the development of alternative Agora configurations and make the 
Agora  environment more  particular  for  an  actor  (particularisation  process)  (Kaniadakis  2006).  In  the 
empirical case that follows we are exploring the viewpoint of a certain actor, the  IT  firm, the way  it  is 
shaped  and  how  it  influences  choices  with  an  impact  on  the  broader  Agora  structures  and more 
particularly on its long‐term relationship with a large customer, the bank. Empirical data were collected 
based on semi‐structured  interviews with people  from different hierarchical  levels and different  roles 
within the IT firm. Later on, these data were combined with evidence coming from extensive narrative 
interviews with the same people and ethnographic participant observation.  
To  an  organisation  like  the  IT  firm,  managing  relationships  with  collaborators,  competitors  and 
customers  is quite  important as they are selecting and combining different products and services from 
the global  IT marketplace and sell them as  integrated solutions to their customers. The  IT firm started 
out  in  the 1960s as a  simple distributor of an  international vendor and  it evolved  into a more active 
system  integrator but still maintaining some ownership structures with that vendor. Since 1975, the  IT 
firm, has been  in a  long‐term symbiotic and co‐evolving  relationship with a bank,  their  largest, and  in 




and  rational  approach  in managing  this  relationship. With  the  gradual  increase  in dependency  there 





for  branch  automation. Of  course,  later  on  there was  a  tendency  for  strategic  diversification  in  the 
fourth period when the IT firm entered the stock market and decided to develop its marketing strategy 
in a more rationalised way. How can the evolution of this long term symbiotic relationship between the 


















































































as  middle  managers  have  explained  this  relationship  as  a  result  of  the  IT  firms  underdeveloped 
marketing strategy. As an external consultant explains: 












It wasn’t a result of underdeveloped marketing,  it was a result of the conditions  in the market. That  is, 
the monopoly of  the public  sector by  Intracom,  the political conditions and  interests, etc. Most of  the 
banks in Greece had IBM mainframes and in order for us to survive in the banking sector we had to find 
ways to expand our profits. At  that  time we devoted ourselves  to The Bank which was giving us  large 






Given  the  two  differing  explanations  along with  the  necessity  to  be  close  to  customers  in  order  to 
benefit from tacit knowledge, it seems that there was and there is a dilemma surrounding the choices of 
the  IT  firm on how  to manage  its  relationship with  the bank. And  the dilemma  is:  If  I  stay  in a  close 
dependent  relationship with a  large  customer  I have benefits  in  terms of  tacit knowledge,  trust, and 
development of realistic solutions.  Increased  levels of organisational blending are crucial here. On the 
other hand,  increased  levels of dependence on one  large customer pose risks. What will happen  if the 
bank  decides  to  look  for  alternative  suppliers  for  whatever  reason?  Therefore,  long‐term  close 
relationships with one  large customer might be beneficial  technically and organisationally but  from a 





and we wanted  to  reduce  the percentage of dependence  from The Bank and  increase  the percentage 
with other customers. (MRD, R&D manager) 
The IT firm, then, reduced the degree of dependence from 80% to 60%. They entered new markets and 
sectors but also approached other banks  to expand  their clientele. New organisational structures  (i.e. 
banking,  culture,  public  sector  etc.)  and  various  business  units  were  created  to  manage  various 
customers, however, for the particular bank they devoted a whole business unit, although they were in 
the  process  of  reducing  dependence.  What  can  this  story  tell  us  about  the  shaping  of  the  IT 
marketplace,  how  choices  are  made  and  which  is  the  ‘logic’  that  drive  the  formulation  of  inter‐
organisational relations? Two main rationalities exist behind the viewpoint of the  IT firm  in relation to 




one  hand  they  still  maintain  a  relatively  close  relation  to  them  but  with  tendencies  to  reduce 
dependency  while  they  are  rationalising  their  marketing  strategy  by  exploring  other  sectors  and 
diversifying  their  clientele.  As  the  relationship  history  shows,  however,  each  of  these  two  differing 
rationalities  (one  pointing  towards  a  close  dependence  to  the  bank  and  the  other  towards 





the  two  firms  influences  the  viewpoint of  these  two  actors  and  in  turn  the  choices  that  affect  their 
engagement with broader market structures and institutions in different times in history. 
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technical  staff  such  as  software  engineers,  programmers)  both  from  the  IT  firm  and  The  Bank work 
together  in  the  same  space. The  little  circles  represent  various different projects where people  from 
both organizations work together.  
At  the  organisational  level,  then,  there  have  been  very  strong  and  deep  professional  and  personal 
relationships among  staff  from both  companies. But  in  spite of  such  convergence,  it  is of paramount 
importance to listen to the parts of narratives showing differences both in style and content. There are 
apparent  differences  showing  the  diverging  points  of  view  that  persist  despite  the  fact  that  both 
companies have experienced a more than  fifteen years  long process of organisational co‐evolution.  In 
both  cases  there are  two‐layer processes of  legitimacy of discourses and practices. Top management 
people  in  both  cases  are  very much  concerned  with  balance  sheets  and  the  over‐all  image  of  the 
company they represent to the general public and to the shareholders. At this level we have interacting 
processes  of  decision  making  and  generally  of  practices  that  differ  significantly  from  practices 
constituted  at  a  lower  level  at which  the  technical  experts  are  operating.  There  the  crucial  issue  is 
technical and professional standards that produce the  legitimacy of actors  in their own "guild".  In the 
case of the IT‐people of the Bank, the most important things are bank operations. They are very much 
interested  in having  a  good  reputation especially  among  line managers. They  are  also  the ones who 
create the general climate according to which higher echelons of management and the top management 
make up their view on IT‐people and IT‐groups. Customers are another very important group for the IT 
people. Although  technology  is  to  them  totally  transparent,  their  complaints  can be easily  translated 
from  front  line managers  as  the  direct  or  indirect  outcomes  of  technological  deficiencies.  Since  IT 
personnel  of  the  bank  are  very  often  participating  in  the  decision‐making  process  leading  to 
outsourcing,  they are held  responsible not only  for  in‐house applications. Contrary  to  the case of  the 
bank's  IT‐personnel,  the  IT‐Company people  think more  in  terms  of  software  engineering  standards, 
presales standards and integration skills. Not business aspects and the user’s whims (as they see it) are 
their main concerns, but  rather questions of purely  technical performance. Business and user aspects 
are  for  them  just  requirements  of  sometimes  technological  illiterates.  They  are  operating  in  the 
framework of requirements agreed upon as  if they were mere burden. These differences  in view have 
organisational  implications.   Both  sides  are  trying  to  invent  the organisational  schemes  that  seem  to 
them appropriate in order to cope with the tasks they have defined for themselves. For the IT‐firm sales 
efforts concentrating in vertical markets, presales operations differentiated according to IT products and 
the ability  to  set up project groups possessing  the  appropriate  knowledge  and  skills  are  the decisive 
challenges.  The  Bank's  IT  people  tend  to  organise  available  staff  according  to  Information  System 
segments, as well as according to clusters of bank operations. This differentiation creates both  in The 
Bank  and  in  the  IT‐firm  distinctive  groups with  their  own  consciousness,  knowledge,  skills  and most 





importantly  their own professional, occupational  and  social  identity.  Identities of  such  groups  create 
discourses  and  practices, which  constitute  the  internal  environments  of  decision making  for  the  top 
management of both sides. The  long term organisational co‐evolution with the bank and the attempts 
to balance the tensions between hierarchical levels within the two organisations and attitudes towards 
broader marketing  strategies,  has  been  a  determining  factor  shaping  the  viewpoint  of  the  IT  firm 
overtime throughout the different chronological periods of the relationship. The relationship of the  IT 
firm with  the  broader  Agora  is  for many  years  concentrated  around  their  relationship with  a  large 
customer,  the  bank.  Levels  of  dependence  on  that  customer  change  overtime  and  as  we  can  see 
different  levels  of  organisational  blending  and  co‐evolution  bring  about  different  elements  and 
discourses that dominate the viewpoint of the IT firm in different times. 
4 CONCLUSIONS 
This paper aims at exploring  the driving  forces,  the  rationale and  logic behind  the operation and  the 
shaping of  the  IT marketplace. Existing  research offers different and  sometimes opposing answers  to 
this question. Is it collaboration or antagonism that drives things? Is it long‐term symbiotic relationships 
based on trust or ad hoc, opportunistic relationships based on formal criteria of selection? In exploring 







was  seen  as  necessary  by  the  IT  firm  due  to  adjustments  to  the market  conditions  or  due  to  inert 
marketing approach  from  the  IT  firm, but also  for  the bank. This close  relationship was beneficial  for 
both organisations in terms of choices having to do with assessing technological capabilities of solutions, 
achieving high  levels of  trust and  through  increased organisational blending  there were high  levels of 
tacit knowledge that made implementation less problematic. In such close relationships then choices of 
technology adoption and implementation are easier to justify.  
On the other hand, close dependence on one  large customer poses risk for the  IT firm. The Agora  is a 
dynamic  environment  which  is  constantly  transformed  and  re‐configured  offering  indeterminate 
possibilities for IT‐related change. Actors therefore that remain locked into long‐term relationships with 
each  other  run  the  risk  of  excluding  other  options  which  might  be  more  beneficial  for  them. 
Furthermore,  such  relationships  can  enhance  diverging  cultural  orientations  and  attitudes  towards 
operational  and  technological  risk  management,  as  well  as  towards  techno‐innovation  in  various 
organisational  subsystems both  in  the  IT‐firm and  in  the bank. This  can  lead  to higher  levels of both 





would  be  increased  but  on  the  other  hand  they  would  also  reduce  risks  associated  with  exclusive 
relationships with one large customer.  
The way  the Agora networks of  relations are configured  in different ways also  relies on  the  interplay 
between customisation and commoditisation. Standardised products and services, as  is the case when 
information  systems  tend  to  rely  on  integrated  packages  (ERPs),  shift  the  techno‐organisational 
decision‐making and the related tensions towards the higher echelons of the involved organisations. For 
instance,  top  managers  under  pressure  from  shareholders  tend  to  be  more  interested  in 
commoditization,  whereas  middle  management  could  be  more  interested  in  operational  and 
organizational  issues  and  thus  being  interested  in  acquiring  less  standardized  products  and  in more 
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customized  services.  In  the  one  case we  have  an  orientation  towards  portfolio maximization,  in  the 
other an orientation towards procedural improvement. 





specialists.  The  more  such  ad‐hoc  inter‐organisational  social  networks  of  collaboration  become 
institutionalised,  the  more  we  observe  tendencies  towards  horizontal  convergence  and  towards 
augmented  social  distance  between  organisational  echelons  in  both  the  purchasing  and  the  vendor 
organisations – as we have seen in the case study presented here. In both occasions there are benefits 
and  risks.  The multilevel  qualities  of  the  Agora  approach  have  allowed  the  analytical  space  for  the 
integration of multiple  levels of analysis (i.e. micro‐meso‐macro or organisational‐institutional‐market). 
In  the  particular  case  study  examined  here,  it  is  shown  that  the  complex  interplay  between  various 
hierarchical organisational echelons between  the  two  firms  in different  times  in history, has affected 
choices related to the engagement of these actors with the broader IT marketplace.      
Another  point  that  we  can  make  here  is  that  choices  relating  to  procurement,  collaboration, 
competition, management of networks and so on, are also choices that have an effect on the way the 
Agora,  that  is,  the  IT marketplace  is shaped and structured. Additionally, even choices emerging  from 
long‐term  relationships  based  on  trust  require  some  sort  of  justification  by  means  of  rational 
explanation. We have seen how our informants provided an explanation for choices that led to the close 
relationship with  the bank  by  reference  to marketing  strategies,  conditions  of  the market,  etc.  Such 
rationalisations express actors’ viewpoints which serve as a source for legitimisation of choice and as we 
have  seen,  viewpoints  also  have  biographies  [Pollock  et  al,  2003]  as  they  co‐evolve with  the  Agora 
environment. Biographies of viewpoints and narratives revealing the way these biographies are shaped 




the  interplay between, on  the one hand markets  for  IT‐products and services, and on  the other hand 





and  collaborator with  the  same  firm  in different  instances of  change. There  is not one ultimate  logic 
independent  from  the actors populating  the Agora. The  logic  lies with  the actor. And  since  there are 
many different heterogeneous actors with different roles, interests, capabilities, there are also multiple 
logics that drive the shaping of the IT marketplace. Such logics find formal (and informal) expression in 
actors’  viewpoints,  the  configurations  of which  are  of  critical  importance  at  all  stages  and  levels  of 
techno‐organisational decision making. Therefore, all  these  types of  relationships exist as possibilities 






































































































and  organizational  equilibrium  is  ensured  between  the  two  parties  of  a  contingent  employment 
relationship:  the  highly‐skilled  contractor  and  his/her  client‐firm.  In  particular,  it  identifies  the 





In  today’s  post‐modern  societies,  labour  loses  its  collective  identity  and  becomes  increasingly 
individualized and contingent in many of its manifestations. “The new social and economic organization 
aims  at  decentralizing management,  individualizing work  and  customizing markets,  segmenting work 
and fragmenting society” (Castells, 2000, p.5).  Individuals and organizations can be  imagined as nodes 
tied together  in short‐lived or enduring relationships or networks, which are brought together or kept 
apart  according  the  prerequisites  of  emergent  business  projects.  Stable  and  salaried  employment 






is only  the  last  few  years  that  the  latter have  started  governing  the organization of highly‐skilled or 
professional  labor force.  Interestingly enough, there are certain theoretical oppositions with reference 
to  the  feasibility  and  efficiency  of  contracting  practices  for  knowledge  workers  or  professionals  





How  the  notion  of  control  and  supervision  is  revised  under  the  scope  of  ephemeral  employment 
relationships? 
Aim  of  the  current  paper  is  to  identify  the  activation  of  those mechanisms which  account  for    the 
opportunistic inclinations evasion and the rehabilitation of the balance between the highly‐skilled IT and 
his/her  hiring  organization.  In  particular,  focusing  upon  the  working  practices  of  highly‐skilled  IT 
contractors,  it  attempts  to  investigate  how  the  aforementioned  relationship  is  enacted  in  practice, 
overcoming the managers’ inability to control and supervise highly‐skilled contractors.  
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The  investigation  is based on  the  analysis of qualitative data  gathered  from  thirty  interviews with  IT 
professionals working as independent contractors in Greece. Highly‐skilled IT contractors are always on 
the move,  develop  ephemeral  types  of  relationships with  heterogeneous  groups  of  people,  and  are 
continuously  called  to perform  their  job  in dissimilar organizational  settings  they  are not  acquainted 
with.  A  large  part  of  the  communication  and  interaction with  their  client‐firms may  take  place  in  a 
virtual mode, while the actual performance of the task can be done remotely or  in‐house according to 
the special needs of the project. 





the  balancing  of  the  asymmetrical  employment  relationship  and  safeguard  against  the  potential  of 
opportunistic behaviour.  
The structure of the paper is as follows: the next section briefly overviews the trends and controversies 






the  claim  that  there  is a distinguishable  trend  in  current workplace  that dictates  the declining of  the 
standard  employment  patterns  in  favor  of  more  flexible  work  arrangements.    Work  tends  to  be 
organized as such (Carnoy, 2000): a) the working time schedule is not anymore as fixed as it used to be, 
35‐40 hours a week is not anymore the case of the majority of workers, b) the location of the worker is 
not  fixed within  the  narrow  socio‐spatial  frames  of  old  times.  An  increasing  proportion  of workers 
perform  their  tasks  at  home,  on  the move  or  at  another  organization  that  have  under  their  direct 
responsibility,  c) current work patterns are  rather  task‐oriented or project‐based. The work has been 




standardized  levels  of  compensation,  social  benefits  and  predictable  career  paths.  The  employee  is 
condemned to live in a constant uncertainty, being always willing and available to offer the best quality 
of his services, no matter if that implies extra hours of work.      
Of  particular  interest  is  the  fact  that  the  aforementioned  type  of  work  organization  (particularly, 
subcontracting  and  consulting)  becomes more  and more  associated  to  the  employment  relationship 
that  impinges  upon  professional work  (Castells  2000; Matusik  and Hill  1998;  Laubacher  and Malone 
1997; Tilly and Tilly, 1998;). In knowledge‐intensive sectors of the economy, such as high technology and 
entertainment,  highly‐skilled  workers  operate  outside  the  framework  of  traditional  employment 
arrangements,  as  independent  contractors,  establishing  ongoing  relationships  with  a  number  of 
different firms (Laubacher and Malone, 1997).  “Stable employment is declining and contingent work is 
on the rise even among professionals and managers” (Barley 1996). Both organizations and high skilled 
employees  seem  to  display  a  significant  preference  towards  this  kind  of  non‐standard  working 
arrangements each one for one’s own reasons.  
On the one hand, enterprises seem to desire and favor the use of contractors in order to decrease fixed 




other hand, contingent workers and particular  technical experts and professionals seem  to prefer  the 
possibility of flexibility, accumulation of general skills, experience, variety and wealth which is associated 
with  the  participation  in  diverse  and  simultaneous  projects  and  tasks  (Sullivan,  1999;  Lawler  and 
Finegold,  2000; Marler  et  al.,  2002). Other  scholars observed  that  technology  contract workers  liked 
working outside organizational boundaries because of  the  flexibility provided  and  the  ability  to  keep 
themselves away from organizational politics, incompetence and inequities (Kunda et al., 2002).  It is not 
by  chance  that  technical  experts  and  professionals  are  considered  to  be  the most  rapidly  growing 
segment  of  the  contingent  staffing  industry  (Lawler  and  Finegold,  2000;  Zuboff    and Maxmin  2002; 
Castells 2000). 
Nevertheless,  in  contrast  to  the  testified  employment  trends  and  perceived  benefits,  there  is  a 
significant body of  the  literature,  rooted  in  transaction  costs  and  agency  theory,  that  challenges  the 
feasibility  and overall  efficiency of  contracting highly‐skilled  employees or professionals  (Goldthrope, 
1998; Coase, 1937; Williamson, 1975; 1979). The nature of the job and the power associated with each 
job category make a  lot of difference  in terms of  interpretation and understanding of the employment 
relationship.  
Highly‐skilled or  knowledge workers  are  an  exceptional  category of  employees  since  contrary  to  the 
general  notion  of  traditional  salaried  employee,  it  is  them  that  possess  and  own  the  means  of 
production.  In  this  sense,  they  are  much  more  reinforced  than  their  co‐employees  since  the 
management  team  is  not  always  in  position  to  intervene  and  judge  their  work.  “Professions  are 
occupations  with  special  power  and  prestige…based  on  special  competence  in  esoteric  bodies  of 
knowledge linked to central needs and values of the social system” (Larson 1977). The client‐firm hires a 
knowledge  worker  to  act  in  the  organization’s  interest  under  circumstances  where  control  and 
supervision are rather difficult to apply (Goldthrope, 1998). 
Taking  the  above  into  consideration,  the  paper  opts  to  identify  the  conditions  that  allow  contigent 
employment relationships to be sustained and spread  in the highly‐skilled sector of  IT marketplaces.  If 
we take for granted the  inability of management to exert control over the execution of professional IT 
work,  what  are  the  alternative  mechanisms  which  safeguard  for  the  balance  of  the  contingent 
relationship? 
3 INHIBITORS OF THE POTENTIAL OF OPPORTUNISM EXERTION 
To  frame  our  conceptual  problem,  we  draw  upon  Sharma’s  analysis  of  the  knowledge  asymmetry 
occuring between the professional agent and his/her employing organization.  
In particular, Sharma’ s analytical model (1997) presents specific conditions under which the  likelihood 




Sharma  (1997)  questions  the  assumption  of  self‐interest  and  remarks  that  professional  agents  “are 
driven by a complexity of motives that include not only self‐preservation but also pride in the craft and a 
calling to serve the public” (Sharma, 1997, p. 775).   
More  precisely,  people  attached  to  the  IS  profession  seem  to  have  some  extreme  differences  in 
comparison with other occupational groups  (Scarbrough, 1999; Couger et al., 1979).   A survey on  the 
career  progression  of  IS  professionals  reports  that  IS  jobs  that  are  characterized  by  creativity  and 
challenge, that allow individuals to make their own technical decisions, that are capable of providing “a 




behavior,  note  that  whenever  the  latter  seek  or  decide  to  accept  a  contract,  “the  identity  of  the 
organization  in  which  the  project  is  located,  is  generally  secondary  to  personal  and  professional 
considerations,  ranging  from  hourly  rates  to  opportunities  for  learning  new  skills,  to  the  intrinsic 
challenge of work itself” (Barley and Kunda, 2001, p. 79). 
IT  experts  are  also  said  to be  characterized by  a high need  for  feedback,  recognition  and  autonomy 












and  deceitful  course  of  action  undertaken  by  the  professional  agent might  bring  about  incorrigible 
damage  in his/her  reputation within  the broader market and  the professional community. “Unless an 
agent does not intend to remain in business beyond one transaction, or unless the principal has a short 




could  not  “claim  a  distinctive  and  valued  social  identity,  share  a  common  perspective  toward  the 
mission  and  the  practices  of  the  occupation,  and  take  part  in  a  sort  of  interactive  fellowship  that 
transcends  the  work  place  (Van  Maanen  and  Barley,  1984).  Although  world‐wide,  there  are  IT 





“restraints  on  opportunistic  inclinations  also  arise  from  the  nature  of  the  internal  structure  and 
systems” of the client‐firm  (Sharma, 1997, p. 781). Drawing upon  the notion of “administrative elite”, 
initially  introduced by Freidson (1986), Sharma (1997) assumes that the professional agent will behave 
less opportunistically, as  long as  the  client‐firm hires expert‐superordinate  supervisors. Alongside  this 
argument, Eisenhardt  (1989) states  that  the board of directors might be used as a monitoring device 
which ensures the alignment of the stockholders’ interests with the knowledge workers’ interests.  
As already mentionned before, due to the nature of IT engineering work, the employing organization is 
not usually  in a position  to estimate and evaluate  the specialized contractor’s work. The possibility of 





arising  from  knowledge  asymmetries.  Sharma  (1997)  argues  that  one  might  identify  two  possible 
strategic  choices  that would  protect  the  firm  from  an  agent’s  opportunism:  a)  the  client‐firm  could 
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fragment  the  project  into  very  small  sub‐projects  and  assign  each  one  of  them  to  independent 
contractors or b) the client‐firm could hire external specialists who are quite knowledgeable about the 
contractors’ work and could exert significant control over it. This is how the firm attempts to internalize 
specialized  knowledge  and  lessen  its  vulnerability  to  agents’  opportunism.  Nevertheless,  such  a 
utilization of  these  “external  specialists” would  raise  the monitoring  costs of  the  contract  and might 
possibly trigger a sequence of questions regarding their utility to the overall efficiency of the project. 
In  the  IT  industry,  the  practice  of  “project management”  (i.e.  definition  of  “milestones”  and  well‐
specified “deliverables”) seems to be widespread among organizations which have frequent interactions 
with  IT  contractors. Moreover,  the  terms  of  the  contract  regarding  how  the  contractor will  be  paid 
might possibly be used  as  a medium  to  curve  the  contractor’s opportunistic  inclinations. Mayer  and 
Nickerson (2005, p. 229) argue that  if the contract compensates the contractor “with a predetermined 
fee in exchange for his or her services, the contractor will have incentives to get the job done as quickly 
and  inexpensively as possible, so as  to  increase  their   profit margin.  If  the contractor  is compensated 
with a cost‐plus or hourly wage contract, then the incentives to shrink might be weaken.  




The  analysis  is  based  on  data  gathered  through  thirty  interviews  with  IT  highly‐skilled  workers  or 
professionals working as  independent contractors  in Greece. Eight out of the thirty  interviewees, were 






one hour and a half to two hours. Some  informants have been  interviewed twice, whenever the  initial 
transcription of their sayings rendered necessary a second round of interview in order certain issues to 
be further clarified and explained. 
Given  that  there  is  no  an  established  classification  of  IT  individuals  who  work  as  free‐lancers,  the 
selection  of  informants was  not  a  straight‐forward  process  (Voutsina  et  al.,  2007).  Informants were 















to  escape  from  the  irrationalities  of  the  corporate  life.  Pursuing  challenging  projects,  enjoying 
reasonable autonomy in the way work is performed, gaining control over their working time and finding 
a meaning in the work itself were listed as primary considerations for highly‐skilled Greek IT contractors.  
Their  decision  to  enter  the  contracting  labour  force  was  also  reinforced  by  the  specific  economic 
conditions occurring  in the Greek  IS sector  in 2000. Considerably big amounts of money were diffused  
in  the Greek  economy by  the  European Union  in  an  attempt  to promote  IT  innovation  in  small  and 
medium‐sized  companies.  The  demand  for  IS  personnel  increased  radically,  opportunities  for 
challenging work raised and fees for highly‐skilled IT work skyrocketed. Many small and medium sized IT 
companies have been formed and started competing against big names of the IT industry (i.e. IBM). Yet, 
the massive  introduction of big  IT companies  in the Athens Stock Exchange and the radical  increase of 
their share and capital turned upside down the Greek  IT sector. Big  IT companies bought many of the 
small  and medium  sized  IT  companies. A  series  of mergers  and  acquisitions  took  place without  any 
careful planning or thorough analysis of the upcoming changes. Further to the above, the sudden fall of 
stock  prices  in  the  Athens  Stock  Exchange  resulted  in  the  bankruptcy  of  various  organizations  and 
triggered surges of unemployment. Under these conditions, highly skilled IT executives were found to be 
caught within  the  nets  of  a  chaotic  organizational  life.  Increased  uncertainty,  corporate  politics  and 
inefficiencies made  the  talented  personnel  to  suffocate  and  look  for  alternative  careers  and  work 
opportunities.  
Having experienced the negative aspects of corporate  life almost at  its extreme made highly‐skilled  IT 
personnel  to  re‐estimate  its  value‐system  and  consciously  be  turned  towards  contracting.  To  them 




from  the  irrationalities of organizational  life”  (Kunda  et  al,  2002),  they were  soon  faced with  a  new 





the  project.  Sometimes,  there  is  only  one  initial meeting with  the  above  individuals  and  the  rest  of 
communication  is taking place on‐line. The  level of task  interdependency between the contractor and 
the firm’s employees as well as the need or not of physical proximity depends on the degree of project 
complexity.  Interestingly enough, even when  the  contractor works at  the premises of  the  client‐firm, 
his/her  interaction with  the permanent  staff  is  kept  to  the minimal  and  the pressure on him/her  to 
display “knowledge” to others and persuade for his/her skill is immense.   
Apart  from  feeling socially  isolated,  IT contractors have also to  take  into account a number of serious 





professional  interests  and  deal    with  the  provision  of  similar  or  supplementary  IT  services,  and  b) 
participated in diverse kinds of virtual IT communities (user groups, web forums specialized on specific 
technologies, etc.).  




were puzzled about. For  instance, two of the  interviewees who were specialized  in SAP solutions were 
members  of  an  informal  group  of  50  SAP‐contractors who  have  been working  in  the wider  area  of 
Europe. Through a common project, they had met a former member of the group who introduced them 














the more  visible  s/he  is  in  the market  and  the more  visible  are  the existing  alternatives  to him/her. 
Moreover, the greater the reputation of an IT expert about his/her uniqueness of skills and high status 
is,  the  greater  the  number  of  organizations  that  will  desire  to  collaborate  with  him/her.  The 
interviewees  who  had  worked  at  some  point  in  their  career  as  employees  of  large  multi‐national 
companies, were keeping their membership in the Club‐of‐Multinational “X” Hellas and through it they 
were  connected  to  huge  pool  of  executives who were moving  across  various  corporations  (in  large 
multinationals like Johnson Hellas, the rate of  turnover of executives/employees is very high). Access to 
people in various corporations increased the possibility of new future  contracts. 
Additionally,  due  to  the  fact  that  the  employing  organization  is  no  longer  the  primary  source  of 
occupational  identity nor an object of emotional attachment  (Barley and Kunda, 2004),  IT contractors 
feel  the need  to  redefine  their  relationship with  the  current workplace. The virtual  communities and 
informal  networks  become  for  them  the  locus  of  social  interaction  and  the  object  of  professional 
identification (Laubacher and Malone, 1997). The needs of acceptance, belonging and socializing were 
largely covered through these informal social formations.  
Interestingly, members of  these  informal  groups  tend  to have  the  characteristics of  the members of 
clans  (Ouchi,  1980).  The members  are  tied  together  through  bonds  of  reciprocity  and  trust,  share 
mutually defined goals and have  internalized the same norms and values. “Through social  interaction, 
contract professionals constitute a culture with informal expectations for participation and standards for 
occupational  practice.  Adherence  to  cultural  codes  and  norms  marks  practitioners  as  occupational 
members  in  good  standing”  (Osnowitz, 2006). A highly‐skilled  contractor may  choose  to behave  in  a 
reliable way  towards  the  client‐firm, because  such a behavior  is  consistent with his/her  identity as  a 
“good  colleague”,  “real  professional”,  and  such  a  behavior  is  applauded  by  the  members  of  the 
community.  Moreover,  when  an  IT  contractor  is  introduced  by  a  member  of  his/her  professional 
network to a prospective client‐firm, s/he is expected to behave reliably, performing the assigned task in 
the most  efficient possible way.  This was  originally  the  very  logic  underlying  the  formation  of  these 
networks:  circulation of  accurate  and  trustworthy  information  (Granovetter,  1985)  among peers  and 
prospective client‐firms. And gaining legitimacy in the eyes of clients and peers involved the adoption of 







way people make  sense  and perceive  the quality  and  reliability of work  and  the overall professional 
conduct of the freelancer. The reputation that the freelancer builds around his/her name is manifested 
in the everyday discourse of the business world and is widely spread across the market. The connectivity 
of  organizations  brought  about  by  the  extended  use  of  ICTs,  as  well  as  the  frequent  mobility  of 
individuals across organizational borders, has rendered the trajectory of the  IT contractor as visible as 
ever  before.  And  this  transparency  and  visibility  accounts  significantly  for  the  contractor’s  future 
employability and positioning in the market. 




In  conclusion,  it  can  be  argued  that  the  IT  contractors’  behavior  is  largely  influenced  by  the her/his 
struggle to build a coherent identity, stay technically up‐todate and secure continuous employability. In 
their attempt to do so, the contractors find themselves attached   to social and virtual networks. These 
networks  constitute  a  point  of  reference  according  to  which  individuals  make  sense  of  their 
occupational identity and operate as a buffer against the possibilities of social isolation and occupational 
insecurity,  inherent  characteristics of  the  freelancing work.  It  is  the  internalization of norms  ‐ which 
happens  through past  social  interaction  among members of  these  communities  (Granovetter,  1985), 
and  the  extended  transparency  of members’  professional  trajectories,  brought  about  by  the  use  of 
mobile and internet technologies ‐ that account for and guide the independent contractors’ behaviors.  
5.3 Bureaucratic and client control: The labor contract and the rationale of project management 
Apart from  identity related  issues and reputation related concerns, the contract  itself    is regarded as a 
prescriptive mechanism of the contractor’s behavior. According to the respondents’ views the contract –
the milestone of bureaucratic organizational forms and the  industrial era (Perrow, 1986)‐ constitutes a 








detailed  steps  of  the  production  process  is  rather  absent  (IT  professional  work  resists  managerial 
rationalization), the creation of an outcome‐based contract (Goldthorpe, 1998) can support the smooth 
running  of  the  employment  relationship. What  the  final  product  or  service will  be, when  it will  be 
delivered and at what price are usually the terms of the contract that both parties have to agree upon in 
and stick to.  
Apart  from  the  above  basic  terms,   most  of  the  spot‐contracts  signed  by  the  client‐firm  and  the  IT 
contractor apply the rationale and vocabulary of project management. The project is broken down into 
smaller  independent  subprojects,  which  are meant  to  be  completed  sequentially  and  be  delivered 
(deliverables) over the contract duration on specific pre‐set dates (milestones). The principles of project 




efficient  IT services  is considered  to  lie at  the heart of  freelancing and sub‐contracting. The  increased 
modularization of the software production paved the way for such division of labor to happen.  
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 Interestingly  enough,  in  the  world  of  Greek  IT  contractors,  the  tight  coupling  between  effort 
intensification,  superior  performance  and  long  hours  of  work  tends  to  fade.  Although  the  pace  of 
professional and highly‐skilled work cannot be measured or estimated, long hours of work used to be a 
necessity  for  professionals  and  consultants  as  a  signal  of  visibility  and  commitment  towards  the 
employing organization (Evans et al., 2004; Perlow, 1997b). Nevertheless in the project‐based boundary‐
less careers  followed by  IT experts,  the expected  time  for  the completion of  tasks  is often  related  to 
factors  other  than  the  complexity  of  the  task  itself.  For  instance,  client‐firms,  according  to  their 
organizational  idiosyncrasies and sectoral competition, display particular preferences with reference to 
the  time  frames  of  project  completion.  What  interests  them  is  the  timely  acquisition  of  highly‐
functional, customized software solutions, given the relatively predefined budget. The actual effort ‐ in 




and the corresponding  rates. The norm  for the Greek  IT sector  is that the  independent  IT contractors 
charge  for  their  services half of  the  fee  charged by big  IT warehouses. A well‐established  reputation 





to  have  repeated  relationships  with  contractors  with  whom  they  had  a  good  record  of  previous 
cooperation. The possibility of a contract for support or maintenance makes it too costly for a contractor 
to engage  in unreliable modes of behavior. “Individuals with whom one has a continuing relation have 
an economic motivation  to be trustworthy, so as not to discourage  future transactions”  (Granovetter, 
1985,  p.  490).  Taking  into  account  the  above  remarks,  it  is worth  noting  is  that  in  some  cases,  the 





The  current  paper  argues  that  the  alleviation  of  the  inherent  controversies  (knowledge  and  power 
asymmetry,  inability  of  immediate  control  and  supervision,  great  potential  of  opportunism  exertion) 
met  in  the  short‐term  employment  relationship  between  the  highly‐skilled  IT  contractor  and his/her 






of  behavior  formulation.  Adherence  to  cultural  codes  and  norms  marks  practitioners  as 
“good”occupational  members  and  as  a  consequence,  it  widens  their  prospects  of  on‐going 
employability,  further knowledge updating and collegiality/camaraderie. Extended use of  the  internet 
and the possibilities of transparency alongside with it pave the way for the creation of “panopticon‐like” 
structures which  allow  for  the monitoring  of  individual  trajectories,  too.  Finally,  alongside with  the 
normative  and  technology‐mediated  regulators  of  contractors’  behavior,  formal  institutional 
arrangements,  like  the  type  of  contract  and  division  of  labor  techniques,  operate  as  a  coordination 
means  that  safeguard  the  smooth  running of  the contingent employment  relationship.  In  the current 
boundary‐free working environment, professional agents’ actions emerge in response to socio‐technical 
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Drawing  upon  Castoriadis’  (1987)  notion  of  imaginary  significations,  this  paper  aims  to  advance  the 
analysis  of  technology  acquisition  by  exploring  the  ideological  role  of  technology  choice  and 
consumption. The  illustration of the theoretical background of this paper results  in the  formulation of 
two main research interests. First, the ways in which technological imaginaries form ideologies and how 
these  ideologies  influence  institutional identities, narratives and actions associated with the evaluation 







of  technology  and  markets  by  emphasising  the  contingencies  and  socio‐political  particularities 
surrounding  the evaluation and assessment of  technology acquisition and choice  (Grint and Woolgar, 
1997; MacKenzie  and Wajcman, 1999; Williams  and Edge, 1996),  as well  as on  the  techno‐economic 
properties  and  features  of  organisations  and  technology  marketplaces  (Williamson,  1985;  1991). 
Although  these  studies  have  contributed  towards  the  wider  analysis  of  IT markets,  often  implicitly 
and/or  explicitly  they  assume  a  clear  demarcation  between  functional  forms  of  analysis  and more 
sociological approaches and therefore between the socio‐political, economical and technical conditions 
that  influence  the evaluation and assessment  criteria of  technology  choice and procurement  (Pollock 
and Williams, 2007). That is to say they define a disciplinary domain in terms of a boundary and seek to 
analyse  the assessment  criteria of  technology  and  its  choice within  it while attempting  to  create  the 
settings  in  which  these  frameworks  are  applied  (Callon  1998;  1999).  Yet,  although  these  polarised 
approaches  highlight  the  wider  technical,  economic  and  socio‐cultural  conditions  surrounding  the 
assessment of technology acquisition, there  is a surprising gap related to the nature and processes by 
which  these  conditions  form  ideologies  and  how  these  ideologies  influence  institutional  identities, 
narratives  and  actions  associated with  technology  choice  and  consumption  (Bourdieu, 1984; Douglas 
and  Isherwood, 1996). As such these studies often  tend to misunderstand  in  important ways how the 
process of technology choice and procurement  is  in reality shaped by the  ideological conditions of the 
communities  that  seek  to  appropriate  them  rather  than  by  some  exogenous  variables,  forces  or 
relationships. 
This paper takes as its starting point the value of exploring these theoretical lacunae related to the social 
study  of  IT markets.  It  attempts  to  provide  a  reflective  conceptual  framework  by  using  Castoriadis’ 
(1987) social and political  theory  to establish a  structured understanding of  the  relationship between 
technology choice and ideologies of consumption. The aim of this position is neither to test Castoriadis 






and  imaginary practice. Drawing upon his  interest  in Marxist  theories of economics – which he  later 
rejected – Castoriadis  sought  to understand  the  formation of  social and political  life by exploring  the 




analysis  that  cuts  across  both  functional  forms  of  analysis  and more  sociological  approaches.  In  this 
context, this paper seeks to make a contribution to the emerging discussion on the social study of the IT 





approaches  to consumption by claming  that commodities are needed “to make visible and stable  the 
categories of culture”  (p.38). They  stress  the non‐utilitarian character of consumption, examining  the 
expressive, symbolic and orientational function of commodities  in social  life. Further, they argued that 
relations of consumption not only define the boundaries between social groups or function as important 
media of communication but also “they constitute the very system  itself”  (p.49). Bourdieu  (1984) also 
sought  to  understand  the  cultural  nature  of  consumption  and  highlighted  the  deliberate  role  of 
consumption  to express  taste and status differences.  In so doing, he used  the notion of distinction to 
refer to both the sense of meaning of classificatory schemes and the uses of things within hierarchical 
social relations.  
This centrality of meaning  to consumption has been developed also  in  the work of Baudrillard  (1984) 
which provided the key for the critique of the Marxist theory of value: “As the ‘consumption economy’ 
has developed, so  the value of commodities has been seen  to derive  less  from  the  laws of economic 
exchange governing the market or from the ability of products to satisfy primary needs than  from the 
way  they  function  culturally  as  signs within  coded  systems of  exchange”  (Hebdige, 1994, p.226).  For 
Baudrillard  the  distinction  between  “real”  and  “false”  needs  in  the Marxist  theory  of  economics  is 
problematic as consumption becomes primarily about individuals and groups using commodities such as 
technologies  as  a  way  to  project  preference,  power  structures  and  status  differences  between 
themselves (Hebdige, 1994). Guided by these understandings choice becomes a primary instrument for 
the assertion of  identity through referential statements about the self.  In turn, consumption becomes 
an  activity  of  self‐expression,  and  is  concerned  with  the  production  of  meaning  and  identity. 
Underpinning  this view  is  the notion  that consumption  is a cultural activity,  rather  than an economic 
affair (Baudrillard, 1984).  
In  the  field  of  sociology  of  technology,  studies  addressing  technology  choice  and  consumption  have 
traditionally  focused on  the  characteristics and properties of  technological artefacts by exploring  the 
factors in determining the success or failure of technologies. Variously these studies have attempted to 
analyze  the  social context of  technology with a  focus on  the  interpretive  flexibility of artifacts, whilst 
others,  by  following  a  more  systematic  approach,  tried  to  analyze  the  socio‐political  context  of 
technology development  and  consumption  and  the heterogeneous  associations between human  and 
non‐human elements within the actor‐network. Accordingly, each approach treats technologies and the 
social realm that constitute them as ‘seamless webs’ (Hughes, 1986), ‘socio‐technical ensembles (Bijker 
and  Law, 1992) or  ‘networks of human  and non‐humans’  (Latour, 1987). An  important  characteristic 
that all those different approaches share is the view that the black box of technology must be opened in 
order to understand the social origins and workings of technological development. However, variously 
these  approaches  have  been  criticized  for  overlooking  and/or  oversimplifying  the  processes  of 
technology acquisition and the social consequences of technical choice and thus for their exclusive focus 
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on  the  design  stage  of  technology  development  and  use  (Pollock  and Williams,  2007; Mackay  and 
Gillespie, 1992; Winner, 1993). 
In responding to these shortcomings, this paper employs aspects of semiotics  in order to  interpret the 
ways  in  which  symbolic  meanings  influence  and  manifest  “ideologies  of  consumption”  related  to 
technology choice  (Baudrillard, 1984).  In  so doing,  this paper  starts  from  the position  that discourses 
become  the way  in which  individuals  and  institutions  explain,  expose  and  constitute  their  identities, 






technology  studies  (STS)  (Hyysalo,  2006;  Brown,  2003;  Fujimura,  2003;  Suchman  and  Bishop,  2000). 
Although  these various disciplines  share an  interest  in  the notion of  the  ‘imaginary’,  there are major 









future  visions  and  expectations  as  embedded  in  the  practices  of  and  interactions  between  different 
actors  (scientists,  policy makers,  industry  actors, media,  citizens,  public  authorities  etc)  involved  in 
science and technology processes (Brown, 2003; Brown and Michael, 2003; Brown, et al., 2003). As such, 
science and technology studies (STS) have tended to examine the ways the rhetoric (expectations, hype 
and  future  imaginings)  surrounding  new  technologies  affect  their  construction,  as  well  as  their 




used  to  refer  to  cultural  beliefs,  perceptions, meanings  and models  by  highlighting  the  active  and 
creative  role  of  the  imagination  (Strauss,  2006).  Similarly,  in  feminist  theory  creative  situated 
imaginations  play  an  important  role  in  feminist  politics,  pleasure  and  the  creation  of  scientific 
knowledge  (Stoetzler  and  Yuval‐Davis,  2002;  Haraway,  1991).  In  this  context,  while  the  notion  of 
‘imaginary’  can easily be misunderstood  to  refer  to visions, expectations and  the  role of  imagination 
about  the  future,  there are  fundamental differences between  the  ‘dynamics of expectations’ and  the 
‘social imaginary’. Overall, expectation studies have variously attempted to mobilize the future into the 
present according to different representations, time frames and forms of organisational relationship by 
















in  short,  on  the  complete  and  uninterrupted  circulation  between  a  ‘real’  and  a  ‘rational‐functional’ 
element” (ibid.). 
In order  to acknowledge  the  fundamental and  irreducible  role of  creativity  in  the  constitution of  the 
social‐historical  institutions Castoriadis develops a  theoretical  framework where  the notion of  “social 
imaginary”  has  a  distinct  meaning.  Castoriadis’  notion  of  the  “social  imaginary”,  based  on  the 
ontological status of imagination, highlights the importance of a common set of images, understandings 
and  representations  in understanding  collective  and  shared  action and public  life  (Tucker, 2005).  For 
Castoriadis’  (1987)  the  notion  of  the  ‘social  imaginary’  refers  to  “the  unceasing  and  essentially 
undetermined  (social‐historical and psychical) creation of  figures/forms/images, on  the basis of which 
alone  there  can  ever  be  a  question  of  “something”. What we  call  “reality”  and  “rationality”  are  its 
works” (Castoriadis, 1987, p.3). Drawing upon these ideas, the notion of the ‘social imaginary’ refers to 
the  distinctive  creative  role  of  the  imagination  and  its  mutually  constituting  relationship  with  the 
political, cultural and the social  life. For the purposes of this paper,  its appeal  lies  in the way  it places 
imagination as the main source of meaning in social and cultural life. 
A core element of Castoriadis’ (1987) thought ‐ which this paper will attempt to explore in the context of 
technology  choice  ‐  around  the  constitution  of  society  and  its  institutions  is  the  idea  of  imaginary 
significations as the main sources of meaning in social and cultural life. According to Castoriadis’ (1987, 
p.150) the social imaginary is, primordially, “the creation of significations and the creation of the images 
and  figures  that  support  these  significations.  The  relation  between  a  signification  and  its  supports 
(images or figures) is the only precise sense that can be attached to the term ‘symbolic’”. In this sense, 
imaginary  significations  can  be  understood  as  conscious  and/or  unconscious  ‘symbolic 
representation(s)’ of human activity towards the creation of meaning and sense making. For Castoriadis 
‘symbolic  representation(s)’  entail  perceptions  of  the  real‐rational,  but  also  a  further  imaginary 
component, which  ultimately  stems  “from  the  original  faculty of  positing  or  presenting  oneself with 
things and relations that do not exist, in the form of representation (things and relations that are not or 
have never been given  in perception)” (Castoriadis 1987, p. 127). As such “the social world  is,  in every 
instance,  constituted  and  articulated  as  a  function  of  such  a  system  of  significations,  and  these 
significations exist, once they have been constituted, in the mode of what we called the actual imaginary 
(or  the  imagined)”  (ibid. p.146).  In  this  context,  imaginary  significations play  a  key  role  in organising 
human behaviour and social relations, and are an ‘imaginary creation’ of any given society. 
Guided  by  these  understandings,  ‘social  imaginaries’  can  be  understood  as  ‘discursive’  evaluative 
frameworks  that  individuals  create  in  order  to  ‘constitute’  their  social  surroundings,  practices  and 
institutions and make possible a society’s common practices or conditions of politics, economics and so 
on  (Redhead, 2006).   Similar  to Foucault's  (1970, 1971, 1972) notion of discourse,  ‘social  imaginaries’ 
both enable  and  constrain human expression  and  social  action. These  imaginary  frameworks play an 
important role in shaping social reality while at the same time are continuously constructed. This notion 
of  social  imaginary  significations  centrally  links  the  imagination  to meaning,  it  creates  a  universe  of 
meaning  for  individuals  (Adams,  2007).  Consequently,  society  itself  is  nothing  but  the  institution  of 




Drawing upon Castoriadis’  (1987) work,  this paper attempts  to examine  the nature and processes by 
which  imaginary  significations  form  ideologies  and  how  these  ideologies  influence  institutional 
identities, narratives and actions associated with the evaluation of technology choice and consumption 
(Bourdieu, 1984; Douglas and  Isherwood, 1996). The underlying assumption of this proposition  is that 
imaginary significations and thus meaning  is not  inherent  in the object (i.e. technological artifact), but 







represent  institutional  ‘technological  imaginaries’.  Technological  imaginaries  can  be  understood  as 
conscious or unconscious  frameworks  that  institutions construct  for  interpreting, and constituting  the 
role  and  function  of  technology  and  their  relation  with  it.  They  emerge  from  the  inter‐subjective 
interplay  between  institutional  meanings,  values  and  beliefs  that  serve  to  mediate  social  reality. 




are  the outcome of both  rational  techno‐economic behaviour and discursive  imaginary  struggles  that 
emerge at various points and in many forms by providing repositories of meaning about the content of 
technology  and  its  application  (Pollock  and  Williams,  2007).  For  the  purposes  of  this  paper,  it  is 
suggested that these significations and dominant  interests are reflected  in the form and functioning of 
technology  in  imaginary practice. This  is an  imaginary domain which  individuals and  institutions create 
in order to sustain and manifest ‘representations’ and ‘projections’ of possible alternative realities and 






of  the  technology  itself,  but  also  reflects  the wider  socio‐political  and  ideological  conditions within 
which the meanings of technology are located. This proposition however does not imply a linear casual 
relationship  between macro, meso  and micro  levels  of  imaginary  significations,  or meta‐narratives, 
organising narratives, and narratives of practice.  Indeed, all different  levels of  imaginary significations 
are  intertwined  in  complex processes of negotiation of  social order  (i.e.  summing up of  interactions) 
(Latour,  1999).  The  negotiated  ‘level  of  ordering’  is  somewhere  in  between  the  inscribed  imaginary 




institutional  practice  become  constituted).  In  turn,  the  resulted  ideological  orientations  interpellate 
individuals and  their  institutions by encouraging new aspects of subjectivity  (Bourdieu, 1984; Douglas 
and  Isherwood, 1996). For example, the acquisition of certain technologies (i.e. Oracle, SAP, Microsoft 







which  the  process  of  technology  choice  and  consumption  takes  place  (Kline  and  Pinch,  1999; 
Bakardjieva, 2005). 
The  notion  of  technological  imaginaries  is  important  in  understanding  the  distinctive  constitution  of 
technology  choice  and  consumption  as  a  complex  institutionally  embedded  pattern  of  imaginary 
significations. Indeed, technology choice cannot be understood as being pre‐determined in any social or 
technological context, but rather as being ‘performed’ over time in the local and situated frame through 
the  creation  and  constitution  of  imaginary  significations.  Subsequently,  technology  choice  becomes 
stabilized  through performative processes of negotiation of  significations aiming  to achieve  rhetorical 
closure and community consensus. Indeed, performative imaginary significations, influenced by various 
socio‐political,  economical  and  technical  conditions,  affect  and  constitute  the  technology  selection 
process by providing a stabilized form of accountability. 
5 CONCLUSION 
This  paper  attempted  to  provide  a  reflective  resource  for  the  analysis  of  the  complex  character  of 
technology  choice  and  procurement  and  its  relation  to  institutional  desires,  identity,  and  imaginary 
practice. Drawing upon Castoriadis’ (1987) notion of imaginary significations, this paper aims to advance 
the understanding of technology acquisition by exploring the  ideological role of technology choice and 
consumption.  In stressing the novelty of Castoriadis’ thought this paper resulted  in the  formulation of 
two main research interests. First, the ways in which technological imaginaries form ideologies and how 
these  ideologies  influence  institutional identities, narratives and actions associated with the evaluation 




markets  that  cut  across  both  functional  forms  of  analysis  and more  sociological  approaches.  These 
research  interests continue the  important work of theory development related to the complexity of  IT 






























































































This  paper  considers  how  specialist  forms  of  consultants  classify  and  organise  new  and  emerging 
technology markets.  It  demonstrates  how  industry  analysts  and  IT  research  firms  have  taken  centre 
stage in the IT procurement market where they draw up signposts about the state of the industry and its 
future  development  –  what  we  are  describing  as  a  ‘technological  field’.  Through  discussing  the 
emergence  of  a  now  well  established  technology  –  what  has  become  widely  known  as  Customer 
Relationship  Management  solutions  ‐  we  show  how  these  experts  define  the  boundaries  of  a 
technological field. This article points to the process of categorisation applied to emerging artefacts and 
asks the question: What  is at stake  in these classifications and reclassifications? The classification of a 
technology  is  far  from  trivial.  It proposes boundaries  that  link a  class of often quite various artefacts 
whilst differentiating them from others. These categories do not simply allow industry analysts to order 
(and represent) the market/technology but also shape it. Analysts view and constitute markets through 










technologies  (IT)  and  systems. More  so  than  other  industries  perhaps,  the  IT  sector  is  typified  by 
accelerated  rates  of  technical  change  involving  the  constant  development  and  proliferation  of  new 
solutions onto the market. The differences between technologies can often seem rather amorphous to a 
computer  systems user  considering between  solutions. One only has only  to  look back at  the  recent 
history  of  information  systems  development  to  see  a  field  dominated  principally  by  processes  of 
incremental  development  (as  well  as  conceptions  of  their  business  application),  which  is  only 
occasionally  punctuated  by more  radical  changes, with  discontinuities  often  loosely  associated with 
changes  in  terminology  (MRP, MRPII,  ERP,  ERPII  and more  recently  CRM,  eCRM  to  list  but  a  few). 
However, the name applied to a technology is far from trivial. It proposes boundaries that links a class of 
often quite various artefacts whilst differentiating them from others. As we shall see, the designation of 
a  technology  field  reduces  uncertainty  for  adopters  and  for  developers  alike  but  also  shapes  the 
technology and domain in important ways.  
What’s in a name? This question also points to the fact that there are few things as basic or as important 







IT  Marketplace  attempting  to  investigate  the  micro,  meso  and  macro  contexts  in  which  today’s 
packaged solutions are located, capturing the various actors who play a role in constituting systems and 
markets at different levels (Pollock & Williams, 2007, 2009 a,b).  
Our analysis  starts with  reference  to previous approaches  that broadly  share our aims –  in particular 
Swanson & Ramiller’s (1997) conception that new technological fields emerge through the proliferation 
of ‘community discourses’ or what they characterise more generally as ‘organizing visions’. As they see 
it, a new  terminology, or organisation vision, develops not  in  the hands of one single actor but many 
different  ‘story  tellers’ who go on  to  “modify and embellish  it  to  suit  their own and  their audiences’ 
tastes and  interests, and only more or  less  fully, never  in complete and definitive detail”  (Swanson & 
Ramiller, 1997, 463). As  a  result  and by necessity,  these names  and  the understandings  surrounding 
them  “changes  and  grows  over  time  in  the  re‐telling,  as  the  community  finds  its way”  (Swanson & 
Ramiller, 1997, 463). Whilst we find this perspective useful, we also wish to extend and deepen  it  in a 
number of ways. 
First, arguing that the establishment of new technological  fields should not be  limited to studying  just 
communitarian forms of activities and how actors ‘flexibly interpret’ emerging developments. It appears 
that  specific  regimes  of  expertise  also  play  a  crucial  role  in  the  constitution  and  evolution  of  new 
technological fields, such as specialist forms of consultants and  industry analysts (actors acknowledged 
as skilled and competent in the particular task of assessing the value and  import of new technologies ‐ 
see Mallach  [1997];  Ramiller  &  Swanson  [2003];  Firth  &  Swanson  [2005];  Burks  [2006];  Pollock  & 
Williams [2009b]). 










Fourth,  the  name  of  a  particular  technology  is  a  site  in which  economic  interests  and  technological 
commitments are at play and are being played out. Names can thus be a site of conflict and struggle as 
well as negotiation and alignment. What is at stake in these classifications and reclassifications? 
We  analyse  the  ideas  and  visions  produced  by  industry  analysts  as  their  attempt  to  constitute  new 
‘technological  fields’27. Through discussing  the  constitution of one particular  technological  field, what 
has  become widely  known  as  ‘Customer  Relationship Management’  (CRM)  solutions, we  show  how 
these concepts and broader visions provide crucial  resources within which vendors and management 
and  technology  consultants  can  articulate  their  offerings.  In  particular,  we  focus  on  how  industry 
analysts ‘classify’ a market/technology. These categories not only allow  industry analysts to order (and 
represent) the technological field but also shape  it. Analysts view and constitute technologies/markets 
                                              
27 By technological field we mean those technologies that become identified under the umbrella of one terminology. That is, the same 
terminology is applied to a class of broadly similar, or, in some cases, different artefacts. We prefer the term technological field over 
organisational vision because it points to the process of categorisation applied to emerging artefacts and the different understandings that 




technology  adopters  and  software  vendors  alike.  The  material  presented  is  based  on  two  related 
periods of  fieldwork. These were ethnographic observation and  interviews conducted over a one‐year 
period between 2000 and 2001 at a local council in the UK. The precise period discussed is when Gartner 





a more or  less heterogeneous collection of artefacts  (software, management techniques) which  link a 
community  (or,  rather,  several  overlapping  communities)  of  suppliers,  intermediaries  and  adopters. 
Moreover,  it  is  instructive  to  focus  on  the  discontinuities  and  changes  in  designation.  These  do  not 
reflect  solely  ‘technical  changes’,  though  they  are  often  associated  with  changes  in  the  underlying 
technical architecture. To take one now well known example, the key event in the evolution of ERP from 
its predecessor, MRPII,  for  instance, was  the 1992  launch of  its R/3 product based upon client server 
technology (Pollock & Williams 2009a). With this technology, we find an interesting pattern of linkages 
between  classes of  technology/their nomenclature  and managerial prescriptions of best practice and 
broader visions of business  improvement. We can observe stable  linkages,  for example, between ERP 
and the  idea of process  improvement. We can also  find  instances  in which  looser, more opportunistic 
and ephemeral couplings are made (between JIT and CAPM or between ERP and e‐business). 










discuss  the  new  ‘buzzwords’  and  ‘proclamations’  surrounding  new  information  technologies.  Such 
terminologies,  or what  they  describe more  pithily  as  ‘organizing  visions’,  promote  the  promise  of  a 
particular technology whilst also conveying a strong message about the desirability and indeed, perhaps, 
the inevitability of following particular technological pathways.  
Swanson  and  Ramiller  (1997:  460)  define  an  organizing  vision  as  “a  focal  community  idea  for  the 
application of  IT  in organizations”. What  interests us about  their notion  (and a point we wish  to  take 
issue  with)  is  how  for  Swanson  &  Ramiller  organizational  visions  appear  to  be  both  flexible  and 





There  is  the  suggestion  that  organizational  visions  are  shaped  equally  within  a  community:  “The 
establishment  and maintenance  of  the  discourse  is,  accordingly,  negotiated within  the  community” 
(Swanson & Ramiller, 1997, 462). This community view can be seen most clearly in a discussion of CRM:  
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Conceived  in the community of organizations  interested  in an  information technology, an IT  innovation concept  it a 
community  idea  about  the  development  and  utilization  of  the  IT.  For  example,  the  customer  relationship 
management  (CRM)  concept was  created and developed by  the CRM  community. The once  leading vendor Siebel 
Systems, despite  its dominance  in that community, never owned the concept; anyone  interested  in CRM can read, 
hear, write, and talk about the concept. Members of the CRM community may agree or disagree on certain aspects of 
the concept and, thus, promote or discredit the concept accordingly (Wang, 2009, 6). 








theory  to  develop  an  adequate  analysis  of  power,  ideology  and  conflict,  particularly  in  inter‐
organisational  settings  and  despite  its  initial  recognition  that  these were  potentially  important  (Fox 
2000; Roberts 2006).  
In other words,  their view backgrounds  the  role of  certain key actors who actively play a  role  in  the 
shaping and development of visions and thus of the technologies they are connected to. What we want 
to  show  is  that  certain  actors play  an  active  role  in  the  construction, maintenance  and  reshaping of 
organizational visions. 
We  also  challenge  the  idea  that  organisational  visions  are  simply  ‘discourses’  or  only  ‘linguistically 
manifested’. “To begin with, an organizing vision exists because a collection of social actors agrees that 




of  ‘market  critics’  and  ‘product  categories’.  In  his  study  of  financial  analysts  Ezra  Zuckerman  (1999, 
1399) argues that vendors must offer products that conform to accepted product categories “lest such 
offerings be  screened out of  consideration  as  incomparable  to others”. Offering products  that differ 
from accepted categories means such vendors are then viewed as  ‘illegitimate’: “in  interorganizational 
relations,  and  in  markets  more  generally,  unclassifiable  actors  and  objects  suffer  social  penalties 
because they threaten reigning interpretive frameworks” (Zuckerman, 1999, 1399). He goes on to argue 
that  “For a product  to compete  in any market,  it must be viewed by  the  relevant buying public as a 
player  in  the product  categories  in which  it  seeks  to  compete.  In  the  case of mediated markets,  this 
requires  reviews  from  the  critics who  follow  these  categories.  In  the  specific  instance  of  the  stock 
market, a firm seeks coverage from the analysts who follow the industries in which it participates. I have 
shown  that  success or  failure  at  gaining  such  recognition has  a  significant  impact on  a  firm’s  fate  in 
financial markets. All other things held equal, firms that cultivate an ego‐centric network of reviews to 
securities  analysts  that  reflects  its  industrial participation  are more highly  valued  than  those  that do 
not” (Zuckerman, 1999, 1429). 
The upshot of this line of thinking is that such are the pressures to ‘get counted’ (Kennedy 2008) there 
are  various  isomorphic pressures.  “Consumers  first  screen out  illegitimate options,  and only  then do 
they perform something akin to rational choice among  legitimate alternatives. Second, the screen  is a 
social  screen,  not  designed  by  the  actor  but  external  to  her,  given  in  the  categories  that  comprise 
market structure. Products that deviate from accepted categories are penalized not simply because they 
raise  information  costs  for  consumers  but because  the  social  boundaries  that divide  product  classes 
limit the consideration of such offerings” (Zuckerman, 1404, 1999).  
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The key  issue here  is that “the activity that analysts perform  is fundamentally based on classifications: 
given  the  difficulty  of  simply  plugging  disputed  or  incomplete  information  into  a  valuation  formula, 
analysts  assess  the  value of  a  company by  comparison with other  companies  in  the  same  category” 
(Beunza & Garud, 2007, 21). Moreover, the classification  is external to the actor –  it  is something she 
draws  upon  when  making  a  decision.  The  view  on  a  technology  is  not  simply  the  result  of 
communitarian  processes  but  interpretations  of  technology  are  arrived  at  through  interactions with 
forms of intellectual and material equipment. 







as  causing organisations  to become  increasingly  similar. This  is because we are  sceptical of  accounts 
such  as  the  neo‐institutionalist  isomorphism  thesis, which  simply  emphasise  stability  or  change. Our 
analysis seeks to explore the intricate interplay between stabilising and dynamising factors, which often 
lead, as we will show, to outcomes that are more uneven. A further critique of Zuckerman, and related 
to the above,  is that  in his approach there  is  little process of  interaction between actors (i.e., between 
those  doing  the  reviewing  or  between  reviewer  and  actor  being  reviewed).  Critics  seemingly  assign 
vendors to slots – and there is no obvious debate or contention about the process (which seems highly 
unlikely given  the  importance of  the  review process). We  find useful here Beunza and Garud’s  (2007) 
critique: 
According to Zuckerman (1999), however, the comparative valuation undertaken by analysts takes place in a passive 




said  to  create  an  ‘illegitimacy  discount’  for  hybrid  organizations  that  perpetuates  existing  industry  structure  and 
stifles innovation (Beunza & Garud 2007, 21). 
In contrast  to  this, we  find useful  the  framework developed by Beunza and Garud  (2007) where  they 
suggest that actors like financial analysts partake in ‘frame‐making’ and that these frames can often be 
the  subject of dispute or  controversy. What  they are  suggesting  is  that key actors operate with – or 
construct  ‐ a particular  ‘socio  technical  frame’  that  influences  the development of new  technologies. 
“Analysts are active builders of  frames,  rather  than passive  classifiers of  stocks  into  categories”  (34). 
“We denote by  calculative  frame  the  internally  consistent network of  associations,  including  (among 
others) categories, metrics and analogies, that yield the necessary estimates which go into the valuation 
of a company”  (Beunza & Garud 2007, 26). The  socio‐technical  frame comprises an  ‘equipment’. This 
equipment  can be  cognitive  (such  as  analogies or  comparisons) or material  (such  as  lists). Beunza & 
Garud  (2007)  argue  that  analysts  persevere  with  their  frames  but  that  this  perseverance  leads  to 
continued disparities (‘sustained differences in valuation that arise from a disparity in calculative frames’ 
(29)).  They  describe  these  as  ‘framing  controversies’,  which  they  argue  can  lead  to  the  eventual 
‘abandoning’ of a frame. Through the process of frame building, controversy, and eventual abandoning 
of  a  frame  they  “document  the  tendency  of  successful  analysts  to  disrupt,  rather  than  perpetuate, 
existing industry categorical schemes” (Beunza & Garud, 2007, 34). 
3 DESCRIPTION OF INFLUENCE OF INDUSTRY ANALYSTS 
Industry analysts  represent an  important development  in  the  IT marketplace. At  the outset,  the new 
institutions of  information and technology and business  improvement were rudimentary and  inchoate. 
Over  the  decades,  however,  the  institutional  frameworks  for  promoting  and  discussing  new 
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technologies  have  become  better  established.  Industry  analysts  have  emerged  as  central  actors  in 
particular through helping to establish and constitute technological fields.  
They have been particularly influential as mobilisers of community opinion in the case of ERP. As Lopes 
notes,  the  term  Enterprise  Resource  Planning  was  ‘designed’  by  the  technology  industry  analyst 
organisation,  the Garter Group,  for  instance, which proclaimed ERP as  the  ‘new  information  systems 
paradigm’  (Klaus et al. 2000). An April 1990 Gartner publication, Computer  Integrated Manufacturing, 
described  their  view of ERP  ‘which we  consider  the  software  architecture  for  the next generation of 
MRP  II’; a  checklist of  technical  features anticipated  ‘the  continuing evolution of  computing  systems’ 
including  graphical user  interfaces,  relational databases  and  client/server models  (cited  in Wang  and 
Ramiller  2004).  As  described  by Mabert  et  al.  (2001:  69–70):  The  Gartner  Group  coined  the  term 
‘enterprise resource planning’ in the early 1990s to describe the business software systems that evolved 
as an extension of MRP  II‐type systems. They stipulated  that such software should  include  integrated 
modules for accounting, finance, sales and distribution, HRM, material management, and other business 
functions based on a common architecture that linked the enterprise to both customers and suppliers. 




2000). They predicted  that by 2005  ERP  II would displace  ERP  as  the means  to  support  internal  and 
inter‐enterprise process efficiency, while warning that many existing ERP vendors would not be able to 




what  he  terms  ‘ERP‐1.5’  –  that  is,  industry‐customised  versions  of  their  existing  products.  Their 








a vendor, such as  its strategy, organization, products,  technology, marketing,  financials or support. Vendors with a 
clear focus, solid products and an advantageous market position may be rated ‘positive’ or ‘strong positive’. Vendors 
or product lines that lack these qualities may be rated ‘caution’ or ‘strong negative’. Vendors that have potential, but 




of  vendors  being  considered  for  the  delivery  of  a  CRM  system.  They were  sent  the  list  of  potential 
vendors, some details about them and the solutions they were offering, as well as a description of the 
features  they  would  require  from  a  future  CRM  system.  A  Gartner  analyst  (described  as  ‘Bob’) 
responded  with  brief  comments  on  each  of  the  vendors.  These  comments  were  summarised  in  a 
document that was then circulated within the procurement team: 




ONYX  is a US company and  is very Microsoft orientated. They are  involved  in a number of London Authorities, but 
[Bob] was not aware of any  involvement outside of London. They also have a presence  in Munich and Paris. They 
work mainly  in the private sector. Their products are good, but there would be some concern over scalability  if we 




to  our  anticipated  size.  
 
With  reference  to  [the  joint  venture  partner working  the  Council]  comments  regarding  having  to  download  and 
duplicate data with the large vendor solutions, [Bob’s] comment was that these vendors have pre‐defined customer 
data schemas, which you have to use. They have a closed structure, which may require batch updates from existing 


















how  this  issue  is  interpreted).  Thus  rather  than  provide  a  definitive  assessment  Gartner  can  only 
‘speculate’ further about NewVendor based on the information sent to them by the Council: 
A more open product could provide better integration. They speculated that the [NewVendor] product was a toolkit 
rather than a  full solution.  In this case their concern would be how much expertise  [the  joint venture partner] had 




Despite  Gartner’s  lack  of  prior  knowledge  concerning  the  vendor,  this  does  not  stop  them  raising 
concerns about whether this vendor was the correct option  for the Council given the configuration of 
system  that had been described  to  them.  Indeed,  they conclude by suggesting  that  the vendor might 













NewVendor was  unknown  to  those  companies  in  the market  for  a  CRM  system.  It  thus  came  as  a 
‘surprise’  to Gartner  that  those  considering adopting a CRM  system had not  considered NewVendor. 
There are a number of  interesting aspects here.  In providing  this kind of defence of  their knowledge 
claim Gartner are highlighting an interesting feature of today’s procurement markets. Just as in previous 
decades  informal  social networks  (word of mouth, personal  recommendation,  informal  exchanges of 
information  etc.)  played  a  role  in  the  selection  of  a  technology,  today,  and  in  contrast  to  previous 
procurement practices,  it was  typical  to  solicit  the opinion of  a  seemingly  independent  intermediary 
when choosing between technologies. Moreover, Gartner were highlighting their central role (how they 





vendors was  (not  through  private,  idiosyncratic  knowledge  but)  through  public  forms  of  knowledge. 






been  in existence,  it has not spent any time or effort  in making  itself known to  industry analysts. This  is because at 





should  look  like and what it should contain appears to be an open question. Moreover, as they saw  it, 
NewVendor were offering something more than typical CRM vendors, and this did not fit into Gartner’s 
existing technology classification. As they saw it, there was yet no ‘category for what they are offering’. 
Reading  between  the  lines, NewVendor  see  themselves  as  ‘residual’ within  the  research  of  industry 
analysts.  They  are  residual  because  “the  structure  of  the  classification  system  has  a  limited  choice 
between  categories”  (Star &  Bowker,  2007,  274);  or  perhaps  even  because  “the  knowledge  system 




classifications.  It not only explains how and why controversies occur but suggests that  they are  likely. 
The sociologically interesting process is how such controversies are resolved (it concerns how competing 
claims for the nature and shape of CRM are overturned).  
Key  in all of  this was  the understanding of CRM. Gartner  treated NewVendor as a conventional CRM 
vendor whilst NewVendor  saw  themselves  as  a  vendor  delivering more  than  a  simple  CRM  solution 
(what they describe as the ‘integrated framework approach’). That is, Gartner was assessing NewVendor 
through  its emerging CRM  frame. We can show  this  through describing how NewVendor and Gartner 
debate the particular details of NewVendor’s systems. The exchange takes place when NewVendor were 
asked  to  ‘say  why  this  solution  was  preferred  to  those  that  already  exist  in  the  English  city 
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councilmarketplace. They  submit a  two‐page document  that  is  then passed  to Gartner  for  comment. 
Gartner respond by annotating the document and refuting specific points. 
NewVendor  begin  by  stating  the  uniqueness  of  their  offering:  “[NewVendor]  is  the  first  vendor  to 
provide an  integrated  framework approach”. This  is a system and approach that seemingly provides a 
more  integrated  type  of  solution  compared  to  other  types  of  systems  (competitor  systems  are 
seemingly made up of distinct  components  that have  to be brought  together  through  laborious  and 
maybe even  risky programming work). This  is a challenge to Gartner’s classification system – they are 
espousing an approach/technology with which Gartner are not familiar.  
Gartner  respond by  stating how  this  is hyperbole and  that  this  technology and emphasis  is  similar  to 
what other CRM vendors have already been offering: “Loud Cloud, Graham Technologies and  several 
others have said the same in the past”.  
There  is  then a  lengthy exchange where NewVendor set out  in  length  just how their systems differed 
from  others  –  emphasising  in  particular  the  disconnected  and  ‘patchwork’  nature  of  competitor 
solutions:  
With other vendors,  the Council would be buying  separate products  for CRM, Portal  front‐end, CTI, workflow and 
document management,  email  automation  and  rules  engines. While  individually  these might  compare  favourably 







The  majority  of  vendors  in  this  space  will  provide  some  form  of  portal  front‐end,  call  management,  eService, 
workflow, email  automation and  rules  engines plus CTI  integration  (but not CTI). Usually  this  is achieved  through 
partnerships with  a  small  number  of  partners  (eg  Interactive  Intelligence with Onyx  and  Siebel with Avaya).  It  is 
interesting the degree of overlap with eGain. We would see eGain as a vendor that already competes in the eService, 




be  problematic  –  and  highlighting  how  NewVendor  itself might  suffer  the  same  kind  of  integration 
problems:  
We disagree that all combinations are very difficult to get them to work together – it depends on the combination of 
products  selected  and  whether  that  combination  has  been  achieved  before.  NewVendor  is  not  exempt  from 
integration with the ACD system and the existing eGain applications (Gartner response). 
This exchange goes on  for some time.28 What  it highlights  is that contrary to the organisational vision 
literature  (which  suggests  that organisational visions develop  in different directions  in  the hands of a 















community – see Swanson & Ramiller  [1997]; Wang & Swanson  [2007]; Wang  [2009])  is that here we 




more established  technologies. What  the analysts  are doing here  is pointing out  that  the apparently 
novel  features of NewVendor are already contained within existing offerings.  In other words, analysts 




the  ability  to  commensurate  (Espeland  &  Stevens  1998)  that  is  to maintain  comparability  amongst 
vendors (Lounsbury & Rao, 2004, 972). Discrepancies about frames persist over time – analysts tend to 










solutions/service  providers  rather  than  simply  software  suppliers.  They  customise  their  products  for  a  particular 
industry  sector  and  aim  to  share  the  cost  across  the  customer  base  to  reduce  costs.  [Dr  S]  felt  they  had  a  very 
theoretical way of presenting themselves and had  found  it difficult to  find the appropriate analyst  (note circulated 
within procurement team). 
Implicit in her description is a criticism of the vendor for failing to understand the role and influence of 
industry analysts  (this  includes how  to  relate  to  them, how much effort  to  invest  in  interacting with 
them, as well as with how to present offerings to them). Having said this, she advises the local authority 
not to give too much weight to Gartner’s ‘list’: 
























software  vendor.    They  had  perhaps  failed  to  take  a more  pragmatic  approach  to  this.  They  have  a  legacy  of 
customers  in  the  Insurance, Banking and Telco  sectors both as NewVendor and  former  companies.  Less  so  in  the 
Government sector.  The client list is impressive (note circulated within procurement team). 
Indeed the ‘impressive’ features of the vendor are highlighted.  









The  analyst  is  highlighting  how  NewVendor  is  supported  by  a  large  and  very  well  known  partner 
organisation but also as a new company  it  is crucial  for early projects  to be successful  (so as  to build 
those all important ‘reference sites’).  
The  US  analyst  interprets  the  case  of  NewVendor  differently.  She  acknowledges  the  failure  of 
NewVendor for ‘making themselves known to Gartner’ but also highlights the difficulties a vendor such 
as NewVendor might have  in conforming to Gartner’s existing categories. She went on to address the 
problems  raised by earlier Gartner analysis  (the  fact  they were  ‘new’,  ‘unknown’) and concludes  that 
these should not necessarily be reasons for concern and, could equally be read as reasons as to why to 
choose NewVendor (as a new company moving into a new market it would be keen to ensure the first 
project  was  a  success).  These  are  different  reactions  to  the  same  vendor.  Importantly,  she  reads 
NewVendor through a different frame.  In particular, we note how this particular analyst  is not a  ‘CRM 
specialist’ but concentrates on ‘business process outsourcing’.  
[Dr  S]  said  that  she  was  not  a  CRM  specialist,  business  process  outsourcing  was  her  speciality.  It  had  been 




some  of  its  atrributes  (which  are  mainly  positive).  What  this  example  throws  into  light  is  that 
NewVendor  is being viewed  through  two different  frames –  to neither of which  the  vendor properly 
belongs (it is also ‘residual’ for these classifications). As a result, the analysts attached to these different 
frames see and say different things about the same vendor. Viewed through the CRM frame NewVendor 
is compared  to other CRM vendors  (often coming out second best or shown to be replicating what  is 
already out  there  in  the marketplace). However when viewed  through  the  alternative  (perhaps BPO) 
frame NewVendor  is  seen  not  simply  as  a  CRM  vendor  but  as  offering  ‘broader  services’.  Thus,  the 
analyst  characterised NewVendor  as  ‘providers of business process utility  solutions/service providers 
rather  than  simply  software  suppliers’.  In  the CRM  frame, NewVendor  is  assessed with  comparative 
measures such as ‘integration’, ‘risk’ and ‘community knowledge’. Whereas under the alternative frame, 
there  is a  focus on  its previous history, the fact  it will be eager  ‘to build a  list of satisfied clients’, and 
that it is backed by a significant partner, etc. Within the CRM frame there is a focus on equipment such 
as the  lists constituted  from community knowledge whereas  in the alternative frame these are  lists of 
‘impressive clients’. 
5 CONCLUSIONS 
Industry  analysts  play  a  crucial  role  in  configuring  particular  development  arenas  and  in mobilising 
consensus.  It appears  that  various  intermediaries hold  the  ropes  and  set  the  rules of  game –  that  is 
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defining  the boundaries of  technology and markets or what we have  termed  the  ‘technological  field’. 
This article has pointed to the process of categorisation applied to emerging artefacts and the different 
understandings that exist (at  least initially) between broadly similar artefacts. What is at stake  in these 
classifications  and  reclassifications?  The  classification  of  a  technology  is  far  from  trivial.  It  proposes 
boundaries  that  link  a  class  of  often  quite  various  artefacts whilst  differentiating  them  from  others. 
These categories do not simply allow industry analysts to order (and represent) the market/technology 
but also shape it. Analysts view and constitute markets through its various classifications. Clearly, on the 
one hand,  this process has  some positive effects  for  technology  consumers,  vendors  and  so on.  The 
designation  of  a  technology  field  reduces  uncertainty  for  adopters  and  for  developers:  (1)  it  allows 






the  features  of  broadly  comparable  products  and  their  likely  future  development  trajectories.  In 
addition,  (4) we  see  a  clustering  of  offerings  that may  serve  to  reinforce  expectations  about what 
functionality should be  included and where the technology will go  in future.  Importantly, on the other 
hand,  there  are  also  negative  effects.  Analysts  coordinate  and  control  the  classification  process, 
preferring  vendors  to  conform  to  existing  classifications.  We  saw  how  the  analysts  studied  have 
produced one particular view of 
CRM technology and vendors are forced, if not to conform to it, to consider it during the compilation of 
their own  solutions.  They  attempt  to  classify  vendors  according  to  existing  classifications  (instead  of 
continually creating new ones) which has the result that they are blind to those that do not neatly  fit 
their  categories  (Beunza  &  Garud  2005).  Vendors  that  do  not  fit  (or  cannot  conform)  appear  as 
anomalies  in  the  analysts’  view  of  the world with  the  result  that  these organisations  are  treated  as 
‘illegitimate’ (Zuckerman 1999). 
While the vendor (NewVendor) described above has grown  in size and  influence globally, as  far as we 
know, it has not been able to enter the market described in the paper (the local government market in 
the UK). Moreover, the type of solution they were proposing (the Integrated Framework Approach) has 















because  here  the  analysts  are  attempting  to  define  the  field  (and  to  organise  change  in  the 
marketplace). This  is  in  contrast  to what Swanson & Ramiller  (1997, 462) argue.  It  is not  simply  that 
organizational  visions  exists  because  a  collection  of  social  actors  agrees  that  they  exist,  or  that  this 






effect of a  list  is not purely a  linguistic matter. Lists clearly have effects outside of what  is said about 
them.  In  this  case,  they  serve  to  problematise  a  particular  software  vendor.  Whilst  beliefs  about 







































































Besides  the  excellent  quality  of  picture  and  sound,  and  the  plethora  of  available  channels,  digital 
interactive television provides access to applications and services with the touch of a button. Interactive 
television games are becoming popular since  television viewers are able  to virtually participate  in  the 
game. The aim of the work presented in this paper is to investigate factors affecting users’ intention to 










Among  the  most  popular  applications  in  the  Internet  environment  are  interactive  games.  Several 
researches have studied the factors that  influence the adoption of these games or more generally the 









has  been  used  in  several  cases where  the  aim was  to  predict  the  acceptance,  adoption  and  use  of 
modern  information  technologies  (Davis, 1989). Theoretical  insights concerning the  factors that affect 
intention  to  use were  drawn  from  the  online  games  domain  (Wu &  Liu  2006)  as well  as  from  the 
entertaining and fun information systems domain (Chesney 2006).  


















were still  large amounts  in the game (the reactions  included comments such as: “go on”, “don’t stop”, 
“no deal” and “take the money”) and b) when the player rejected the banker’s offer, when only small 
amounts  of money  had  remained  (i.e.  less  possibilities  that  the  reserved  briefcase  contains  a  large 
amount). The  reactions  included comments  such as: “stop”, “no”, “take  the money” and “he will  lose 
everything”. 
This  field research although of  limited range, provided  insights  for the development of the  interactive 
game’s scenario. The main idea underlying the scenario was to enable the viewer to select “Deal” or “No 













set,  the  screen  resolution,  the  limitations of  input devices  (i.e.  remote control) etc.  In order  to avoid 
major usability problems (that might affect the empirical research), the heuristic evaluation method was 







In order  to  investigate  intention  to use  the  interactive  game we utilized  the  Technology Acceptance 
Model and exploited findings from previous researches concerning intention to use hedonic information 





interactive game,  involves  the virtual co‐operation between  the home players and  the main player  in 
the studio providing a new form of interactive playing. 
Van  der Heijden  (2004)  found  a  positive  relationship  between  Perceived  Ease  of Use  and  Perceived 
Entertainment,  as  well  as  Perceived  Entertainment  and  Behavioural  Intention  to  Use.  These  two 
relationships lead us in the first two hypotheses: 




The next hypothesis  is based on existing  relationships of Technology Acceptance Model  (Davis 1989, 
Davis, Bagozzi & Warshaw 1989) and is as follows: 
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In order  to empirically  test  the above hypotheses, a  survey was performed among  the  inhabitants of 
Larissa  city, Greece. The  survey was  conducted  in a period  in  January and February 2009. The  target 
population  was  residents  of  the  municipality  of  Larissa  mainly  of  higher  education  level,  because 




50 years. The 58.8% of  the  respondents was of University  level education  followed by 29.4% of High‐
School (Lyceum) education.  
The participants were firstly  introduced to the features of the  interactive television and the services  it 
















programs, purpose of watching,  type of  television programs watched  frequently  and  the possible 
participation in TV games. 
• The  fourth  and most  important part  is based on  the  Technology Acceptance Model  (TAM)  and  it 
consists of four groups of questions: 
The first group consists of four questions concerning the Perceived Ease of Use (Chesney 2006). 
The second group consists of  three questions concerning viewer’s Attitude towards  the Use of  the 
game (Agarwal & Prasad 1999). 
The  third group consists of  three questions concerning  the  Intention  to Use  the game  (Agarwal & 
Karahanna 2000). 















The  analysis  of  the  results  of  the  four  factors  (constructs)  revealed  a  generally  positive  attitude  of 
people towards the game, as it is depicted in Table 1 (1 is the positive value of 5 point Likert scale). 
 
Composite Variables  N  Mean  Standard Deviation 
Perceived Ease of Use  51  1,3922  0,74036 
Attitude Towards Use  51  2,0586  1,00599 
Intension to Use  51  2,5751  1,06678 
Perceived Entertainment  51  2,1047  1,06361 




between  the  factors Perceived Entertainment and  Intention  to Use. Strong positive correlation  is also 












Perceived Ease of Use  1  0,398(**29)  0,342(**)  0,482(**) 
   0,004 0,014 0,000 
Attitude Towards Use    1 0,759(**) 0,761(**) 
  0,000 0,000 






determined by  the values of  factors Perceived Entertainment and Attitude Towards Use but not  from 
the  factor Perceived Ease of Use. This  relationship has a positive correlation. Also, the value of  factor 
Attitude towards Use  is determined only by the value of Perceived Entertainment, also with a positive 
relationship. Finally, the factor Perceived Ease of Use is linked with the factor Perceived Entertainment 
and  it  is not determined by any other factor. From the above  it becomes obvious that the Ease of Use 
affects the Entertainment, but  it  is not capable to affect the  Intention  for Use. The  Intention to Use  is 
determined only by  the Attitude  towards  the Use  and by  the Entertainment. That  is,  an easy  to use 
game  facilitates  the entertainment but  this does not mean  that a game which  is easy  to use but not 
entertaining will stimulate the intention to use it.  
The above results confirmed hypotheses H1, H2, H4, and H5 (Intention to Use is mainly determined by 
the  factors  Perceived  Entertainment  and  Attitude  Towards  Use  and  the  Perceived  Entertainment 
determines Intention to Use and Attitude towards Use). Hypotheses H3 and H6 are rejected (the factor 
























the values of the  four  factors, revealing that the attitude to the  interactive game does not depend 
from these parameters. 
• The attitude towards to the interactive game depends on television viewing habits. Particularly, the 
daily  amount of  time  that  someone  spends on watching  television,  affects  the  values of  the  four 
factors.   People who watch television for more hours have the more positive Attitude towards Use, 
Intension to Use and Perceived Entertainment of the interactive game. 
• The  reason  behind watching  television  affects  the  values  of  the  four  factors.  People who watch 







to  the  investigation of  additional  research questions  including other possible  factors  that may  affect 
intention to use. More specifically the social environment that  interaction with the game  takes place, 
formulate a reference group (e.g. family or friends) that may affect the behaviour and attitudes of the 
members  of  this  group.  In  the  scenario  of  the  game  presented  in  this  paper,  other  underlying 
interactions  are  implied  (i.e.  interactions  among  different  groups  that  watch  the  game).  These 














































In  this  paper, we  provide  a  comprehensive  overview  of  the  state‐of‐the‐art  in  a  contemporary  iTV 
research area: social and networked TV. In our approach, instead of considering research sub‐topics that 
build upon particular disciplinary  threads  (e.g., usability, personalization, multimedia annotations), we 
take  a  multidisciplinary  approach  that  builds  upon  findings  in  media  studies,  human‐computer 
interaction and multimedia systems. Moreover, we downplay the importance of chatting over a distance 
in  favor  of  non‐verbal  communication modalities.  In  contrast, we  focus  on  Social  TV  practices  and 
highlight  the  role  of  each  viewer  as  a  node  that  adds  value  to  the  TV  network.  Finally, we  provide 









research on  supporting  interaction  among  geographically distributed  co‐workers, but  there  is  limited 
investigation in the context of leisure activities, and in particular distributed use of audiovisual content, 
such as TV.  
As a matter of  fact,  there  is not much knowledge on designing applications  for  leisure or  informal TV 
sociability. What  features should  this applications support and how should we design  them? Previous 
research  has  already  considered  a  closer  integration  between  mass  media  content  and  social 
communication, but most of those approaches have  focused only on verbal communication. Social TV 
applications have a wide appeal as audiovisual content becomes more closely integrated with the social 
structure of Web  video  services,  such  as YouTube.  In  this  article, we explain how  Social TV  research 
could reach its full potential by moving beyond chatting systems. 
Previous  research  has  defined  ‘Social  TV’  as  a  system  that  allows  distant  viewers  to  communicate 
directly  or  indirectly with  each  other  using  several  interpersonal  communication modalities,  such  as 
open  audio  channel,  instant messaging, emoticons,  etc. One of  the  first  technological  approaches  to 
Social TV was the “Inhabited TV” research effort (Benford et al. 2000), which developed a collaborative 
virtual environment, where viewers  could  interact with other viewers or virtual objects.  In  that  case, 
viewers were watching TV within the virtual environment and not within physical space. Thus, viewing 
was extended with social  interaction among participants and  increased  interaction with content.  In an 




focused on  chat‐enabled  television  channels,  real‐time  voice  communication, or  synchronous  avatars 
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communication  about TV  content, which has been  the most popular  research  sub‐topic  in  Social TV. 





means  or  can  be,  later,  converted  into  digital  format.  Then,  the  content  is  encoded  and might  be 
authored  by  aggregating  various media  elements  into  one  presentation,  by  determining  the  layout 
characteristics  of  each media  element,  and  by  introducing  handlers  for  user  interaction.  Finally,  the 
content is delivered to the end‐user’s device for consumption (Bulterman, 2007).  
TV content in the living‐room and outside has been provided mostly by means of broadcast stations. A 
basic  ITV system  includes  tuner and a processor  that decodes  the signal and provides processing and 
storage capabilities that enable  interactive applications. Nevertheless, the disagreement on a common 
open  middleware  platform  has  been  an  obstacle  for  the  development  of  sophisticated  interactive 
applications that are independent from the STB hardware. On the other hand, there is agreement over 
the  specifications  for  the  digital  video  broadcasting  (DVB‐S/C/T/H  specifications  satellite,  cable, 
terrestrial, and mobile).  
Hierarchical content flow  is only one part of the distribution options for  interactive television. Viewers 
are  enjoying  television  content  on  computers  and  on  the move,  but more  importantly,  viewers  are 
becoming an active node that might add value and distribute media content. Bulterman (2007) shows a 
comparison  between  the  typical  client/server  architecture  (Broadcast  station  /set‐top  box)  and  the 
current one: a hybrid approach. This hybrid approach highlights that clients might become more active 
nodes,  and  technical  achievements  on  P2P  networks  and  mobile/TV  convergence  supports  this 
paradigm shift.  
In summary, networked  television  systems operate as  the middlemen of TV content  flow. Networked 
television  has  emerged  thanks  to  the  Internet  and  thanks  to  a  growth  of  interoperable 
telecommunication infrastructures and networked multimedia terminals.  
3 SHARING CONTENT BETWEEN USERS AND DEVICES 




typical  channels  of  satellite,  cable,  and  digital  terrestrial  networks.  Alternative  and  complementary 
devices and distribution methods have been considered, such as mobile phones (mobile DTV). 
Social  TV  builds  upon  the  convergence  between  different  technological  infrastructure,  such  as 
broadcasting, telecommunication, and  internet. The convergence has been realized  in different forms. 
On the one hand,  Internet content may be accessed through television web browsers, or  linked to  ITV 
programs (e.g. interactive advertisements). Communication applications such as messaging, chatting, or 
voting  during  certain  programs  (quizzes,  contests  etc.)  strengthen  viewer’s  loyalty  to  the  specific 
program. However,  Internet  access  via  television may disrupt  current  viewing patterns. Besides  user 
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In  summary, networked  television  systems are a necessary  technological  infrastructure  for advancing 
the state‐of‐the‐art  in Social TV  research.  In addition  to  flow within a dedicated distribution network, 
the  flow  of  content  is  also  realized  between  devices  owned  by  one  or more  viewers.  For  example, 
viewers might record broadcast TV content, transfer to the Web, then synchronize to a mobile device. In 
this way,  the  traditional  hierarchical  distribution  of  content  has  become  just  a  sub‐case  of  content 
sharing between users and devices. 
4 TALKING ABOUT CONTENT 




everyday  experience  for  the majority  of  TV  users.  Nevertheless,  the  pressures  of  daily  life  and  the 
increase in the number of diasporic households make joint television viewing increasingly difficult. 
Social  TV  systems offer one or more  computer mediated  communication  features, which  are  closely 
integrated with  the  TV watching  experience.  Computer mediated  interpersonal  communication  over 
distance, or over time could employ various communication modalities such as audio, text, and video 
conferencing. Besides text and audio in interpersonal communication,  there are also non‐verbal modes, 
such  as:  1)  personal  video‐photos  and  2)  non‐verbal  cues  (e.g.  emoticons,  avatars).  During  the  last 
decade,  there have been many  Social  TV  systems  in  corporate  research  labs. Those  systems provide 
support  for buddy  lists,  talking  about  content,  as well  as  sharing personal photos  and  home  videos. 
Interpersonal communication is based on voice, text, and video formats, as well as animated avatars. 









Moreover,  there  is  no  research  at  all  for  synchronous  collocated  types  of  Social  TV.  Although  this 
scenario  seems  trivial,  technological  support might be  employed  to  increase  the  enjoyment  and  the 
interaction  between  collocated  groups  of  TV  viewers.  Designers  should  consider  social  viewing  and 
opportunities for social communication that might take place  locally, or remotely. For example, an  ITV 
quiz game might provide opportunities for competition between family members, or remote users and 
drama  series  should  provide  facilities  for  online  community  building  along  the  storyline  of  the 
broadcast. 
Technological  support  for  interpersonal  communication  is  only  the  first  step  towards  social  TV. 





In  comparison  to  technological  support  for  chatting  over  a  distance,  broader  support  for  sharing 














Ekin  (2003)  have  developing  techniques  that  allow  automatic  summarization  of  a  sports  game.  In 
addition to patterns within the content he has also exploited knowledge about the cinematic structure 




Finally, user modeling has  investigated how adaptation works  for groups of people,  such as a  family. 
Researchers have argued that for a given group of people the recommended TV content might be better 
liked when  the  system considers  the profiles of  the  respective group. For example, a  study of an  ITV 
adaptive instructional program confirmed that people tend to choose the TV content that would fit the 
preferences of a certain group of viewers (Masthoff 2004). Moreover, Brown and Barkhuus (2006) have 
formulated  some  essential  questions  such  as  ’how  new  media  technologies  are  affecting  family 
structures?’ 
6 THE VIEWER AS A NODE THAT ADDS VALUE TO THE NETWORK 






of  the  chain.  In  contrast,  the  viewer  becomes  just  another  node  in  the  production‐distribution‐
consumption  chain. That  is, other node  that  can play different  roles: distributor or even producer of 
content. 
In  traditional  TV  distribution,  one measure  of  success,  besides  actual  program  liking,  has  been  how 
much a TV show has been  talked about between viewers. Schedule managers at TV channels have to 
predict and to measure the  impact of each program on viewers,  in order  to make  informed decisions 
about  timeslots and  reruns. Networked  television enhances  this established practice by making more 
efficient this particular role (measuring what has talk value) of the TV channel. Online video distributors 
have been enabled to set‐up dynamic push content in accordance to the user activity generated around 























































including  communication,  interactivity,  network  efficiency,  content  management  and  aesthetics. 






Various  independently  developed  software‐based  technologies  such  as  Joost, Babelgum  and VeohTV 
have  explored  to  certain  extent  the  interactive  and  social  aspects of  streaming media,  including  live 
user‐to‐user  chat,  dynamic  content  search  and  the  formation  of  user‐groups.  On  the  experimental 
forefront, various educational institutions are exploring continuously the capabilities of high‐bandwidth 
networks and experimental  interactive  content  in order  to  set  the  standards  for new digital  services, 
transforming the two‐way broadcasting experience. For particular types of content such as  interactive 
installation  art,  games  and  multimedia  presentations  that  require  synchronised  content  to  be 
communicated,  such  technological  infrastructures  offer  an  alternative  method  of  deployment, 
presentation and interaction.  
In this work, we are mainly concerned with the development strategy of the interactive TV system, the 






When  the  first  television sets were  introduced  to  the public,  they were advertised as a “Radio with a 
Screen”. The advertisement stated that the listener would be able to simultaneously listen and view the 
musicians  performing.  A  few  years  later,  the  technologically  identical medium was  actively  used  for 
many  “novel” purposes  including  the  transmission of educational,  recreational  and plethora of other 
types of broadcasts.  
Similarly  today,  interactive  Internet  broadcasting  is  often  referred  to  as  Internet  TV,  ignoring  in  the 
majority of cases all the new social and educational aspects that interactivity and virtual communication 
technologies have to offer through this new medium. In fact, interactive television technologies such as 
dynamic  video,  computer‐based  exploratory  content  and  advanced  interaction  technologies  have 




broadcasting  in  order  to  cover  multiple  user‐requirements,  while  supporting  dynamic  interaction 
throughout (Deliyannis, 2007).  
The  underlying  supporting  technologies  for  Interactive  Internet  broadcasting  are  still  not  fully 
established,  a  fact  that  affects  the  influence  of  this  new medium. During  the  last  decade  the  users 
experienced rapid changes in the standards and formats of interactive broadcasting. Initial research on 
autonomous  interactive applications  (Constantine Stephanidis & Akoumianakis, 2001; Helena &  Jorge, 
2001; Julio Abascal, Ant, & n, 2001) were followed by the development of hybrid systems that multiplex 
various existing standards and formats in order to successfully complete the task in hand across multiple 
software/hardware  platforms  and  network  configurations  (Deliyannis,  2006; Martin,  2005; Webster, 
2004).  




VHS  technologies, or  recently  the HD‐DVD and BLUE‐RAY‐DVD where  in both  cases  the availability of 
content won the battle of the formats, as customers preferred one device instead of the other.  





protocols  that are  freely distributable. The above  factors  result  in a one‐way  route  for  internet‐based 
interactive TV developers who are forced to deploy open systems that support free player technologies 
in  an  attempt  to  attract  a  large  user‐base.  In  that  respect,  their  supporting  income  is  sourced  from 
advertising and other means of promotion, which again is proportional to their user base.  
On the positive side, the decreasing Internet connection costs and the increasing access speeds offered 
shape the market for new  interactive  internet‐based broadcasting services. With a dedicated  internet‐
connection, one may receive at home high‐quality TV programmes, at a fraction of the cost of satellite 
TV.  The  authors  believe  that  this  is  a  quite  significant  development  that  allows  new  services  to  be 
introduced without the impracticality to replace existing viewing equipment. Understanding of the user 
needs  and  refinement  of  the  broadcasting  requirements  is  essential  for  the  developers.  This  paper 









Audiovisual  Arts,  as  it  enables  student‐artists  to  expose  their  work  without  boundaries  and  cost 
constraints,  through  a  globally  accessible medium  that  permits  user‐to‐user  communication. Various 






conditions of particular  interest to the artists that needed to be met by the system. For example,  it  is 
























Interactive user  feedback  is  supported  through  the portal. An RSS  feed  is  employed  to provide  user 
commenting  and  dialogue,  after  registration  and  user  verification,  enabling  text  information  to  be 
communicated directly to the programme producers and the participating members. User  feedback  is 






All  the  above  requirements do not pose  significant developmental difficulties,  as  they utilise existing 
web  technologies  that  require  little  or  no  programming  and may  be  deployed  in  a wide  variety  of 




and  supporting  to  the  video‐works  stories,  discussion  areas  with  registered  users  and moderators, 




Most of  the programming  effort has  to be  spent on  the design of  the user  interface with particular 
reference to its usability and aesthetics, as existing technologies do not always share the same interface 
standards, a fact that requires end‐system template modification. Developers have therefore to be in a 
position  to  alter  the  look  and  feel  of  each  individual  component,  resulting  in  a  unified  interactive 
environment, which covers the functional needs of both the user and the programme producer. For the 




















be  broadcasted  completely.  It  should  be  possible  therefore  for  a  user  that  is  only  interested  in  the 
weather to view the latest report on demand, or even watch the weather prediction for a specific area 
of the country. This major ability is mainly responsible for the differentiation between digital or web‐TV 
to  dynamic  interactive  TV,  and  the  only  practical  requirement  is  to  provide metadata  information 
regarding the information contained within the stream and its timing (Caschera, Ferri, & Grifoni, 2007).  
3.1 Interactivity 
The  novelty  of  the  current  case  study  focuses mainly  on  the  lack  of  content  pre‐programming. We 
focused  on  the  essence  of  MPEG‐7  in  terms  of  content  representation  in  our  implementation, 
particularly as it was necessary to furnish the user with the flexibility to navigate semantically across the 










existing  language  vocabulary. There  are  instances  for example  that words  such  as  “woooooosh”  and 









When examining  the organisation  from  top  to bottom, one  is  introduced  to  the  central menu of  the 
interactive  station.  The web  address  registered  (imediatv.eu)  that displays  the  latest  system  version, 
clearly defines the objective of the service, while the logo is self‐informative. The options offered at this 






User  interface  design  is  based  on  the  user  requirements  analysis.  This  indicated  that  although 
interaction is the main programme driver, a user transcending from traditional TV medium to Interactive 





















































Today  Information  and  Communication  Technologies  have  penetrated  every  aspect  of  the  media 
industry.  In  the  case  of  newspaper  organizations  new  channels  for  reaching  the  readers  have  been 
deployed.  These  channels  process  different  characteristics  and  target  diverse  groups  of  readers. 
Although these channels may seem to be independent they communicate and have the ability to guide 








as technology  for the distribution of  journalistic  information  in various  forms has become more easily 
available, and with the  introduction of the  Internet  into companies and households, the tendency has 








attempt  to  reverse  declining  circulation  (and  profits)  by  building  a  new  base  of  readers,  and more 





mobile  phone  network.  All  the  above  have  led  newspaper  organizations  to  offer many  alternative 
publishing channel to their readers. 
At  the  beginning  these  channels  were  treated  as  independent  delivery  paths.  But  later  it  was 
understood  that  these  channels  are  related  to  each  other  and  thus  they  could  be  function  as 
complementary to one another. Thus the term cross media communication appeared.  
Cross‐media communication  is communication  in which the storyline (in our case the news) will  invite 
the receiver (reader) to cross‐over from one medium to the next. In that way it is possible to transform 
from  one‐dimensional  communication  (sender  Æ  receiver(s),  newspaper  Æ  reader(s))  to  multi‐
dimensional communication (sender(s) ÅÆ receiver(s), newspaper ÅÆreader(s)) (Wikipedia 2009). 
Good  cross‐media  communication has  the  capacity  to enhance  the value of  communication between 
the newspapers and  their  readers. The  level and depth of news will be more personal and  therefore 
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more  relevant  and  powerful.  Advantages  from  financial  profits  can  be  gained  through  equal  or 






communication. Based on  the proposed model a newspaper  can  choose  to  implement a  cross media 
strategy that will suit best the profile of its potential readers. 
2 CROSS MEDIA 
Cross  media  is  defined  as  any  content  (news,  music,  text,  and  images)  published  in  multiple 
media/channels. The content  is posted once and  it  is available on other channels. Multiple media has 
been  another  term  widely  used  to  specify  the  area  of  inter‐platform  or  inter‐device  possibilities. 
Multiple media means that the same content is delivered to end‐users in more than one medium (Veglis 
2008b). 
Let us examine  the available publishing channels  that can be employed  in a cross media scheme. We 
must note that  these channels do not  represent different categories of technology but simply various 




possibility  of  continuous  updating  (Negroponte  1995).  Surveys  indicate  that  it  is  the  first  alternative 
publishing channel that newspapers adopt (Veglis 2007).  
Webcasting: Webcasting can be broadly defined as  the delivery of media content on  the Web  (Veglis 
2007). Websites can be used for Webcasting audio and video content.   
PDA: PDAs (Personal Digital Assistants) are light, portable devices which they include small screens that 
support  true  color  and  also offer wireless  connection  through  the mobile phone’s network. Because 
these devices have  small  screens  and  a  limited  storage  capacity, publishers  can provide only  a  small 
portion of the content found in their printed editions.  
TabletPC: TabletPCs are pen based portable PCs that include wireless connection to the Internet. These 
devices  offer  relatively  large  high  resolution  displays  and  an  extensive  storage  capacity  that  allow 
publishers  to  provide  readers  with  visually  rich  content  in  a  fixed  format  that  can  retain  each 
publication’s established brand identity (Wearden et al. 2001). 
E‐mail: E‐mail  is employed by newspapers  in order  to  alert  their  readers  about breaking news,  relay 
them the headlines of the main stories (with links to the entire articles included in an online version of 
the newspaper), or send them the entire edition in a PDF file (Schiff  2003). 
PDF:  It  is a  file  format. PDF  files are portable, platform‐independent and highly compressed. They are 





WAP: Wireless Application Protocol,  is  a  secure  specification  that  allows users  to  access  information 










Blogs: A blog  is  a website where  entries  are written  in  chronological order  and  displayed  in  reverse 
chronological order. An important feature of the blogs it the ability for readers to leave comments. That 
is  the  reason why newspapers have  included blogs as a supplement  to their web editions,  thus giving 
their  journalists  the opportunity  to  comment onto  current  events  and  to  their  readers  the  ability  to 
interact with them (Veglis 2007). 
Twitter: Twitter is a social networking and micro‐blogging service that enables its users to send and read 
other users' updates known as tweets. Twitter  is often described as the "SMS of  Internet",  in that the 
site  provides  the  back‐end  functionality  to  other  desktop  and  web‐based  applications  to  send  and 
receive short text messages, often obscuring the actual website itself. Tweets are text‐based posts of up 





Although we  have  included  tabletPC  in  our  original  description  of  cross media  channels we will  not 




The alternative channels, described  in the previews section differ a  lot. But we have  included them  in 
this form in our study because they are employed in order to publish news by the newspapers.  
The  majority  of  the  channels  belong  to  the  internet  category.  Others  are  services  of  the  mobile 


































are based on  the  internet or  the mobile  telephone network  (Dena 2004).   WWW  for example can be 
considered as a confluent channel though that offers text, video, audio, and virtual environments. There 
may be within a given cross media work many websites, and of  these websites many modes  (image, 






















be  fast‐scrolling  through  the  text  of  a  webpage.  Although  these  modal  distinctions  may  seem 
meaningless  for  identifying a cross media work, they are nevertheless helpful  in establishing the wide 





news  to  the  readers  are  SMS,  Twitter,  and  RSS.  These  channels  can  be  characterized  as  info‐alerts 
(Sabelström 2001). The idea of the info‐alerts is to make the user aware of content available in different 
publishing channels. The RSS and the twitter link directly to the newspaper’s web edition and the SMSs 
















are  usually  updated  several  times  during  the  day.  Of  course  in  the  case  of  an  important  event  a 
newspaper organization may decide to produce a second or even a third print edition. 
It  is  worth  noting  that  mono‐modal  channels  are  the  channels  that  relay  news  first.  Multi‐modal 
channels follow. Thus we can conclude that although multi‐modal channels tend to be more attractive 
to  the  readers,  since  they  include more multimedia material, mono‐modal  channels  are  the  first  to 



















group  includes  the  info  alert  channels,  namely  RSS,  SMS,  Twitter  and WWW  headlines.  The  second 








that  it  is  a multi‐modal  channel with  (in  theory)  unlimited  capacity  to  offer  information.  That  is  the 





crucial  for  guiding  the  users  to  the  main  channels.  As  we  have  mentioned  in  section  6  the  time 
parameter  is  very  important. When  a  sudden  event  occurs  newspapers may  choose  to  alert  their 



















three groups of channels  (info alerts, main channels, and  laggard channel).   We have also described a 
variety of possible navigations between the channels. Additional study is required in order to determine 
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the exact strategies that a media organization may  implement  in order to attract  its readers.   Further 
more  the  relation  between  the  various  publishing  channels,  defined  as  cross media  communication, 
needs to be clarified in every detail. 
The  above model  describes  a  one‐dimensional  communication  from  the media  organization  to  the 
reader. In a future extension of this model we must include the communication from the reader to the 









































provide  a  useful  for  alternative  framework  that  addresses  this  problem.  This  study  follows  a  DM 





The exponential growth of  information and  technology  in  recent years necessitates a more  thorough 
understanding  of  stored  data  and  information.  Information  and data  are  being  accumulated  in  pace 
never seen before and traditional methods of handling those huge amounts are just not sufficient. This 
is particularly true in the healthcare industry. A search for a resolution yielded many potential solutions. 
One popular approach that  is  frequently being used  in  industry and that was proven quite efficient  in 
analyzing data is Data Mining (DM). Today, DM tolls are widely used to understand marketing patterns, 
customer behavior, examine patients’ data, and detect fraud. 
This  research  follows DM procedures and presents a model  that  transform data and  information  into 
knowledge  in  the healthcare  industry.  Several  authors  in  the  information  systems  field  studied data, 
information and knowledge (Alavi and Leidner 2001). The dominant view in the field is that data is raw 
numbers  and  facts.  Information  is  processed  data,  or  “data  endowed with  relevance  and  purpose” 
(Drucker  1995).  Information  becomes  knowledge  when  it  adds  insight,  abstractive  value,  better 
understanding (Spiegler 2000). 
Spiegler (2000) described a model that relates data to information to knwoedge using various terms and 
concepts. The author  stated  that all are  considered  states  in  the  transformation process of knowing. 
Tuomi (2000), on the other hand, presented a reverse model where knowledge served as the bases for 
information  and  data.  The  author  claimed  that  knowledge  was  the  result  of  cognitive  processing 
initiated  by  an  inflow  of  new  stimulation  and  it  can  become  information when  it  is  articulated  and 
presented  in the form of text, words, or other representative  forms. When  incorporating both models 
together  the  result  is  a  cycle  that begins with  the  application of  structured  tacit  (implicit,  cognitive) 
knowledge; this, in turn, yields information; finally, if one adds a fixed representation and interpretation 




United  States.  Identifying  diabetic  patients  is  therefore  very  important.  To  that  end, we  follow  the 
notions  of  Ben‐Zvi  and  Spiegler  (2007)  and  employ  concepts  from  other  fields,  such  as  Operations 




The  study  is  organized  as  follows:  First,  we  review  related  literature.  Then,  we  introduce  the 











includes data pre‐processing procedures.  It  is associated with data cleaning,  incorporating appropriate 




in  a  form  that  are  easily  comprehensible  (Fayyad,  Piatetsky‐Shapiro  and  Smyth  1996).  DM  can  be 
applied to different tasks related to decision‐making. Those tasks include decision support, forecasting, 
estimation,  and  uncovering  and  understanding  relationships  among  data  elements.  Chan  and  Lewis 





used DM,  one  can  get  the  impression  that  this  is  exactly where DM  can  play  an  important  role,  by 
presenting the researcher a cost‐effective balance question. 




very useful  in cases where  the desired  result  is a concrete continuous value. Classification  is  learning 
function  that maps  (classifies)  a  data  item  into one of  several predefined  classes  (Fayyad,  Piatetsky‐
Shapiro  and  Smyth  1996).  With  classification,  the  predicted  output  (the  class)  is  categorical;  a 
categorical variable has only a  few possible values,  such as yes–no, high–middle–low, etc.  (Chan and 
Lewis 2002). Chan and Lewis (2002) state that regression and classification are related to one another. 
They  claim  that  a  regression  problem  can  be  turned  into  a  classification  problem  by  bracketing  the 
predicted continuous variables into discrete categories, and a classification problem can be turned into a 
regression problem by establishing a score or probability  for each category. The most frequently used 
techniques  with  those  methods  are  decision  tress,  naïve‐bayes,  K‐nearest  neighbor  and  neural 
networks. 











systems  in  hospitals,  advance  medical  methods  and  therapies,  provide  better  patient  relationship 
management practices,  and  improve ways of working within  the healthcare organization  (Metaxiotis 
2006).  You  may  use  DM  to  make  utilization  analysis,  perform  pricing  analysis,  estimate  outcome 





Erlich  et  al.  (2003).  In  those  databases,  data  appears  in  a  binary  form  rather  than  the  common 
alphanumeric format. The binary model views a database as a two‐dimensional matrix where the rows 
represent objects and the columns represent all possible data values of attributes. The matrix’s entries 
are either  ‘1’ or  ‘0’  indicating  that an object has or  lack  the corresponding data values. We note  that 
binary  databases  require  that  data  appears  as  discrete.  Therefore,  in  order  to  comply  with  this 




In addition  to binary data  representation,  this  study also employs  some  techniques  from  information 
theory. For a complete  review of  information  theory and  its application see Witten and Frank  (2000). 
Information theory, first set up by Shannon (1948),  is a discipline  in applied mathematics  involving the 
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Mutual  information  represents  the  reduction  in  the uncertainty of X  that  is provided by knowing  the 
value of Y.  
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information,  as  a  resource,  should  be  viewed  and  treated  as  inventory. While  considering  inventory 
theory, we also employ modern production and manufacturing concepts. Such a view of information is 
in  fact  consistent with  the  analogy of data processing  and production management.  The  idea of  the 
above studies was to use modern inventory techniques, and apply them to the information system area.  
We  follow  the  same  supposition and apply a production problem  that  is  referred  to as  “Multiple  Lot 
sizing in Production to Order” (MLPO). This problem is extensively discussed in literature (e.g., Grosfeld‐






resurgence  of  interest  in  the  subject  can  be  attributed,  at  least  in  part,  to  the  renewed  interest  by 
manufacturing industries in understanding the logistical implications of producing defective items. 
In this study we refer to a serial multistage production system and assume the system is facing a certain 
demand.  This  demand  needs  to  be  fulfilled  by  producing  products.  We  assume  that  the  cost  of 
producing one unit on machine k  is  kβ . Naturally, the production process  is  imperfect and each  input 















































The  DM  algorithm makes  an  evaluation  of  the  data. We  randomly  allocate  a  value  βj,k  (j=1,2,…,d; 




respect  to  the dependent variable. Using  (4), each attribute  is allocated a  likelihood  ratio  statistic  Lj,k 
(j=1,2,…,d;  k=1,2,…,pj).  To  be  consistent  with  the  production  system  parameters,  we  transform  the 
likelihood ratio statistic into a chi‐square probability, denoted by θj,k (j=1,2,…,d; k=1,2,…,pj). Note that in 
the MLPO problem βk represent costs (which are sequenced in increasing order) while in our model βj,k 
























































1  74  5  5.6 
2  136  12  10.2 
3  421  35  31.6 
4  859  60  64.4 
5  1235  90  92.6 
6  2285  165  171.4 
7  4268  335  320.1 
Table 2.   Predicted and Actual Number of Diabetic Patients. 
Next, we aim  to evaluate  the  results of our DM algorithm and  to compare  them with  the  traditional 
analysis  methods.  However,  no  established  criteria  can  be  found  in  literature  for  deciding  which 




Our  findings  show  that  using  a  clustering method  with  a  single  linkage  technique  and  a  Euclidean 
Distance as a criterion produces the best result. This method was able to  identify 80% of the diabetic 
cases. The second best method was our suggested clustering technique with 77% of correct predictions. 
The  other methods  also  produced  relatively  good  results:  Classification was  able  to  predict  75%  of 
diabetic cases. Regression was the worst method with only 71% accuracy. We believe that this  lack of 





First,  our method  is making  use  of  concepts  from  other  close  field,  like  Operations  Research  and 
Inventory Management. The use of  Information Theory  is particularly  interesting as this theory relates 
also  to  the  Information  Systems  field. When  incorporating  those  concepts  together we were  able  to 
show  that  our  method  is  relatively  good  compared  to  other  traditional  methods.  Therefore,  one 
outcome is establishing our method as a valid method for DM. 
Second,  we  used  to  the  DM  procedure  to  gain  knowledge  about  diabetes. We  conclude  that  the 
following variables can serve as good indicators for identifying potential diabetic patients: family history, 
body weight  and  age.  This may  become  a  powerful  predictive  tool  for  any  organization  seeking  to 
perform a more precise and  informed patient selection process to  identify diabetic patients. Although 





This  study  showed  the  benefits  of  using  DM  in  the  healthcare  domain.  We  made  a  theoretical 
contribution, as we exhibit a formal presentation of the DM process, while integrating several concepts 
from other disciplines. We believe that the results that we shoed in this study can help decision makers 




















































































In  this paper we  aim  to develop a patient  centered perspective  that puts  at  the  centre of our  focus 
patient practices and their appropriation of medical information, prescribed use of drugs and of health‐
care technology. Within this frame, we will initially discuss evidence from a qualitative case study on the 
role of community pharmacists  in patients dealing with their problems.  In  line with the 2.0 revolution, 
we then suggest a technological architecture based on patient generated content and their health social 
networking – as many Health 2.0 platforms already do –  that  focuses on  local  relation and  take  into 
account the empirically assessed role of pharmacists and  investing them with an  interesting  local task. 
Future challenges and initial reflections of the proposed approach will be discussed at the end. 
Keywords:  Patient‐Centered  View,  Community  Pharmacist,  Social  Networking,  Patient  Generated 
Content 
1 INTRODUCTION 
This  paper  reports  on  work  from  an  interdisciplinary  project  exploring  the  design  of  future 
telecommunications services, networks and applications in several ICT related domains. In this work, we 
will  focus  on  the  domain  of  Health  Care  (HC).  In  particular, we  aim  to  develop  a  patient  centered 
perspective which  places  at  the  centre  of  our  focus  patient  practices,  understanding  and  their  daily 
dealing with medical  information,  the prescribed use of drugs  and of health‐care  technology. Rather 
than presuppose patients as necessarily passive actors within the HC system as traditionally understood, 
we  assume  that many  patients might  pro‐actively  build  local  knowledge  in  order  to  deal  with  the 
practicalities and  intricacies of their health problems. They might activate  local  interactions with more 















for people experiencing practical  troubles  and  an obligatory passage point  for  those who have been 
prescribed with  a  drug.  In  this  sense,  community  pharmacists  become  not  only  precious  informants 
regarding patients’  real problems, but also actors  that might actually play a  relevant  role  for patients 
dealing with their health.  In this work, we  investigate the  interaction between community pharmacists 
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and patients. We acknowledge  the need  to  support a more bottom up  knowledge production  in  the 
medical  domain.  By  focusing  on  community  pharmacists  and  their  customers, we  aim  to  envision  a 
future participatory Health Care model that supports a patient centered perspective. 
This paper  is organised  as  follows: The  following  section will discuss our  research  approach which  is 
aimed  at putting patients’ practices  and understanding  at  the  center of our  scenarios  for  future  ICT 
services.  In  this sense, we will  initially provide another  look at the  traditional model  that prescribes a 
passive  role  to  the patient. We  rethink  the notion of compliance by  showing how a patient centered 
perspective might extend traditional understanding and make room for the production and circulation 
of new and relevant patient generated knowledge. We next discuss the role of community pharmacists 
in  the  light of evidence  from our qualitative  field observations and some of  the  literature  from  social 
medicine. A  series  of  specific practices  involving  an  interaction  between  patients  and  pharmacists  is 
then  discussed  as  instances  of moments where  relevant  practical  knowledge  and  safe  practices  are 
produced.  This  series  of  instances  aims  to  inform  a  participatory  platform  that  we  introduce  and 
describe  in  the  second  part  of  this  paper.  Framed within  the  2.0  revolution, we  start  to  envision  a 
technological proposition based on patient  generated  content  and networking  –  as many Health  2.0 
platforms already do – but  that  takes  into account  the assessed  role of pharmacists and  invest  them 
with  an  interesting  local  task.  The  architecture  of  such  participatory  platform will  be  described  and 





would  be  that  of  supporting  patients  to  comply  when  this  is  too  difficult  for  them.  However,  this 
perspective might only tell one part of the story. Although traditional  literature extensively focused on 
patient adherence to medication, a small number of sociological and anthropological works privileged 
patients’  point  of  view,  sense‐making  and  active  practices  (Jones,  1979; Helman,  1981; Morgan  and 
Watkins,  1988;  Donovan,  1992;  Verbeek‐Heida,  1993).  According  to  Conrad  (1985),  for  instance, 
autonomous patients will develop their own medication practice, even though it may not coincide with 
the  institutionalised health professionals'  recommendations. Much of  this behavior  could be  seen  as 
non‐compliance, but, from the patient's perspective  it is not. People adjust their regimens to suit their 
life  situation.  They may be  solving  a problem  that  a particular drug or procedure  creates.  They may 
choose to avoid the stigma of the condition that their medication represents. They may be lowering the 
dosages to see  if their condition has  improved.  In effect, patients may alter their drug regimens  in an 
effort to retain their own control. In his study of people with epilepsy, using a fairly standard definition 
of compliance, 42 percent of respondents would be seen as non‐compliant.  
Yet from the patient's perspective the  issue  is not about complying or not complying. Embedded  in the 
context  of  their  own  experience,  their  use  of  medications  can  better  be  seen  as  a  form  of  “self‐
regulation." […] Most people with chronic illnesses spend only a tiny fraction of their lives in the "patient 
role." Compliance assumes  that  the doctor‐patient  relationship  is pivotal  for  subsequent action, which 
may not be the case. 
For  instance,  people  with  diabetes  may  have  the  same  goal  as  their  doctor,  but  their method  of 
achieving these goals may  include altering their regimes to create – for  instance – a balance of caloric 
exercise and insulin. A five minute talk with an experienced patient with diabetes type 1 would confirm 






where  I am, what  I am supposed to do and  it changes according to the fact that  I am at home,  in the 
office or not, whether I can prepare my food or just get something from a menu.... For instance, when I 
know we are going to be walking for a long time because we are sightseeing somewhere or we are in the 
countryside,  I  tend  to keep my  level of glucose a  little higher,  so  instead of 10 units of  insulin before 




While  a  traditional  understanding  would  depict  patients  as  passive  actors  in  need  to  comply  with 
biomedical knowledge, a patient centered perspective would rather suggest that some patients actually 
actively  produce  a  different  kind  of  local  and  practical  knowledge  that  might  need  support  too30. 
Compliance  is  fundamental  for many  people  and  it  should  be  supported. However,  non‐compliance 




develop  their  own  personal  and  safe medication  practices.  According  to Marco,  you  learn  this  by 
experimenting, self‐measuring and  looking at other patients who do not simply stick with an academic 
value (which he defines as a fetish or what the GP asks you to do). Assuming the patients can learn from 
one another  (not only  to  comply),  the question  then becomes: how  to  sustain  the development of a 
patient  centered approach  that  supports appropriation and  the production of practical  knowledge  in 
Health Care without fostering the circulation of mis‐information and unsafe practices? 
3 RESEARCH APPROACH AND FOCUS ON COMMUNITY PHARMACISTS 
As we mentioned, we  intend  to develop a patient‐centered understanding of Health Care  in order  to 
envision  future  ICT  services  that privileges patients’ understanding and  their proactive  role  in dealing 
with heath problems. How do people appropriate medical  information, construct their own knowledge 
and understanding and reshape – in practice ‐ prescriptive use of drugs and technology? How and when 
is  it  a dangerous  thing  to be  avoided? How  and when  is  this  aspect  to be  supported, produced  and 
reproduced?  In  order  to  answer  these  basic  questions,  we  developed  an  ethno‐methodological 
approach31 based on participant observations of pharmacists/patients  interactions and a  series of  in‐
depth interviews with Irish and Italian chronic disease patients and community pharmacists distributed 
in the area of Limerick and Galway  (Ireland) and  in that of Arezzo  (Italy). Observations and  interviews 
have  been  carried  out  between  September  2008  and  March  200932.  Feedback  from  pharmacies’ 
customers were also gathered when possible. 


















The  idea of  investigating pharmacists came from the fact that  it  is very difficult to  investigate patients' 
private practices. How they deal with their health conditions on their own is typically inaccessible for the 
researcher unless s/he would enter their houses for extensive periods of time. Community pharmacists 
might  instead have privileged access  to  some patient practices as  they probably are one of  the most 




‘”Doctors are  so overworked  they don’t have  time  to have  friendly discussions with people.” Another 
said, “Doctors don’t have a  lot of  time so you have  to be very prepared. You have  to go  in with your 
questions and know exactly what  information you’re  looking  for.  It’s almost  like you need to know the 
answers before you ask the questions. I find a lot of doctors tend to talk at you instead of with you” 
Our observations, interviews and feedback from customers who use pharmacies’ reaffirm this point and 
produced  interesting evidence about  the active  role of community pharmacists. Their  familiarity with 
many  patients’  practices,  the  problems  they  experience  and  patients’  appropriation  of  medical 










What emerges  from  these extracts  support  the  idea  that patients pro‐actively build  their own health 
practices and understanding by creating their own local social networks of experts and non‐experts and 
by relying on a series of resources that might not coincide with the institutional setting where patients 









retail pharmacies. Progress  in  the past  five  years has  included offering expanded patient  counselling, 
immunisations,  and  medication‐dependent  disease  management  for  persons  with  certain  chronic 
conditions (such as asthma, diabetes, hypertension, and high cholesterol). […] Surveys [...] have reported 
a  wide  range  of  clinical  and management  functions:  tracking  adverse  drug  effects,  participating  in 








programs  to  reduce  medication  errors,  monitoring  patients’  compliance  with  medication  use,  and 
conducting medication management programs [pg.29] 
As  Keely  underlined  (2002):  '...Pharmacists  are moving  from  prescription  provider  to  pharmaceutical 










other  things.  On  the  patient  side,  many  lay  people  seem  to  have  found  it  easier  to  relate  with 
community pharmacists. From patients’ feedback gathered in community pharmacies during participant 
observation a series of  reasons were particularly recurrent: there are no queues to attend to, no GPs 
bills  to pay, a more  relaxed and dialogical  interaction where patients  feel more  confident  to express 










supplement  their  interaction with  the GP with  a more  relaxed  and dialogical  interaction with  a  local 
community pharmacist. 























‘…many customers, especially  those who are not  fully self assured, save  their doubts and question  for 
me, they feel I know their problems better’ Giulia, Italian Ph. 
‘People often do not tell the doctor if they have problem with their dosage schedule: some just realised 






attention’.  Leder  (1992),  who  also  critiqued  biomedicine  as  it  treats  the  body  as  a  machine,  has 
addressed a similar point:  





removed  from  the  attentions  of medical  personnel. Where  acute  illness  can  be  discussed  from  the 
perspective of the doctor (that is, from the standpoint of biomedicine), the special problems of living with 
chronic illness evade these kinds of explanations’ 
What  we  learn  here  is  also  that  –  when  interacting  with  their  GPs  –  some  patients  will  probably 
experience  an  increasing  lack  of  occasions  to  talk  about  their  feelings  and  claims  regarding  the 
practicalities of  living with  their health conditions.  In discussing  this problem, Levenstein et al.  (1986) 
developed a model of patient centred medicine by introducing the concept of agendas and showed that 





Reassuring  is  another  aspect  that  emerged  quite  strongly  in  the  analysis  of  patients/pharmacist 
interaction  that  further addresses  the need  for patients  to share  their own experiences when dealing 
with difficult treatments. The next series of extracts show this important aspect: 
‘…for many personal points of view you have  to  interact with people, you do not have  to  leave  them 
alone…take the triple therapy for the users: that  is a terrible stuff to do…and you are supposed to take 
that for...what…12 days or so…and so you have to explain that that  it  is a terrible thing to drink and  it 
tastes terrible…but what I am saying  is that you reassure them to actually proceed with  it, that it is for 
the benefit of their health…[...] you have to be professional and be careful…Ian, Irish Pharmacist 
‘…I  always  invite  people  to  take  their  medicine  as  prescribed.  Sometimes  prescriptions  might  be 
complicated and people get confused…if I see that someone is not complying I try to understand what it 
is, if I see a problem I ask them to go back to their doctor and tell him…Claudio, Italian Pharmacist 
'If  I see someone  is not complying,  I ask and try to  talk. Are there any problems with the medication? 
Then  I  can  ask  them  to  tell  the  doctor  but  definitely  I  talk  with  the  customer  first…Giulia,  Italian 
Pharmacist 









Another  interesting  aspect  that  emerges  in  our  case  study  with  all  the  interviewed  community 
pharmacists is that many patients often need support when using medical technology in their domestic 
environments.  They  need  to  be  instructed  (as  instruction  leaflets  are  nightmares)  and  to  have  a 
demonstration of  the  correct usage. Moreover, patients  seem  to especially  rely on  their pharmacists 













This aspect seems  to be even more concerning when  it comes  to more complex  technologies such as 
self‐testing digital devices and particular elderly users: 
‘One day an old woman did many tests and she brought the device back to the shop because she got too 
many different results. This has also to do with their expectations. People say:  it  is morning,  I have not 
done anything particular,  I am home and  I  feel  fine why should  I have changes  in my blood pressure?’ 
Giulia, Italian Pharmacist 
‘People come  in  twice and more…they are afraid  to make mistakes. When  test  results vary a  lot  they 
come back here and ask  if they perform the test correctly,  if the device work properly, they ask  if they 
can double check with my machine here in the shop…’ Claudio, Italian Pharmacist 
This  second  series  of  extracts  touch  upon  a  very  delicate  point  we  have  just  mentioned  in  our 
introductory framing. Appropriation of technology has a double face, sometimes  it  is a good thing  ‐ as 
showed by Conrad and confirmed in our interviews with chronic disease patients ‐ but it might also be 
dangerous and detrimental to good treatments and so  it can degenerate  into bad habits, misuses and 
fallacious  understanding  of what  is  going  on with  a medication36.  Again,  the  informal  support  of  an 















patients  proactively  develop  their  own medical  practices  to  let  it  fit  in with  their  lives.  As we  have 
introduced  in section 1, some patients (and this  is particularly evident  in chronic disease patients) will 
develop  their own medication practices  to adjust  their  treatment  to  the practicalities of  their  life and 
gain some control of  their disease. Then we have also seen  that patients proactively build  local social 
networks when they need to supplement the lack of understanding they might experience with GPs. We 
witnessed that while many patients feel in need to talk about their feelings and difficulties, some others 
produce  relevant  practical  knowledge  that  might  be  much  needed  by  people  who  share  similar 
problems. Then, we saw that community pharmacists often play a relevant role that exceed the simple 
dispensing of drugs and  that  they often develop  friendly  interactions with  them. Our  initial questions 
about  how  to  support  the  development  of  a  patient  centered  approach,  how  to  support  good 
appropriation and how to avoid unsafe practices, ask for a participative model which would add to the 
already existing vertical channels based on control and compliance (i.e. traditional channels) and a series 
of new horizontal  channels based not on  compliance but on  appropriation.    In order  to  address  this 
series of  issues we have decided to bet on community pharmacists and to envision a patient‐centered 
platform  that would  support  future  patients  to  better  develop  their  own  local  practices  and  social 




The evolution of the  Internet  is much studied and  its  future  trends much anticipated.  In keeping with 
the  terminology  of  software  applications,  in  particular  software  upgrades,  these  have  often  been 
characterised in terms of version numbers. Thus we have Web 1.0, Web 2.0 and subsequent attempts to 
predict what  3.0  and  4.0 might  have  to  offer.  These  latter  two  are  speculative  and  are  still  highly 
subjective, however we now  clearly understand  the difference between 1.0 and 2.0  (in  retrospect of 
course) and we have some early indication of what the future may hold. Web 1.0 was largely a passive 
experience.  Users  consumed  hypermedia  with  interaction  limited  to  the  most  basic  transactions. 
Interactions with other  Internet users were  largely  through email and also more anonymously via  file 
sharing networks. 
Web 2.0, a  term coined at an O'Reilly conference  in 2004, heralded a new way of  thinking about  the 
network.  In  this vision  the user was center stage and User Generated Content  (UGC) would drive  the 
nature of  the network and  the uses  to which  it would be put. This phase has  seen  the  rise of  social 
networks  (MySpace  initially,  subsequently  overtaken  by  Facebook  and  Bebo),  weblogs,  Instant 





goes  under  the  name  of  Health  2.0.  Even  if  there  is  a  lack  of  consensus  on  its  definition,  different 
authors agree on the fact that Health 2.0 is based on a participatory model where the pro‐activeness of 
patients is taken more seriously than ever before. Staying informed through RSS and podcasts (Giustini, 
2006),  support  medical  education  of  both  GPs  or  the  public  (Sandard  et  al.  2007,  Crespo,  2007), 
participating in self‐help discussions (Preece, 1998) and managing a particular disease by connecting to 
an on‐line community (Ferguson, 2007) are just some of the first instances of the 2.0 chapter of Health 




podcasthealth.com)  and  video  sharing  (e.g.  health  channels  in  youtube.com  or  ivillage.com, 
iheathtube.com, icyou.com).  
The buzzword  for  the  approach we propose  then  becomes  that of  Patient Generated Content,  their 
health related social networking and their peer‐to‐peer  interaction.  It  is worth noting the downside of 
these approaches, as also recently addressed in literature (Hughes, B. et al., 2009), namely, the danger 
of  inaccurate  information37. What we  believe we  add  to  the  actual  spread  of Health  2.0  application 
derives  from  what  we  witnessed  by  looking  at  community  pharmacists  anf  the  relevance  of  local 
interactions. We have seen how people seek  for real  interactions where –  in a relaxed context – they 
can discuss about  their practical problems. Actual Health 2.0 application are always web‐based,  they 
certainly  provide  relevant  information,  probably  a  more  accessible  language  and  even  foster 
interactions  (mostly asynchronous) but  they  rarely offer  the  chance  to have  face  to  face  interactions 
with people who know about or share similar problems. In this sense, we aim to bet on pharmacists in 




and the  local  formation of social networks  facilitated by community pharmacists. Enabling  technology 
however is the key to making this a realisation. The core technology used needs to feel familiar and not 
be a barrier to the user. Instant Messaging (IM), is a form of near real time communication between two 






orientated  computing,  was  adapted  and  brought  into  this  new  generation.  The  result  was  devices 
became smaller, faster, smarter and ubiquitous. This paradigm shift was aided by the communications 
platform  in  place.  Phones  had  long  switched  from  analogue  to  digital  but  had  now  advanced  to  3G 
speeds.  Broadband  networks were  becoming more main  stream  allowing  for  higher  bandwidth  and 





and  group  mechanisms  which  have  evolved  with  the  technology.  Contextual  information  such  as 
availability,  location  and  sensor  data  can  be  shared  seamlessly  in  a  real  time manner  with  online 











service, multi  user  chat, media  chat  (voice  +  video),  file  transfer,  calendar, maps,  games,  health & 
fitness,  news,  sports, weather,  dating, Q&A,  yellow  pages,  shopping  and  several  other  user  focused 
services. When one bears in mind that most of these services are to some extent “aware” of aspects of 
the users’ context, and also that these applications are available  in mobile and desktop variants, then 
the potential of  these platforms  is unlike anything we have  seen  in  the past. Of particular  interest  is 





was  formally standardised by  the  IETF and together with  its use of  the XML data  format  it makes  the 
protocol the leading choice for near real time communications. Currently over 100 extensions are active 









group  formation, migration,  service provision  and  file  sharing.  The  extensible nature of  the  system's 
core  underlying  components  would  allow  for  added  functionality  to  be  added  in  the  future.  This 




functionality  could be driven by user  trends or  the desires of  the pharmacist. This provides  a  future 
proof system with scalability in mind. 
This  system would be  initially  set up by a  system developer and handed over  to  the pharmacist who 
would adopt the role of administrator. The pharmacist registers interested customers as patients of the 




words or  tags,  ‐ provided by  the patient‐  can  include an overall  classification of  the patients ailment 
(such as hypertension, diabetes asthma), the types of medication that the patient is currently prescribed 
(cardio aspirin, salbutamol) and any external devices required by the patient as part of their prescription 





A number of benefits  to having patients  logically  divided  into  groups  exist  for  the  core users of  the 
system. From the pharmacist’s perspective, custom information and specialized services can be tailored 
at  these  groups,  providing  key,  relevant  and  timely  information.  User  generated  content  can  be 
validated by the pharmacist. From the customer’s point of view, they are able to freely  interact, share 
information and even meet with other community members who suffer from a similar ailment or simply 
look  for  contents  of  interest  that  have  been  commentented  by  a  pharmacist.  Sharing  customised 
services,  health  tips  and  obtaining  vital  peer  support  would  be  very  important  for  the  interested 
customer.  
Control over data and services would also be  limited by group membership. The pharmacist and more 
importantly  the patients could create and publish new content  (audio, video, services)  to  the groups. 
The content itself could be tagged with the appropriate group names, thereby making it only visible to 




the pharmacy, a customer,  John Doe,  receives an  information pack  from  the pharmacist outlining  the 
steps for using the system. Included in the pack are all the details required to install the software on his 
home device and an  instructional video. After successfully  installing the client side software, John  logs 
onto  the homepage of  the  system. His homepage  shows a number of public and private groups. The 
private groups  are groups which  the pharmacist has  associated with  the user during  the  registration 




member  to  the  geographical  group  that  corresponds  to  his  home  area. Within  the  group  are  four 
neighbors of the user who also use the system. Selecting the group, the user is brought to a new page. 
This page has an  Instant Messaging chat room but nobody  in this group  is online. John notices a news 
information widget  is also available with community notices posted by the users of the group. Backing 






like  to maintain a  tough  fitness  regime.  It comes with a disclaimer, “not approved by  the pharmacist 
yet”, informing John that the advice given has not been verified and could possibly be misleading. 
John backs out and enters the online chat area. Here a group chat is going on with other users enjoying 
conversations about  the weekend’s  football action.  John  introduces himself and receives a number of 
private messages welcoming him to the system. Some users were good enough to send on some links to 













of  information,  illegal content, trust and privacy  implications are  just some of several problems that – 
although considered in the design ‐ would be encountered in a live system. Addressing these problems 
before they become an  issue  is thus the real goal even  if we can conclude  little before to assess a real 









comply with  doctors  orders  but  rather  as  proactive  actors  that  develop  relevant,  local  and  practical 
knowledge on how to deal and live with their disease. We believe that sharing this information is vital in 
a future HC in need to contains endlessly increasing costs. Research on Health Care information systems 
has  already  showed  that  the  identification of  actors  and  their  role  should be dynamic,  iterative  and 
interpretative  (Pouloudi,  1998).  As  Pouloudi  and Whitley  also  showed,  actors  depend  on  a  specific 
context  and  time  frame  (1997), moreover  they  cannot  be  viewed  in  isolation  as  their  position will 
change  over  time  (Mantzana  and  Themistocleous,  2004).  In  this  sense,  we  have  developed  a 





that while  actual Health  2.0  systems  do not have  any mechanism  that prevent  the diffusion of mis‐
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This paper explains physicians’ acceptance,  in  terms of usage  intentions, of one of  the most  relevant 
eHealth services or applications: Electronic Health Care Records  (EHCR). For  this purpose,  the original 
structure  of  the  Technology  Acceptance Model  (Davis  et  al.  1989:  985),  which  included  perceived 
usefulness, perceived ease of use, attitude, and usage intention, is extended with trust and risk‐related 
factors such as physicians’ perceptions of  institutional  trust, perceived  risk, and  information  integrity. 
The  results  stress  the  special  importance  of  cognitive  instrumental  processes  (mainly,  usefulness 
perceptions) and attitudinal dimensions  (attitude  towards usage and perceived  institutional  trust), as 
key  determinants  of  physicians’  acceptance of  EHCR  systems.  Perceptions  of  institutional  trust  exert 
strong direct effects on physicians’ perceived usefulness, perceived ease of use, and attitude  towards 




Information  and  Communication  Technologies  (ICTs),  mainly  those  based  on  the  Internet,  are 
dramatically  modifying  how  companies,  employees,  and  customers  interact  in  service  encounters 
(Bitner, Brown and Meuter 2000; Hoffman and Novak 1996; Parasuraman and Colby 2001). Health care, 
where interpersonal interactions between health staff and patients determine to a great extent service 
quality  and  patient  satisfaction,  will  require  challenging modifications  (eg,  changing  the  behavioral 
patterns of patients, physicians, and other health staff), in order to fully benefit from the improvements 
promised by Internet technologies (Yarbrough and Smith 2007). 
Previous  studies  in  the  eHealth  and  telemedicine  research  fields  (Chau  and  Hu  2002),  suggest  that 
integrating technology into processes of health care delivery poses both management and technological 
challenges.  This  includes  the  need  to  understand  the  technology  acceptance  decisions  of  individual 
users  (Chau  and  Hu  2002;  Yarbrough  and  Smith  2007).  In  this  sense,  physicians’  resistance  to  use 
eHealth systems has been identified as a key barrier for the effective integration of such digital services 
or applications. 
Physicians’  influence has been highlighted  in  the organizational  implementation of health  information 
systems  (Lapointe  and  Rivard  2005;  Payton  2000).  The  special  importance  of  doctors  has  been 
attributed to their role of service creators in the health care sector (Payton 2000). However, a review of 
previous  literature  evidences  that  theoretically‐grounded  research  on  the  adoption  Internet‐based 




behaviors, main  purposes,  and  consequences  of  patients’  and  physicians’  uses  of  different  eHealth 



























































































































































































Previous  literature  reveals  the  widespread  use  of  the  TAM  model  to  understand  the  individual 









dimension  (attitude  towards  the  use)  as  predictors  of  physicians’  intention  to  use  information 
technology  for  professional  purposes  (Bitner  et  al.  2000;  Davis  et  al.  1989).  These  constructs  are 
reflected in the proposed “core” model of acceptance and use of EHCR systems. 
Intention  to  Use.  The  most  relevant  explanatory  theories  and  models  of  individual  technology 
acceptance  decisions,  like  TAM  (Davis  et  al.  1989),  TAM2  (Venkatesh  and  Davis  2000)  or  UTAUT 
(Venkatesh et al. 2003), justify the suitability of people’s behavioral usage  intention as a proxy of their 
acceptance  of  a  specific  technological  system  or  service  (Chau  and  Hu  2002).  Characterized  as  the 




Selecting usage  intention  as  a dependent  variable,  instead of  actual  usage,  is  especially  adequate  in 
research focused on the acceptance of technological systems at an introductory stage of diffusion (Chau 




Perceived  Usefulness.  In  the  original  development  of  TAM  (Davis  et  al.  1989:  985)  and  diverse 
replications  and  extensions  of  this  model  (eg,  Venkatesh  and  Davis  2000;  Venkatesh  et  al.  2003), 
perceived usefulness has consistently been  identified as  the most relevant determinant of  technology 








1989) and TAM2  (Venkatesh and Davis 2000),  there  is conflicting and  inconsistent empirical evidence 
across  contexts, with  regard  to  the  relevance  of  perceived  ease  of  use  as  a  direct  determinant  of 
attitude and behavioral  intention  to use technology  (Adams, Nelson and Todd 1992; Lee, Teich, Spurr 
and Bates 2006). On the contrary, previous research has provided higher support for the  instrumental 








direct determinant of an  individual’s  intention  to use specific  technological systems  (eg, Chau and Hu 
2002; Taylor and Todd 1995). Consistent with TRA (Ajzen and Fishbein 1980; Fishbein and Ajzen 1975) 
and  the  Theory  of  Planned  Behavior  ‐  TPB  (Ajzen  1991),  attitude  towards  usage  of  a  technological 
system will  reflect  the user’s affective evaluation of  the costs and benefits derived  from using a new 
technology  (Davis  et  al.  1989).  The  first  version  of  TAM  (Davis  et  al.  1989:  985)  proposed  attitude 
towards  usage  as  a  key  direct  determinant  of  intention,  and  important mediator  of  other  relevant 
beliefs (usefulness and ease of use). 
However, previous  empirical  research has not  always  supported  the  relevance of  attitude  to  explain 
technology  acceptance decisions  (eg, Davis  et  al.  1989). As  a  result,  several  authors  recommend  the 
exclusion of attitude to increase the parsimony of TAM models (Davis et al. 1989; Venkatesh and Davis 
2000;  Venkatesh  et  al.  2003).  Conversely,  other  research  identifies  attitude  towards  usage  as  a 
fundamental determinant of an  individual’s  intention to use a specific technological system (eg, Taylor 
and  Todd  1995),  including  studies  focused  on  Internet‐based  technologies  (Suh  and  Han  2003)  and 
health  professionals’  intention  to  use  technological  services  (Chau  and  Hu  2002).  Despite  mixed 
evidence, excluding the attitude dimensions does not seem appropriate in the current study (Chau and 
Hu 2002). 
Hypotheses.  According  to  the  nomological  structure  of  TAM  (Davis  et  al.  1989),  expectancy‐value 
models such as TRA (Ajzen and Fishbein 1980; Fishbein and Ajzen 1975) and TPB (Ajzen 1991), and the 


















potential  global  accessibility of  information,  intangibility of  services,  and  spatial  (and even  temporal) 
separation  between  the  parties  involved  in  online  communications  or  transactions  (McKnight  and 
Chervany 2002; Pavlou 2003; Suh and Han 2003), may contribute to higher levels of uncertainty (Bitner 
et al. 2000; Pavlou 2003; Suh and Han 2003). Owing  to  the higher uncertainty and  risk perceived by 
potential users of online or digital services, different authors have suggested  the need  to  incorporate 




The  existence  of  very  limited  evidence  on  the  relevance  of  trust  and  risk  factors,  related  to  the 
acceptance of technological systems by health professionals, requires the identification of factors which 
are  potentially  relevant  in  other  virtual  or  online  contexts  of  product  or  service  delivery  (mainly,  in 
eCommerce contexts)  (eg, Hoffman and Novak 1996; McKnight and Chervany 2002; Pavlou 2003; Suh 
and  Han  2003).  In  this  sense,  the  review  of  previous  literature  suggests  the  consideration  of  the 
following  trust and risk‐related constructs  in a conceptual model of physicians’ acceptance of eHealth 






model  will  clarify  their  additional  predictive  power  and  relative  importance  to  explain  physicians’ 
intention to use EHCR systems (Yarbrough and Smith 2007). 
Institutional  Trust.  Across  different  fields  of  study,  such  as  social  psychology,  sociology,  economy, 
information  systems  and  marketing  (Doney  and  Cannon  1997;  Mayer  et  al.  1995;  McKnight  and 
Chervany  2002),  there  is wide  consensus  on  the  importance  of  trust  as  a  driver  of  human  behavior 
(Hosmer 1995; Mayer et al. 1995; McKnight and Chervany 2002). The existence of trust is fundamental 




to willingly  become  vulnerable  to Web  retailers  after  having  taken  the  retailers’  characteristics  into 
consideration” (Pavlou 2003). However, the relevance of trust  is not  limited to  interpersonal relations, 




technology  acceptance  behaviors,  such  as  patients’  or  general  citizens’  drug  purchases  or  health 





related with  a  lack of perceived  security about  the adequate  functioning  (eg, privacy and  security of 







situations  (Koller  1988; Mayer  et  al.  1995).  In  the  field  of  consumer  behavior  (Bauer  1960; Mitchell 
1999), risk has been frequently related to the perceived possibility to experience negative consequences 
or losses under uncertain situations (Featherman and Pavlou 2003; Peter and Ryan 1976). Alternatively, 




characterized perceived  risk  as  a multidimensional  construct  (Featherman  and  Pavlou  2003; Mitchell 
1999). Featherman and Pavlou (2003) adapted the existing classifications of risk to a context of online 
service delivery, and highlighted  the  following  risk  facets: performance,  financial,  time, psychological, 
social, privacy, and overall  risk.  In  the present  research,  focused on physicians’ adoption decisions of 
eHealth services such as EHCR systems, risk  is widely based on the  inherent and perceived uncertainty 
related  to  the  use  of  ICTs  (especially  the  Internet  and  other  digital  health  networks)  for  medical 
transactions and communications (Yarbrough and Smith 2007). Thus, this study measures perceived risk 
through the facets of physicians’ perceived performance, time, privacy, and psychological risk. 
Information  Integrity. Potential security and privacy problems are  regarded as  fundamental obstacles 
for  the  acceptance  of  different  Internet  services  (Lee  and  Turban  2001;  Suh  and  Han  2003).  The 
intangibility and impersonality of online services (Bitner et al. 2000; Featherman and Pavlou 2003), and 
the potential global access to information through the Internet and other digital networks, may reduce 
control over  information,  and  contribute  to unauthorised  accesses  and  fraudulent uses  (Featherman 
and Pavlou 2003). Suh and Han (2003) identified the following types of potential security breaches in the 
context of online banking services:  (1)  information theft,  (2) theft of service,  (2) corruption of data or 
information integrity problems, (4) possibility of fraud, and (5) privacy problems. 
Therefore,  Internet‐based  services  should  adhere  to  strict  security  standards  (Gefen  2000),  which 
ensure the confidentiality, reliability, protection, and  integrity of  information  in different contexts. Suh 
and Han  (2003) adopted a multidimensional approach  to  security  control on  the  Internet,  identifying 
following categories of security‐control  requirements: authentication, non‐repudiation, confidentiality, 
privacy protection, and information integrity. Among these facets of security control, the importance of 
confidentiality  and  privacy  protection,  as  well  as  perceptions  of  information  integrity,  should  be 
emphasized  in  the  context  of  eHealth  usage.  Confidentiality  and  privacy  control  facets  were 
incorporated  in  the measures of privacy  risk, a  facet of  the perceived  risk construct  (Featherman and 
Pavlou 2003). 
Additionally, potential problems of data corruption or  lack of  information  integrity  in eHealth use  for 
diagnoses and treatments may pose serious threats to patients’ health (Kassirer 2001). Thus, the need 
to ensure that digitally stored or transmitted data “are not created,  intercepted, modified, or deleted 
illicitly”  (Suh  and  Han  2003)  suggests  the  inclusion  of  a  specific  construct  of  perceived  information 
integrity in the “extended” model of physicians’ acceptance and use of EHCR systems. 
Hypotheses. The strong interrelation between trust and perceived risk (Mayer et al. 1995; McKnight and 
Chervany 2002) has made difficult  to  clarify  the  causal  links between both  concepts  in  terms of  the 
directionality of effects, antecedents, and consequences of trust and risk (Lee and Turban 2001; Gefen 
et al. 2003; Mayer et al. 1995; McKnight et al. 2002). The consideration of risk as the main prerequisite 
or condition  for  the  relevance of  trust as a predictor of human behavior  (Mayer et al. 1995), has  led 













Hypothesis  8:  Perceived  risk  will  have  a  negative  direct  effect  on  institutional  trust  of  using  EHCR 
systems. 
Additionally,  perceptions  of  information  integrity  are  regarded  as  a  construct  closely  related  to  the 
individual’s  risk and  trust perceptions  (Featherman and Pavlou 2003; Lee and Turban 2001; McKnight 
and Chervany 2002; Suh and Han 2003).  In this sense, previous empirical evidence suggest that higher 
perceptions of  information  integrity should  lower the perceived  level of risk, and  increase the  level of 
trust  in using the technological system or service (Suh and Han 2003). Thus, physicians’ perceptions of 
information integrity associated with the use of eHealth services, such as EHCR systems, should exert a 
negative  influence on perceived risk, contributing at  the same time to higher  institutional  trust  in  the 
benefits provided by  these  technological systems  for patient diagnoses and  treatment  (Kassirer 2001; 
Suh and Han 2003). 







In this sense, trust  (institutional  trust)  is proposed as a key mediator  (Gefen 2000; Mayer et al. 1995; 
McKnight  and  Chervany  2002)  of  the  (indirect)  effects  exerted  by  perceived  risk  and  information 
integrity perceptions on the constructs of the “core” model (ie, perceived usefulness, perceived ease of 
use, attitude, and usage intention) (Davis et al. 1989). 

















Confirmatory  factor  analysis  (CFA)  and  structural  equation  modelling  (SEM),  using  the  EQS  v6.1 
statistical software, are respectively applied to examine the psychometric properties of the scales and 
test  the proposed  conceptual model and hypotheses.  In addition,  several  statistical  tests and  criteria 
(such as Cronbach's alpha values, composite reliabilities, the average variance extracted (AVE), and chi‐
567 
square difference  tests) are used  to analyze measurement  reliability and convergent and discriminant 
validity. 
A  thorough  testing  of  assumptions  for multivariate  techniques  and  preliminary  data  analyses  were 
carried out, including “multiple imputation” of missing data, analysis of common method variance using 


















































































































The Lucania – Medici  in Rete  (LuMiR) project aims to support the changing environment  in the  Italian 
National  Health  Systems,  embodying  a  shift  from  organisation‐centric  to  patient‐centric  healthcare 
service  delivery  in  the Basilicata  Region.  The  project main  objective  is  to  foster  collaborative,  cross‐
organizational and patient‐centric healthcare processes, with a suite of shared e‐services supporting the 
interoperability  of  active  stakeholders’  IT  applications  and  the  exchange  of  patient  related  clinical 
information. In the paper the LuMiR project approach and  its aim to overcome some  limitations of the 
EHR‐S  national  recommendation  are  discussed.  The  methodology  adopted  in  the  design  and 
development  of  the  LuMiR  system  to  comply with  institutional  constraints  and  to  better  support  a 
gradual  change  in  the  daily working  practice  of  healthcare  professionals  is  described,  together with 




Recent  trends  in  healthcare  service  delivery  emphasize  integrated  and  patient‐centric  care,  i.e.  the 
continuity and co‐ordination of care, along the continuum of a disease, within multidisciplinary teams 
and across multiple points of care  (Kodner and Spreeuwenberg, 2002).  Individual medical encounters 





service  delivery  (e.g.  Europe’s  Information  Society  Thematic  Portal  ‐  ICT  for  Health,  http:// 
ec.europa.eu/information_society/ehealth/). 
The  LuMiR39  project  intends  to  support  this  changing  environment  embodying  a  shift  from 
organisation‐centric  to patient‐centric models of  service delivery  in  the Basilicata  region. The project 
primary  objective  is  to  foster  collaborative  and  cross‐organizational  healthcare  delivery  processes, 
supporting them with a suite of e‐services for the communication and sharing of patient related clinical 
information.  It  also  aims  to  assist  other  business  activities  (e.g.  administration  and  governance  of 
healthcare organization, epidemiology, public health, etc.) by providing  ICT support  for  the secondary 
use of (de‐identified) patient related clinical data.  





introduces  the Basilicata  region and  the heterogeneous environment  in which  the  LuMiR project has 
been  carried out.  In  Section 4  the  LuMiR  approach  is presented  together with  its  incremental  three‐
phased  life cycle. Architectural details on  the LuMiR  system are provided  in Section 5, and additional 
details on the ongoing implementation activities conclude the paper in Section 6. 
2 EHEALTH INSTITUTIONAL INITIATIVES IN ITALY 
Several  countries worldwide  are  heavily  involved  in managing  and monitoring  national  roadmaps  to 
innovate  the  healthcare  sector  (e.g.  see  (eHealth  ERA,  2007)),  and  novel  eHealth  infrastructure  and 
applications are pervading both the front‐office and the back office of the healthcare delivery system. At 
the  heart  of many  complex  platforms  there  is  the  Electronic  Health  Records  System  (EHR‐S)  (Tang, 
2003), which serves the operational provision and management of healthcare services and addresses a 
subset of  interdependent clinical,  relational, administrative, and managerial needs  , where  the subset 
varies with the specific implementation goals and supported business processes. 
In  Italy,  numerous  eHealth  programs  and  projects  have  been  carrying  out. Whereas  the  precursors 
started by autonomous regional or local initiatives (e.g. (Tubertini and Darchini, 2008), (Servicio Andaluz 
de Salud, 2006)), several others are now following European directives   and national roadmaps (briefly 
described  in  (eHealth  ERA,  2007)). Actually,  since  2005,  an  Italian  permanent  eHealth Board,  the  so 
called  Tavolo  di  Sanità  Elettronica  (hereby  TSE), was  established  to  carry  out  a  national  strategy  for 
eHealth in order to:  




well  as  an  architectural  framework  for  a  software  infrastructure  supporting  distributed  healthcare 
processes,  namely  the  eHealth  Basic  Infrastructure  (Infrastruttura  di  Base  per  la  Sanità  Elettronica, 
hereby IBSE) (TSE, 2006). 
Among  the  several  initiatives undertaken  in  Italy,  the GP’s Network Pilot Program  (Rete di Medici di 
Medicina Generale, hereby RMMG) targets the primary care settings in 9 Regions located in the centre 
and  in  the  south  of  the  country.  The  program was  jointly  funded  by  the Ministry  of  Technological 





The LuMiR project  is the enactment of the RMMG Program  in the Basilicata Region. The Basilicata  is a 
region  in  the  south  of  Italy,  administratively  divided  in  two  provinces  (Potenza  and Matera), with  a 
population of  596,546  citizens, mainly  concentrated  in  the major  cities40.  The  Region  has  a negative 
demographic  growth,  an  aging  of  population  and  a  strong  depopulation  of  the  hinterland  villages 
towards  the  more  developed  areas.  The  territories,  predominantly  mountainous,  present  a  wide 
environmental diversity and an  insufficient development of  transport  infrastructures.  In  the Basilicata 
there  is  in  fact a  single  little airport,  railroads  are nearly  completely  lacking, and only  five  important 
highways serve the street traffic.  




The  institutional  structure of  the Regional Healthcare System has been  recently  reorganized and  two 
provincial  Local Health Authorities  (LHAs)  (ASM and ASP), absorbed  the pre‐existing  smaller  five. The 
two LHAs are entitled of the delivery of primary care and public health services as well as specialized 
medical  attention.  To  this  last  aim  they  administer  and  manage,  respectively,  3  and  4  complex 
structures, which provide both  inpatient and outpatient care, as well as many other smaller structures 
for outpatient care. More in details primary care  is  in charge to a total of 510 general practitioners, 70 
paediatricians,  108  among  ambulatories  and  laboratories  for  specialist  outpatient  services,  and  140 
points of medical guard. Inpatient and outpatient care is also provided by the San Carlo Hospital Trust, a 
public hospital,  autonomous  from  the  LHAs,  and by  the Crob Oncology Regional Hospital,  a  regional 
institute  for  research and care. Reflecting  the geographical and demographical characteristics of each 
area, as well as the organization and distribution of the local healthcare facilities, the business processes 
supporting the service delivery in the daily working practice sensibly vary from site to site. 
Regarding the diffusion of  ICTs  in healthcare, many software vendors operate  in the market providing 
products  and  services  to  the  different  Points  of  Care  (PoCs),  even  if  the  level  of  automation  is  not 
uniform.  Adopted  products  include  a  couple  of  integrated  Hospital  Information  Systems,  a  certain 
number of specialized applications supporting the operational activities of specific hospital departments 










information  systems  running  in  the  individual  PoCs  (Figure  1),  and  also  integrates  some  other  pre‐
existing  healthcare  IT  applications  supporting  specific  regional  information  flows  (registries  and/or 
repositories). The LuMiR project  is constrained by  institutional guidelines and  recommendation  issued 
by the TSE and by an RMMG harmonisation workgroup, part of which  initially under development and 
















To  incarnate  these  principles  the  LuMiR  system  is  a  suite  of  shared  eServices,  enabling  the 





a  socio‐technical  perspective  based  on  the  awareness  that  healthcare  services  are  produced  and 
delivered through  interaction of people, technologies and business processes and, that changes  in one 
of the elements produce further changes in the others. Actually three incremental releases of the LuMiR 
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practice,  is not  efficient  and  effective  and  at high  risk  to be  refused by  healthcare professionals.  To 
overcome  these  limitations,  in  the  LuMiR  approach  the  IBIS  specification  has  been  extended  in  two 
opposite directions:  
• On  one  side  some  additional  key  concepts,  i.e  Contact,  Episode  of  Care  and Health  Issues, were 
introduced in the LuMiR system design. Briefly, a Contact is a set of healthcare services (HCService), 





1:2006). They offer a mean  to  classify and organize patient  related  clinical document, and  can be 
used to simplify the consultation of a patient EHR.  In order to support these additional concepts  in 
the  LuMiR  system  an  additional  component,  namely  the  LuMiR  Infobroker, was  introduced.  It  is 
further described in Section 5; 
• On  the  other  side,  additional  functionalities  have  been  introduced  in  the  LuMiR  system with  the 
objective  to  refine  the  course granularity of documents. Actually  in order  to answer  complex and 
longitudinal user‐requests, as  for  instance  in  the  synthetic grouping or charting of  some biological 
parameters,  a  set  of  documents  can  reveal  hard  to  process.  For  these  kinds  of  user‐request  it  is 
preferable  to manage  smaller  chunk  of  content  or  atomic  structured  data  and  aggregate  them 
according to pre‐defined or on‐demand forms. In order to cope with this additional functionalities, in 
the  LuMiR  architecture  the  Virtual  Healthcare  Record  (VHR)  component  has  been  introduced 
(Serbanati et al., 2008). The description of this component is outside the scope of this paper. 
5 PHASING THE LUMIR SYSTEM DEVELOPMENT 
The  development  of  the  software  infrastructure  was  subdivided  in  components  with  well‐defined 
interfaces,  and  different  software  houses  were  entrusted  of  their  implementation.  Other  software 
houses, providers of the legacy systems running in the PoCs enrolled in the project, were also involved 
in order  to  implement  integration  components  for  the  LuMiR  system.  In  the  following  LuMiR p0 and 
LuMiR1 are briefly presented and discussed.  
LuMiRp0 is an early prototype, used as a sort of trial environment to carry out a field experiment. With a 
relaxed  implementation  of  the  non‐functional  technological  aspects  (e.g.  security,  privacy  and 














LuMiR1  is a distributed and component‐based  software  system more  focused on  the  interoperability, 
security, privacy and  reliability  issues.  It  is based on a peer‐to‐peer communication  infrastructure and 
implements a Service Oriented Architecture (SOA). By using (i) software adapters it integrates the PoCs 
IT  applications,  each  of  which  is  a  producer  and/or  consumer  of  clinical  information.  The  LuMiR1 
components  also  include:  (ii)  the  actual  implementation of  the  TSE  recommendations  for  the  EHR‐S, 
including the IBIS document‐oriented Registry/Repository for the storage and sharing of digitally signed 
clinical documents as well as the Public Cooperative System software  framework  (Sistema Pubblico di 
Cooperazione),  a  technical  and  organizational  nationwide  large  scale  e‐Government  SOA  providing 
network,  communication, basic  interoperability,  application  cooperation  and  security  services  among 
jurisdictionally independent public administrations (Domains); (iii) the LuMiR Infobroker, which support 












































































































































































































































































































































































































































































































the  first movements  in open source  in  the 1960’s  its growth has  lead  to new approaches  in software 
development, licensing, and distribution, as well as in software vendors’ business models. The literature 
includes  very  interesting  studies  regarding  prospective  benefits,  business models  and  case  studies. 
However, the adoption of open source in large, global companies and its relationship with factors such 






other  research centers,  little attention  in scientific  research  regarding open  source software adoption 
related  to business  tactics and  strategies has been given. This  study aims  to  research  this  issue, give 
some  first  results and provide a methodological  framework, which will  lead  to  its expansion. Here we 
study open source software adoption in large (Fortune 1000) US companies in four areas: the web server 
and client and the corresponding operating systems hosting these applications. 
This  study  is organized  as  follows.  Section 2 details our  research questions while  Section 3 discusses 
methodology. Section 4 contains analysis and hypothesis testing. Section 5 contains a short presentation 







for  which  is  not  directly  available)  we  use  a  company’s  annual  revenues,  arguing  that  in  today’s 
























of  our  study,  but  the  limitation was  offset  by  the  data’s  reliability  and  the  sample’s  homogeneity. 
Nevertheless, our study is applicable to companies operating in the global economy: the 2008 revenues 
of the companies we studied represent a big percentage of the corresponding world GDP, and many of 
the companies are export oriented. Having mastered  the methodological and  research  issues  through 
the Fortune 1000 sample, a global study could certainly follow. 
In  comparison  to  issuing  questionnaires  our method  considerably  lessens  self‐selection  bias. With  a 
questionnaire‐based study it would be likely that companies with antiquitated  IT strategies and systems 







To  determine  the  desktop  operating  system  and  web  client  software  used  by  each  company  we 
examined web  server  logs. We collected about 55GB of  log  files  from  three  sources: our own servers, 
servers of our  contacts,  and  located  in  the wild. We  started by  collecting  and processing  log  files of 
servers we administer. This allowed us to get a feeling of the type and quantity of data we were looking 
for. Having processed about 4,7 GB of our own data allowed us to present convincingly what our analysis 
tools and argue  that  the aggregation we performed would not  raise any  issues  regarding privacy and 
confidentiality. This allowed us to branch out to the second source of data, namely log files given to us 
for  our  research  by  administrators  we  contacted  for  this  purpose.  Through  this  road  we  collected 
another 11,6 GB of log data. As a final step, having seen many types of logs, we used this knowledge and 






the date and  time of  the access,  the  file  retrieved,  the operation’s  result, page’s  referrer, and details 
about the client’s software. For the purposes of our study the important fields were the  IP address, the 
date,  and  the  client’s  software.  As  a  first  step  we  processed  each  entry  to  convert  the  (typically) 
numerical  IP  address,  like  195.212.29.137  into  a  host  name  like  blueice18n5.uk.ibm.com.  (Few web 
servers  are  configured  to make  this  conversion when  they  record  the  entries,  in  order  to  save  the 
corresponding lookup time). We then went through all log entries looking for those where the last two 
parts of a client’s hostname matched those of a Fortune 1000 company’s web site address. For instance, 
the above host name would match  IBM’s web  site address www.ibm.com. Finally,  for each matching 
entry we examined the client software details to determine whether the web client and the underlying 















Assigned Numbers Authority —  IANA)  last updated  the  database  of  operating  system  names  in  2002. 
Therefore, to determine the operating system type, we employed nmap, a network exploration and port 





There are several threats  to the validity of  this study; many are associated with  the data we used  for 
identifying companies using open source operating systems and browsers. 
The  first problem  concerns  the  small number of  software  systems we examine. A  company may use 
hundreds of software systems for a variety of purposes, but we examine just four: the web browser, the 
web  server,  and  their  corresponding  operating  system  hosts.  Here  we  can  argue  that  these  are 
ubiquitous  and  highly‐visible  systems,  from  which  we  can  derive  generalizable  lessons  for  desktop 
applications and system software. Nevertheless, lessons from these systems cannot apply to specialized 
vertical applications, and this remains a limitation of our study. 




the actual  client’s  fetch operation by  as much  as  four  years  (some of  the  requests date  from 2004). 





more  likely  to  yield  false  negatives  (our  study missing  data  from  companies  that  changed  their  IP 
address) than false positives (mistakenly associating an IP address with a specific company). 
One other validity threat concerns the  log data’s provenance. A  large percentage of the data we used 




wanted to study, and  it  is more  likely that  it covers companies whose employees are allowed or even 
encouraged  to  frequently  use  the  internet.  Therefore  our  sample  is  likely  to  be  skewed  toward  the 
inclusion of knowledge and  service‐oriented companies and  the exclusion of  companies dealing with, 
say, commodities, metal bashing, and construction. Comparing our sample against the population of our 
study confirms this fact. Along these lines one can argue that the intake of open source software in our 
sample  is  likely  to be higher  than  that  in  the population, because more  internet‐savvy companies are 
also more likely to appreciate and be able to realize the benefits of OSS adoption. 
Finally, there is a chance that pristine logs may contain incorrect data concerning the client’s operating 





browser’s  compatibility  with  browser‐specific  web  pages  (Dennis  and  Harrison,  1997).  There  is  no 
evidence that any of these two practices is particularly prevalent. 
Other  problems  are  associated  with  the  operating  system  fingerprinting  technique  we  used  for 
determining  the  operating  system  hosting  each  company’s  web  server.  The  tool  can  be  fooled  by 




or  browser  reflects  a  company’s  policy  rather  than  choices  of  individual  employees.  This  criticism  is 
justified, because we academics and researchers are blessed with virtually unlimited freedom regarding 
the choice, setup, and configuration of our computing infrastructure. However, the situation in industry 
is different. There, automated mass  installations  from a  single  stable  configuration  image, a  severely 
constrained user ability  to  install new  software, and  rigidly enforced  IT policies are  the  rule.  In  large 
listed companies externally imposed legal requirements and standards (Larsen et al, 2006), the provision 







variable  (OSS users vs. non OSS users) using  the  t‐test method. This gave us  the opportunity  to get a 
feeling at  the  results we expect. We next used  the  logistic  regression model  (Ross, 2004)  to  find  the 
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Revenues  1,09e‐05 2,8714 0,004085**  3,0362*** 
Profits  4,17e‐05 1,5727 0,115773 1,6208 




Chi‐square  test  for  independence  and  then  the  Cramer’s  V  to  identify  the  correlation  between 
applications  and operating  systems  either on  the  client or on  the  server  side. We  also  searched  the 
proportion of an OSS user to use more than one  OSS using a simple z‐test. 
 
Variables  Pearson Chi‐square p‐value Cramer’s V 
Web browser – Client OS  44,3858 2,70e‐11*** 0,31088 









At least 2  446 51,57% 62,69% 
At least 3  353 55,24% 98,61%* 




Open source software  Observations Low limit (95%) Percentage High limit (95%)
Client operating system  477 17,72% 20,33% 22,94% 
Web browser  477 69,64% 72,54% 75,44% 
Server operating system  381 25,29% 28,87% 32,45% 
Web server  905 31,88% 32,82% 33,76% 
Total  964 40,07% 40,66% 41,25% 
Table 15:   Percentages of open source adoption 
As one  can  see  from  table  4 our  sample  is  pretty big  reaching  96,4% of population  for  at  least one 
software type mainly because of the contribution of data related to web servers. 
4.2 Hypothesis Testing 








Hypothesis 2: Here, we  checked  two  cases.  Firstly  all  the  firms,  independently  if  they had profits or 
deficits, and secondly only the profitable companies.  In the  first case our hypothesis  is not confirmed. 
Both tests showed no significant correlation. On the other hand, when searching only companies with 
profits  we  find  a  strong  statistical  correlation  between  the  variables  (99,5%  in  t‐test  and  99%  in 
regression).  So we  can  support  that our hypothesis  is partly  confirmed  for  those  companies  that are 
profitable.  
Hypothesis 3: The analysis that came before confirms our third hypothesis. Not only the chi‐square and 




are  giving  very  significant  results.  This may  show  that  the  benefits  coming  from  OSS  use  are  strong 
enough for the user to prefer it, as a solution for another need, to a proprietary one. 
5 RELATED WORK 
Related work  in our  area  can be broadly  classified  into  the  study of  technology  adoption  in general, 








TPB”,  “Combined  TAM  and  TPB  ‐  C‐  TAM  ‐  TPB”,  “Model  of  PC  Utilization‐MPCU”,  “Innovation  Diffusion 
Theory‐  IDT” and  “Social Cognitive Theory‐SCT”. Many of  them have been  revised and  improved  since 
their first version.  
The research question here is in which level these models can been used, not only for a single user but 










the companies  that  took place used or evaluated open source software  in  their activities  (Wall et al., 
2005).  
In  another  category  of  researches,  we  can  find  discussions  on  fundamental  issues  in  open  source 
adoption. For example, many useful studies tried to answer the question why should someone choose 
open  source  software  (Deek  and McHugh, 2008)  for  their needs. Other  issues  are which  is  the  right 
software  to be chosen  (Wang and Wang, 2001), what  should  the  firm’s  characteristics be  in order  to 
adopt open source successfully  (Dedrick and West, 2003), which  is the open source growth  in the  last 
years and its usage in new software production (Haefliger et al., 2008) 
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Finally  there  are  also  studies with predictions  about open  source usage  in  the next  years.  In one of 
them,  it  is mentioned  that  since  2012,  9  over  10  enterprises will  have  adopted,  in  some way, open 





with  the  software,  the  application  and  the  industry  it was used  in.  The  sad  fact  is not only  that  the 



















Reading  the whole  list we notice  that  Linux  is  the  software mentioned  in most  cases mainly  in Back‐
Office  IT  section. This doesn’t mean,  for  sure,  that Linux  is  the most popular open  source software  in 
organizations.  Neither  that  open  source  is  preferred  to  be  adopted  in  back‐office  applications. We 








enough to be  included  in our research. In some cases where we use  internet published references, we 
have checked that these are already published in scientific journals, conferences etc., which means that 
they are already checked  for their reliability.  In  fact we quote, only  in a couple of cases, the scientific 
source and not the original. Searching there you can find the internet link.. 
Certainly we can’t maintain that these are the only cases that firms use OSS. As mentioned before there 
are many applications  that either  firms may not want  to publish  the adoption of or don’t even know 











In  the other part of  this  study,  the methodology  framework  it proposes,  it provides a useful  tool  for 
obtaining reliable and objective data. New ideas to obtain data, additional companies and new software 











































Open Source Software  (OSS)  is  typically viewed as a cooperative approach  for  software development 
and hence, more of a technology rather than a business model. Yet, there  is an  increasing number of 
profitable  activities  around  the OSS  ecosystem, proving  that OSS  is  not only  an  innovative model of 
production, but also a sustainable business model. OSS creates value both on the supply and demand 




paper  examines  OSS  economic  attributes  and  their  correlation  with  software  markets’  special 
characteristics  that  affect  competition.  Competition  under  the  scope  of  OSS  is  further  explored  by 
identifying the new dynamics formed  in software markets.  In order to further validate our results, the 
HHI concentration index is applied to three widely used software market segments.  







was  considered  more  as  an  ideological  movement  against  commercial  exploitation  of  software. 








more  IT  and  business  decision‐makers  are  identifying,  pursuing,  and  succeeding with  initiatives  that 
employ elements of that ecosystem to achieve meaningful immediate and sustained business benefits.  
This paper  identifies open source software economic attributes and their  impact on software markets. 




The  structure  of  the  paper  is  as  follows:  Section  two  gives  an  overview  of  the  characteristics  and 
competitive  dynamics  of  the  software market.  Section  three  describes  the  impact  of OSS  economic 
attributes on the dynamics of software markets. Section four discusses the observed market behaviour 




An analysis of  the  software market  reveals  special attributes  that  impact  competition and  create  the 
business dynamics of the market. Following (Varian et al., 1999), (Kooths et al., 2003) and (Wichmann et 
al., 2002) the most prominent features of software markets are:  
• High development costs and  low marginal costs of production: most effort  is necessary during  the 
development and pre‐launch testing, while digital products can be copied any number of times with 
minimal costs. 
• Economies  of  scope  in  production:  tested  and  validated  pieces  of  code  can  be  reused  in  other 
programs as well 










The economic attributes of  software discussed create  the competitive dynamics of  software markets. 
Firms  may  compete  for  prices,  quality  and  innovation.  In  some  cases  firms  may  compete  for  the 












Finally, standards  involve a form of complementarity,  in that are often designed to allow  for seamless 
interconnection of components. Standards are determinative for the diffusion of a software product and 
thus are often a source of high competition among firms. According to Bessen (Bessen et al., 1994) there 
are three  forms of competition  in standards setting:  (a) the “standards war”, where  firms compete to 
determine  the  standard,  (b)  “standards negotiation”, where  two or more  firms want a  standard, but 




Open source software has proven  to create economic value, despite  its apparent  incompatibility with 
the ubiquitous private property regime. The value of open source  is twofold and stems not only  from 
the non–discriminatory availability and absence of  licensing  fees, but also  from  the option of making 
modifications to the software, enhancing their characteristics and utility.  
A  careful  examination  of  the  OSS  special  attributes  yields  some  interesting  results  concerning  the 
correlation  among  economic  attributes  of  software  and  open  source  software.  In  the  following 
paragraphs economic attributes of software are examined under the scope of OSS economic values: 
High  development  costs  &  economies  of  scope  in  production:  OSS  code  is  characterised  by  high 
modularity,  an  attribute  that  facilitates  code  reuse. Moreover,  the OSS  Community  contributes with 
tested pieces of code written for a particular software, or are reused from other software products. In 
any case, these elements offer valuable resources for development cost savings and economies of scope 
in production. From a  strategic perspective, utilizing open  source provides an opportunity  to  free up 
money for innovation and differentiation.  
Network externalities & lock‐in effects: Software is an experience good and OSS enables a potential user 
to experience new software without paying  license fees. Thus  if a product  is of high quality, zero costs 
are  a  marketing  strategy  for  firms  entering  a  market  segment.  The  product  is  usually  tested  and 
experienced  from  the  network  of  “community  users”,  who  create  the  initial  critical  mass  for  the 
dissemination  and  establishment  of  the  product.  OSS  will  overcome  lock‐in  effects  of  proprietary 
software, when switching costs are valued less than the cost of the substitute software by the user.  
Two‐  sided markets: Firms  involving  in platform markets can  take advantage of OSS  to achieve  lower 
prices  for potential  suppliers of complementary products and subsequently  create a positive network 
effect on the supply side. Platform  firms may also, generate revenues from non‐OSS applications, that 
complement well established OSS platforms (Economides et al., 2005a). 
Competition  as  an  innovation  race  and  competition  for  the  market:  OSS  community  products  are 
characterised  by  rapid  release  circles  and  acceleration  of  development  process  (Raymond,  1999a; 
Spinellis  et  al.,  2004).  The  development  and  release  rates  are  a  key  element  for  innovation  and  if 
correctly exploited by potential entrants can yield the determinative advantages of a first mover.  
Significance of patents and licenses: Software has non‐rivalry in consumption. What is more open source 
software doesn’t  exclude  users by  code hiding  and  license  fees. Thus OSS  can be  characterised  as  a 
public  good.  Patents  and  licenses  are  also  of  great  importance  for  OSS,  although  in  a  completely 
different way.  Innovative  license schemes are created mainly to ensure that  intellectual rights are not 
misused.  
Importance of standards: OSI actively supports open standards (Tieman, 2006). Software adopters have 
been  developed  to  enable  the  cross‐platform  functioning  and  compatibility  of OSS with  proprietary 
products  (for example Mozilla Firefox and OpenOffice can run on Windows, etc.) and therefore OSS  is 
characterised  for  interoperability and portability. This enables both users and application  suppliers  to 
avoid dependencies and lock‐in effects with specific vendors.  
4 OSS AND COMPETITION 
The  conclusion derived by  the  findings of  the preceding  section,  is  that OSS does have an  impact on 
software markets. Yet, the question that remains  is whether OSS can affect competition and software 









Existence of  a  large number of  successful OSS business models: Many  firms have  added OSS  in  their 
product’s  value  chains.  This may  involve  existing  firms  that  altered  their  business models,  or  new 
entrants  that  have  build  their  business models  around  the  OSS  ecosystem.  An  extending  literature 
explains the different business models deployed by various firms (Bonaccorsi et al., 2004), (Dahlander, 
2007),  (Fitzgerald,  2006),  (Ghosh,  2006),  (Hecker,  1999),  (Koenig,  2004),  (Kooths  et  al.,  2003), 
(Krishnamurthy,  2003).  The  innovative  elements  of  the OSS  business models  that  differentiate  them 
from the traditional models lie mainly on three elements: 
• the collaboration and support of the OSS Community,  
• flexible  licensing  schemes,  complying with  the OSS  community  values  and  approved by  the Open 
Source Initiative (OSI) 
• innovative revenue models not based upon licensing fees.  
New  OSS  oriented  firms  entering  the  software  industry, with  rising  revenues:  There  is  an  emerging 
number of  successful  firms  that have based  their business models entirely on open  source  software. 
Their products may involve Linux distributions (ie. Red Hat, Novell), enterprise information systems (ie. 
Alfresco,  SugarCRM,  JBoss  (acquired  by  Red  Hat),  host  services  (ie.  Google,  Amazon),  database 
management systems  (MySQL), other kind of services,  i.e. consultancy,  integration, customisation, etc 
(Collab.net), etc. These firms have adopted OSS business models and have seen remarkable revenues. 
In the case of operating systems sector, Red Hat has achieved considerable growth  in revenue during 
the  last years. Red Hat’s  revenue model  is based on  subscriptions  to  integrated packets of  the  Linux 
distribution,  support  and  services.  Figure  1  illustrates  the  annual  revenue  percentage  rates  of  three 
competing  firms  in  the  field of operating systems: Red Hat, Microsoft and Novel. The annual  revenue 


































tools,  etc.  IBM  on  return  used  Apache  HTTP  server  as  a  key  infrastructure  component  for  its 
successful  WebSphere  product.  IBM  also  enjoys  an  excellent  relationship  with  the  Apache 
community (Capek et al., 2005).  
• Hewlett Packard (HP) has made a significant investment to deliver open source and Linux “primed for 
business  advantage,” with more  than  2,500  of  its  developers  focused  on  Linux  and  open  source 
projects,  customer  education  centres  worldwide,  open  source  printer  drivers  provided  to 
communities, open source tools, utilities, libraries, and packages, etc. The latest count has HP selling 
more  than  2 million  Linux  servers  and  generating  almost US$9  billion  in  cumulative  Linux  server 
revenues worldwide. HP’s open source and Linux offerings are encapsulated  in the HP Open Source 




Java, Netbeans, OpenOffice, OpenSPARC,  etc.  SUN  is  strongly  supporting open  standards  and has 
created  servers  based  on  Open  Application  Programming  Interfaces‐  APIs.  Java  technology,  for 






in  fiscal  2007  in  order  to  compete with  firms who  offer  support  for  the  Linux  operating  system, 
including Red Hat, Novell and Canonical Ltd., others  in the sale of Unix operating systems  like  IBM, 
Sun Microsystems, HP; and with Microsoft  in the sale of Windows Server operating systems. Oracle 
recently made a strategic move by acquiring SUN.  
Strategic alliances of  IT  industry  firms  that  support  standardization and  compatibility among  systems 
(especially with OSS technologies): Firms of IT Industry also compete in achieving partnerships that will 
ensure compatibility of  future applications  to  their  infrastructure software, and vice versa application 
providers  seek  alliances  with  established  platform  firms.  Partnerships  are  predicated  on  common 
standards basis.  
Microsoft, for instance, in October 2006, formally partnered with Zend to improve PHP performance on 
the Windows  platform  predicated  on  an  open  approach.  At  the Microsoft Open  Source  Lab  (OSSL), 
programmers continue to develop implementations of PHP‐based open source applications on Windows 
and  provide  the  source  code  back  to  the  community.  Product  groups within Microsoft  such  as  SQL 
Server  have  independently  reached  out  to  the  PHP  community  to  create  software  that  provides 
programmers more choices ("PHP on Windows: Community Involvement Improves Performance,"). 
Also,  in  2006  Microsoft  and  Novell  announced  a  “patent  cooperation”  agreement  that  exempted 
Novell’s  Linux  customers  from  patent  lawsuits  from Microsoft  against  Linux.  The  deal was  carefully 
worded to avoid collision with GPL2. Also, Microsoft would pay Novell $240 million for discount coupons 
for  its customers  to get  them  to switch  to Novell SuSE Linux  instead of other Linux distributions. The 
Microsoft‐Novell alliance is designed to improve interoperability of Windows with SuSE Linux but also is 
intended  to  slow Red Hat. On  the other hand Red Hat  allied with  Sun Microsystems  to  advance  the 
adoption of open source Java – and slow down Microsoft’s .NET. 
Microsoft changes  its  strategy  towards OSS: From  the  strategic partnerships with OSS oriented  firms, 
one can deduce  that Microsoft doesn’t act  like a monopolist, but  feels  the  threat of competitive OSS 
products.  Moreover,  Microsoft  following  IBM,  has  taken  more  actions  towards  OSS,  such  as  the 
593 
initiation  of  OSS  community  (Port25),  the  creation  of  two  OSI  approved  licenses  (Microsoft  Public 
License‐MPL and Microsoft Reciprocal License‐ MRL), etc.  
Competition  among  OSS  products  OSS  products  compete  with  each  other  fiercely  for  developers, 
distributors and customers. Developers want  to be associated with products  that are  likely  to have a 
major  impact. Distributors would  like  to devote  resources only  to products  that are  likely  to become 
very successful. Customers want to use products that they can rely on.  
There  are  two  levels  of  competition:  the  product  category  level  and  the  distribution  level  (ie.  the 
distributors  of  Linux  are  in  aggressive  competition  with  each  other).  Competition  among  Linux 
distributors is especially interesting. In 2002, a consortium of Linux distributors founded United Linux in 
an  attempt  to  create  a  common  code  base  and  an  effective  competitor  to  Red  Hat,  which  had 
established  a dominant position‐  especially  in  the American market. A  survey  conducted by Alfresco 
("The Open  Source Barometer," 2008) using data provided by  the 25,000 of  the Alfresco  community 
members gives an insight of the user’s preference for various software stacks. In particular among Linux 
distributions, most popular are  Linux‐Ubuntu and Red Hat  Linux by 31%, with  the Debian and Novell 
Suse Linux following with 14% and 11% respectively.  
Software  as  a  Service:  IT  spending  is  dominated  by  services  rather  than  products.  Package  software 
accounts for only 6% while IT services accounts for 24% of total IT spending for 2007 (Tully et al., 2008). 
This is due to the new trend in software market for per‐use services that result from new technologies 
established,  like  Software  as  a  Service  (SaaS),  service  oriented  architecture  (SOA)  and  Web  2.0 









In  order  to  validate  our  hypothesis  regarding  competition,  the  Herfindahl‐Hirshman  index  (HHI)  is 
deployed and applied to three software market segments, the operating systems, the web servers and 
the  web  browsers.  These  segments  are  considered  the most  representative  cases  of  the  software 
market, since they correspond to widely adopted software among all categories and levels of users.  









of  the market,  then market  share  is of  firm  i  is defined  as  the  fraction wi  / w. Market  share  can be 

















birth  of  Internet  and  web  servers  and  market  is  still  unstable.  In  1995  Apache  server  made  its 
appearance  in  the market  having  the  first mover’s  advantage  over Microsoft who  followed  in  1996. 
Since  then Apache has conquered  the market and  increased  the gap  in market shares  from  its major 
competitor  Microsoft.  Since  2006,  however,  there  is  a  decline  in  Apache’s  market  shares,  while 
Microsoft’s shares present an upcoming. This may be due to the strategic alliance of Microsoft with PhP, 





As  illustrated  in  Figure  2,  there  is  a  prominent  decline  since  2005,  which  implies  a  raise  in  the 
competition. This  is  in agreement with  the appearance of new entrances and  the convergence of  the 
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The second dataset  is extracted  from the Market Share portal of Net Applications  (MarketShare). The 
data are collected  from  the browsers of  site visitors  to an exclusive on‐demand network of  live  stats 
customers.  The data are compiled from approximately 160 million visitors per month.  The information 















































































































Although  there are  some differences on  the datasets of  the  two portals,  the HHI values yield  similar 
results. In both cases, concentration was high over the first years, as Internet Explorer was bundled with 
the  dominant  Windows  operating  system.  Since  2005,  however  there  is  a  dramatic  decrease  in 




• In  all  three  cases  markets  are  concentrated,  which  is  in  accordance  to  the  software  market 
attributes.  Also  in  all  cases,  there  is  a  decline  in  concentration  which  implies  an  increase  in 
competition. 
• The  less concentrated market  is the web servers market, where the  leading product  is open source 
Apache. New entrants, like Google GFE, also have built their technologies on open source Linux.  
• The most concentrated market  is  the operating  systems market, where Windows have dominated 









The  question  that  rises  is  whether  OSS  is  the  appropriate  solution  for  the  software  market’s 
inefficiencies. An analysis of OSS economic characteristics shows that OSS can impact software markets 
competitive  dynamics.  The  results  can  be  verified  by  observation  of  the markets  overall  evolution 
towards the support and promotion of OSS by the leaders of software industry.  
Impact of OSS on  competition,  can be  further  validated by  the  application of HHI  index on adoption 
rates of software over specific time intervals. In order to test the OSS impact on software market, three 
important market segments that are most widely used over all groups of population were examined.  




































































































Our work  is  concerned with  an  enriched  perspective  of what  constitutes  developer  contribution  in 
software infrastructures supporting incremental development and distributed software projects. We use 
the term “contribution” to express the combination of all the actions a developer has performed during 









An  important aspect of all engineering principles  is  the assessment of  the  contribution of  individuals 
that  work  on  a  project.  Contribution  assessments  are  performed  to  monitor  the  rate  of  project 
development,  identify  implementation bottlenecks  and  isolate exceptional  cases, while  the  results of 
contribution assessments can help with project planning and  future estimations. An open  issue  linked 
with contribution assessment is the definition of what contribution is in a particular context and also the 
selection and application of the appropriate measurements. 
In  software  engineering,  contribution  assessment  entails  the measurement  of  the  contribution  of  a 
person  in terms of  lines of code (LOC) or function points towards the final development of a software 
project (Kan, 2003). This practice clearly focuses on the contribution to the final outcome of the project 









all  the  actions  a person has performed during  the  software development process weighted  for  their 
significance  to  the  specific  project.  Our  practice,  then,  encompasses  the  contribution  to  the  final 
outcome as well as to the process that generated it. 
601 




provide  a  visual  representation  of  the  results,  thus  offering  rich  information  regarding  the  total 
contribution  per  developer  and  how  it  is  divided  among  different  actions  during  the  development 








we  see  that  although  the  name  changes,  the  same  concept  is  being  described  and  the  same 
measurement is used. 
Productivity  is  a  reoccurring discussion  in  all processes  that  involve  inputs  and outputs.  In economic 
terms, productivity is the ratio of output to input, the output of a process divided by the effort required 
to produce it. In Walston & Felix (1977), programmer productivity is defined as the ratio of the delivered 
source  lines of code  (DSL)  to  the  total effort  in man‐months  (MM)  required  to produce  the delivered 
program.  Input  and  output  in  software  engineering  processes  are  frequently  addressed with  output 
usually measured  in LOC (Walston and Felix, 1977; Asundi, 2005; Maxwell and Forselius, 2000). As the 
LOC metric cannot be determined safely before the end of the project,  function point analysis usually 
complements  it.  Input, on the other hand,  is not as a straightforward notion  in software development 
and its calculation requires further explanation. 
In a software project there are several assets that receive input (Hertel et al., 2003; Koch and Schneider, 
2000),  leaving  trails  of  the  actions  of  participating  developers.  Participation  and  performance  of 
developers, which can be calculated from their input, are frequently discussed in productivity contexts. 
Again,  although  it  is  noted  that  OSS  developers  provide  many  different  kinds  of  services  to  their 




discussed by  researchers  (Amor et al., 2006). Aiming  to estimate cost  in  the OSS context, Amor et al. 
propose that developer activity should be calculated. Although this is usually done by means of loc, they 
stress  that  it  is necessary  to enhance  this by a more detailed description of activity  that accounts  for 
actions other  than simply writing code. This  is a  first attempt to move  from  focus on  the outcome to 
examining  the whole  process.  Cost  is  considered  a  function  of  effort, which  in  turn  is  considered  a 
function of activity and suggested sources of  information  include CVS repositories, mailing  list archives 
and bug tracking systems. In this regard, Amor et al. differentiate from previous  literature that regards 




OSS  environment  (Warsta  &  Abrahamsson,  2003)  and  here  developers,  too,  have  a  multifaceted 
presence  and  contribution  to  the project, not only at  the  level of  the  code  artifact but  also  in more 






Asset  Action  Id Effect 
Code and  Add lines of code CADD  + 
Documentation  Remove lines of code CREM  + 
Repository  Change lines of code CCGN  + 
  Commit new source file CNS  + 
  Commit new directory CND  + 
  Commit code that generates a bug CGB  ‐ 
  Commit code that closes a bug CCB  + 
  Add/Change code documentation CAD  + 
  Commit fixes to code style CSF  + 
  Commit more than X files in a single commit CMF  ‐ 
  Commit documentation files CDF  + 
  Commit translation files CTF  + 
  Commit binary files CBF  ‐ 
  Commit with empty commit comment CEC  ‐ 
  Commit comment that awards a pointy hat CPH  + 
  Commit comment that includes a bug report num CBN  + 
Mailing lists ‐  First reply to thread MFR  + 
Forums  Start a new thread MST  + 
  Participate in a flamewar MFW  ‐ 
  Close a lingering thread MCT  + 
Bug Database  Close a bug  BCL  + 
  Report a bug  BRP  + 
  Close a bug that is then reopened BCR  ‐ 
  Comment on a bug report BCC  + 
Wiki  Start a new wiki page WSP  + 
  Update a wiki page WUP  + 
  Link a wiki page from documentation/mail file WLP  + 
IRC  Frequent participation to IRC IFP + 




Our work  is  concerned with  the measurement  of  developer  involvement  and  activity  in  the  face  of 
incremental and distributed development practices. The model we are building exploits the availability 
of publicly accessible  software  repositories  to perform measurements and  its  system  implementation 
can  run  fully  automatically  with  no  human  intervention.  The  current  paper  extends  previous  work 
(Gousios  et  al.,  2008),  both  theoretically  as well  as  technically.  Specifically, we  present  an  updated 
method of  calculation  and a more detailed  table of actions. Also, we have  applied our methods  and 
measurements to generate results. 
Our model departs  from the classic measurement practices as  it does not consider the added  lines of 
source code as the only contribution metric. This  is a deliberate choice that we believe better reflects 











The  actions  have  been  initially  identified  intuitively  and  through  personal  experience  and  based  on 






Not  all  actions  have  a  positive  effect  on  a  project;  for  example,  a  commit  with  an  empty  commit 




of  them can perform any of  the n different actions  to contribute  to a project. With each action  i, we 
associate  two  functions,  ci  : Developers →  R  and  Ci  : Developers →  [0,  1].  ci(d)  represents  the  total 





Since not all actions have a positive effect on  the project, we  can group actions  together and derive 
separate calculations for positive‐effect and negative‐effect contributions of developers. 
Furthermore, not all actions that constitute contribution to the project have the same  importance. For 
this  reason,  the model  also  allows  for weights  to  be  attached  to  each  action.  These weights will  be 
specified  independently  of  the  model,  in  order  to  reflect  individual  views  regarding  each  action’s 
significance to the whole project, for every different project. 
We either use weights w1,…, wn ∈  [0,1] with a  sum of 1, or we may use arbitrary weights W1,…, Wn  



































































































2009).  Alitheia  Core  consists  of  a  set  of  services,  such  as  accessors  to  project  assets,  continuous 
updating of monitored projects and relational data storage, and it is extensible through the use of plug‐
ins. Plug‐ins can either  implement basic software metrics or combine  the  results  from various project 
data  sources  or  from  other  plug‐ins  arbitrarily.  Alitheia  Core  stores  plug‐in  results  differentialy,  by 
attaching them to entities exported by its database. The system is designed to perform in‐depth analysis 






plug‐in  to  avoid  re‐implementing  them.  The  contribution  plug‐in  is  bound  to  three  project  entities, 
namely  project  versions,  mailing  list  threads  and  bug  reports.  This  means  that  it  is  automatically 
recalculated every time the core system encounters an updated version of either of the three entities. 





affected  resource  identifier,  the  developer  identifier  and  also  copies  the  timestamp  of  the  affected 
resource. 





names,  {real  name,  email}  tuples  and  emails  for  source  code,  mailing  lists  and  bug  databases 
respectively.  It then applies a set of heuristics, such as various anagrams of the developer’s name and 
approximate  string  matching  algorithms,  to  map  developer  names  to  SCM  usernames.  Identity 
resolution  is currently not very effective: out of the 6137 unique usernames the system recognized for 










































More  specifically,  it  is  interesting  to  see  that  the  three actions  relating  to  the  traditional  LOC  (CADD, 








The Pareto principle  states  that  for many  events,  roughly 80% of  the  effects  come  from 20% of  the 
causes,  and  has  been  found  to  apply  to many  software  engineering  processes  [Boehm,  1987]  and 
























methods,  but  still  the  developer  sets  we  obtained  are  only  10%  of  the  actual  developers. We  are 
currently  investigating automated methods that will  improve the ratio of matching to total developers 
so that we don’t lose significant amounts of information. 









test  it  through  a  Partial  Least  Squares  (PLS)  model  testing.  Also,  our  approach  with  positive  and 
negative‐effect contribution is debateable and we will review it further. 









In  this  paper,  we  have  presented  our  work  concerning  the  calculation  of  individual  developer 
contribution  to  the  software  development  process.  We  have  formed  a  method  for  measuring 
contribution  that encompasses actions of participation to the source code repository, the mailing  lists 
and  the bug  tracking  systems of  software projects and applied  this  initially  to  several projects of  the 
gnome ecosystem. The resulting information, here demonstrated for a selection of projects, can be used 




The  full  source  code  for  the  Alitheia  Core  and  contribution metric  plug‐in  can  be  found  online  at 
http://www.sqo‐oss.org. 
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intention  to  participate  in  the  community.  In  addition,  we  find  a  positive  effect  of  intention  to 
participate in an online travel community on the two behavioral intentions considered. Based on these 
results, some conclusions and implications are proposed. 
Keywords:  Online  Travel  Communities,  Participation,  Consumer  Behavioral  Intentions,  Identification, 
TAM & TPB 
1 INTRODUCTION 
Consumers are  increasingly turning to the  Internet to contact  fellow consumers with similar  interests. 
They are using several online formats to share  ideas about a given product or brand and contact other 
consumers  who  are  seen  as more  objective  information  sources  (Kozinets,  2002).  All  these  online 
relationships have motivated  the  creation  and development of  social  groups  in  the  Internet,  the  so‐
called online  communities, which are motivating great  changes  in  consumer behavior  (Casaló, 2008). 
Therefore, understanding these communities is especially relevant for marketers since it may allow the 
obtaining  of  valuable  information  regarding  consumers. At  the  same  time,  online  communities  have 
come out as a new medium that favors the communication among consumers and organizations (Pitta 












a  lack  of  consensus  about  which  are  the  major  drivers  and  outcomes  of  consumer  intention  to 
participate  in these online communities  in the travel sector. Therefore, this study  is designed to move 
on this topic by  identifying some of the factors that  influence the consumer  intention to participate  in 
an  online  travel  community  and  the  effect  of  this  intention  to  participate  on  consumers’ behavioral 




adds to these  ideas by  integrating Social  Identification Theory  into the research model.  Indeed, recent 
studies on social  identification  in the context of brand communities (e.g. Algesheimer et al., 2005) and 
Linux User Groups  (e.g.  Bagozzi  and Dholakia,  2006)  have  noted  the  importance  of  identification  in 
fostering engagement to the collective and membership continuance intentions. Finally, we also analyze 




• Firstly, online communities can be used by members  to  take part  in discussions  in order  to  inform 








we  review  the  literature  relative  to  the  variables  and  theories  considered  in  this  work.  Then,  we 
formulate  the hypotheses and afterwards, we explain  the processes of data  collection and measures 




Participation  in an online  community  is  considered as a  crucial element  to guarantee  the  community 
success  in  the  long  term  (Koh and Kim, 2004)  since participation promotes  the development of  long‐
lasting relationship among the group members (Algesheimer et al., 2005). The reason behind this may 
be  found  in  the  fact  that  higher  participation means  a  higher  level  of  involvement with  the  online 
network and, as a consequence,  it  is easier to reinforce the feelings which bind every  individual to the 
other  community members,  improve  instruction  on  communal  values,  encourage  conjoint  behaviors 
and  information  sharing,  and  enable  stronger  group  cohesion  (Casaló,  2008).  Indeed,  continuance 
participation  in  joint  activities  in  an  online  community  helps  to  achieve  the  group’s  collective  goals 
(Bagozzi and Dholakia, 2006) and  it  is a crucial aspect  to guarantee  the network endurance  (Koh and 
Kim, 2004). However, due to the difficulties to measure real behaviors, in this work we will concentrate 
on the intention to participate in an online travel community in the long‐term. Indeed,  intentions have 








explain  the  acceptance  of  new  information  technologies  and  related  applications  (Kim  et  al.,  2009). 
More specifically, TAM derives from the Theory of Reasoned Action (TRA) by Fishbein and Ajzen (1975) 
and it modified TRA by not considering one of the key beliefs of TRA (subjective norm) and including two 







consumer makes  regarding a behavior  (Wu and Chen, 2005), perceived usefulness refers  to the belief 
that using a system will be helpful and perceived ease of use is the belief that using a system is free of 
effort (e.g. Davis, 1989). 
Second,  TPB  (e.g.  Ajzen,  1991)  is  also  based  on  the  TRA  and  it  has  been  also  employed  to  predict 
behaviors in the online context such as the use of electronic services (Liao et al., 2007) or the adoption 
of an online tax service (Wu and Chen, 2005). To be precise, TPB  is an extension of the TRA since TPB 






resources  to  perform  a  certain  behavior  (Wu  and  Chen,  2005).  Regarding  subjective  norm,  it  is 














perceived  similarities  with  other  community  members  and  dissimilarities  with  non‐members 










2006).  In  general,  loyalty  has  at  least  two  distinct  dimensions:  an  attitudinal  component  and  a 
behavioral  one  (e.g.  Hallowell,  1996).  This  fact  implies  that  the  concept  of  loyalty  includes  a 
psychological  link,  based  on  consumer  feelings  that motivate  a  general  attachment  to  the  people, 
products or services of an organization (Hallowell, 1996), and a behavioral component, based on aspects 
such as the frequency of visits to a store or the percentage of expense (Nilsson and Olsen, 1995). That is, 
although  the most habitual  research practice  is  to measure customer  loyalty as a behavior  (repeated 
purchases),  loyalty  also  refers  to  the  customer’s  attitudinal  state  of  intentions  to  repurchase 
(Evanschitzky  et  al.,  2006).  Thus,  in  this  study  we  will  focus  on  the  attitudinal  perspective,  as  the 
purpose of the study is to analyze the future intentions derived from consumer participation in an online 
community. To be precise, we will  focus on  two customer behavioral  intentions  that may help a  firm 






since they have been well documented  in the  literature and they are widely accepted  in the academic 





H1:  Attitude  has  a  positive  effect  on  the  intention  to  participate  in  a  firm‐hosted  online  travel 
community. 
H2: Subjective norm has a positive effect on  the  intention  to participate  in a  firm‐hosted online  travel 
community. 
H3: Perceived behavioral  control has a positive effect on  the  intention  to participate  in a  firm‐hosted 
online travel community. 
H4:  Perceived  usefulness  has  a  positive  effect  on  the  intention  to  participate  in  a  firm‐hosted  online 
travel community. 







Social  Identity  Theory  states  that  the  sense  of  unity  among  the  members  of  a  collective  favors 
cooperation  and,  hence,  motivates  participation  within  the  activities  conducted  in  the  collective 
(Akkinen, 2005).  In  this  sense,  recent  studies have  found  that  identification with  a  community has  a 
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positive  influence  on  the  motivation  to  interact  and  cooperate  with  other  group  members  (e.g. 
Algesheimer et al., 2005). That  is,  community engagement and participation are positive  community‐
related outcomes of  consumer  identification with  the  collective.  In  this  line, Muñiz and Schau  (2005) 
found  that  members  of  the  Apple  Newton  brand  community  still  continue  participating  in  the 
community although  it was no  longer available. Broadly speaking,  if  the consumer  is  identified with a 
group, participation  in  joint‐activities  in  the collective will be viewed as congruent  to personal values 
(Bhattacharya  and  Sen,  2003)  and,  as  a  result,  s/he will  be motivated  to  participate  actively  in  the 
community and help other members. Consequently, we propose our third hypothesis: 
H8:  Identification with a  firm‐hosted online  travel community has a positive effect on  the  intention  to 
participate in that community. 
In addition, being part of a collective has several benefits  for  individuals due  to  the  interactions with 
similar people who share their enthusiasm and  interest (e.g. Wellman, 2001).  In this  line, Bressler and 
Grantham  (2000)  expose  that  the  feeling  of  belonging  to  a  community  helps  to  satisfy  some  of  the 
individuals’ basic needs. More specifically, identification with a community may facilitate the answer to 
transcendent questions for the individual, such as: who am I?, where am I from?, how am I connected to 
the  rest of  the world?,  to what  extent  am  I  related  to other people?, what do  I  receive  from other 
people?, what is important to me?, and so on. Therefore, belonging to an online community implies that 
the  individual  is  involved  in a  social group  that  covers  some of his/her emotional needs. As a  result, 
these individuals may develop a positive attitude regarding their participation in the online community. 
Thus, bearing in mind all these ideas, we formulate the following hypothesis: 
H9:  Identification with a  firm‐hosted online  travel community has a positive effect on attitude  toward 
participation in that community. 
Finally,  belonging  to  a  group  also  involves  behaving  in  certain  ways  inside  the  collective  (e.g. 
Algesheimer  et  al.,  2005).  This  is  one  of  the  core  components  of  communities  (Muñiz  and O’Guinn, 
2001) since  identified members  in a collective usually carry out processes  that help  to  reproduce and 
transmit the collective meaning. Broadly speaking, the most identified members in an online community 
will be the most attached and committed to the group (e.g. taking on  leadership roles) and the group 
will mean  a  lot  to  them. As a  result,  they will be more  likely  to  increase not only  their expectations 
regarding  other members’  behavior  but  also  their  own  perceptions  of  what  the  other  community 
members  expect  of  them  in  the  community  (Algesheimer  et  al.,  2005).  Therefore,  although 
identification may serve to align the own values and objectives to the community ones (Algesheimer et 
al., 2005), being identified with an online community will imply considering in more detail the collective 
norms  in order  to  continue belonging  to  the group. Thus,  identified members will perceive a greater 
collective  pressure  (subjective  norm)  in  order  to  regulate  different  member’s  behaviors  such  as 
participation  in  the  community,  knowledge  contribution  and  so  on.  That  is,  this  identification  will 






In  this  sense,  some  researchers  have  proposed  first  that  participation may  foster  consumer  loyalty 
(Andersen,  2005;  Muñiz  and  O’Guinn,  2001).  For  instance,  McAlexander  et  al.  (2002)  found  that 
participation in events of the Jeep community favors consumer loyalty to the Jeep brand. That is, once 





to  users.  This  added  value  comes  from  the  different  benefits  that  consumers  may  gain  in  them 
(obtaining  information  about  potential  travel  destinations  or  establishing  relations with  people who 
share the same  interests).  In other words, online communities are useful to satisfy some needs of the 
consumers  (Hagel  and  Armstrong,  1997);  so  that  the  development  of  these  communities  by  travel 
agencies  and  organizations  may  serve  to  differentiate  the  firm  from  its  competitors  (Flavián  and 
Guinalíu, 2005) due to the greater services offered by the company. Thus, if a consumer participates in 
an  online  travel  community  and  observes  that  s/he  can  satisfy  some  of  his/her  needs  there;  this 
consumer will  be more  likely  to  develop  affective  feelings  toward  the  firm  that  provide  the  added 
service that may result  in a greater  intention to use the firm’s products and services.  Indeed, previous 
studies have noted that a key aspect of the intention to participate and remain engaged in a community 
is  the  ongoing  purchase  and  use  of  the  brand/firm  products  (Algesheimer  et  al.,  2005).  Taking  into 
account these considerations in the travel sector, we propose the next hypothesis:  




and  recommendation  (Hallowell,  1996;  Casaló  et  al,  2008).  In  the  context  of  online  communities,  a 
consumer may  be motivated  to  promote  the  host  firm  products  and  services  by  the  fact  that  s/he 
believes that the quantity of value received from the host firm (in part due to the online community) is 
greater than the value received from its competitors. Thus, in response to this greater value obtained, it 
is reasonably to belief that the  individual will be motivated to remain  loyal to the firm and promote  it 
by, for instance, the intention to recommend the firm to fellow consumers. In this line, Muñiz and Schau 
(2005) already noted that members of the Apple Newton brand community usually recommend the use 
of  the product  to non‐members  and emphasize  the product  characteristics. Thus,  following  all  these 
ideas, we propose our last hypothesis: 








were  linked  to  a  specific  website  where  they  could  answer  the  questionnaire  and  obtain  all  the 
information about the research project. Finally, all latent variables were measured using a multiple‐item 
measurement scale. These measures use a  seven‐point Likert  type  response  format, and  respondents 
rated them from 1 (“completely disagree”) to 7 (“completely agree”). 
During the process, subjects were allowed to choose the online community to analyze as the objective 
of  this  project was  to  understand members’  behavior  regardless  the  specific  characteristics  of  each 
online community. However, it was a pre‐requisite that: (1) the subject was registered as a member of 
the online travel community and, (2) the online community was hosted by a travel company, so that we 
could  measure  consumer  behavioral  intentions  related  to  the  host  firm.  The  online  communities 
selected by  the  interviewees were well‐known  in  the Spanish travel sector and  included the  following 









studies  on  the  online  Spanish‐speaking  population  (AIMC,  2008;  RED.ES,  2007).  The  results  are  very 
similar, as can be seen in table 1. 
 
  Current research project AIMC (2008)  RED.ES (2007)
Sample size  456 41.667 19.131 
Age < 24  21.7% 24% 21.9% 
Age (25 – 34)  42.7% 38.74% 31.4% 
Age (35 – 44)  21.9% 22.08% 23.7% 
Age > 44  13.7% 15.18% 23% 
Sex (males)  48,2% 68.5% 52.9% 






An  in‐depth  review  of  the  relevant  literature  concerning  online  communities  and  e‐marketing  was 
developed  to propose an  initial  set of  items  to measure  the  latent  constructs. This  review helped  to 
guarantee  the  content  validity  of  the  scales. We  also  tested  face  validity  through  a  variation  of  the 
Zaichkowsky method  (1985). Following  this method, each  item was qualified by a panel of experts as 
“clearly  representative”,  “somewhat  representative”  or  “not  representative  of  the  construct  of 
interest”.  Finally,  items were  retained  if  a  high  level  of  consensus was observed  among  the  experts 
(Lichtenstein et al., 1990). 
The  first  step  in  the  process  of  measures  validation  was  an  exploratory  analysis  of  reliability  and 
dimensionality.  In  this  sense,  the  Cronbach’s  alpha  indicator  ‐considering  a  minimum  value  of  .7 
(Nunnally, 1978)‐,  the  item‐total correlation  ‐considering a minimum value of  .3  (Nurosis, 1993)‐, and 
principal components analysis were used to assess the initial reliability and dimensionality of the scales. 
All  items were  adjusted  to  the  required  levels  and  only  one  factor was  extracted  from  each  scale: 
identification,  perceived  usefulness,  perceived  ease‐of‐use,  attitude,  subjective  norm,  perceived 
behavioral control,  intention  to participate,  intention  to use  the host  firm’s products and  intention  to 
recommend the host firm. 
In order to confirm the dimensional structure of the scales, we used the Confirmatory Factor Analysis. 
For  these  tasks,  the  statistical  software  EQS  v.6.1  was  employed  and  we  used  Robust  Maximum 
Likelihood  as  an  estimation  method.  The  criteria  proposed  by  Jöreskog  and  Sörbom  (1993)  were 
followed in order to depurate the scales. To be precise, these criteria are:  




• According  to  the  suggestion of  Jöreskog and  Sörbom, we also eliminated  the  indicators  that  least 
contribute to the explanation of the model, taking R2 < .3 as a cut‐off point. 
Following these recommendations, no  item had to be eliminated and we obtained acceptable  levels of 
convergence,  R2  and model  fit.  Besides,  in  order  to  confirm  the  existence  of multidimensionality  in 
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identification, we developed a Rival Models Strategy (Hair et al., 1999; Anderson and Gerbing, 1988). In 
this  strategy,  we  compared  a  second  order model  in  which  the  construct  is  measured  by  various 
dimensions with a  first order model  in which all  the  items  formed only one  factor. As can be seen  in 
table 2, results showed that the second order model (SOIDENT) fits much better than the first order one 
(FOIDENT). This  implies  that  identification with  an online  community  is  a multidimensional  construct 
formed by two dimensions: cognitive and affective identification. 
 














NFI  NFI > .9  .962  .995 
NNFI  NNFI > .9  .932  .995 
CFI  Close to 1  .966  .999 
IFI  Close to 1  .966  .999 
PARSIMONY FIT  Normed χ2  [1; 5]  29.2472  4.306 
Table 2.   Multidimensionality Analysis 






variance with  its measures than the variance  it shares with the other constructs  in the model  (Wiertz 
and De Ruyter, 2007). Results showed an acceptable level of convergent and discriminatory validity. 
6 RESULTS 
To  test  the hypotheses, we developed a  structural equation model using  the  statistical  software EQS 
v.6.1 (results are shown in table 3). On the one hand, results reveal the confirmation of hypotheses 1, 3, 
4, 5, 6, 7, 8, 9, 10, 11 and 12 to a  level of  .01. On the other hand, hypothesis 2 was not supported.  In 
addition, the model fit also showed acceptable values, as can be seen in table 4.  
 
Hypotheses  Effects  Structural coefficient Remarks 
H1  ATTÆPARTI  .350**  Supported 
H2  SNÆPARTI  ‐.087*  Not supported
H3  PBCÆPARTI  .471**  Supported 
H4  USEFÆPARTI  .175**  Supported 
H5  USEFÆATT  .164**  Supported 
H6  EOUÆATT  .379**  Supported 
H7  EOUÆUSEF  .557**  Supported 
H8  IDENT ÆPARTI  .290**  Supported 
H9  IDENT ÆATT  .609**  Supported 
H10  IDENTÆSN  .498**  Supported 
H11  PARTIÆUSE  .442**  Supported 
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p<  .01), perceived behavioral control  (β=.471, p<  .01) and,  in a  lesser extent, by perceived usefulness 
(β=.175,  p<  .01)  and  identification  with  the  community  (β=.290,  p<  .01).  These  findings  supports 
hypothesis  1,  3,  4  and  8  respectively.  On  the  contrary,  we  found  a  significant  negative  effect  of 
subjective norm on the  intention to participate  in a firm‐hosted online travel community (β=  ‐.087, p< 
.05), so that hypothesis 2 was not supported. Secondly, in line with previous TAM studies, we found that 
attitude  is positively  influenced by both perceived usefulness (β=.164, p< .01) and ease‐of‐use (β=.379, 
p<  .01),  confirming hypotheses 5 and 6  respectively.  In  turn, perceived usefulness  is also affected by 
perceived  ease‐of‐use  (β=.557,  p<  .01),  so  that  hypotheses  7  was  also  confirmed.  Thirdly,  the 
hypotheses  related  to  the  integration  of  Social  Identity  Theory  into  the  research model  were  also 
supported.  In addition  to  its positive effect on  the  intention  to participate  in  the community  (already 
mentioned  above),  we  found  that  a  greater  identification  with  the  online  travel  community  favors 
higher  levels  of  attitude  toward  participation  (β=.609,  p<  .01)  and  subjective  norm  (β=.498,  p<  .01), 
which  confirm hypothesis 9  and 10  respectively.  Finally,  the  intention  to participate  in  a  firm‐hosted 






intention  to use  the  host  firm’s  products  (R2=  .195)  and  intention  to  recommend  the  host  firm  (R2= 
.694). This proves that the integration of TAM, TPB and Social Identity Theory is a fine and simple way to 




Online travel communities  is an  increasing phenomenon that  is motivating deep changes  in the travel 
industry. The  reason behind  this may be  found  in  the  fact  that  tourists and  travelers are  increasingly 
turning to the Internet in order to get information on which to base their decisions about travel planning 
and potential destinations (Hock, 2007). Thus, in order to offer an added value to customers and satisfy 
their needs,  travel  agencies  and organizations  are  continuously developing  this  kind of  communities. 
However,  little  is  still  known about  consumer behavior  in  firm‐hosted online  travel  communities  and 
therefore,  the  growing  development  of  these  communities  is  producing  a  need  to  understand what 
motivates the consumer intention to participate in them and the possible impact of this participation on 
other consumer behavioral intentions, especially those related to the firm that hosts the community. To 
move  on  this  topic,  the  objective  of  this  work  has  been  twofold:  (1)  to  explain  the  intention  to 
participate in an online travel community based on three well‐recognized theories (TAM, TPB and Social 
Identity  Theory),  and  (2)  to  investigate  the  effect  of  the  intention  to  participate  in  an  online  travel 
community on consumer behavioral intentions related to the host firm. 
First  of  all,  the  combination  of  TAM,  TPB  and  Social  Identity  Theory  has  been  found  to  successfully 
predict  the  intention  to participate  in a  firm‐hosted online  travel community  (R2=  .593). As expected, 
attitude toward participation, perceived behavioral control, perceived usefulness of participating in the 
community  and  identification with  the online  community have  a positive  influence on  the  consumer 
intention to participate  in these communities. On the other hand, and contrary  to expected, we have 
found  that  subjective  norm  do  not  exert  a  positive  effect  on  the  participation  intention. Moreover, 
although non‐significant, the effect of subjective norm appeared to be negative. The reason behind this 




In  turn,  consistent  with  TAM  studies,  perceived  usefulness  has  been  found  to  positively  influence 
attitude  toward participating  in a  firm‐hosted online  travel community and perceived ease‐of‐use has 
been  found  to positively affect both attitude and perceived usefulness. Finally,  identification with  the 
community  has been  proved  to  exert  a  positive  effect  on  both  attitude  and  subjective  norm, which 
confirms  the  successful  integration  of  Social  Identity  Theory  into  the  research  model.  Indeed,  the 
development of this global model may suppose an initial contribution of this work since, although TAM 
and TPB have been successfully combined to explain behavioral  intentions in several contexts (e.g. Wu 
and Chen, 2005; Lu et al., 2009), the  integration of Social  Identity Theory  into these two theories had 
not been  conducted previously. Therefore, due  to  the  success obtained  in  this work,  this  theoretical 





intention  to  both  recommend  the  host  firm  and  use  its  products.  These  consumer  responses  are 
explained by the higher perceived value provided by the host firm through the online community. Thus, 
the  results  of  this  study  allow  us  to  conclude  that  online  travel  communities may  help  to  develop 
affective links and preference for the firm that hosts the community due to the added value that these 
communities represent for tourists and travelers. Indeed, this research has shown that the intention to 
participate  in an online  travel community may  increase  the consumer  intention  to use the host  firm’s 
products and services, which is a key goal for most of the organizations (e.g. Andreassen, 1999). Besides, 
the development of a consumer intention to recommend the host firm is an additional outcome of the 





As  a  consequence,  it  is  possible  to  state  that  online  travel  communities  may  be  helpful  for  both 
consumers and the travel organizations that develop them. On the one hand, tourists and travelers may 
satisfy some of their needs in these communities (e.g. finding information about potential destinations, 
obtaining  advice  for  planning  their  travels  more  efficiently,  establishing  relationships  with  other 
travelers,  etc.).  On  the  other  hand,  the  intention  to  participate  in  the  community  produces  in  the 
consumer  the  intention  to  behave  in  a more  beneficial way  for  the  host  firm.  In  conclusion,  travel 
organizations may do well to take advantage of the opportunities that online communities present. 
7.1 Implications for practice 
Our  results  suggest  that online  travel  communities, because  they  favor  the development of affective 
links and preference  for the  firm that hosts the community, may  increase consumer  intentions to use 
the host  firm’s products and services. As well, consumer  intentions  to  recommend  the host  firm may 
also  result  from  intentions  to participate  in  the community. Therefore, travel companies that develop 
these communities should understand the drivers of the intention to participate in them in order to take 
advantage of these consumer behavioral intentions. In this line, our work suggests some of the methods 




attitudes.  Thus,  the  promotion  of  the  benefits  that  participation  in  these  communities  provides  to 
consumers may serve to enhance the intention to participate in the travel community. As well, ease of 
use must be a prior  issue when developing an online  travel  community. Our  results  suggest  that  the 
most effective community may not be the most sophisticated one but rather the one that is easiest to 
use.  
Second,  travel  organizations  should promote  group  cohesion  and  communication  among  community 
members. This would help to develop a shared identity, which may enhance the intention to participate 
in  the  online  community.  To  do  that,  organizing  off‐line meetings  among  the  community members, 
promoting discussions about topics of interest (e.g., favorite tourist destinations) or asking members for 
suggestions about the firm’s products and services might be useful.  
Third, according  to our  findings,  travel organizations should be aware  that normative pressures  inside 
the collective may have a negative influence on participation. Therefore, in order to compensate for this 
effect, travel companies should conduct other actions that  increase member’s perceptions that others 




of  this,  travel  firms  still  can  carry out  actions  in order  to  improve  access  to  the  community  through 
different mobile  devices  and  Internet  access methods.  All  these  would  help  consumers  access  the 
community any time they want.  
Due  to  these  recommendations,  a  travel  company would be  able  to enhance  travelers’  intentions  to 














Besides, an  interesting  route  to extend  this  research would be  to analyse other effects derived  from 
consumer participation  in online travel communities. To be precise,  it would be very useful to analyse 
the  link between consumer participation  in an online travel community and the consumer  intention to 
follow the advice s/he obtains in the community. Thus, it would be possible to assess the effect of fellow 





















































































































As  more  and  more  travelers  wish  to  create  their  personalised  trip  itineraries,  the  provision  of 
geographical  information and services on travel websites  is an unavoidable necessity. The evolution of 
geoportals,  geocollaborative  portals  and  web  2.0  present  numerous  opportunities  and  services  for 
making the trip planning process less complex and time consuming, more efficient and more social and 
collaborative  for  travelers  and  their  travel  companions.  This  paper  aimed  at  exploring  the  use  and 
impact of geocollaborative portals on the success of collaborative trip planning processes. To that end, 
the  literature was  reviewed  for analyzing  the  functionality of geoportals and geocollaborative portals 
and demonstrating how these can support and facilitate the collaborative decision making processes for 







The  increasing  adoption  of  dynamic  packages  demonstrates  the  strong  preference  of  a majority  of 
travelers  to design and book their personalized  tourism packages and  itineraries online  (Sigala, 2009). 
However,  trip  planning  can  be  a  very  complex  and multi‐staged  process  requiring  the  identification, 
filtering, evaluation and selection of a massive amount of  information (Moutinho, 1987; Fesenmaier & 
Jeng, 2000), which is very frequently dependent on geographical content and capabilities. Moreover, as 
trips are usually  realized with  the  companion of others, a  trip planning process may also  represent a 
collaborative decision making process  involving  several persons  that may also be  located  in different 
places.  Consequently,  in  order  to  design  personalized  trips  in  an  efficient  and  an  effective way,  trip 
planning  tools  should  provide  travellers  with mapping  information  and  services  as  well  as  support 
(geographically distributed) collaborative decision making. 
Recognizing  the  critical  role  of  geographical  content  and  services, more  and more  travel  websites 
incorporate  geoportals  into  their  applications  (Sigala  &  Marinidis,  2009).  Geoportals  have  been 
identified  as  distributed  Geographic  Information  Systems  (GIS)  (Duran  et  al.,  2004;  Tait,  2005)  that 
utilize the ubiquity of the Internet for providing distributed users with access to web mapping services. 
Nowadays,  advances  in  free  web  map  services  and  web  2.0  have  democratized  the  creation  and 
dissemination of geographical content and services and so, they have further enhanced the functionality 





fosters  the  active  participation  of  several  (geographically  distributed)  people.  However,  although 
previous studies have heavily investigated the use of geoportals for developing geophysical applications, 




there  is  limited  knowledge  regarding:  the  travellers’ use of  geoportals’  geographical  information  and 
capabilities for supporting their trip planning processes; and the  impacts and the results of geoportals’ 







Secondly,  the  paper  focuses  on  developing  and  testing  a  framework  for measuring  the  impacts  of 
geoportals’ use on travellers’ decision making processes related to trip planning tasks. To achieve these 
aims,  the  paper  first  discusses  the  functionality  and  the  evolution  of  geoportals’  information  and 
services by paying particular  attention  to  their web 2.0 enabled  functionality. Hence,  an emphasis  is 
given  on  geocollaborative  portals,  their  geocollaboration  capabilities  and  the ways  they  enable  and 
support collaborative decision making processes for trip planning purposes. As geocollaborative portals 
represent Group Support Systems (GSS), the paper reviews the literature in the field of GSS in order to 
develop a  framework  for measuring the  impact of geocollaboration portals on travellers’ collaborative 
trip planning processes. To  test  the  framework,  the  study  carried out  an experimental evaluation by 
gathering primary data  from graduate  students  that were assigned  to  collaboratively design a  trip by 
using  the  Yahoo!’s  Trip  Planner  (a web  2.0  enabled  geocollaborative  tool).  Findings  from  students’ 
evaluation  of  Yahoo!’s  Trip  Planner  system  provide  several  theoretical  and  practical  implications 
regarding the functionality and the services of geoportals that are required for designing online service 
processes enabling travellers to create a personalized trip (either  individually or collaboratively). Thus, 




Geoportals  represent a key application of distributed GIS  services  (Tait, 2005; Longley & Batty, 2003) 
that use web  service  standards  (Sigala & Marinidis,  2009)  for  integrating  and providing user‐friendly 
accessibility  to  many  GI  systems  from  a  single  virtual  system.  Technically  speaking,  a  geoportal  is 
essentially  a  master  website,  connected  to  a  web  server,  which  contains  a  database  of  metadata 
information about geospatial data and services. A geoportal is implemented using three distributed GIS 
(Service  Oriented  Architecture)  components  (Tait,  2005):  a  web  site  presenting  the  geographic 
application  or  portal; web  services  that  publish  geographic  functionality  as  a web  service;  and  data 
management  software  providing  a  managed  relational  environment  for  both  raster  and  vector 
geographic content.    In  this vein, Tait  (2005) defined geoportals as websites acting as entry points  to 
web‐based geographic content, where such content can be discovered. Maguire & Longley (2005) have 
also defined geoportals as  the  ‘… gateways  that organise geographic content and services‐capabilities 
such  as  directories,  search  tools,  community  information,  support  resources,  data  and  applications’. 
Being WWW  gateways‐portals,  geoportals  provide web  environments  for  a  user  (or  a  community  of 
users and  information providers)  to aggregate and  share content and  information  flows as well as  to 
build consensus  (Maguire & Longley, 2005).  In other words, geoportals  facilitate  the storage, sharing, 
discovery of and access to geospatial resources (that can be either offline or online geospatial content) 
that are described (and so, searched) by using metadata.  
The  most  typical  geographical  web  service  functionalities  of  geoportals  include  (Tait,  2005):  map 
rendering;  feature  streaming;  data  projection;  geographic‐  and  attribute‐based  queries;  address 
geocoding;  gazetteer/place name  searches; metadata query  and management; network  analyses;  3D 
terrain  visualization;  and  data  extraction.  Maguire  &  Longley  (2005)  further  analysed  geoportals’ 
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providers  need  to  create  metadata  for  describing  their  data  and  then,  publish  them  through  the 
catalogue  client  (either by manual  inputs or metadata harvesting).  For data discovery,  the  catalogue 
services are equipped with tools to query and present metadata records, as users  initiate searches for 
data or services they require. In this conception, most geoportals have a cataloging function, concerned 
with  organising  geospatial  data  and  providing  access  to  it.  However,  in  addition  to  a  cataloguing 
capability,  application  geoportals  provide  on‐line,  dynamic  geographic  web  services  that  represent 
capabilities that do not only query metadata records of data services, but they also  link directly to the 
data  services  themselves. Geographic web  services may  refer  to  routing,  calculation  of  geographical 
distances,  geocoding  and  mapping  services.  For  example,  Mapquest  provides  routing  services 
(www.mapquest.com)  and  National  Geographic  provides  mapping  services 
(http://www.nationalgeographic.com/maps/).  
Traditionally,  the  development  of  GIS  information  and  services  has  been  relying  with  experts.  This 
represents  a  top‐down  authoritarian,  centrist  paradigm  that  has  existed  for  centuries,  in  which 
professional  experts  produce,  dissemination  is  radial,  and  amateurs  consume  (Goodchild,  2007). 
However,  the  diffusion  of  distributed  GIS  and  geoportals  have  given  opportunities  to  develop 




approaches  for developing  geoportal  applications  in  several e‐government  and  e‐democracy projects 
that  aimed  to  increase  citizens’  involvement  in  democratic  processes  and  policy  decision  making 
activities. 
Nowadays,  advances  in  web  2.0  have  further  expanded  and  democratized  the  development  of 
geoportals by offering Internet users the tools to participate in the development and distribution of web 
mapping  services.  Moreover,  advances  in  free  web  map  applications  including  the  availability  of 
Application  Programming  Interfaces  (API)  from  popular  web  applications  (e.g.,  GoogleMaps, 
YahooMaps, and Microsoft Live Maps) have opened up more possibilities for involving public users and 
group communities  in participatory mapping. Goodchild  (2007) used the term volunteered geographic 
information  (VGI)  for  describing  the  users’  web  2.0  empowerment  to  participate  in  geoportals’ 
development and diffusion and analysed three levels of users’ engagement in developing VGI: a) users’ 
involvement  in geo‐data creation and publication by  incorporating (geo)‐tags  in maps; b)     volunteers’ 
geo‐content contributions of substantial technical content that require volunteers/users to have some 
level  of  expertise  in  GIS  use  and  the website’s  software  (e.g.  in  geographic measurement  and  the 





and  social  networking)  foster  and  support  the  users’  (collaboratively)  involvement  in  the  creation, 
information enrichment and diffusion of geoportals’ information and services. Turner (2006) advocated 
that these web 2.0  implications  lead to a new era called neogeography. The increasing size and impact 




users,  thereby  enabling  geocollaboration,  i.e.  collaboration  efforts  using  geospatial  information  and 
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tools (MacEachren, 2001). This has tremendous implications for users when they use geoportals for trip 




assessing  choices  to  support  actions  (MacEachren  et  al.,  2005; Aditya &  Kraak,  2009).  The  following 





Tait  (2005)  identified  four major  functionalities of geoportals namely search, mapping, publishing and 
administration  capabilities.  Sigala  & Marinidis  (2009)  expanded  these  four  functionalities  into  their 
social dimension in order to incorporate the new web 2.0 enabled geoportals’ capabilities that empower 
users  to create, disseminate, share,  read and combine  (mash‐up) geographical content and metadata 
within social networks. These four web 2.0 enabled functionalities of geoportals have been referred to 
as follows (Sigala & Marinidis, 2009): social search that enables users to search for geo‐content based on 
other  users’  profiles,  geo‐tags,  personal  maps,  favourites,  reviews,  feedback  etc.;  social  mapping 
referring to the dissemination and sharing of maps within social networks; social publishing referring to 
the collaborative creation and publication of a map within a social network and/or amongst a group of 
users;  and  social  administration  referring  to  the  collaborative  development  of  new  value‐added 
mapping  services  by  combining  (mashing‐up)  and  collaboratively  administrating  multiple  geo‐
information  and  services.  In  fact,  the  web  2.0  enabled  evolution  of  the  social  (collaborative) 
functionalities of geoportals are best  illustrated by the emergence of geocollaborative portals that are 
used  to  support  group‐work  applications  related  to  geographical  resources.  The  development  of 
geocollaborative  portals  is  rooted  in  the  collaborative  GIS  that  are  defined  as  a  process  of making 
collaborative use of GIS technology and data amongst group members that can be (Applegate, 1991): at 
the same place and same time (synchronous & co‐located); same place different time (asynchronous & 




The  literature  provides  several  arguments  on  how  geoportals  and  geocollaborative  portals  can 
significantly  enhance  the  success  and  the  results  of  a  group work.  Indeed,  geocollaborative  portals 
afford  several  capabilities  for  positively  influencing  the  many  factors  (including  the  cognitive, 
organizational work setting as well as  the social and cultural  factors of group members) affecting  the 
success of group work.  
As  regards  the  impact of geoportals on  the cognitive and organizational  (collaborative) work settings, 
geocollaborative  portals  can  be  used  for  increasing  the  visualization  of  information  (by  using  for 
examples maps, graphics, and images) related to the group work. Information visualization supports the 
intelligence, design, and choice phases of a group decision making  (Simon 1981), because  it  increases 
cognitive resources, reduces the search complexities, eases the pattern determination, and fastens the 
perceptual  inferences  (Thomas  &  Cook,  2005).  Research  investigating  the  impact  of  external 
representations  on  groupware  effectiveness  also  confirms  the  positive  influence  that  information 
visualization on maps can have on  the performance of a group work. External Representations are  ‘… 




that  diagrammatic  representations  (and  so,  map  based  representations)  require  less  search, 
comprehension  and  inference  than  sentential  representations.  For  example,  a  map  showing  the 
itinerary  and  stops  of  a  trip  is  processed  quicker  than  a  table  or  a  paragraph  describing  the  same 
information. Zhang & Norman  (1994) provided evidence that external  representations have a positive 
effect on group work task performance, because the former provide memory aims, directly perceivable 
information,  structured  cognitive  behaviour  and  change  the  task.  Work  group  members  can  use 
geocollaborative portal  for  visualizing  their  information,  comments  and  thoughts  on  a map  by  using 
unique  map  based  representations.  Geocollaborative  portals  can  also  enable  team  members  to 
integrate  and  coordinate  several  external  representations  (e.g.  develop  mash‐up  services)  to  be 
referenced  during  the  decision making  process.  In  addition  to  providing  a method  for  creating  and 
sharing external representations, geocollaborative portals can also address the conceptual barriers that 
may  arise  across  different  users  or  communities  of  practice,  since  different  users  and  groups  share 
different experiences and meanings. Resnick  (1991) showed how knowledge management systems  for 
teams can be used for resolving the meanings of ideas and concepts between individuals through shared 
understanding.  Since  input  to  a  given  externalisation  is  coming  from multiple  individuals,  reflective 
conversations occur not only between a member and an artifact, but also between all members. Thus, 
when  a  geocollaborative  portal  enables  and  supports  communication,  this  will  offer  a  stimulus  for 
divergent thinking similar to the method of collaborative sketching  (Shah et al, 2001). As a result, the 
emerging members’  discussions  should  lead  to  a more  complete  creation  and  understanding  of  the 
collective team knowledge. However, discussions can lead to an intense information exchange based on 
a wide range of views that can in turn create high levels of cognitive complexity. However, when group 
knowledge  is  systematically  categorized  and  members  share  awareness  of  who  knows  what,  this 
decreases the cognitive processing capacity  in which greater expertise can be achieved as there  is  less 
redundancy of effort  (Wegner, Erber & Raymond, 1991). The system allowing  the creation, share and 
“pooling” of a group memory through which one member uses the other as memory aids to supplement 
limited memory  is  referred  to as  transactive memory  (Mohammed & Dumville, 2001) and  it has been 










can  play  a  crucial  role  in  enhancing  the  formation,  cohesion  and  collaboration  of  work  groups. 
MacEachren (2005) identified three roles that maps can play for supporting group work: a) an object of 
the  collaboration;  b)  a  visual  depiction  to  support  dialogue;  or  c)  a  device  to  support  coordinated 
activity.  Other  studies  have  also  provided  evidence  of  these  three  roles  of  maps  in  collaboration 





arguments. Aditya  (2008) described  the development of  a  geocollaborative portal  for  coordinating  a 
group  work  by  using  a  map‐based  portal.  Analytically,  Aditya  (2008)  demonstrated  how  the 
geocollaborative portal facilitates distributed collaboration by enabling different stakeholders (including 
analysts, decision makers and local residents) to: a) share their perspectives on the problems, cause, and 
possible  solutions  concerning  their  neighborhood’s  infrastructure  problems  on  the  top  of  a map;  b) 
facilitate  discussions;  and  c)  actively  contribute  to  the  decision‐making  processes  related  to  disaster 
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mitigation  and  actions.  MacEachren  &  Brewer  (2004)  identified  the  following  collaborative  tasks 
involving  maps  (and  graphics)  that  can  assist  collaborative  work  group:  collaborative  exploration, 
collaborative  confirmation  or  analysis,  collaborative  analysis  and  collaborative  presentation.  This 




Overall,  the  aforementioned  analysis  provides  several  reasons  for  justifying  the  incorporation  of 
geocollaborative  portals  into  trip  planning  tools.  First,  maps  can  play  any  of  the  three  roles  (as 
advocated by MacEachren, 2005)  for supporting and  facilitating group decision making  related  to  trip 
planning purposes. Trip planning requires travellers to gather and assess a huge volume of geographical 
related information in order to assist them with three types of decisions (Fesenmaier & Jeng, 2000): 1) 
core decisions  including  information related to travel budgeting and costs,  lodging,  length‐duration of 
trip, route‐itineraries, primary, travel group; 2) secondary decisions prior to the trip (information related 
to secondary destinations, activities and attractions); and 3) en route decisions (information regarding 
stops  for  different  purposes,  gifts  etc).  In  order  to  better  answer  these  three  types  of  questions, 
travellers can use  the  social  intelligence and  social networking  functionalities of web 2.0 empowered 
geoportals  for  searching,  reading,  writing  and  sharing  a  vast  amount  of  travel  information  and 
experiences  on  the  top  of  a map.  Geoportals  also  allow  travellers  to  store  information  for  future 
retrieval  as well  as  to upload  information  after  their  trip. Hence,  geoportals  facilitate  travellers with 
their post trip planning decision making as well. 
Trip planning  is a complex process that very frequently  involves multiple collaborators that are  limited 
by  spatial  (across  distance),  temporal  (across  time),  conceptual  (across  different  perspectives, 
knowledge and experiences) and technological barriers. Trip planning  is also consisted of the following 
six  stages  (Moutinho,  1987),  that  are  comparable  to  the  previously  identified  group  work  decision 
making  tasks  (e.g. MacEachren &  Brewer,  2004)  (illustrated  in  Table  3):  problem  identification  (i.e. 
generation of  ideas and options for traveling),  information search,  information evaluation  (negotiation 
and  assessment),  choice  (choose,  design),  book  (execute)  and  post  choice  (review).  In  this  vein, 
geocollaborative  portals  can  be  regarded  as  important  group  collaboration  tools  for  facilitating 




The  previous  section  debated  on  the  role  and  impact  of  geocollaborative  portals  in  facilitating  and 
impacting  collaborative group work. However, how  can one measure  the  success of geocollaborative 
portals  on  the  results  of  collaborative  decision making  processes  such  as  collaborative  trip  planning 
processes?  To  achieve  that,  this  sections  reviews  literature  in  the  field  of measuring  collaboration 
success  and  Group  Support  System  (GSS)  effectiveness.  The majority  of  studies  (e.g.  Reinig,  2003; 
Duivenvoorde,  Kolfschoten,  Briggs  &  Vreede,  2009)  have  showed  that  the  success  of  collaboration 
should  be  measured  with  respect  to  both  its  outcomes  (goal  achievement)  and  the  process  itself 







































































































This study aimed at measuring  the success of geocollaborative portals  in supporting collaborative  trip 
planning processes  from a users’ perspective. A number of methods are proposed  in  the  literature  to 
evaluate  IS, but experimental evaluation  is amongst the most powerful method  for system evaluation 
(Dix  &  Mynatt,  2004).  To  that  end,  Yahoo!  Trip  Planner  was  selected  as  a  representative 
geocollaborative portal for online trip planning practices, as it is one of the most widely known and used 
by the e‐travel community, and the following experiment was set up for gathering primary data by the 
system’s users  regarding  their evaluations of  the  system’s  impact on  their  collaborative  trip planning 
decision making processes. Specifically, groups of students of the researchers were assigned the task to 
use Yahoo! Trip Planner for co‐organizing and co‐planning a hypothetical group trip to Athens, Greece. 
Students  took had previously  attended  two  courses on  e‐tourism  and  so,  they were  familiar with  e‐
tourism applications. Overall, 247 students participated  in  the experiment  (37 groups and each group 
633 
consisted of 4‐7 members)  that  lasted  for 3 months. After  this period  (irrespective of whether group 
trips have been  finalized or not) all  students were asked  to  fill  in  the  research  study’s questionnaire 
measuring  their  perceptions  about  the  impact  of  Yahoo!  Trip  Planner  on  the  success  of  their 
collaborative  trip planning decision making processes.  In order  to measure  collaboration  success,  the 
study’s  instrument  used  Duivenvoorde  et  al.’s  (2009)  GSS  success  constructs,  as  their  study  has 
confirmed the validity and reliability of its constructs as well as it has provided evidence of the former’s 
positive  impact on members’ satisfaction with the GSS supported collaboration process and outcome. 
Overall,  188  usable  questionnaires were  collected  providing  a  high  response  rate  of  76,1%, which  is 
mainly  attributed  to  the  fact  that  the use of  the  system  and  students’  feedback was  linked  to  their 
course assessment.  
4.1 Study’s context: Yahoo! Trip Planner geocollaborative portal  
Yahoo!  Trip  Planner  represents  a  platform  enabling  and  supporting  knowledge  sharing,  discussion 









website. Other users  can  customize and enhance  these maps by adding geotags,  feedbacks,  reviews, 
taking part  in discussions etc. Later, personalized maps can be shared with all other users, e‐mailed to 

















































































































Having  analysed  the  functionality  of  Yahoo!  Trip  Planner,  Table  3  demonstrates  how  this 










































































A  two  stage  approach was  used  for measuring  the  reliability,  validity  and  convergence  of  the  scale 
measuring  the  factors  of  the  collaboration  success  supported  by  Yahoo!  Trip  Planner.  First,  an 
exploratory  factor  analysis  (EFA) was  undertaken  for  identifying  the  particular  factors  that  students 
perceived had  influenced  the  impact of Yahoo! Trip Planner on  the  success of  their  collaborative  trip 
planning decision making processes. The appropriateness of the data for running EFA was examined by 
the  Kaiser‐Meyer‐Olkin  (KMO=0.85) measure  of  sampling  adequacy  and  Bartlett's  test  of  sphericity 
(p<.001).  Factors were extracted by  conducting a principal  component analysis and  the  factor matrix 




assessed by  checking  the  statistical  significance of  the  factor  loadings  in CFA. The  t‐tests of all  factor 
loadings were significant (at p < 0.001) and so, the convergence validity is passed. Discriminant validity 





community  building  and  supporting  factors;  3)  efficiency  factors  for  completing  the work  group  trip 
planning  tasks; and 4)  results assessment  factors. Students perceived  the effectiveness  factors as  the 
most  important  impact of Yahoo! Trip Planner  tool on  their  collaborative  trip planning process,  as  it 
explained 22.4% of the variance and all  items had high average scores, except the  item related to the 
capability of  the  tool  to support  the booking process  that actually had a  relatively  low average score. 
This is not surprising as students were not required to proceed to the booking stage of the trip planning 












Factors  related  to  the  impact of Yahoo! Trip Planner on  the quality of  the  results of  the collaborative 
decision making process received the smaller importance explaining 9.01% of the variance. This may be 











α= 0.86  α=0.81  α=0.83 α=0.7
8 
A lot of ideas and information were identified for planning our trip 4.23 0.92 0.84    
Authentic and reliable trip ideas and information were generated 4.19 0.98 0.85    
Information search was well supported  4.07 1.02 0.78    
Group discussions were facilitated and fostered  4.01 1.11 0.81    
Comments and feedback amongst group members were fostered 3.98 0.78 0.77    
The tool supported the generation of trip suggestions by group 
members 
3.97 0.93 0.80    
The evaluation of generated trip ideas and information by group 
members was effectively supported 
3.92 1.02 0.81    
Trip itineraries were effectively designed and developed 3.87 0.87 0.78    
It was easy to complete the booking of the trip  3.70 0.93 0.78    
Group bonding is enhanced  4.12 1.04 0.79   
My willingness to participate and contribute to the trip planning 
process has been boosted  
3.89 0.95 0.76   
I feel more committed to the trip planning process  3.86 0.88 0.77   








4.04 0.99   0.75
The coordination and synthesis of members’ contributions was 
handled effectively  
3.76 0.86   0.68
The trip planning processes required fewer and less intensive efforts 
by members relative to other trip planning methods 
3.65 0.74   0.64
The trip planning process is completed in less time relative to other 
trip planning methods  
3.38 0.69   0.70
Trip suggestions and comments generated were of high quality 3.87 0.95     0.66
Trip suggestions and plans met everyone’s expectations and needs 3.45 1.04     0.63
Trip suggestions and comments were appropriate to the members’ 
profile and preferences  
3.36 1.16     0.60
637 
Trip suggestions and plans received everyone’s approval 3.01 0.95     0.61
Trip suggestions and plans were feasible to be implemented by the 
group in real life 
2.89 1.05     0.59
A trip plan agreed by all members was achieved 2.67 1.28     0.60
Percentage of variance explained  22.4 19.7  10.3 9.01




As more  and more  travelers wish  to  create  their  personalised  trip  itineraries  and  experiences,  the 
provision of geographical  information and services on travel websites  is an unavoidable necessity. The 
current evolution of geoportals and geocollaborative portals (that facilitate work group based on the top 
of  a map)  coupled with  the  enhancement  of  their  functionality with web  2.0  tools  and  capabilities, 
present numerous opportunities  and  services  for making  the  trip planning process  less  complex  and 
time consuming, more efficient and more social and enjoyable for travelers and their travel companions. 
This  paper  aimed  at  exploring  the  use  and  impact  of  geocollaborative  portals  on  the  success  of 
collaborative  trip  planning  processes.  To  that  end,  the  literature  was  reviewed  for  analyzing  the 
functionality of geoportals and geocollaborative portals and demonstrating how these can support and 
facilitate  the  collaborative  decision  making  processes  for  trip  planning  purposes.  A  framework  for 
measuring  the  impacts of  geoportals’  use on  travellers’  collaborative decision making  processes was 

























































































































Travel  blogs  are  C2C  online  diaries  publishing  personal  stories  and  experiences,  providing  thoughts, 
commentaries,  suggestions,  advice  and  details  of  trips.  In  tourism,  one  of  the  most  important 
information  sources  for  travel planning  is word of mouth.  Travel blogs,  a practiced  form of word of 
mouth, play a crucial role in traveler’s purchase decision.  The paper aims to provide a methodology to 
locate  central  groups  of  travelers  and  to  locate  travelers  that  link  to  them.  The  paper  also  finds 
connectivity patterns between  these groups of  travelers: patterns of central  travelers and patterns of 
travelers  linking  to  them.  It uses  TravelPod  (www.travelpod.com),  the most popular  travel blog,  and 
studies  incoming  links  between  travelers  through  “favorite  travelers”  list,  which  is  equivalent  to  a 
blogroll. The paper records 563 travelers.  By using Social Networking theory, Multidimensional Scaling, 





amount of knowledge  (Nasr & Ariffin, 2008). Blogging  is an act of sharing, a new  form of socialization   
claimed Hsu & Lin (2008).  In the  last few years blogs are growing  in popularity and have turned  into a 
key  part  of  nowadays  online  culture  (Hsu &  Lin,  2008).  Travel  and  tourism  have  been  of  the most 
popular subjects in www (Heung, 2003) and blogs have important implications in this area (Schmallegger 
& Carson, 2008) as they can transform behavior of global travelers (Sigala, 2008a).Tourism products can 
hardly  be  evaluated  prior  their  consumption  (Rabanser &  Ricci,  2005)  thus;  the  functionality  of  the 
entire  industry depends on the  intangible and digital character of the distribution of tourism products 




Public  travel blog  sites,  like  travelblog.org,  travelpod.com, blog.realtravel.com, yourtraveljournal.com, 




the  creation  of  social  networks  among  bloggers  (Du  & Wagner,  2006).   Williams  &  Jacobs  (2004) 
highlighted  that  the  success  of  social  network  systems  such  as  blogs  lies  on  interactivity  and  Sigala 
(2008b) mentioned “blogs create and maintain strong online communities through their social ties tools 
such as blogrolls, permalinks, comments and trackbacks”. 
Interactivity  between  blogs  can  be  implemented  with  “blogrolls”,  “permalinks  and  comments”  and 




are  likely  to use  their blogrolls  to  link other blogs  that have  shared  interests” mentioned Drezner & 
Farell  (2004,  p.7).  Interactivity  can  be  also  achieved  by  posting  comments  to  entries,  expressing 
thoughts  (Drezner &  Farell,  2004; Mishne & Glance, 2006).    Such posts  themselves  link directly  to  a 
specific post on the other blog, and are a key form of information exchange in the blogosphere.  Drezner 
& Farrell (2004) highlighted the fact that  links and page views are the currency of the blogosphere. At 
last are  trackbacks and pingbacks. Trackback  is a citation notification system  (Brady, 2005).  It enables 




“Pingbacks support auto‐discovery where the software automatically  finds out the  links  in a post, and 
automatically  tries  to pingback  those URLs, while  trackbacks must be done manually by entering  the 






the 1st  travel blog  in  the  list.   “The discovery of  information networks among websites or among site 
producers through the analysis of link counts and patterns, and exploration into motivations or contexts 
for  linking, has been a key  issue  in  this  social  science  literature”    (Park &  Jankofski 2008, p. 62). The 
paper aims to provide a methodology to  locate central groups of travelers and to  locate travelers that 
link to them. Next, the paper finds connectivity patterns between these groups of travelers: patterns of 




and weave  photos  directly  into  stories  2. Get  inspired  for  next  trip  by meeting  other  travelers  and 
participating  in travel  forums 3. Share experiences with  family and  friends, by setting up email  import 
tools,  send  email  updates  and  RSS  feeds  and  email  notifications  for  new  entries  4.  Use  advanced 
features  as  update  travel  blogs  from  mobile  phone,  track  visitors  of  blogs,  show  travel  blogs  on 







Barger  (1997) used  for  first  time  the  term weblog and defined blog as  ‘‘a web page where a blogger 
‘logs’ all the other web pages he finds interesting’’. Later on Drezner & Farrell  (2004, p. 5) defined blog 
as “A web page with minimal to no external editing, providing on‐line commentary, periodically updated 





who wish  to broadcast  their expertise  to a  large  following but also suitable  for bloggers who wish  to 
converse with  a  small  group of others by  each  telling  their  stories  through  the weblog  and possibly 
linking  to  each  other”.    In  the  business world, blogs  are  considered  as  environments  for  knowledge 
642 
sharing  (Festa,  2003),  a  “magic”  formula  for  corporate  communication  (Jüch  &  Stobbe,  2005),  a 
potential  for  future profit (Lu & Hsiao, 2007) and a new way to reach potential customers  (Hsu & Lin, 
2008). 
The blogosphere  in  tourism  takes many  forms  (Schmallegger & Carson,  2008).  First of  all  it  contains 
business  to business  (B2B) and business  to consumer  (B2C) blogs. Gazetters.com  is a B2B weblog  for 
travel agents (Sigala, 2007). Companies use blogging to become recognized  in the  industry and to take 
direct  feedback  from  customers, by  allowing  the public  to make  comments on blog posts  (Hepburn, 
2007). Southwest Airlines and Starwoods Hotels and Resorts maintain such official blogs (Dwivedi et al, 
2007).  Blogosphere  contains  also  government  to  consumer  blogs  (G2C).  Countries  and  destinations 




community  of  Internet  users  (Gretzel,  2007),  to  publish  their  personal  travel  stories  and  make 
recommendations online in the form of travel diaries or product reviews (Schmallegger & Carson, 2008). 
Travel blogs provide also  geographic  information,  as destination websites. However bloggers provide 
more authentic information, gained through personal experience than destination websites who tend to 
describe  only  the  positive  aspects  (Sharda &  Ponnada,  2007).  Travelers’  blogs,  as  all  tourism  virtual 
communities,  are  serving  for  information  exchange,  collaboration,  knowledge  creation  purposes  and 
provide value  for tourists’  trip planning  (Chalkiti & Sigala, 2007).  Interpersonal  influence and word‐of‐
mouth  are  ranked  as  the most  important  information  source  in  the  process  of making  a  purchase 
decision (Litvin et al., 2008). This was also claimed by Kozinets (2002) who mentioned that people, who 
interact  in spaces  like blogs over a  long period of time, trust the opinions of the other users and take 
them into consideration   when making a purchase decision.  Another point was highlighted by Laboy & 
Torchio  (2008) who wrote:  “Consumer  generated  content holds  a  larger  influencing effect  than  your 




The  paper  considers  the  Top  100  travelers  list,  according  to  number  of  visits  to  their  website,  for 
TravelPod.com  and  records  links  from  travelers  to  other  travelers  within  TravelPod.  Next,  by  using 
snowball sampling, links from these travelers to new travelers within TravelPod are recorded. Finally, a 
set of 563 travelers and their  incoming  links  is formed. The recording of travelers and their hyperlinks 
was done during January 2009. 
The  paper  studies  incoming  links  between  travelers,  using  the  “Favourite  travelers  list”  which  is 
equivalent to blogroll. In order to construct a network, a 563 by 563 non‐symmetric binary data matrix is 
used where unity is placed in cell ij  if  traveler i links to traveler j through the favourite travelers list, else 
zero  is  placed  in  the  cell.  The  next  step  involves  the  construction  of  a  travelers’  interconnection 
network.  It  is  a  directed  graph where  travelers  are  noted  as  nodes  and  incoming  links  as  directed 
arrows.  
In  this paper, we use  the original adjacency matrix of  the social network of  travelers, which could be 
regarded  as  the  starting point  for presenting networks  as  graphs  and  interpret  their  graph  theoretic 
properties  in social networking theory. The paper adopts a statistical approach  for studying networks, 
although  other  graph  theoretic  approaches  also  exist  such  as  finding  components  or  cliques.  These 
graph  theoretic notions are used  in  the  study of  social networks  to  locate actors who  interact which 







in political blogging. The original  idea  (Drezner and Farrell, 2004)  is  that political blogs are organized 
around  central  focal  point  blogs,  where  most  of  the  informative  conversation  is  taking  place. 
Zafiropoulos and Vrana (2008) introduced a combination of social networking theory, multidimensional 
scaling  and  hierarchical  cluster  analysis  to  locate  such  groups  by  studying  incoming  links  through 
blogrolls. By  finding  such  groups, one  can explore how bloggers are organized and easily  follow how 
conversation proceeds. For travel blogs, the idea may take a different form. Travelers or travel blogs are 
interconnected through blogrolls or “favourite travelers” lists, and in this way they may form groups of 
blogs  or  travelers, which  are  considered  familiar  or most  important  (while  the  rest  of  the  blogs  or 
travelers  are more  isolated).  It  is  important  to  locate  such  groups  in  order  to  see  how  travelers  or 
travelers’ blog  are organized, which blogs are  considered  familiar  and which  are  their  characteristics 
that distinguish them from the rest of the travelers.   







this way  the  travelers  in  a  formed  cluster  are  regarded  to  be  of  the  same  family  –  have  common 
characteristics ‐ by travelers who link them. Some of the clusters that are produced by HCA, gather the 
largest number of  incoming  links.  If  this happens  then  they may serve as conversational  focal points. 
Although it is not necessary, this property might be associated with the skewed distribution of links, also 
mentioned by Drezner and Farrell  (2004)  for political blogs: only  few blogs have a very big number of 
incoming  links while  the  rest,  the majority of blogs, have only a small number of  incoming  links. This 
paper also presents the distribution of incoming travelers’ links.  
Principal  Components  Analysis  (PCA)  followed  by  Varimax  Rotation  is  used  to  find  and  group 
intercorrelated  variables.  PCA  is  used  to  find  general  linkage  patterns.  PCA  results  to  Principal 




To  test  whether  the  hypothesis  of  skewness  holds  for  travelers’  blogging,  this  paper  examines  the 
distribution of incoming links to the 563 travelers of the study. To measure incoming links for a traveler, 
the paper calculates the “in‐degree” of every traveler. For example, an in‐degree that is equal to 10 for a 
specific  traveler  means  that  ten  travelers  consider  this  specific  traveler  as  one  of  their  favourite 
travelers, within Travelpod.com.  Figure 1 describes the distribution of incoming links (in‐degrees). Most 
of the travelers have a very small number of incoming links, while only a few blogs have a big number of 



















Multidimensional  Scaling  (MS  presents  very  good  fit  with  Stress=0.0493),  followed  by  Hierarchical 
Cluster Analysis  (HCA)  result  to  the  formation of  seven  clusters of  travelers  regarding  incoming  links. 






clusters  since  the  travelers within  the  cluster  are  referred  nearly  by  six  other  travelers.  In‐Cluster  2 
consists of ten travelers and has an average in‐degree of 6.6%, which slightly larger that the relative in‐
degree of  In‐Cluster 1.  In‐Cluster 3 consists of  seven  travelers and has an average  in‐degree 6.86.  In‐
Cluster 4 consists of five travelers with an average  in‐degree 11.83. Cluster 5 has two travelers “luchy” 
and “wakingdream” and an average  in‐degree 14. In‐Cluster 6 and 7 both consist of one traveler each, 
“themeoff”  in cluster 6 with  in‐degree 16 and “whereshegoes”  in Cluster 7 with  in‐degree 30, which  is 
the largest of all.  





























































































In‐cluster1(14travelers)  5.7  24.21 1411.86 146.93 2.43 
In‐cluster2(10travelers)  6.6  34.9 1807.8 322,6 9.7 
In‐cluster3(7travelers)  6.8  40.71 5033.28 315 5.71 
In‐cluster4(6travelers)  11.8  30.33 4141.66 412.66 4 
In‐cluster5(2 travelers)  14  29.5 1364 102 8.5 
In‐cluster6(1 travelers)  16  24 2446 161 1 






a  formed cluster are  regarded  to be of  the same  family – have common characteristics  ‐ by  travelers 
who  link them. These common characteristics may place them  in the same cluster according to other 
travelers’ choices (favourites). Several characteristics were taken  into account  in order to see whether 
they may be associated with placement of  travelers  to  the  specific  clusters. They may not be all  the 
characteristics necessary to drive to a solid conclusion but rather they must be considered to constitute 
an  available  set  of  data  that  allows making  a  first  attempt  to  analyse  clusters’  profiles.  These  are 
traveler’ s  in‐degree, his/her placement  in the top100 TravelPod rating  (in case he/she belongs  in this 
list), number of visitors to his/her site (on 6/1/2009), traveler’s country of origin, no of countries visited 
by him/her, no of posted photos by him/her (till 5/1/2009), no of posted entries  (till 5/1/2009), no of 





by  correlation  coefficients  calculated  for  in‐degrees  and  the  travelers’  characteristics  (Table  2).  In 




placement of  travelers  in  some  cluster  and  therefore  is not  connected  in  this  since with networking 
patterns among travelers.  
Regarding  travelers’ country of origin,  travelers mainly come  from Australia, United Kingdom, Canada 
and United States. Only few come from Argentina, France, Germany, Ireland, Philippines, and Thailand. 
Travelers that belong to most  linked clusters, those are  In‐clusters 5, 6 and 7, and they all come from 
Canada.  Regarding  the  number  of  countries,  that  the  travelers  have  visited  there  is  not  a  linear 
correlation between  this number and  the cluster membership  (Table 2). Regarding number of posted 
photos and posted entries of the travelers, it is only number of entries which  is significantly correlated 
with  in‐degree,  and  cluster  membership.  Travelers  that  are  linked  higher,  also  have  higher 






synonyms.  To  clarify  the  connection  of  the  travelers’  profiles  with  cluster membership,  a  stepwise 
regression analysis is performed, considering in‐degree as the dependent variable and the rest variables 
as  independent  (Table 3). Only posted entries and membership duration are affecting  in‐degrees  (and 

















   R2=0.403 B Std. Error Beta T p 
Constant  2771.280 1108.315 2.500 .020 
Posted entries  .018 .005 .559 3.340 .003 
Member since (year) ‐1.381 .53 ‐.418 ‐2.497 .021 
Table 3.    Stepwise regression of in‐degrees by travelers’ characteristics. 
4.4 Out‐Clusters or patterns of outgoing links 
 This section  is seeking to  locate patterns of travelers according to their outgoing  links. Besides finding 
which are the most  linked clusters of travelers (In‐clusters),  it  is  interesting to find clusters of travelers 
with certain properties regarding their outgoing links, especially those that link to the seven in‐clusters 
described earlier. These newly defined clusters are called hereafter out‐clusters. Out‐clusters would be 
clusters of  travelers who  share  common  friends or  link  to  the  same  in‐clusters.  The methodology  to 
locate  the out‐clusters  is somewhat different  from  the one  followed  to  find  in‐clusters. The  first step 
involves  the  calculation  of  seven  new  variables,  each  one  in  association with  each  In‐cluster.  These 
variables count the number of outgoing  links  from each traveler to each one of  the seven  in‐clusters. 
Next, Principal Components Analysis  (PCA)  followed by Varimax Rotation  is performed on these seven 
variables. PCA  is used  to  find general  linkage patterns on  the one hand and as  the  first  step prior  to 




first PC  accounts  for  24.54% of  the  total  variance.  It  is highly  correlated with number of  links  to  in‐
clusters 3, 5, and 7. This reveals a pattern on linking to in‐clusters. Those travelers who link to in‐cluster 
7, they also  link to  in‐clusters 3 and 5. The second PC accounts for 21.34% of the total variance and  is 

















Links to In‐Cluster 7   .858  .039 ‐.011 
Links to In‐Cluster 3  .743  ‐.031 .255 
Links to In‐Cluster 5  .562  .553 .011 
Links to In‐Cluster 6  .030  .819 ‐.099 
Links to In‐Cluster 2  ‐.032  .659 .376 
Links to In‐Cluster 1  .004  ‐.073 .850 




clusters,  the  study uses a  scree plot of  the number of  clusters against Wilks’  Lambdas. A  six  clusters 
solution seems to be the most suitable.  One out‐cluster contains 538 (95.6%) of the travelers.  
When discussing PCA scores  it  is a commonly used technique to construct a scale by dividing scores  in 
three categories:  factor scores  less  than  ‐1,  factor scores between  ‐1 and 1 and  factor scores greater 
than 1. Having  in mind that factor  loadings are positive, the scale  is as follows: scores with values  less 
than ‐1 are considered to describe an out‐cluster that does not  link to an  in‐cluster, scores with values 
between ‐1 to 1 have no specific tendency to link to an in‐cluster, and scores with values over 1 describe 
an out  cluster  that  links  to a  specific  in‐cluster.  It  is obvious  that only out‐clusters with mean  scores 
under ‐1 and over 1 may present some linkage pattern and are worth discussing them. When looking at 
the mean  factor  scores of  these  clusters  it becomes obvious  that  the densest out –cluster has mean 
factor scores within ‐1 to 1. In PCA terms, this means that this majority of blogs out‐cluster presents no 
specific property regarding the outgoing links. Blogs of this cluster may link or may not link to any of the 
seven  in‐clusters without presenting any specific  linkage pattern. To see whether  the  rest of  the out‐
clusters present any specific linkage pattern, the mean factor scores for every out‐cluster are computed. 
From these the last two columns of Table 5 are constructed. The majority out‐cluster (out‐cluster0 is not 















































out‐clusters 3 and 4 to  link  in‐cluster 7. Out‐clusters 1 and 2  tend  to  link  in–cluster 6. Having  in mind 
that  in‐clusters 6 and 7 are one traveler clusters,  it  is obvious that there  is a tendency that these two 
travelers are mainly  linked by different groups of travelers. On the other hand there  is a trend that in‐
cluster7 and in‐cluster 3 are linked by out‐clusters three and four. In‐cluster 2 and in‐cluster 6 are linked 
simultaneously by out‐clusters 1 and 2.    In‐cluster 5  is  linked by  the majority of out‐clusters but  still 
presents a completely different linkage pattern compared to other in‐clusters.   
Concluding,  only  a  minority  of  7.3%  of  travelers  presents  an  incoming  linkage  pattern  and  are 
considered  as  central  travelers.  These  travelers  present  specific  linkage  properties  in  the  sense  that 




the  use  of multivariate  statistics  to  describe  core  travelers  groups.  By  adopting  ideas  from  political 
blogging, the paper proposes a methodology  for  locating  linkage patterns and describes how travelers 
are networking,  forming  in this way central groups of travelers. By studying travelers,  interconnection 
the paper has  shown  that only  few  travelers  are  really  involved  in networking, while  the  average of 
interlinking  is  low. However,  there exist  central  travelers’ groups, which  can be  located by using  the 
proposed methods. Other  travelers within  TravelPod  recognize  and distinguish  these  groups possibly 
because  travelers  within  each  group  have  common  characteristics.  Analysis  provides  evidence  that 
cluster‐group membership  is  correlated with  common  travelers’  characteristics. Also,  travelers within 
some of the clusters‐groups are most active in posting entries while they are members of Travelpod for 
a long time. In this sense, core groups contain the most active and more information providing travelers. 














































































































































































































































































































































































































































given Mediterranean destination, nine  keywords have been used  to perform  search activities on  two 







User Generated Contents  (UGC) are gaining substantial popularity among  internet users because  they 
started  to  be  highly  ranked  –  due  to  their  intrinsic  characteristics  –  by  search  engines  (Gretzel  and 
Kyung, 2008) spreading almost the same information (in terms of topic coverage) as official destination 
websites (Inversini and Buhalis, 2009). Moreover, as tourism is an experience and hence it needs to be 
communicated, UGC are playing a  strong  role within  the  tourism  consumption phases  (Gretzel et al., 
2006)  because  users  have  become  the  information  players  and  creators  (Nicholas,  et  al.,  2007), 
spreading, reviewing and commenting their own experiences about given destinations (which happens 
in  the  post‐consumption  phase:  experience  recall).  This  information  is more  and more  used  also  by 
prospective  travelers  to gain  insight of  the destination  they are  considering  (pre‐consumption phase: 
helping  the  decision  making  process).  Due  to  this,  destination  managers  and  destination  online 
marketers need to be aware of the contents which is published on their destination, and they also need 
to constantly monitor the unofficial information sources and the UGC websites in order to find possible 
problems  and  to behaving  accordingly.  The  concept of destination online  reputation management  is 
becoming crucial: reputation has been widely  investigated often  in relationship with companies and  it 
has mainly be  considered as an economic asset. This  study highlights  the  fact  that  there  is a kind of 
online reputation also for tourism destinations, and that reputation, as it could be seen as an economic 









profound  implications  for  the whole  tourism  industry  (Buhalis,  2000). On  one  hand,  it  is possible  to 
argue  that  the  importance  of  new  technologies  in  the  tourism  industry  regards  the  transaction  and 
purchase  process  (Werthner  and  Klein,  1999).  On  the  other  hand,  many  studies  regarding  the 
communication  and  promotion  of  tourism  goods  are  rising.  Sheldon  (1997)  explained  that 
communications  and  information  transmission  tools  are  necessary  to  get  global  marketing  of  the 
tourism  industry (Sheldon, 1997). Besides, as tourism can be generally understood as an experience,  it 




On  one  side,  internet  has  become  the  primary way  used  by Destination Management Organizations 
(DMO) to communicate with prospective tourists (Buhalis, 2003); different strategies can be highlighted 
within  the  tourism  domain  (Choi  et  al.,  2007),  involving  different  technologies,  the  so  called DMS  – 
Destination  Management  Systems  (Buhalis,  2003),  and  different  content  providers  (Inversini  and 




understand  that  ICT,  if  managed  properly,  can  generate  a  tremendous  positive  value  for  their 
organizations (Lee, 2001).  
On  the  other  side,  it  is  possible  to  claim  that  tourism  information  is widely  spread  on  the  internet 
(Inversini and Buhalis, 2009, Baggio, et al., 2007). A recent study by Xiang, Wöber and Fesenmaier (Xiang 
et al., 2009) described the so called “Online Tourism Domain” accessible from search engines, leveraging 
on  the  following  four  perspectives:  (i)  the  industry  perspective  (Leiper  1979;  Smith  1994),  (ii)  the 
symbolic representation perspective (Cohen and Cooper 1986; Dann 1997; Leiper 1990), (iii) the travel 





cultural  boundaries  are  no  longer  obstacles  for  global  communication  and  for  global  commerce. 
Information has become available both from official and unofficial sources (Anderson, 2006).  










pages  of  services,  business  etc.  presenting  their  business,  selling  a  product  or  integrating  business 
processes (Cantoni and Di Blas, 2002), and (ii) web2.0 websites, which are defined as social websites and 
primarily contain UGC published by end users  (Boulos and Wheelert, 2007). Web2.0 sites  (also called 
“social media”),  can  be  generally  understood  as  internet‐based  applications  that  encompass  “media 
impressions created by consumers,  typically  informed by  relevant experience, and archived or shared 
online  for  easier  access  by  other  impressionable  consumers”  (Blackshaw,  2006).  Social  media  are 
important as they help spread within the web the electronic Word of Mouth (e.g. Litvin, Goldsmith, & 
654 
Pan,  2008).  Electronic word  of mouth  is  crucially  important  in  the  tourism  field  as  it  represents  “a 
mixture of facts and opinions, impressions and sentiments, founded and unfounded tidbits, experiences, 
and even  rumors”  (Blackshaw & Nazzaro, 2006). Marketing managers  and  researchers  are  exploiting 
new ways to adopt social media  in the marketing and promotion arena  in order to take advantage of 
this    “electronic  word‐of‐mouth”  (Litvin,  Goldsmith,  &  Pan,  2008).  Schmallegger  &  Carson  (2008) 
suggested  that  the  strategy  of  using  blogs  as  an  information  channel  encompasses  communication, 
promotion,  product  distribution,  management,  and  research.  Other  authors  propose  to  view  UGC 
websites  as  an  aggregation  of  online  feedback  mechanisms,  which  use  internet  bidirectional 
communication to share opinions about a wide range of topics such as: products, services and events 





Reputation  nowadays  is  considered  to  be  a  major  asset  for  individuals,  firms,  organizations  and 




of  the  public,  which  is  formed  upon  the  behavior  and  character  of  an  individual,  firm  or  country.  
Fombrun,  Gardberg,  and  Sever  (1999)  explained  that,  when  the  concept  of  reputation  is  linked  to 
corporate or business  field,  there  is  still disagreement on how  to use or define  it. They assessed  the 
concept of corporate reputation from several perspectives: (i) from a strategist’s perspective, reputation 
could be defined as an intangible asset, which is difficult to imitate by competitors and could help firms 
in  the  creation  of  competitive  advantages;  (ii)  from  a  communicator’s  point  of  view,  reputation  are 
traits, which  are  developed  from  the  different  relations  established with  stakeholders;  (iii)  from  an 
economic  point  of  view,  reputation  can  be  explained  as  a  way  to  forecast  behaviors.  Finally,  they 
defined  corporate  reputation  “as  a  collective  assessment  of  a  company’s  ability  to  provide  valued 
outcomes  to  a  representative  group  of  stakeholders”  (Fombrun  et  al.,  1999).  Dowling  (2001) 
complemented  this  definition  by  arguing  that  the  sum  of  all  the  activities  performed  by  a  firm 
contributes to the creation of  its reputation. Reputation  is created or formed based upon  information. 
This  information,  which  might  come  from  different  sources  (e.g.  press  releases,  word‐of‐mouth, 
advertisement, etc.),  is  the result of all behaviors, actions or activities performed by a  firm. From this 
information each individual then, creates its own personal perception or reputation. This situation limits 
the ability of organizations  to manage  their own  reputation, due  to  the  fact  that  it  is not possible  to 
restrict people from making judgments (Solove, 2007).  
Thus,  in order to create a positive reputation,  it  is  important to control the  information and actions of 
the  organization,  taking  into  consideration  how  they  will  be  perceived  by  current  and  potential 
consumers as well as by the general public. Dowling (2008) complemented this idea by stating that the 
way  to achieve  “good”  reputation  is by  creating value  for  stakeholders. The  tourism  industry, as any 




or experience  industry, and tourism  is one of them, should  invest more  in developing their  image and 







gateway  to  access  information  on  the  internet  (Nielsen  Media,  1997)  and  as  the  first  tourism 




(i.e. the  first 30 results) are relevant  for end users: a recent research  from  iProspect  (iProspect, 2006) 
showed that only 10% of search engine users look for relevant search results after the first 3 pages.  
Tourism  information  accessible  via  search  engines  is  often  considered  as  a  black  box.  Different 
researches have been performed  trying  to understand how  to deal with  search engine  results:  some 
researches  focus  on  the  fact  that  often  tourists  cannot  locate  what  they  are  looking  for  (Pan  and 
Fesenmaier, 2000) on the  internet. Some other  focuses on the tourists’ behaviour when searching  for 
online information and planning a tourism experience (Pan and Fesenmaier, 2006; Pan and Fesenmaier, 
2000; Vogt and Fesenmaier, 1998; Messmer and Johnson,1993; Woodside, 1990). The issue of  locating 
the needed piece of  information  remains  a  crucial  research  topic  for  scholars,  starting  from  Schmoll 
(1977), who in 1977 presented a model for describing tourist behaviours based on Howard‐Sheth (1969) 
and  Nicosia  (1966).  According  to  Schmoll,  the  decision  to  travel  is  the  result  of  a  distinct  process 
involving:  (i)  travel  stimuli,  (ii)  personal  determinants,  (iii)  external  variables  and  (iv)  destination 
characteristics.  In  the model,  there  are  some  activities  that  serve  as  underpinnings  of  the  tourist’s 
behaviour:  (i)  travel desires,  (ii)  information  search,  (iii) assessment/comparison of  travel alternatives 
and (iv) decision (Cooper et al. 2005). Subsequently, Pan and Fesenmaier (2006) argued that the tourist 













online  communication  and marketing  efforts.  Social media  can  support  a  variety  of  activities  on  the 
internet  tourism domain  (e.g. marketing  intelligence,  travel decision making,  travel experiences), and 
destination managers  in the industry as well as marketing researchers  in the academy field are  looking 




Hence,  the main  research  objectives  are:  (i)  to  understand  how  the  social media market  is  shaped 
around  a  given Mediterranean  destination,  (ii)  to  understand  if  social media  are  creating  reputation 
around specific topics for the destination and finally, (iii) to create a set of recommendation for tourism 
managers to study online destination reputation and to adapt to the social media vitality.  
In  order  to  tackle  these  research  objectives  a  detailed  methodology  has  been  designed:  first  a 
Mediterranean destination, namely Ravenna, was taken as case study. Then a detailed log files (one year 
656 
timeframe:  from  October  1st  2007  to  October  1st  ,  2008)  analysis  was  performed  on  the  official 
destination  website  (turismo.ravenna.it)  in  order  to  understand  the  most  frequent  keywords  that 
yielded to the official tourism  information. Nine most relevant keywords were found, which generated 





2006;  Inversini  and  Buhalis  2009).  Although  the DMO website  could  be  clearly  identified,  the  other 
players were  indistinguishable making  their  classification  in  the  two  categories  quite  subjective.  The 
results were  thus distinguished  into  two  categories, which  could map Anderson’s proposal  (2006):  (i) 
BMOW – “Brick and mortar” organizations’ websites, including all players that are doing business also in 
the  offline  world.  Most  of  these  organizations  were  doing  business  long  before  the  internet  was 






considered  as  being  the  “unofficial”  websites,  which  host  User  Generated  Contents  (such  as 
Wikipedia.org, Wikitravel, Facebook,  IgoUgo, Tripadvisor) or personal websites  (e.g. blogs). A category 






the  official  destination website  (turismo.ravenna.it)  and  on  the MOOWAI websites.  This  choice was 
done on two bases: (i) official websites (BMOW) are selling something that regards the destination, and 
their judgments hence are to be good, while (ii) MOOWAI websites could have more critical arguments 
while  describing  the  experience  at  the  destination.  The  codebook  created  for  analysis was  basically 




an extensive  training with  the coders  (4 hours coaching), using the Fleiss Kappa method  (Fleiss, 1971; 
Sim and Wright, 2005) and the reliability result was 0.92. The training was important for two reasons: (i) 
the  different  background  of  the  coders  and  (ii)  the  emotions‐based  codebook, which  gave  a  lot  of 
interpretation freedom to the coders. The information unit used for analysis is the landing page, i.e.: the 




Starting  from  the  nine  most  relevant  keywords  (Table  1,  left  column),  a  positioning  analysis  was 
performed in order to understand the ranking of the official Ravenna website within the result pages of 






positioned  (i.e.  searchers  find  turismo.ravenna.it  high  ranked  in  the  first  results  page),    but  (iii)  the 
website positioning is quite poor for keywords 4 and 7. Finally (iv) Google ranking for keyword 1, 5 and 6 
is  quite  high, while  no  results  in  the  firsts  three  pages  are  retrieved  in  Yahoo.  Furthermore,  as  the 
keyword were all in Italian and they reached all together the 55.4% of the whole traffic on the website, 










Google  (Table  2,  first  row)  retrieved  246  unique  results;  among  them,  74 were  “Brick  and mortar” 
websites (BMOW), while 113 Mere online organizations’ websites and individual websites” (MOOWAI). 
Among  the  BMOW,  9  were  from  the  official  website  of  Ravenna  (turismo.ravenna.it);  among  the 
MOOWAI, 34 were hosting User Generated Contents (UGC).  
Yahoo,  (Table  2,  second  row)  retrieved  228  unique  results,  47  BMOW websites  and  110 MOOWAI 




In order  to described  the MOOWAI market around  the destination, coders were asked  to classify  the 
websites according to the following types (elaborated from Xiang and Gretzel, forthcoming): (i) Virtual 
Community (e.g. Lonely Planet, IgoUgo , Yahoo Travel), (ii) Consumer Review (e.g. Tripadvisor), (ii) Blogs 




Keywords Google.com  Ranking Yahoo.com Ranking Google.it  Ranking Yahoo.it Ranking
1 ravenna 3 NL 2 1
2 ravenna turismo 1 1 1 2
3 turismo ravenna 1 1 1 1
4 marina di ravenna NL NL 10 NL
5 apt ravenna 1 NL 1 NL
6 comune di ravenna 3 NL 3 2
7 lido di savio NL NL 7 NL
8 ravenna eventi 3 1 4 1
9 ravenna monumenti 9 14 10 1
Uniqiue results BMOW Ravenna MOOWAI UGC NW/NR
Google 246 74 9 113 34 59
















































































































































































































































































indicators. Destination managers who are  investing considerable  time, effort and money  in marketing 
their  destinations  online,  should  be  aware  that  unofficial  sources  are  (i)  spreading  almost  the  same 
information, and (ii) they are giving quality value judgments about the destination itself. In other words, 
destinations need  to manage  their online  reputation holistically. Unfortunately  at  this  stage  it  is not 
possible  to  give  detailed  guidelines  to  destination managers  in  order  to  improve  online  reputation. 
Results highlight  that  in  some  cases  there  could be  a  reputation management  issue but  they do not 
indicate which are the websites that are mentioning these shortcomings.  
Finally,  this  study has  some  limitation:  (i)  it  considers  a  limited period of  time  (the  analysis  is  like  a 
picture of  the  situation)  and due  to  the  social media  characteristics  (i.e.  the  frequency of update)  it 





































































































































The relation between  information systems,  innovation and business performance  is a critical question 
for both researchers and practitioners. This paper provides an empirical investigation of this issue in the 
tourism sector by conducting an analysis of the relations between: I) the exploitation level of two widely 
adopted  types  of  IS,  namely  internal  and  e‐sales  systems  (first  level);  II)  the  extent  of  business 
innovation and benefits  from  ICT  (second  level); and  III) business performance  (third  level). This study 
has  been  based  on  firm‐level  data  from  2665  European  tourism  firms,  which  have  been  used  for 
constructing  a  structural  equation model  (SEM)  and  estimating  the  interrelationship  amongst  these 
constructs.  The model  provided  evidence  of  a  positive  impact  of  the  exploitation  level  of  both  IS 
(internal  and  e‐sales)  on  innovation, with  the  former being  a  stronger  driver  of  innovation  than  the 
latter.  The  exploitation  levels of  the  internal  and  e‐sales  IS were  also  found  to have both  a positive 
impact on  the business benefits  that  the  tourism  firms  achieve  from  their  ICT  infrastructures, which 
impact  is also mediated by  innovation;  internal  IS were found to have a higher  impact on  ICT business 
benefits than the e‐sales IS. Furthermore, these ICT benefits and innovation (both directly and indirectly 
through  the  ICT benefits) were  found  to have  an ultimate positive  impact on business performance. 
Consequently, the findings suggest that tourism firms should combine the development of  internal ICT 




The  business  benefits  of  information  and  communication  technologies  (ICT)  and  their  impact  on 
business performance have been a critical research topic concerning both academics and practitioners 
for  long  time.  Initially,  research  in  this  area  focused  on  investigating whether  the  use  of  ICT  has  a 
positive  impact  in  some  aspects  of  business  performance,  in  order  to  address  the  ‘ICT  Productivity 
Paradox’  (Brynjolfsson  1993,  Landauer,  1995). As  this  research  progressed  considerably  by providing  
strong evidence that  ICT have a positive  impact on some measures of business performance, the next 
‘wave’ of research in this area has started to pay particular attention to the following types of inquires: 











benefits of  certain  ICT applications  such  as CRM,  e‐marketing  and e‐procurement  (Sigala, 2003b  and 
2006; Martin, 2004). All studies concluded that there is not a simple and direct relationship between ICT 
and business performance but rather a perplex process that grants further investigation. Consequently, 
different  studies  advocated  the  (inter)mediated  impact  of  factors  such  as  business  process 
reengineering (Sigala, 2003a), ICT operational diffusion and knowledge management (Sigala, 2003c and 
2004),  business  innovation  (Vadell  &  Orfila‐Sintes,  2008;  Orfila‐Sintes  et  al.  2005)  and  networking 
(Baggio, 2006; Novelli et  al., 2006). However, none of  these  studies  actually measured  and provided 
evidence of such (inter)mediated effects and relationships between ICT and business performance.  
In this vein, this paper aims to empirically  investigate and compare the  impacts of two fundamental  IS 
applications of tourism firms, namely: 
a) the internal IS, used by staff for supporting their internal functions and processes, and 
b) the e‐sales  IS, representing   an  ‘extrovert’ application whose usage and  impact expand beyond the 
firm’s organisational borders to also include partner companies, suppliers and customers, 
on  their  intermediate  and  aggregate  performance.  In  particular,  this  paper  presents  a  three  level 
empirical study investigating the relations between the following constructs: i) the exploitation  level of 
these two quite different and widely adopted types of  IS (namely the  internal and the e‐sales  IS) (at a 
first level); ii) the extent of innovation (which represents one of the most widely discussed intermediate 





have  investigated the  impact of  internal  IS, mainly of ERP  (e.g. Hunton et al 2003, Wieder et al 2006), 
and  of  ‘extrovert’  e‐business  systems  (e.g.  Sanders  2007,  Soto‐Acosta  & Meroño‐Cerdan  2008)  on 
various  measures  of  business  performance.  On  the  other  hand,  although  there  are  considerable 
theoretical  arguments  advocating  the  potential  of  ICT  to  act  as  catalysts  and  enablers  of  important 
innovations (e.g. Bresnahan & Trajtenberg 1995, Antonelli 2000, Bresnahan 2003), there  is still  limited 
research providing empirical evidence of this  innovative potential of  ICT  (e.g. Hempel 2005; Koellinger 
2008). Therefore, there is a lack of ‘holistic’ empirical studies investigating and understanding the whole 







Previous  empirical  studies  exploring  the  ICT  and  business  performance  relationship  have  been 



















to  act  as  catalysts  and  enablers  of  important  innovations  (e.g.  Porter & Millar  1985, Hammer  1990, 
Hammer & Champy 1993, Davenport 1993, Bresnahan & Trajtenberg 1995, Antonelli 2000, Brynjolfsson 
and Hill 2000, Bresnahan et al 2002, Bresnahan 2003). Specifically, within the tourism industry, business 
innovation  is currently considered as an  important  factor affecting  the materialisation of  ICT business 
benefits  (e.g. Orfila‐Sintes et  al.,  2005; Vadell &  Francina Orfila‐Sintes, 2008).  In  this  vein,  this  study 
identifies and stresses a unique characteristic of ICT (in comparison to the other technologies that firms 
may  also use)  that  further  enhances  ICT’s  capabilities  to  foster business  innovation:  ICT  are  ‘general 
purpose technologies’, characterised by high flexibility and adaptability, so that  ICT can be used  in the 
whole  economy  in  numerous  different  ways  and  for  many  purposes,  while  also  enable  important 
innovations.  For  this  reason  ICT  can  change  the  way  that  human  work  is  performed,  measured, 
controlled and reported; ICT also enable significant restructuring of the work allocating routine and well‐
defined tasks associated with symbols’ processing to computers, and separating/redesigning tasks that 
require human  skills;  furthermore,  ICT enable an  individual worker  to have access  to all  the  required 
information  for  completing  a  bigger  part  of  a  process,  so  that  the  existing  fragmentation  of many 
processes can be dramatically reduced  resulting in large efficiency gains. The literature emphasizes that 
most of the existing work practices and business processes have been developed in the past and reflect 
the  historically  high  cost  of  communication  and  information  processing.  So,  when  considering  that 
modern  ICT can reduce dramatically both  these costs,  ICT can be key enablers and  facilitators of new 
enhanced business processes and work practices, which  in  turn can  lead  to big productivity  increases 
initially by  reducing  costs and  increasing output quality and  subsequently by designing new products 
and  improving  important  intangible  aspects  of  existing  products,  such  as  convenience,  timeliness, 
quality, etc. Indeed, within the tourism sector, Sigala (2002) has documented the significant impacts of 
ICT on work and employment redesign as well as their resulting operational efficiencies by analysing the 
automation,  hyperautomation  (seamless  processes),  and  informate  impacts  of  ICT  on  tourism  value 
chains and business operations. 
However,  a  thorough  literature  review  reveals  that  these  theoretical  arguments  and  expectations 






plants adopting  IT‐enhanced equipment  tend  to  shift  their products’  range  towards more customized 






to  the percentage of  the  following  seven  important  internal and extrovert  ICT used by  the  firm: ERP, 
supply  chain  management  systems,  customer  relationship  management  systems,  knowledge 
management  systems,  online  sales,  online  purchases,  e‐learning).This  study  has  also  provided  some 
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evidence  of  the  innovation  capabilities  enabled  by  ICT,  since  41%  of  the  enterprises  of  its  sample 
reporting a product/service innovation have also claimed that they have used Internet technologies for 
enabling  this  innovation;  also  48%  of  these  enterprises  reported  a  process  innovation  that was  also 
based on  Internet technologies for enabling  it. Orfila‐Sintes et al. (2005) have also found that ICT have 
been  a major  driver  of  process  innovation  within  the  hospitality  sector  and  particularly  for  hotels 
belonging  to a hotel  chain, because  the  latter  foster and  support  knowledge  transfer  and  know‐how 
from corporate offices and other properties. Nevertheless, this  limited empirical  literature has focused 
on examining the relation between ICT in general and innovations, while the relation between particular 
types of  IS  (such as e‐sales and  internal systems) and  innovation has not been studied and compared 
yet. However, there  is some  literature advocating that e‐business facilitates and enables  innovation  in 




However,  the  findings  of  these  studies  are  contradictory.  So,  although  the majority  of  these  studies 














The  first  research  hypothesis  concerns  the  role  of  innovation  in  the  relation  between  the  extent  of 
adoption of e‐sales systems and the benefits generated to the  firm  from  its  ICT  infrastructure. E‐sales 
systems  provide  firms  with  the  capability  to  reach  much  wider  geographic  areas  and  prospective 
customers’  groups.  ICT  also  enable  tourism  firms  (Sigala,  2003b):  to  provide  to  their  current  and 
prospective customers more and better  information (e.g. enriched with multimedia) of their offerings; 
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services,  improved  customer  service  and  relations, more  capabilities  for  specialization,  new business 
models and partners, and an improved corporate image. These capabilities of the e‐sales systems enable 
firms  to  further  increase  the  benefits  they  get  from  their  total  ICT  infrastructures.  Furthermore,  as 
mentioned  in  the  previous  section,  there  is  empirical  evidence  concerning  the  positive  effect  of  e‐
business adoption on various  financial and non‐financial measures of business performance  (Zhu and 
Kraemer 2002, Barua et al 2004, Devaraj et al 2007, Sanders 2007, Johnson et al 2007, Quan 2008 Soto‐
Acosta and Meroño‐Cerdan 2008). Therefore, we expect  that  the  firms’ extent of adoption of e‐sales 
systems has a positive effect on the ICT benefits. However, we expect that part of this relationship to be 
through products, services and processes  innovations driven by the adoption of e‐sales systems, which 
enhance the benefits that  ICT  infrastructure generates. The adoption of e‐sales systems  in order to be 





increase  the  benefits  generated  by  ICT  infrastructure. As mentioned  in  section  2,  previous  empirical 
studies  have  provided  evidence  that  innovation  increases  the  contribution  of  ICT  to  business 










adoption of  internal  systems and  the  ICT benefits  for  the  firm.  Internal  systems automate or support 
important functions and processes of the firm, reducing cost and time, and enable a better management 
and exploitation of  firm  resources; also,  they  improve coordination and control within  the  firm, while 
they  also  provide  reliable  data  for  supporting  decision  making.  The  above  capabilities  of  internal 
systems  enable  firms  to  increase  the  benefits  they  get  from  their  total  ICT  infrastructures.  Also,  as 
mentioned  in  the previous  section,  there  is empirical evidence of  the positive  impact of  internal EPR 
systems on some measures of business performance (Hitt et al 2002, Hunton et al 2003, Nicolaou and 
Reck 2004, Nicolaou  and Bhattacharya 2006, Wieder et  al 2006, Hendrics et  al 2006). Therefore, we 
expect that the extent of adoption of internal systems by a firm has a positive effect on the ICT benefits 
it  obtains.  However,  we  expect  that  part  of  this  relationship  to  be materialised  through  products, 
services and processes  innovations driven by  the adoption of  internal systems, which  in turn result  in 
higher  ICT  benefits.  Internal  systems  facilitate  and  enable  innovations  in  business  processes  (e.g. 
processes  simplifications,  improvements,  abolitions,  or  creation  of  new  horizontal  interdepartmental 
processes), and also new or  improved products and  services. As  it  is also mentioned  in  section 2,the 
















Finally,  we  expect  that  higher  ICT  business  benefits  will  result  in  higher  business  performance. 
Furthermore, we expect that the extent of  innovation will also result to higher business performance, 
both directly and  indirectly, through the  increase of ICT benefits. The  innovation and the development 
of  new  products  and  services  creates  new markets  that  can  be monopolised  by  the  firm  until  the 
competitors imitate these new products or services. The improvement of existing products and services 
can  also  differentiate  a  firm    over  its  competitors  and  so,  increase  its  business  performance, while 
process  innovation helps  firms to  improve their operational efficiency. Overall, any type of  innovation 
(product improvement or development or process innovation) can lead to higher business performance. 







The  data  source  for  the  present  study  was  the  e‐Business  W@tch  Survey  2006,  which  has  been 
conducted  by  the  European  e‐Business Market W@tch  (www.ebusiness‐watch.org),  an  observatory 
organization  sponsored  by  the  European  Commission.  This  survey  was  based  on  14,065  telephone 
interviews with decision‐makers of enterprises from 29 countries,  including the 25 EU Member States, 
EEA and Acceding / Candidate Countries. These interviews were carried out during March and April 2006 
by  using  computer‐aided  telephone  interview  (CATI)  technology  and  a  research  instrument  that 
included a  large number of closed  form questions concerning the  firms’ usage of various types of  ICT, 
the  resulting business benefits and  firms’  innovation. The population of this survey  included all active 
enterprises  of  the  above mentioned  countries  that  use  computers  and  have  their  primary  business 
activity in one of the following ten selected highly important sectors (including both manufacturing and 
services):  Food  and Beverages,  Footwear,  Pulp  and  Paper,  ICT Manufacturing,  Consumer  Electronics, 
Shipbuilding  and  Repair,  Construction,  Tourism,  Telecommunication  Services  and  Hospital  Activities. 
From  this population a stratified sampling was made with  respect  to company size and sector. Strata 
were  to  include a 10% share of  large companies  (250+ employees), 30% of medium sized enterprises 
(50‐249 employees), 25% of  small enterprises  (10‐49 employees) and up  to 35% of micro enterprises 
with  less than 10 employees. This study used only the data coming  from the 2,665 tourism  firms that 
were included and surveyed by the e‐Business W@tch Survey 2006.  
All  the  five  basic  variables  of  this  study, which  are  shown  in  Figure  1, were measured  as  reflected 





tenders,  receiving  orders  from  customers  and  also  enabling  customers  to  pay  online  for  ordered 
products or services. The extent of adoption of internal ICT was measured through four items measuring 
whether  the  firm uses  ICT  for: a)  sharing documents between  colleagues or performing  collaborative 
work  in an online environment; b) tracking working hours or production time c) managing capacity or 
inventories; and d) whether a  firm uses an Enterprise Resource Planning  (ERP)  system. The extent of 
innovation was also measured through  four  items; two of them measure whether the  firm during the 
past 12 months has  launched any new or substantially  improved products or services (product/service 
innovations),  or  has  introduced  any  new  or  significantly  improved  internal  processes  (process 
innovations); the other two items measure whether any of these product or service innovations, or any 
of  these process  innovations, has been directly  related  to or enabled by  ICT.  In order  to measure  the 
extent of benefits the firm obtained from ICT, six items were used, which measure whether ICT has had 
a positive  influence, no  influence at all or negative  influence on revenue growth, efficiency of business 
processes, internal work organisation, quality of products and services, quality of customer service and 










constructs. Concerning constructs’ validity we assessed  its most  important dimension,  the convergent 
validity (Straub et al 2004) by examining the loadings of the items for each construct, which are shown 
Appendix Table 2). We can see that all of them are statistically significant and exceed the cut‐off level of 
0.6  suggested  by  Chin  (1998)  (a  few  items  with  loadings  slightly  lower  than  0.6  were  regarded  as 
marginally acceptable, so they were retained), therefore our constructs are characterised by convergent 










our  attention  on  the  structural model,  which  is  shown  in  Figure  2. We  remark  that  the  extent  of 
adoption of e‐sales and  internal systems have both a positive and statistically significant effect on the 
extent of innovation (standardised coefficients 0.194 and 0.252 respectively), so hypotheses 1.1 and 2.1 






well  as  with  the  informationalisation  of  business  processes  (Sigala  and  Chalkiti,  2007),  that  are  all 
fostered and assisted by ICT applications. Moreover, the greater innovation of internal IS systems is also 
very obvious since the e‐sales systems have a  limited sphere of  influence (i.e. only for  interaction with 
clients) relative to internal IS systems.  
Also,  we  can  see  that  the  extent  of  innovation  has  a  positive  and  statistically  significant  effect 
(standardised coefficient 0.220) on the extent of benefits a  firm obtains  from  its  ICT  infrastructure, so 
hypothesis  1.2/2.2  is  supported  as  well.  This  result  is  in  agreement  with  conclusions  of  previous 
literature that  innovation  increases the business benefits and contribution of  ICT  (Licht & Moch 1997, 
Hempell et al 2004, Hempell 2005, Loukis et al 2008, Arvanitis & Loukis 2009, Loukis et al 2009). Hence, 
it becomes obvious that tourism firms in order to maximize the business benefits from their ICT should 
exploit  their  IS  systems  for  innovating  their  services  and  processes.  In  other words,  profitable  and 




At  the same  time we  remark  that  the extent of adoption of e‐sales and  internal systems have both a 
positive  and  statistically  significant  direct  effect  as well  on  the  extent  of  ICT  benefits  (standardised 
coefficients 0.266 and 0.108 respectively), so hypotheses 1.3 and 2.3 are both supported. From all the 
abovementioned results,  it  is concluded that the extent of e‐sales and  internal systems adoption have 
positive  effects  on  the  extent  of  ICT  benefits,  which  are  both  partially mediated  by  the  extent  of 
innovation,  so  hypotheses  1  and  2  are  supported.  In particular, we  found  that  the  extent of  e‐sales 
system adoption has a statistically significant total effect on ICT benefits equal to 0.108 (direct effect) + 
0.194*0.220  (indirect  effect  through  the  extent  of  innovation)  =  0.151,  in  agreement with  previous 
relevant  empirical  literature  concluding  that  e‐business  adoption  has  a  positive  impact  on  business 
performance (Zhu and Kraemer 2002, Barua et al 2004, Devaraj et al 2007, Sanders 2007, Johnson et al 
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2007,  Quan  2008  Soto‐Acosta  and Meroño‐Cerdan  2008);  we  remark  that  28%  of  this  total  effect 
(0.194*0.220/0.151)  is through the  innovations that e‐sales systems drive, which enhance the benefits 
that ICT infrastructure generates. Concerning the extent of internal systems adoption, we found that it 
has  a  statistically  significant  total  effect  on  ICT  benefits  equal  to  0.266  (direct  effect)  +  0.252*0.220 
(indirect  effect  through  the  extent  of  innovation)  =  0.321;  this  in  agreement with  previous  relevant 
empirical  literature  concluding  that  the  adoption  of  internal  ERP  systems  has  a  positive  impact  on 
business  performance  (Hitt  et  al  2002,  Hunton  et  al  2003,  Nicolaou  and  Reck  2004,  Nicolaou  and 
Bhattacharya 2006, Wieder et al 2006, Hendrics et al 2006). We  remark  that 17% of  this  total effect 
(0.252*0.220/0.321) is through the innovations that internal systems drive, which enhance the benefits 
that  ICT  infrastructure generates. From  the above  results we can conclude  that  the extent of  internal 
systems  adoption  has  a  much  larger  effect  on  the  extent  of  benefits  a  firm  gets  from  its  ICT 
infrastructure than the extent of adopting e‐sales systems. 
The above mentioned  findings provide clear evidence of  the business benefits  that  IS usage offers  to 
tourism  firms  and  its  positive  impact on  business  performance.  Such  evidence  is  also  very  crucial  in 








extent of  innovation on business performance  is partially mediated by  the extent of  ICT benefits,  so 
hypothesis  4  is  supported.  In  particular,  we  found  that  the  extent  of  innovation  has  a  statistically 
significant total effect on business equal to 0.154 (direct effect) + 0.220*0.218 (indirect effect through 
the extent of  innovation) = 0.202,  in agreement with previous relevant empirical  literature concluding 




The  abovementioned  statistically  significant  relations  found  in  this  study  consist  a  significant 
contribution to the  literature, since they provide not only hard evidence of the existence of  impact of 
ICT  on  business  performance  of  tourism  firms,  but  they  also  explain  and  unravel  how  this  business 
performance  impact  of  ICT  is  created.  In  this  vein,  the  model  provides  a  good  guidance  to  both 









two quite different  and widely  adopted  types of  IS,  the  internal  and  the  e‐sales ones,  the  extent of 
innovation, the ICT business benefits and finally business performance in the tourism sector. It has been 
based on  firm‐level data  collected  through  the  e‐Business W@tch  Survey  2006  from  2665  European 
firms from the tourism sector. Using these data a structural equation model (SEM) connecting the above 
variables has been estimated. From  this model  it has been concluded  that both  these  types of  IS are 
672 




IS on  ICT benefits are partially mediated by  innovation: 17% of  the  impact of  internal systems on  ICT 
benefits is through the innovation they drive, while a much higher 28% of the impact of e‐sales systems 




in  this  study between  the  internal  systems  and  the  extrovert  external  systems,  as  to  their  effect on 
innovation, benefits  generated by  ICT  and business performance,  indicate  that  future  IS  research  (in 
tourism and all other sectors) on such issues should not deal with IS in general, and should differentiate 
between particular types of IS. As to IS management practice, the conclusions of this study indicate that 
tourism  sector  firms  should  combine  the  development  of  internal  ICT  and  e‐sales  systems  with 
innovations,  in order  to  get more business benefits  from  them  and have  a  larger positive  impact on 
business performance. Future  research  is  required  to explore  the  relations between other  types of  IS 














































































































































































































































Item  Es1  Es2  Es3  Es4 Int1 Int2 Int3 Int4 Ict1 Ict2  Ict3 
Loading  .884  .829  .925 .634 .656 .581 .590 .593 .623 .689  .581 
Item  Ict4  Ict5 Ict6  Inv1  Inv2 Inv3 Inv4 Bp1 Bp2 Bp3 
Loading  .588  .649  .731  .760  .875 .848 .942 .591 .722 .870 




Cronbach Alpha  .895  .705  .808  .807  .721 
Chi‐square  NFI  RFI  IFI TLI CFI RMSEA















and  on  the  ontology  research  field  on  the  other.  Research  has  been  conducted  both  considering 
context‐awareness and ontology as clearly distinct research disciplines and also utilizing ontologies as a 
tool  for  context  management.  However,  context‐based  applications  have  only  been  possible  at  a 
laboratory environment  so  far and  they have always worked under very  certain, pre‐established pre‐
requisites  in  a  not  very  stable  nor  efficient  manner,  which  actually  does  not  fulfil  the  nature  of 
Ubiquitous Computing vision. Representation and use of context plays a crucial role in many modern IT 
applications.  The  ability  to  process  contextual  information  and  perform  context‐based  reasoning  is 
essential not only  for mobile and ubiquitous computing systems, but also  for a wide range of tourism 
applications.  This  paper  presents  a  novel  semantic‐based  human‐centric  approach  to  the  notion  of 





Ontologies  are now  considered  (within Computer  Science)  as  a  commodity  that  can be used  for  the 









Ontologies  first started  to be used back  in 1991 within  the context of  the DARPA  (Defence Advanced 
Research Projects Agency) Knowledge Sharing Effort (Neches et al. 91) (Corcho et al. 07). The origin of 
that work was in the efforts the Artificial Intelligence Community was doing at the time to find new ways 






04)  (Ay  07).  There  have  even  been  authors  that  claim  that  ontologies  are  key  to  the  realisation  of 
Context‐Awareness  (Chen  et  al.  03).  Since Mark Weiser  enunciated  his  vision  of  a  new  computing 
paradigm  called  Ubiquitous  Computing  (Weiser  91)  a  lot  of  effort  has  been  invested  and  research 





approaches have an eminently  techno‐centric  conception of  context, as  they all  focus on  the  system 
rather than on the individual. Moreover, context has never been studied as such, but as a tool for other 
research fields such as human‐computer interaction (Dey 00), software agents (Chen 04) or Distributed 






reasons why context‐awareness  is yet  limited  to certain academic circles and  laboratory work, posing 
serious barriers to the widespread adoption of the context‐aware vision. 
Context‐based  applications  are  the  opportunity  and  the  future  in  the  Travel  and  Tourism  Industry 
(Bernardos et al. 07). According to reports by the WTTC  (WTTC) and the UNWTO  (WTO) people move 
more  and  more  frequently  (Hall,  2005)  and  they  demand  online  services  anytime,  anywhere.  The 
context of a tourist is essential to retrieve relevant pieces of information at a given moment of time as it 




This  paper  presents  a  piece  of  ongoing  research  work  that  tackles  with  the  barriers  we  have 
encountered that are stopping Contextual Computing applications from becoming universal. It considers 







the  development  methodology  followed  to  build  the  ontology.  Finally,  Section  5  draws  some 
conclusions and remarks some future research lines. 
2 LITERATURE REVIEW 
The history of context aware  systems  started when Want and colleagues  (Want et al. 92)  introduced 
their Active Badge Location System. Baldauf and colleagues (Baldauf et al. 07) refer to this application to 
be one of the first context‐aware applications. This first notion of context in computer science was solely 




Schilit and Theimer  (Schilit et al. 94) are  the authors who  first used  the  term  context‐aware.  In  their 






One of  the most popular definitions of context has been given by Dey and Abowd    (Baldauf et al.07). 








common  and  sufficiently  established  understanding  on  the  notion  of  context  itself)  has made  each 
researcher focus on the specific context‐related functionality they need to apply in their research fields 
of interest, rather than on context itself. 
These  first authors working on  the  realm of  context‐awareness did not use ontologies  to model  and 
manage  their  idea of context. Ontologies at  the beginning of  the 90s were hardly known and by  that 
time their real potential and functionality had still not been recognised. So, ontologies were simply not 
even considered as an option for context management. 
However,  in  parallel  to  research  conducted  in  context‐awareness,  the  Artificial  Intelligence  (AI) 
community  had  recognized  that  capturing  knowledge  is  the  key  to  building  large  and  powerful  AI 
systems and applications (Neches et al. 91). Of course, one of the most complex problems researchers 
had  to  face was  the  need  to  represent  captured  knowledge  so  that  they  could make  some  sort  of 
meaningful understanding  about  it  and  set  the  rules under which  knowledge  could  and ought  to be 




specify  content‐specific  agreements  for  sharing  and  re‐using  knowledge  among  software  entities 
(Gruber 94). This way, declarative knowledge, problem‐solving techniques and reasoning services could 
all be shared among systems.  In  fact, this same conception and philosophy  is precisely what underlies 
within the (ontology or semantic‐based) context model that we put forward  in this paper: provide the 
way  in  which  we  can  share  at  least  part  of  the  (individual’s)  context  with  other  kinds  of  context 


















focused  on  context  itself,  but  on  particular  uses  of  context:  authors  consider  it  as  a  simple  set  of 






network  of  sensors  in  the  environment  and  other  specifically  deployed  devices  and  SW  solutions, 
missing what we believe  to be  the greatest and most meaningful  contextual  information  source:  the 
Internet.  The  use  of  sensors  poses  in  our  opinion  one  of  the  greatest  barriers  that  is  preventing 









require  in some way or another to be connected to sources of  information, such as the  Internet. This 
kind of devices, e.g. mobile telephones, PDAs and the like are fast evolving into miniature computers. In 
fact, devices  such  as Apple’s  iPhone, Google’s Android,  the new Nokia E  series, etc. have  impressive 
computing  capabilities  and  are  fast  blurring  the  vague  line  between  laptop  computers  and mobile 
devices. These new generation mobile devices are  regarded as  the main access  to  the  Internet  in  the 
future. In addition, connectivity technologies, such as 3G, UMTS, HSDPA, Wi‐Fi, etc. allow visitors to be 
connected almost anytime and anywhere to information sources. 
Given  the  enormous  amount  of  information  that  exists  in  the  Internet,  to  access  the  right  piece  of 
information at a particular moment could be a real challenge to say the least. In this sense, the role of 













been  enabled  to  detect,  gather, manage  and  process  contextual  information  under  certain  rules  or 
system governing  regulations. They  just process  information. This  is  the  reason why we would  rather 
talk  about  Contextual  Computing,  rather  than  talking  about  context‐awareness.  As  our  domain  of 
application is the Travel and Tourism industry, then we refer to Contextual Computing in tourism. 
So, for us, Contextual Computing  is the scientific discipline that studies and observes the context of an 




The  concept of  “visitor”  is defined by  the UNWTO  as  “a  traveller  taking  a  trip  to a main destination 
outside his/her usual environment,  for  less  than one year  for any main purpose  (business,  leisure, or 
other personal purpose) other than to be employed by a resident entity in the country or place visited. 
These  trips are  taken by visitors qualify as  tourism  trips. Tourism  refers  to  the activity of all visitors”, 
(UNWTO International Recommendation for Tourism Statistics, 2008, p. 10). 
We  propose  to  study  the  context  of  the  visitor  as  such  context,  i.e.  not  as  an  auxiliary  variable  of 
something else. We focus on the domain of the application and attempt to generate knowledge out of 
the questions originated  from  that observation. Under  these  circumstances: what  is  that defines  the 
context of  an  individual? What  is  the minimum  amount  of  information  that we  need  to  define  that 
individual’s context? Where is it (the information) and how can we obtain contextual information? How 
can we  translate  that context  into a computing model  so  that  it can provide  the visitor with  relevant 
information to enhance his mobility? 













of  the notion of context of our own which  is based upon  the definition put  forward by Dey  (Dey 00): 
“Context  is any relevant  information that characterizes the situation of a visitor. A visitor  is a traveller 
taking a trip outside his/her usual environment and her situation is specified by data concerning a) the 
individual itself, b) the individual's environment (and surroundings) and c) the individual's objective at a 





as a result  that ontologies clearly  fulfil all  requirements and are one of the most adequate  (if not  the 
most) tool to model contextual information. In fact, one of the biggest advantages of ontologies is their 
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flexibility and capability  to model a domain and, hence, conceptualize  the portion of  reality  to which 
such a domain refers (Toro et al. 08). 
Strictly  from a pure theoretical point of view, based upon the original philosophical conception of the 
notion of Ontology, according to Aristotle  (Klimovski 05) the way  in which science  is communicated  is 
based on  language,  i.e.  semantics. So, Semantics  in Aristotelian philosophy  represent  the  relationship 
there is between the reality of things in the world (Aristotle’s concept of Ontology) and the idea (model) 
that we form of them in our minds. 





This  parallelism  between  the  notion  of  Ontology  in  Philosophy  and  the  notion  of  ontology  within 
Computer  Science  as  a  tool  to  model  context  theoretically  and  conceptually  grounds  the  use  of 
ontologies to model context. The abstraction of reality (i.e. context of an  individual at a given moment 
of time, Ontology) in a computing system can be represented through ontologies. The relationship that 
exists  between  the  model  (mental  abstraction)  and  the  reality  is  expressed  through  semantics 
(language)  (Klimovski  05)  as  well  as  the  computing model  of  context  (ontology)  can  be  expressed 
through the (ontology’s) semantics, i.e. ontology languages. 
Besides,  ontologies  have  proved  to  be  good  intermediation  tools  in  information  integration.  This  is 
crucial  in our vision of context: under  this vision  firstly, we contextualize  the visitor and secondly, we 
divide the world in different domains, e.g. a city, museum, restaurant, etc. As both the visitor’s context 
and the domains will be modelled by the use of ontologies it will be very simple to attach the different 
ontologies  and  have  them  work  together,  allowing  interoperability  and  interaction  among  context 
models. In addition, ontologies can also provide reasoning functionalities that are valid for the context 
model. 




Building  contextual  computing  systems  involves  several  challenges,  such  as  gathering,  modelling, 
storing,  and managing  contextual  information.  These  challenges  justify  the  need  for  an  architectural 
support to provide an efficient infrastructure for building this kind of systems. 
The architecture is based on a layered distribution in order to separate low‐level tasks (discovering and 




















• Context  providers.  They  are  used  to  acquire  context  data  from  heterogeneous  sources.  They  can 
acquire  context  information  from  web  sources,  e.g.  weather  web  services,  or  from  the  visitor’s 
mobile device, e.g. profile, location. This is one of the novelties within our system: we are not limiting 
the use of our system to a particular predetermined sensor‐populated location, but we can use it in 
every  single place where  there  is  telephone network  coverage  that enables access  to  information 
sources; 




• Context history. A historical database of past  context variables’ values  is  stored here. This  can be 
useful to predict future visitor situations by the use of the Context History Exploitation Engine or to 
reason over current values of context variables, e.g. the coordinates given by the mobile device GPS 
incorporated sensors correspond  to Athens and  they do not exist  in  the Context History database, 
therefore, the visitor is in Athens for the first time; 
• Reasoning engine.  It  is used  to obtain high  level context  (situations) based on defined  rules or  the 
semantics of information that has been gathered and stored in the Knowledge Base; 
• Query engine.  It allows queries about context  information, as  location, temperature or higher  level 
context; 












We shall determine which  the constituents of context are based upon  the definition of  the notion of 
context we  have  put  forward  earlier  in  this  paper,  the  architecture  that we  have  presented  in  the 
previous  section  and  on  the  final  objective  of  the  Contextual  Computing  Application  that  we  are 
designing.  These  constituents  of  context will  end  up  being  one  ontology  each within  the  ContOlogy 
network of ontologies and will define the relationships among them. 
However, we need to distinguish several issues at this point. We take Davenport’s (Davenport et al. 01) 
definition  of  data  and  information,  whereby:  “Data  are  the  values  of  parameters  (definition)  and 






















• Information  about  category  b),  i.e.  information  about  the  visitor’s  environment,  i.e.  the  set  of 
relevant elements or entities that happen to be at the same  location as the visitor. Explicit entities, 
such  as  infrastructure  –network‐,  can  also  be  taken  into  account  within  this  category.  This 
information can be obtained by answering the where, when and how questions: 













still  in an early preliminary experimental phase. As  it  is the case with most of the work that has been 
done  up  to  now,  they  have  been  defined  for  different  specific  uses  and  cover  different  domains. 
Therefore they have been basically designed  for specific purposes which make them hardly re‐usable. 
Hence, no consensual model exists  that can broadly be  re‐used  for modelling context  in applications. 
Furthermore, even  if there have been plenty of efforts  for developing context ontologies, only  few of 










the ContOlogy context ontology network will be  implemented  in  three consecutive  iterations, each of 
them providing a working prototype of the ontology network suitable for validation of the model. This 
approach  is  different  from  others  in  terms  that  it  does  not  have  a  double  ontology  conception  of 
context,  i.e.  a  core  ontology  and  other  domain  ontologies.  Rather,  it  focuses  on  the  different 
constituents of context (derived from the definition of the notion of context, architecture of the system 
and main objective of  the  system)  and develops  an ontology  for each of  the  constituents. This  adds 
modularity and flexibility to the ontology model that we are proposing in this paper. Domain ontologies 
that  represent  specific  parts  of  the world  could  be  aligned  to ContOlogy  according  to  the  particular 
context of a visitor at a given moment of time. 
At  the moment of writing  this paper, we have  completed  the  first  iteration of  the ontology network 
development.  In  this  iteration our goal was  to obtain a  first  set of ontology  requirements and a  first 
prototype of the ontology network that could be used  in early stages of the project. The results of the 
evaluation of this  first  iteration of the context networked ontology  (ContOlogy) will be used, together 
with other  information sources  (e.g., empirical data)  in  future  iterations. As  it has been argued  in  the 
literature,  the  insufficient  involvement  of  final  users  (visitors  in  this  case)  in  the  construction  of 





































The  tourism domain  is widely  considered  to be one of  the emerging  industrial  sectors where mobile 






and  context model  as  well  as  the  proposed  architecture  to  support  contextual  computing  tourism 
services.  Such  services  can  be  driven  to  support  the  traveller’s  mobility  while  the  visitor  be  at  a 
particular unusual destination. 












on  the  bus,  the  travellers  do  not  know  in which  bus  stop  they  need  to  get off  the  bus. Given  their 
current location, the location of the point interest of their choice and the closest bus stop to the point of 
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very close to the museum. For  instance, a museum that might be  interesting for the users  is displayed 
on the mobile phone. In ten minutes time, a visit group is available with two free places to complete the 





proposed  so  far  in  the  literature  that  is  called  Contextual  Computing.  In  particular,  we  focus  on 
Contextual Computing Services  in  tourism, although  the most general aspects of our contribution are 
relevant to all of the so called context‐aware scientific research discipline. 
We have  thoroughly analyzed most of  the  relevant existing  literature and we have concluded  that  (i) 
neither does  consensus exist on a definition  for  the notion of  context nor do existing ones  suite  the 




The  specific  contributions  of  this  piece  of  (ongoing)  research work  tackle with  these  problems  and 
propose different alternatives. 
Firstly, we have proposed a new definition of context aiming at  integrating and making  the notion of 
context  more  operative.  This  new  definition  of  context  is  human‐centred  and  contextualizes  the 
individual at a given location. It observes the nature of human mobility and opens new chances to study 
complex scenarios. 
Secondly,  this  approach  does  not  require  the  use  of  sensors  to  capture  contextual  information  in 
addition to the ones that are already present in the mobile device. We argue that the individual may be 
contextualized according to certain existing parameters and Web based information sources, instead of 





Contextual  Computing  applications  available  to  everyday  users  on  the  one  hand  and  to  universalize 
them on the other hand. 
Thirdly,  by  using  a  network  of  ontologies  to  model  context,  we  are  providing  a  framework  of 
interoperability for other kinds of systems, as ontologies have shown to be an appropriate tool for data 
exchange  and  integration.  Besides,  ontologies  provide  reasoning  capabilities  which  are  particularly 
interesting for data inference, consistency checking and detection of data duplicity. 






conventional sensors,  the applications’ contextual  information has  to  rely on Web based  information, 
i.e.  we  need  to  rely  on  the  fact  that  data  is  accurate  and  that  it  is  being  continuously  updated. 
Furthermore, there are some kinds of data that cannot be obtained anyways, e.g. noise level, lightning 
level,  etc.  and  therefore  context  information  is  not  as  rich  as  it  could  by  the  use  of  these  kinds  of 




The  existing  ones provide mobile  internet  access  to  a  reasonable  cost  provided we  are  not under  a 
roaming  service,  which  considerably  raises  the  connection  price. Wi‐Fi,  RFID,  Bluetooth  and  other 
connectivity  technologies  could help on  the way. More  research  is necessary  as well on middleware 




























































































































rating and  review of past customers. However,  the  impact of online  reviews are not  fully explored  in 
online hotel booking setting. For that purpose, we choose two most popular tourist destinations in the 
world: Paris  and  London. Our  analysis  shows  that both  stars  ratings  and  customer  reviews positively 
affect hotel pricing. Besides,   high  stars hotels benefit more  from higher  customer  satisfaction.    The 






for  purchasing  many  products  and  services,  Internet  becomes  preferred  sales  channel  for  many 
industries. Travel  industry  is one of  the  first and successful  industries to use  Internet  for  this purpose 
and studies show that online travel sales keep growing. With a 16% share, hotel accommadation is the 
second  largest  sales  item  after  air  travel  among  online  travel  sales  and  revenue  generated  through 
online  hotel  booking  increases(Marcussen  2007).  Recent  studies  show  that  travel  reviews  are 
increasingly becoming an important factor in hotel selection by travelers. As indicated by Milan (2007), 
millions of travelers log on daily to Travel websites like Expedia.com and experience a property through 
hotel generated photos, written  text and hotel reviews by previous customers. Milan  (2007)  indicates 
that  84%  of  people  visiting  a  Travel  website  hosting  consumer  generated  content  have  their  hotel 
choices affected by what they see and online hotel shoppers find reviews and candid photography much 
more convincing than other features of hotels. Buhalis and Law (2008) indicate that because of the rise 
in  internet  applications  in  the  tourism  sector,  consumers  are  becoming  incredibly  powerful  and  are 
increasingly able to determine elements of their tourism products.  
The  studies  mentioned  above  show  that  online  hotel  shopping  and  online  reviews  are  becoming 
increasingly important for both hotel consumers and hotel management. However, researcher analyzed 
the different aspect of online  reviews  in particular sectors,  the  impact of online  reviews are not  fully 
explored in online hotel booking setting. For that reason, we investigate how online reviews affects the 
hotel’s pricing decision  in this paper. By controlling hotel star, our anlysis shows that hotels set higher 
prices  if  they  have  higher  online  review  scores  and  lower  if  they  have  lower  online  review  scores. 
Furthermore,  high  stars  hotels  benefit more  from  higher  customer  satisfaction. Apart  from  previous 
studies,  this paper  shows  the  significant  impact of online hotel  reviews on pricing decisions of hotel 
management. The managerial implication of these results is that hotels should strive to please customer 
as  their  future  revenue  depends  on  the  satisfaction  of  past  users.  This  study  also  guides  hotel 







Online  reviews are extensively  studied  in many of  the e‐commerce application and  researchers  show 
online reviews reduce  information asymmetry between seller and buyer. This  is especially true for the 
book and movie products as evaluation of these products are difficult prior to purchase. Among these 
studies,  Chevaliear  and Mayzlin  (2006)  examine  the  effect  of  consumer  reviews  on  relative  sales  of 
books on Amazon.com and BarnesandNoble.com and they show that customer communication on the 
internet has  an  important  impact on  customer behavior. They  find  that  an  improvement  in  a book's 
reviews  leads  to  an  increase  in  relative  sales  at  that  site.  Sen  and  Lerman  (2007)  find  that  negative 
reviews  are more  effective  for  utilitarian  products whereas  positive  reviews  are more  effective  for 
hedonic product. Duan et al. (2008) and Liu (2006) find positive correlation between sales performance 
and review volume in the movie industry. 
Authors  also  study  the  effect  of  trust  and  risk  in  electronic  marketplaces.  Among  these  studies, 
Verhagen et al. (2006) analyzes how consumer perceptions of risk and trust affect purchasing at e‐bay 
auction  sites.They  found  that  while  party  trust  and  party  risk  directly  affects  attitudes  toward 
purchasing,  the effect of  institutional  trust and  institutional  risk  to purchasing are  through party  trust 
and party risk. By analyzing text comments at e‐bay auction site,   Pavlou and Dimoka(2006) show that 
buyer’s are willingness to pay more for the seller who received favorable reviews before. 
Few  recent  studies  investigate  the  impact  of  online  reviews  on  consumer’s  hotel  selection  decision. 
Vermeulen  and  Seeger  (2009)  conduct  an  experimental  study  and  conclude  that  exposure  to  online 
reviews  increases  hotel  consideration  in  consumers.  By  using  survey  methodology,  Dickinger  and 
Mazanec (2008) show that the most important drivers of online hotel booking are recommendations of 
friends and online reviews. Our paper  is different from these papers  in two respects. First, while these 








be  done  only  after  delivery  of  service  (Stevenson,  2007).  Thus,  customer  takes  into  account many 





However,  star  attribute did not measure  some  subjective quality dimensions  such  as how nice hotel 
staff, cleanness of hotel room and value for money. For this reason, most people choose hotels based 
on  recommendation of  friend and earlier  studies  shows  that word of mouth  is one of  the  important 
factors  in hotel  selection process  (Dickinger and Mazanec 2008). Online  reviews  is  considered as  the 
counterpart of the word of mouth in the cyber world and recent studies found that online reviews play 
important role  in the customer decision process (Dickinger and Mazanec 2008, Vermeulen and Seeger 





While  hotels with  higher  online  reviews  set  higher  price  levels  in  the  same  segment,  there may  be 
significant differences  regarding consumers’ sensitivity  to price  information  in different segments. For 
example  Petrick  (2005)  divide  travelers  into  three  segments  based  on  their  price  sensitivity:  high 
sensitives,  less sensitives and the segments of ‘‘moderates’’. They found that  less (high) price sensitive 
customers spent more  (less) money and  they have higher  (lower)  income.This  result  implies  that  less 






Our  data  come  from  is  one  of  the  biggest  online  hotel  booking  sites  called  as  booking.com.  After 
customers enter the location, check‐in and check‐out date, available hotels are listed in this website. In 
these  listing,  it  is possible to obtain  information about price, star, address, map and average customer 
review score of the hotels.  If specific hotel’s web site  is clicked, customer can get  further  information 
about  pictures,  facilities,  hotel  policies  and  individual  review  scores  and  comments  of  previous 
customers. Individual review score is calculated in the following way. First, customers rate hotel quality 
in  terms of hotel staff, services/facilities, cleanness of hotel  room, comfort and value  for money. The 
score  in  these dimensions  can be poor,  fair,      good or excellent  and  counts  for 1, 2, 3  and 4 points 
respectively. All these points are added and divided by 2 for the final individual score. Information about 
hotels’ region  in Paris and London  is obtained  from Booking.com’s classification. Since some hotels do 











785 131.97 152.45 5 1461 
  Average Hotel Review 
Score 
785 7.18 0.73 4.6 9.1 
  Hotel Star 785 2.88 0.7 1 4 
  Room Price Per Night  785 109.1 44.54 28 285 
       
London  Number of Hotel 
Reviews 
536 153.13 222.9 5 1876 
  Average Hotel Review 
Score 
536 7.11 1 3.9 9.5 
  Hotel Star 536 3.22 0.91 1 5 











Before  testing  the  hypothesis,  we  first  identify  the  outliers  in  the  data  set  using  the  Grubbs 
methodology. Grubbs' test (Grubbs (1969) and Stefansky (1972)) is used to detect one outlier at a time 













































where N  is  the number of  regions  in  each  city. By using hotel  star  (hotel  review)  as  an  explanatory 
variable  in  our  regression  model,  we  find  the  effect  of  hotel  review  (hotel  star)  on  room  price 
independent of  the  star  (review  score) of  the hotel. Regional dummies are used as  control variables.  
The  t‐statistics  are  calculated  using  heteroskedasticity  consistent  robust  standard  errors.  The 




Table  II  displays  the  regression  results  of  equation  1  for  the  hotels  in  Paris  and  London.  t‐statistics 
calculated using  robust  standard errors are displayed  in parentheses below  the coefficient estimates. 
The data is annual. One star next to the standard errors denotes that the coefficient is significant at 5%.  
Two stars denote that the coefficient is significant at 1%.  


































































with  the  increase  in  the  star of  the hotel?”  In order  to  test  this hypothesis, we need  to estimate  the 
effect of review score for each group of hotels having the same star rating. For that purpose, we define 
hotel star interaction variable as Hotel Star Dummy(s)*Hotel Review. The hotel star dummy(s) takes the 
value of 1  if  the hotel has  that star  rating and  zero otherwise.  Interaction variable makes possible  to 
measure the additional change in the coefficient of hotel review as a result of changing review score of 
the hotels belonging to specific star rating. By controlling the region that hotel belongs to, the impact of 
( )N-10 1 2 i,D i
i=1
Room Price = + Hotel Review+ Hotel Star+ Hotel Region Dummy 1β β β β∑
696 
hotel  reviews and  intreaction variables on  room price are  tested by estimating  the coefficients of  the 
following equation using OLS: 
( )S-1 N-10 1 i,I i,D i
i=1 i=1




Table  III  investigates the second hypothesis for hotels  in Paris using equation 2. The room price of the 
hotels  in Paris  is  regressed on hotel  review,  interaction variables  that define  the  interaction between 
hotel star and hotel review and regional dummies. The coefficient of the interaction variable measures 
the change in the coefficient of Hotel Review according to Hotel Star. Hotel Star2 Dummy is equal to 1 if 
hotel star  is 2 and 0 otherwise. The  interaction variable  (Hotel Star2 Dummy*Hotel Review) measures 
the difference  in  the  response of hotel price  to  internet  review  score with  respect  to base hotel  star 
which  is 1‐star hotels  in our  case.  t‐statistics  calculated using  robust  standard errors are displayed  in 
parentheses  below  the  coefficient  estimates.  The  standard  errors  are  heteroskedasticity  consistent 
standard errors. 13 outliers  identified by  the Grubbs’  test are dropped  from  the data set. 19  regional 
dummy variables are used to identify 20 different regions in Paris. 
Table  III shows  that  the coefficient of hotel  review  is different  for  the different star hotels. All of  the 
interaction  variables  are  significant  presenting  the  difference  in  the  coefficient  of  hotel  review with 
respect  to  star.  The  coefficient of  the  interaction  variable of  the 4  star hotels  is  the  largest  and  the 
coefficient of  the  interaction  variable of  the 2  star hotels  is  the  smallest.  Thus,  for 4  star hotels  the 
sensitivity of the hotel price to online hotel review is larger since the coefficient is equal to (9.3+12.15) 
and  the  coefficient of  review  for 2  star hotels  is  smaller  (9.3+2.06). Note  that  coefficient of one  star 
hotel  is 9.3. Since  the coefficient of online hotel  reviews  is much  larger  for  the higher star hotels, an 














































































reviews. Thus, demand  for  these hotels can be higher compared  to hotel with  low  review score. Our 
paper  complement  these  studies  showing  that  higher  review  score  result  in  higher  price  set  by  the 
hotels. By decreasing  the price competition among hotels and  increasing profit margin, online  review 
can also be differentiating factor for hotel with high review score. This implies that hotels should strive 
to please customer as their future profitability depends on the satisfaction of past users.  
Our  result  also  shows  that  star  rating of  hotels  significantly  affects  the  sensitivity  of  room  prices  to 
review score. Specifically, higher review score increases the price of the higher star hotels more. These 
results suggest that satisfaction of less price sensitive customer is more critical than high price sensitive 
customers  as  less  price  sensitive  customer  values  quality  higher.  Furthermore,  high  customer 
satisfaction increases the likelihood of repurchase decision of less price sensitives more than high price 
sensitives as they value quality more than price Baker and Crompton (2000). 
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leads  to  increased  activity  in  both.  The  process  of  rumour mongering  involves  discussing  content. 
Implicit  in  the  informal  knowledge  transfer process  is  the  same. Although  they  share  characteristics, 







Organisational  rumour  is  treated  in  academic  literature  and  by  practitioners  as  a  destructive 
phenomenon. Depicted as inaccurate and detrimental to an organisation’s performance, it is something 
to be minimised by management. However, it shares many of the characteristics of informal knowledge 
transfer,  a  practice  largely  applauded  in  the  knowledge  management  paradigm  by  academics  and 
practitioners alike.  
The  motivation  for  this  research  project  is  to  see  if  the  apparent  similarities  between  the  two 
phenomenon  lead to a new perspective on the two. Specifically, to what extent are they  interrelated?   
Depending on what is found, management may find it has to adjust its attitude and thereby response to 
rumour.  The  aim  of  this  paper  is  to  report on  a  research  project  in  progress which  investigates  the 
research question:  to what extent does organisational  rumour  contribute  toward  informal  knowledge 
transfer within an organisation? 









Studies on organisational  rumour  rely upon  theoretical  frameworks  and prior  research  conducted by 
social psychologists (e.g. Allport & Postman, 1947) and sociologists such as Shibutani. The psychologists 
carried  out  their work  primarily  during World War  II  and  the  seminal work  ‘Psychology  of  Rumour’ 
resulted from their efforts. The widely applied algebraic expression for rumour activity was developed 
by Allport  and Postman:  r=  i*a  indicating  that  (r)  rumour  activity  is determined by  two  independent 
variables:  (i)  importance  (i.e.  to an  individual)  and  (a)  ambiguity  (1947, p.43).  Shibutani wrote  in  the 
early 1960s and argued for a radical departure to viewing rumour as a problem solving process used by 
groups of people in need of information (Miller, 2005).  Literature on rumour, whether it be concerned 
with  the organisation or  society as a whole, written by  social  scientists or academics  from  the broad 









rumours  in  a hospital undergoing major  structural  change  found  a marked difference between what 
they  found  and  the  widely  used  Knapp  typology  (Bordia,  Jones,  Gallois,  Callan,  &  DiFonzo,  2006). 
Pointedly,  the  authors  believe  their  study  to be  the  first  detailed  analysis  of  rumour  content during 
organizational  change  (p.613).  Their  rumour  types  include  changes  to  job  and  working  conditions, 
nature  of  organizational  change,  poor  change  management,  consequences  of  the  change  for 
organizational performance, and gossip‐rumours. Within  these  rumour  types were 12 categories. The 
greatest number  (48%) of  rumours were concerned with changes to  jobs  (the majority of which were 
concerned with the loss of jobs). The second most prevalent rumour category (19%) concerned ‘Changes 
to the structure and nature of  the organization’. Although  these were  ‘neutral statements’  they were 
concerned with topics such as unit structural changes within the hospital and privatization. This study 
also  included  a  considerable  number  (5%)  of  rumours  pertaining  to  ‘consequences  of  change  for 
organizational  performance’. Most  of  these  rumours  focussed  negative  consequences  (pp.  608‐611). 
The  findings of  this  study  show a difference between  the  rumour  type  (often  the  fantastic,  false and 
destructive)  that  has  informed management  literature.  That  typology was  part  of  the  larger  theory 
framework developed during World War  II by Allport and Postman  (1947). At  this  time,  there was  a 
differing argument which eventually prevailed. This was from the work of Caplow (1947) who examined 
rumour  in military units. He  found  rumour  in military units operating at  the  front  to be accurate and 
disseminated very quickly (pp.299‐301).  
As a previously published conference paper by Brown and Napier (2004)  has shown, an examination of 










considered  to be most  active during  rapid  change  and uncertainty.  For example, with  rumour  this  is 
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mostly  during  industrial  relations  issues  while  KM  looks  at  rapid  responses,  which  may  involve 







group.  It  is  like news  in every way except that  it  is not verified.  It may or may not be true.  It may be 
spread by word‐of‐mouth, fax, electronic mail, or any other communication channel’ (Di Fonzo & Bordia, 
2002, p. 7) . 
Informal  knowledge  transfer  is  considered by  some  as  a process but one whose outcome has  to be 
measured  as  a  formal outcome.  Furthermore  the  actual  process  is  transitory,  expended  like  energy. 
However, the ability to engage  in that process  is one of  learning. For knowledge transfer to have been 
effective learning must have transpired in the recipients (Sussman & Siegal, 2003, p. 48). Learning has a 
long term strategic quality that is not the sum of the ‘individual’ transactions of investing in seeking and 
transferring  knowledge.  Furthermore,  this  ‘will  allow  not  only  for  information  transmission  among 
collectives  but  also  open  up  possibilities  of  generating  and  sharing  new  meanings,  thus  providing 
increased capability to innovate as well as to share and generate knowledge’ (Garcia‐Lorenzo, 2006, p. 
174). Hence  the  process  of  informal  knowledge  transfer  feeds  itself  and  allows more.  This  research 












As  stated  earlier  the  learning  process  itself  leads  to  increased  ability  to  carry  out  those  same  sub 
processes. That is, by remembering, understanding, etc. a situation or situations, one’s ability to do the 
same will  be  affected.  Thus  one  finds  the  same  sub‐processes  used  in  the  Post‐Informal  Knowledge 
construct. Specifically, they are used to measure the cognitive learning dimension. The other dimension 
is the behavioural learning. This is the application of learning in the work place and can be seen as the 
main benefit of  the  research  for practitioners. Behavioural  learning  is measured with  the  constructs 
previously  used  by  Gullberg  and  Pelser  (2006)  to  examine  knowledge  transfer  in  a  high  technology 
company: decision making skills, technical/functional skills, negotiation skills, and supervisory skills. 
This process may involve the use of communication media. In this study this is restricted to Information 
and Communication Technology  (ICT)  ‐ a key enabler  in  the KM paradigm and  is measured using  two 
dimensions  ‐ Communication  ICT  and Knowledge Repository Based  ICT. This differentiates between  a 
person actively engaging in communicating with another human being (i.e. communication technology) 
and gaining information from a captured and codified source (i.e. a knowledge repository).  
The construct  ICT  (or type of exchange)  is operationalised to reflect more specific  ICT tool categories. 
The following definitions are based in part upon the work of Massey and Montoya‐Weiss (2006, p. 101):  
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An  anonymous  and  voluntary  online  survey  was  conducted  at  an  Australian  university.  The 














and  place  of work) while  the  remaining  29  tested  the  four  hypotheses.  Each  demographic  question 
offered  the  choice of  several  categories. Respondents  could  select  ‘Decline  to answer’  for  these  two 
questions. A six point Likert‐type scale was used for the remaining 29 questions. The scale offered the 
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Rumour  theory  stresses  the  influence of uncertain or  ambiguous  conditions.  Following  the dominant 
view  of  rumour,  it  leads  to  speculation  and  destructive  and  inaccurate  communication.  Informal 








intended  to use  factor analysis  to analyse  the  results.   Factor analysis has as  its  ‘primary purpose  to 
define  the  underlying  structure  among  the  variables  in  the  analysis’  and  ‘has  groups  of  variables 
(factors), that are by definition highly correlated, [and]are assumed to represent dimensions in the data’ 
(Hair, Black, Babin, Anderson, & Tahtham, 2006, p. 104).The model of this study has several constructs 














Adhering  closely  to  the  constructs  developed  from  the  literature  review  avoids  the  common 
disagreement concerning  the selection of  factors  (Good & Hardin, 2006, p. 178). The survey software 
used was  Survey Monkey,  an  Internet web  based  tool.  This  tool was  chosen  because  of  its  design 
capabilities, relative  low cost, familiarization to both the researcher (used  in his place of employment) 
and his academic supervisor (used successfully by previous students). 
A hard copy version of  the questionnaire had been pilot  tested prior  to  implementing  it  in an online 
environment.  The  questionnaire  had  been  reviewed  in  terms  of  clarity,  logical  progression  and 
completed by  a  small  group of  staff  from  the  researcher’s own place of  employment.  Feedback had 
been  incorporated  in  the  reworked  survey. Migrating  the questionnaire  to  the online Survey Monkey 
environment  involved a  second  review by some of  the original group  (not all were available) and  the 
academic  supervisor  of  the  researcher.  Including  as many  people  as  possible  from  the  first  group 
provided benefits of continuity and familiarity with the subject.  
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This  second  review  looked at  the  layout and colour  scheme of  the online survey,  response  times and 
verification of data being recorded. Two of the original pilot group and the academic supervisor of the 
researcher  as  well  as  the  researcher  entered  dummy  data,  examined  layouts  and  colour  schemes. 
Several minor errors in spelling and layout were corrected. The researcher verified that the dummy data 









six days  later  (i.e. one day before  the advertised day  the survey would close).  In total  the survey was 
open for 13 days. 
During  the  survey,  three  respondents  sent emails  to  the  researcher  and/or  the  academic  supervisor. 
Two  emails were  related  to  the  actual  survey  instrument. One  respondent  reported  an  error  in  the 
Likert type scale of Question 16.  It had the  incorrect  label of  ‘Agree’  instead of  ‘Disagree’  i.e. Strongly 
Disagree,  Agree, Neutral,  Agree,  Strongly  Agree, N/A.  As  it was  not  possible  to  correct  this without 
possibly  losing  data  already  collected  it was  decided  to  let  the  survey  proceed without  alerting  the 
possible respondents to the error. As the survey was nearly entirely composed of Likert scale questions 
(29 out of 31 questions using the same  labels),  it was thought that the respondents would not notice 





similar communications such as this might  indicate  failure  in the survey wording. There was no action 
that  could be  carried out  to be  completed  regarding  this  communication. The  same  respondent who 
identified the  incorrect  label also sent another email‐  ‘I have completed  the survey but  found  I didn't 
relate  to most  of  the  categories  of  sharing  it  appears  I'm  old‐fashioned  and  do  it  in  person.’  This 





The  survey data was downloaded  from  Survey Monkey  into  an  Excel  spreadsheet. Although  30  staff 
commenced  the  online  survey,  only  18  completed  responses were  received.  The  incomplete  survey 
responses were  omitted  from  analysis.  Firstly,  a  visual  check was made  of  the  data  downloaded  to 
ensure  it matched  that  on  the  survey website.  No  errors  in  data migration  were  detected.  Survey 
Monkey  outputs  data  for  download  using  the  labels  of  the  answer  options  (e.g.  ‘Strongly  Agree’, 





As  indicated earlier, Question 16 had  an erroneous  label –  ‘Agree’  instead of  ‘Disagree’. That meant 
there were two choices of ‘Agree’. This error might have been accommodated if there were no instances 
of ‘Agree’ in the data set. The logic justifying this is that either respondents accepted the spurious label 
as  a  typing  error  and neither disagreed or  agreed with  the  statement. As  there were  9  instances of 
‘Agree’,  the  entire  question was  excluded  from most  of  the  data  analysis  (although  data  from  the 
question was included in the data set downloaded into SPSS). 
Once  in SPSS,  the default generic  labels used by  the software were  replaced by mnemonic ones. This 
was intended to make data analysis more efficient. 
5 PRELIMINARY FINDINGS 
This  section  includes  both  a  descriptive  analysis  of  the  survey  results  as  well  as  some  preliminary 















153  19.6%   30 11.8% 18 
Table 4. Response rate  
Table 4 shows the response rate as well as actual numbers. The relatively  low rate will have an  impact 
on  the  testing  of  hypotheses. Also  of  note  is  the  attrition  rate with  nearly  half  (40%)  of  those who 
commenced the survey exiting without completing it. 
 















































































H4.  The  greater  the  reliance  on  communication  ICT  rather  than  knowledge  repository  based  ICT,  the 
greater the extent of rumour contributing toward Post‐Informal Knowledge. 
There  is  support  for  this  hypothesis.  36  percent  of  responses  Agreed/Strongly  Agreed  that 
Communication ICT was used while 17 percent said the same for Knowledge Repository ICT. It should be 





adapt  the procedure where possible  and  then  reapply  it  in  industry.  The  actual  results while  lacking 
statistical power may provide  some  tentative  insights  into  an  area,  informal  knowledge  transfer  and 
organisational rumour, which has not been explored before. 
In  retrospect  there was  an overly optimistic expectation  that  a high  response  rate would have been 
achieved.  This  leads  to  questions  of  validity  of  the  results.  Coakes  states  that  a  sample  size  of  five 






100  cases  is  taken  then  a  65.3  percent  response  rate  would  be  required.  Taking  into  account  the 
sensitivity of rumour as a topic of research, it is highly unlikely that such response rates are attainable. 
The results from this survey have opened the possibility that using a KM framework, there might some 











The  survey  used  two  variables  to  measure  use  of  technology.  It  is  possible  that  not  stressing  to 
respondents that they might use technology in interacting with other members of their informal group 
may have caused some  lack of clarity  (e.g.  interaction using  technology  is an exception  to  the normal 
communication pattern). Hence a new wording (words  in  italics) might be thus  ‘Those employees with 
whom you mix with informally face to face – e.g. have coffee or lunch with – or electronically (email or 




more conclusive solution  to  the problem would have been  to  investigate  in  situ editing of  the survey 
instrument without  risk of adversely affecting data already  recovered. This could have been achieved 





shortly  before  exams  began.  This  was  dictated  by  the  time  constraint  in  the  researcher’s  own 
assessment deadline. While this may have avoided the priorities of marking and other end of semester 
activity,  the survey was conducted at a  time when preparatory  tasks were carried out  for  the end of 




as organisational  rumour  in  an organisation  can be overcome  there  are others  still  to be  contended 
with. Management support for  investigating a contentious  issue did not guarantee a willingness of the 
staff to participate. It can be suggested that the social stigma attached to rumour  is so great that staff 
members do not wish  to participate even  though  their  identity  remains unknown and  they work  in a 









of  quality  checks  by  several  different  parties  (including  an  editor)  indicates  the  need  for  a  software 
package that is robust enough to provide data integrity following any in situ changes to elements such as 
labels and also separation between  labels and associated values  (i.e.  label  is  ‘Strongly Disagree’ while 
value  recorded  if  chosen  is  ‘1’). However,  there  is no  indication  from  the data  that  the  respondents 
decided not to continue the survey at the question containing the error. 
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The  learning experience of carrying out this survey will assist  its  future application. The  initial  findings 

































PART TWO The  following questions concern  the process  that you and  the  informal group  carried out 
when  you  discussed  organizational  rumours  that  have  been  communicated  to  you  during  the  last  6 
months. 
To what extent do  you agree with  the  following  statements? Make  your  selection by  clicking on  the 
radio button to the left of the description. 
 
Question  SD D N  A  SA NA
3. Events, people, statements, earlier rumours etc relevant to the rumours 
were recalled (i.e. remembered) by you and the group? 
0 0 4  12  2 0
4. You and the group initially understood (i.e. gave meaning) the rumours? 0 0 2  13  3 0





0 0 3  12  3 0
7. You and the group developed an ‘informed ‘hypothesis (i.e. a new idea, 
solution or explanation) from the rumours?  





4 5 1  7  1 0
9 Voice communication technology (e.g. telephone and Internet based 
voice) was used. 
3 7 2  4  2 0
10. Electronic information  (online databases, intranet web pages, 
websites, files on a shared drive) was used 




2 8 2  5  1 0
12 Voice communication technology (e.g. telephone and Internet based 
voice) was used. 
2 6 2  7  1 0
13. Electronic information (e.g. online databases, intranet web pages, 
websites, files on a shared drive) was used 




4 6 1  7  0 0
15 Voice communication technology (e.g. telephone and Internet based 
voice)  
3 6 3  5  1 0
16. Electronic information such as online databases, intranet web pages, 
websites, files on a shared drive 




3 7 2  6  0 0
18 Voice communication technology (e.g. telephone and Internet based 
voice) was used. 
2 8 2  5  1 0
19. Electronic information such as online databases, intranet web pages, 
websites, files on a shared drive was used. 





3 7 3  5  0 0
21 Voice communication (e.g. telephone and Internet based voice) was 
used 
3 7 2  5  1 0
22. Electronic information such as online databases, intranet web pages, 
websites, files on a shared drive ) was used 





0 3 7  8  0 0
24 Understanding (i.e. give meaning to) what is happening has improved. 0 3 4  11  0 0
25 Analysing (i.e. breaking down into component parts) has improved. 0 4 5  9  0 0
26 Evaluating (i.e. determining usefulness or value against criteria) has 
improved. 
0 4 7  6  1 0
27 Proposing new hypotheses (i.e. a new idea, solution or explanation) has 
improved 
0 4 4  8  2 0
28 Work related decision making skills have improved 1 3 6  8  0 0
29 Your work related technical and functional skills have improved 1 5 8  4  0 0
30 Your work related negotiation skills have improved. 1 4 5  8  0 0
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Modern  organisations  are  constantly  changing  under  the  transformational  effect  of  emerging 
technologies and  the  rise of  the “knowledge economy”  (Brinkley, 2006).    In addition,  the  increasingly 
competitive new global economy has a significant impact on the nature of the workplace, changing the 
way  people work,  the  jobs  they  do  and  the  competencies  required  (OECD,  2007;  Accenture,  2006). 
Personal  skills  are  quickly  becoming  outdated  and  new  ones  are  called  for  in  today's  increasingly 
information‐driven "high performance” organisations. With competency requirements rising rapidly and 
constantly changing, the skill level of employees must be continuously developed. It therefore becomes 









hindering the  independent fulfilment of their daily business tasks.    In this context, workplace  learning, 
both  formal  and  informal,  is  taking  on  an  increasingly  important  role  as  a means  to  increase  the 
innovative capacity, boost productivity and achieve and sustain economic success in enterprises.  
Nonetheless, while learning (Nonaka & Takeuchi, 1995; Senge, P. et. Al, 1994; Grace & Butler, 2005) and 
business management  activities  (Hammer &  Champy,  1993; Davenport;  1993; Davenport &    Prusak, 
1998) essentially serve the same goal (i.e. to improve the operational effectiveness of the organisation), 
they are traditionally handled by organisations as two completely disjoined activities. Aligning training 
to  organisational  requirements,  so  as  to  accelerate  skills  acquisition  (“Time2Competency”)  is  an 
essential  step  toward  “successful”  training.  Training  should  be  linked  to  the  organisation’s  business 




together  to  form a single value chain  through  the seamless coupling of  related systems,  technologies 
and services. 
Training emerges as a critical part of business and should thus form an integral part of the organisation’s 
strategic planning cycle. This entails  integrating  learning  into daily working  tasks and putting  in place 
mechanisms  for  the effective management of business processes, organisational  roles,  competencies 
and  learning  processes,  so  as  to  reduce  the  time  to  fill  competency  gaps  and  to  build  proficiency 
according to evolving business needs. 
Competencies  represent  the “connecting  link” between business and  training. The process of aligning 
training  to  organisational  requirements  involves  the  establishment  of  a  clear  understanding  of  the 
organisation’s  needs  in  terms  of  competencies,  though  the  development  of  business‐focused 
competency  frameworks  and  a  competency‐based  human  resources management,  from manpower 
planning to recruitment and career development. 




among  different  company  departments,  branches  or within  project  teams  as  a  result  of mergers  or 
acquisitions) etc.  
In this paper we investigate effective human capital formation from the perspective of the organisation. 
However,  it  should  be  noted  that  continuous  competency  development  is  also  imperative  from  the 
individual  employee’s  point  of  view.  Employees  need  to  go  on  updating  their  skills  and  abilities 
throughout  their  working  lives,  since  raising  their  skill  levels  can  allow  them  to  better  adapt  to  a 
changing  work  environment,  increase  their  personal  market  value  and  improve  their  employment 
perspective and earnings prospects.  
In  the  following  chapters  we  outline  the  main  characteristics  of  competency‐based  training 
management  and  discuss  the  implementation  of  this  approach  in  the  context  of  the  EU  Integrated 
Project  PROLIX  (Process‐oriented  Learning  and  Information  Exchange)  (PROLIX,  2005)  for  business 
process‐oriented learning. 
2 COMPETENCY‐BASED LEARNING MANAGEMENT 
Competency‐based  learning management  brings  together  the  formerly  isolated  domains  of  learning 
management  and  business  process management.  At  present,  several  applications  are  used  for  the 
purposes  of  either  one  of  these  functional  areas  (Learning  Content Management  Systems,  Learning 
Management Systems, Skill Management System, Knowledge Management Systems etc), yet complete 
overview in the form of cause‐and‐effect is lacking on both sides.  




A  business  process  consists  of multiple  activities  (“tasks”),  linked  together  to  form  the  flow  of  the 













Nonetheless,  currently  BPM  tools  lack  support  for  competencies modelling,  failing  to  systematically 
capture  the  competency  requirements  for  a  successful  business  process  execution.  Business  process 
improvement activities (Business Process Reengineering, Continuous Process Improvement) can create, 
modify or delete business processes, leading to new competencies requirements to be met by means of 
training.  First  the  competencies  needed  to  do  each  process  steps  have  to  be  defined  and matched 
against the competencies of existing employees, then suitable training measures to new competencies 
should be identified and proposed to the respective employees.  
Competencies  refer  to  the  individual’s  demonstrated  capacity  to  perform,  i.e.,  the  possession  of 
knowledge,  skills,  and  abilities  and  the  ability  to  use  these  to  satisfy  the  special  demands  or 
requirements of a given work task. Competencies represent the “connecting link” between business and 
training. Despite  the work of  initiatives  such  as  the  IEEE Reusable Competency Definition  (IEEE RCD, 
2005) and HR‐XML  (HR‐XML, 2004) to define common models and schemas  for  interoperability,  there 
are still no sufficiently expressive common formats for the representation of competences. 
Workplace  change  is  considered  a major driver of  training  in organisations  and enterprises  (Smith & 
Hayton  (1999); Ridoutt et al.  (2002)).Whenever a change  in a business process occurs a new  learning 
phase must be  launched  to  fill any knowledge gaps created,  in order  to meet  the new  requirements. 
Ensuring  that employees have  the right skills  for the  job  is essential  for  the growth and success of an 
organisation.   Human  development  processes  should  therefore  be  in  tune with  business  challenges. 
Business‐process oriented learning can facilitate: 
• Continuous  tactical  improvement  (small  scale):  This  concerns  tactical  operations  (short  term 
decisions  and  small  scale  changes)  aimed  at  the  continuous  improvement  of  organizational 
operations  (day  to  day  business,  incremental  performance  improvements  based  on  existing 
resources). 






The process of  aligning  training  to organisational  requirements  involves  the  establishment of  a  clear 
understanding  of  the  organisation’s  needs  in  terms  of  competencies,  though  the  development  of 
business‐focused competency  frameworks and a competency‐based human  resources management, 
from manpower planning to recruitment and career development. This process involves the:   

















role  of  the  training  department  is  also  changing.  Traditionally,  generic  organisation‐wide  training 
programs have been offered, not necessarily addressing the specific skill needs of individual employees. 
The systems for planning and executing training programs (Horton & Horton, 2003) are not coupled with 
business  administration  tools  (business  process  modelling,  business  information,  performance 
monitoring systems etc). Executive responsibilities are assigned to different administrative entities. The 
task of training management  is part of the work of human resource managers, who rely on traditional 
methods  in order to assess the training needs of the employees, and often  lack a  full overview of the 




Instead, organisations  should aim  to provide  training  that meets  the  specific needs and  supports  the 
strategy of the business. The main objective of the new training department is to support performance 
improvement  through  the  timely mediation of  the knowledge and  skills needed by  the employees,  in 
order  to  successfully  execute  their  daily  tasks.  For  any  given  job  function  and  any  given  employee, 
training managers need to know what the specific training needs are, what kind of training is available, 
how best to create, organise and provide it and how effective the training will be. All training programs 
should  have  learning  objectives.  Learning  objectives  are  critical  to measuring  learning  because  they 
communicate expected outcomes from the training and define the desired competence or performance 
necessary  to make  the  training  successful.  Training offerings need  to have  a  clear  sense  of  scope  in 
terms of  the  competency  improvements one  can achieve by  consuming  them.  In  this  light,  functions 
dealing with workplace learning need be more performance and evidence focused. Learning objectives 








The evaluation of  training  includes getting ongoing  feedback  from all  involved stakeholders  (learners, 
trainers etc) to  improve the quality of the training and  identify  if the  learner has achieved the goals of 
the  training.  It  should  be  noted  that  for  organisations  training  represents  a  business  decision,  an 
investment  for which a return  is expected  in terms of reaching specific business goals and objectives. 














• Results or effectiveness  ‐ What results occurred, that  is, did the  learner apply the new skills to the 
necessary  tasks  in  the  organisation  and,  if  so,  what  results  were  achieved?  (the  effects  on  the 
business or environment resulting from the trainee's performance) 
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Kirkpatrick's model  defined  evaluation  as meaning  "measuring  changes  in  behaviour  that  occur  as  a 
result of training programs". A fifth level, Return on Investment (ROI) has been added to this model by 
Jack J. Phillips (1997), to assess whether there  is a financial return for  investing  in a  learning program. 
ROI  serves  as  the  ultimate  measure  of  accountability  for  both  trainers  and  top  executives  in 
organisations. 
Performance indicators can be qualitative and quantitative referring to hard figures directly gathered by 
observing  a  process  financially  or  operationally  (e.g.  total  inbound  costs,  time‐to‐market,  training 
budget, number of courses attended) or “soft data”, such as customer satisfaction, perceived knowledge 
transfer, motivation to learn respectively. 
The problem of  linking organisational performance, competencies and  learning  is gaining attention.  In 
the  following  section we outline  the main  characteristics of  the PROLIX approach  for business‐driven 
training  that  allows  organisations  to  improve  their  business  performance  based  on  a  competency‐
oriented management  approach,  as  developed  by  a  European  consortium  in  the  context  of  the  EU‐
funded IP project PROLIX (PROLIX, 1995). 
3 PROLIX:  PROCESS‐ORIENTED LEARNING AND INFORMATION EXCHANGE 
Aim of the PROLIX project for process‐oriented  learning and  information exchange  is to bridge the gap 
between business processes, organisational roles, competencies and individual / organisational learning 
processes.  The  project  is  developing  a  system  to  enable  business  process  driven  learning  at  the 
workplace that builds on corporate requirements and the needs of each single employee/learner.  
Linking  business  processes  and  learning  is  a  particularly  complex  task.  Business  processes  define 
organisational  roles  and  associated  functions,  each with  its  own  specific  competencies  requirements 
(i.e.  the “competencies profiles” of organisational  roles). From an organisational perspective,  learning 
processes need to be determined based on the  lacking competencies of  individual employees assigned 
to  specific  organisational  roles:  whenever  there  is  a  gap  between  the  competencies  profile  of  an 
individual assigned to a specific role and the competencies requirements of the role, organisations need 





• an  organisational  role  and  its  associated  competencies  profile  (e.g.  updating  of  competencies  to 
match advances in related state‐of‐the‐art, new work methodologies and applying regulations etc) 
• the actors,  i.e. the  individual employees assigned to perform the specific tasks  (hiring or relocating 
personnel, e.g. substitution of employees) 
Business  situations  that may cause such changes  include business engineering,  recruiting and  staffing 
and regulatory compliance.  
The PROLIX project  is proposing an  integrated approach  for process‐oriented  learning  that covers  the 
complete life cycle from the business need that triggers learning to the assessment of the actual impact 
learning  had  on  business  performance.  Figure  2  provides  an  overview  of  the  PROLIX  life  cycle  for 
process‐oriented learning (PROLIX Learning Life Cycle, PLLC) and the main tools needed for each step of 







• The  identification of competency gaps, which  includes  the calculation of overall competency gaps 
(by comparing employee’s existing and  required competency profiles  in  the Competency Analyser) 
and the prioritisation of the competency gaps to be filled by means of learning.  
• The designing of the  learning process, which  involves the  identification, and  in case of  lack thereof 
the creation, of appropriate learning material. The learning material creation process may involve the 
selection  or  development  of  a  didactically  suitable  learning  process  template  (Didactical  Learning 
Modeller)  and  the  assignment of  learning  resources  to  this  template  to  create  a  learning process 
(Learning Process Configurator). 
• The execution of  the  learning process, which  consists  in employees being  trained,  in order  to  fill 
their respective targeted competency gaps (Learning Process Execution Platform). 
• Performance monitoring, which involves an evaluation of the impact of the learning process both in 
terms  of  learning  outcomes  and  business  process  performance  improvements  (Performance 
Monitor).  
• During business value analysis the business outcome of the competency improvements is compared 






order  that  reflects  the  actual  business  need  at  hand.  The  full  cycle  of  the  PLLC  is  performed when 
dealing  with  a  change  in  a  business  process  (i.e.  the  improvement  of  an  existing  process  or  the 
introduction of a new one) or  the competencies profiles of  the  roles.  If  the business process  remains 
unchanged  but  there  is  a  change  in  the  actors,  the  same  model  applies,  although  the  first  stage 
(Business  process modelling)  is  omitted.    The  PLLC  can  also  be  activated  by  employees wanting  to 
enhance  their employability. An employee may wish  to acquire a  certain  competency either because 
they believe this will help them perform better in their current position, or in order to apply for a better 
post within the organisation (personal development in support of internal mobility). 
Business  process  oriented  learning  calls  for  competency‐enhanced  business  process  modeling.  All 
business processes of the organisation are modelled in the BPC and annotated with competencies in the 
Competency  Analyser.  Each  job  or  function  in  a  business  process  is  associated  with  a  set  of 







Learning  requirements are derived directly  from  the business processes. Following  the assignment  to 
roles,  the  individual  learning  needs  of  the  selected  employees  are  calculated,  based  on  their 
competency  deficiencies  with  respect  to  their  roles  and  tasks  (competency  development  plan). 
Employees  need  to  be  trained  only  in  the  areas  relevant  to  their  role  and  in  accordance  to  their 
individual  level  of  proficiency.  The  Training  Department  needs  to  plan  a  suitable  competency 
development program, featuring suitable learning offerings. All available learning materials (configured 
learning processes) need  to be defined  in  terms of competencies:  the competency  requirements  that 
need to be met for a person to be allowed to join the course and the competences that will be acquired 
after  successful  completion.  This  results  in  learning  offerings  being  linked  to  a  “required”  and  an 
“acquired”  competency  profile,  featuring  the  required  and  the  acquired  competencies  respectively. 
Competencies  are  specified  together with  their  level  of  proficiency.  The  search  for  suitable  learning 
offerings  is  based  on matching  the  competency  gaps  included  in  a  competency  development  plan 
against the competencies of the learning course.  
PROLIX  applies  a  holistic  approach  for  performance  management,  measuring  the  resulting  learner 
performance  both  in  terms  of  competencies  acquired  and  in  terms  of  effectiveness  in  solving  the 
original problem. Performance monitoring combines business and learning process control for assessing 





PROLIX builds on a distributed  component‐based  service oriented  system,  combining  loosely  coupled 
and interoperable Web Services. 
The  PROLIX  approach  and  prototype  system  implementation  are  presently  in  the  process  of  being 
deployed  and  validated,  in  the  course  of  trials  with  the  participation  of  pilot  users  from  different 
economic sectors and countries: public administration, publishing, banking, social care, IT industry. The 
prototype  PROLIX  architecture  implementation  combines  competency‐enhanced  versions  of  existing 
commercial software systems with additional modules  that are developed by  the project and are not 
presently available.  
The  validation  activities  undertaken  thus  far  to  evaluate  the  PROLIX  approach  and  the  underlying 
techniques  and  methodologies  have  demonstrated  that  business  process  oriented  learning  yields 
positive  results,  in  terms  of  increasing  the  organisations’  agility  in managing  and  executing  business 
processes (cost, time, person‐effort and quality issues). By measuring the output of business processes 
via organisation performance  indicators attached  to  learning and competence activities,  this evidence 
can be made.  
4 CONCLUSION 
Competency‐based  learning  management  provides  a  holistic  approach  for  organisational  learning, 
featuring a  combination of business process  intelligence  tools with knowledge management,  learning 
design and  learning management tools. This allows  for business needs  to be  identified on  the spot as 
they  emerge  after  a  significant  business  change  and  directly  translated  to  learning,  so  as  to  rapidly 
improve an individual’s performance in the process, as well as the organisation’s overall performance. In 
addition to identifying the competency gaps of the employees as they emerge, this approach allows for 
their  prioritisation  based  on  business‐related  criteria,  leading  to  learning  plans  that  maximise  the 
benefit  for  the  organisation  (targeted  training  measures).  The  measurement  of  the  performance 
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improvements  achieved  can help  identify new  actions  for  reaching  additional operational benefits  (a 
new cycle of business process improvement and learning). 




needed  for  revised  business  processes  to  become  operational.  In  this  context,  the  time  needed  to 
successfully meet the requirements of a given business processes in terms of competencies is expected 






















































The  Web  Observatories  are  becoming  common  Internet  practice.  They  are  web  sites  targeting  a 
community  of  practitioners,  scientists  or  generally  individuals  within  the  context  of  a  focused 
organization. Their goal  is  to  inform, educate,  facilitate  the  interaction and boost  the collaboration of 
community  members.  Various  existing  technologies  can  be  deployed  for  this  purpose.  Still,  their 
integration into a coherent informational and collaborative environment remains largely ad hoc. In this 




Although  the word  ''observatory"  is well  understood  it  is  difficult  to  formally  define  the  term Web 
Observatory (WO) and maybe for some of us  it  is still unclear what a WO really  is. Nevertheless, WOs 
have  already  proved  themselves  as  rather  powerful  and  effective  instruments  in  several  scientific, 








A  meteorological  observatory  monitors  meteorological  conditions  in  a  geographical  area  while  an 
astronomical  observatory  surveys  astronomical  objects  in  the  universe. Other  types  of  observatories 
associated  with  the  nature  and  various  natural  phenomena  (e.g.  ocean  observatories,  volcano 
observatories, etc.) also exist and  in  fact  they are  rather popular and extremely effective  in achieving 
their goals and objectives.  Likewise, health observatories  (Hemmings & Wilkinson 2003) monitor and 
synthesise health related  information over a region while  language observatories  (Mikami et al. 2005) 
survey language activities in the virtual universe over the World Wide Web. 
The most  common  observatories  are  surely  the  ones  concerning  astronomy.  They  are  wide‐spread 
around the globe and range from tiny personal stations to huge  international establishments. They all 








the  virtual  universe?  What  kind  of  character  encoding  schemes  are  employed  to  encode  a  given 
language?"(Mikami et al. 2005). Similarly, a standards observatory (Anido et al. 2004) systematically and 
exhaustively follows the internet related standardisation process in a certain thematic area. 
This  natural  context  switch  gave  birth, more  than  20  years  ago,  to  a new  type  of observatories  not 
directly  related  to natural phenomena. Since  then,  the number of  such observatories kept  increasing 
with several of them considered today very successful with significant overall  impact  (e.g.  the Human 





The challenge for these WOs  is to  line up their diverge ambitions with emerging trends  in  Information 
Technology,  like  the  Web  2.0  and  recent  advances  in  information  technology  like  Knowledge 
Management.  Our  paper  consists  an  attempt  to  properly  address  this  challenge.  Its  contribution  is 
twofold; first to review and elucidate certain issues related to WOs and second to propose a framework 




be  viewed  as  a  hybrid  observatory  that  stands  with  one  leg  on  the  traditional  notion  of  the 
observatories while it has its other leg on the WOs area we consider in this study. Based on this concept 
there  exist  many  national  and  international  large  scale  ongoing  efforts  like  the  European  Virtual 
Observatory  (Chen & Chen 2008)  that  collaborate    through  the Virtual Observatory  (an  international 
astronomical  community‐based  initiative which  operates  under  the  auspices  of  the  recently  formed 
International  Virtual  Observatory  Alliance). We  can  clearly  see  a  shift  in  the  paradigm  where  the 
astronomers now explore the digital Universe through practices, tools and  instruments that are much 
closer to Information Technology than to Astronomy. This shift is by no means limited to Astronomy. It 




in  size  nor  expensive  to  be  build  and maintained.  This  claim  is well  justified  by  the  existence  of  a 
plethora  of  amateur  astronomical  observatories,  small  observatories  that  individual  amateur 
astronomers  have  build  since  the  19th  century  for  personal  use  and  entertaining.  Several  of  these 
observatories became very popular and are considered quite successful. We believe that neither WOs 
need  not  necessarily  be  expensive  to  be  built  and maintained,  in  particular  in  the Web2.0  era. We 
should  finally mention  that  several WOs  have been  recently  revised with Web2.0  in mind.  The  EU's  
Open Source Observatory is a typical example whose original WO was recently revised. 




generation WO.  Specifically  in  Section  4 we  briefly  describe  the  enabling  Information  Filtering  core 
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component of the system together with capability considerations and discussions on certain design and 




The  detailed  presentation  of  this  examination  is  beyond  the  scope  of  this  paper.  Next,  we  briefly 
comment  on  certain  of  their  characteristics. We  should mention  that  the  discussion  that  follows  is 




and  the  reactiveness of  the  individual persons or groups of  individuals on such activities/phenomena. 
This  apparatus will  be  based  on  both  existing  and  emerging  guides  and  toolboxes  and will  provide 








Analyzing  data:  Clarify  how  data  are  interpreted,  how  to  avoid  unneeded  information  and  how  to 
properly disseminate the most important information. 
Each one of the WOs considered involves a set of main discrete tasks that include the following: collect 
information  from other  sources, measure  indicators, publish newsletters and organize press  releases, 
produce studies or surveys and prepare recommendations. Several are also the functions of a WO since 
it might  operate  as  a  learning  network  for members  and  participants;  a  single  point  of  contact  for 
external  partners;  an  advocator  for  users  of  thematically  or  geographically  restricted  information;  a 
coordinator of work across actors, etc.  
An  important  issue  is  the way  the  data  are  collected  and  it  turns  out  that  it  is  a  vital  one.  For  the 
majority of the WOs considered  in our study the data are hand picked. Several of them  just  integrate 
data obtained directly and automatically from particular databases which are remotely accessed and are 
distributed over the world. Few of them utilise agent technologies for web crawling and several produce 
additional  data  by  processing  existing  ones  through  scientific  workflows.  It  is  quite  apparent  that 
unfortunately not many WOs effectively tried to  involve users  in the data collection process (Craven & 
Snaprud 2005)  (beyond  the  level of poles  and  commenting).  Several of  these WOs  that  started with 
good  sustainable  prospects  end  up  dead  much  earlier  than  anticipated  (e.g.  Observatory  on  the 
Information  Society).  There might  be  various  and  diverse  reasons  for  that with  user  involvement  in 
content creation being, to our experience, the most important.  
Most  of  them  are  owned  and  operated  by  non‐profit  organizations  (privately  owned WOs  do  exist 
thought e.g. The Egnatia Motorway Observatory) with  less than 5 employees and diverse geographical 
focus raging from regional/local (e.g.  East of England Observatory, West Midlands Regional Observatory 
and  Statewatch)  national  (e.g.  Observatory  for  the  Greek  Information  Society),  continental  (mostly 
European  in  fact  e.g.  European  Internet Accessibility Observatory,    European Observatory  on Health 
Systems and Policies, European Quality Observatory,  Internet Rights Observatory) and worldwide  (e.g. 
Observatory  on  the  Information  Society,  ).  The  vast majority  of  the  local  observatories  are  bilingual 
(local  official  language  and  English) while  only  very  few  are  language  specific    (e.g Observatoire  des 
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usages del'internet) and even fewer are in more than two languages. eGovernment, Information Society 
and  the  ICT  sector  are  the main  areas  of  interest while  there  also  exist  strong  interest  in  eHealth, 
eBusiness, eLearning and education (Chabert et al. 2006), and eInclusion. 
As already mentioned  in the previous section, the virtual observatory (VO) concept is the astronomical 
community's  response  to  recent  IT  advances  and  enabling  technologies  (Chen  &  Chen  2008).  In 
particular,  semantically  enriched Web  Services  have  been  proposed  in  order  to  develop  intelligent 
agents  to  represent:  (1) users  that  submit  requests  (2) perform  semantic matching  in between users' 
requests and Web services registered within an agent platform, and (3) activate a serial of Web services. 
Standarization activities  in general naturally require a global view and an overall common perspective. 
Furthermore,  it  is really hard to get familiar with the  learning technology standardization process and, 
even worse,  to  keep  updated.  A  typical  example  is  the  Learning  Technology  Standards Observatory 
(Anido et al. 2004)  produced by the European Committee for Standardization (CEN/ISSS WS‐LT). 
WOs  are  usually  evolving.  For  example  the  International  Observatory  on  End  of  Life  Care  whose 
objective  is  to provide  information on palliative  care  services  in Eastern Europe and Central Asia but 
aims in evolving it into a global information resource for the development of palliative care services. 
Some additional notes about WOs characteristics can be summarized as follows: 
They  usually  attract  a  significant  amount  of  visitors  while  some  are  extremely  popular  (e.g. 
http://www.statewatch.org with 6 million hits per year). There is no clear dominant geographical focus, 
it  is  almost  equally  divided  into  regional,  national  European  and  international  scopes.  They  come  in 
various languages and they can be found in every continent (e.g. South African Cultural Observatory). 
3 STUDY AND COMPARISON: REGIONAL INNOVATION POLES IN GREECE 
Unlike Silicon Valley and other  regions  in  the United States and parts of Europe  that have evolved a 
working policy of public‐private cooperation, Greece has been slow  to adapt  its  legal and commercial 
framework to modern business and technology realities.  In one of the recent efforts aiming to unlock 
the  many  technical  achievements  developed  in  Greek  universities  and  research  and  development 
centers,  Greece's  General  Secretariat  for  Research  and  Technology  has  established  what  it  calls 
"regional innovation poles" in Central Macedonia (administered from the city of Thessaloniki), Western 





geographically  focused  web  observatories  that  have  the  ambition  to  perpetually  fertilize  regional 
innovation  in  several  thematic  areas  that  include  Energy  (http://tw.innopolos‐wm.eu)  Quality  and 
Business  Excellence  (http://www.quality‐observatory.gr)  Information  Technology,  Biotechnology, 
Medical  Technology  (http://www.i4crete.gr/),  Textiles,  Food  and  Biomedical  Technology 
(http://www.rip‐thessaly.gr). 
 




















































  CMACE  WGREE WMACE CRETE  THESS
Content 
Description  5  3 4 4 4 
Objectives  5  4 3 5 3 
Participants  5  4 3 5 4 
Actions  5  4 4 4 3 
News/Events  5  4 3 5 4 
Links  5  5 1 5 4 
Articles  5  4 3 4 2 
Multilingual  5  3 1 3 5 
Services 
Keyword Search   1  4 1 4 5 
Calendar  1  3 1 4 2 
User Login  5  4 3 5 5 
Forum  3  3 1 2 1 
Downloads  3  1 1 1 3 
Contact form  1  1 1 3 4 
RSS  1  3 1 1 5 
Newsletter  1  1 1 5 1 
Partner Search  1  4 1 2 2 
Overall 
Presentation  5  4 5 5 3 








Nootropia  is  a  profiling model  for  adaptive  content‐based  and/or  collaborative  IF.  It  is  based  on  a 
weighted  network  (see  figure  1),  where,  depending  on  the  application,  nodes  can  correspond  to: 
features  describing  the  content  of  information  items,  complete  information  items  or  users  in  a 
community. Links  in the network represent the  inter‐relations between the node entities. A spreading 
activation process on the profile's network assesses how relevant an  information  item  (or user)  is to 
the profile.  Inspired by  the biological  immune system, a self‐organising process enables  the profile  to 





content of  information  items. When dealing with textual  information, these are terms extracted  from 
documents and  links  in  the network  represent  their  statistical dependencies. Feature extraction  from 
other media  like  image and audio  is not as straightforward, but  recent developments show  that  their 
content‐based filtering will soon be feasible. Let us therefore concentrate on content‐based filtering of 
documents, which will comprise most of the site's content. Nootropia will be used to built a user profile 
for  each  of  the members  in  the  Pole's  community.  It  has  the  ability  to  represent  a  user's multiple 




















The image cannot be display ed. Your computer may  not hav e enough memory  to open the image, or the image may  hav e been corrupted. Restart y our computer, and then open the file again. If the red x still appears, y ou may  hav e to delete the image and then insert it again.
The image cannot be display ed. Your computer may  not hav e enough memory  to open the image, or the image may  hav e been corrupted. Restart y our computer, and then open the file again. If the red x still appears, y ou may  hav e to delete the image and then insert it again.
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comprises two basic types of web widgets, or gadgets as these are shown  in  figure4. The  first type of 
gadget is called ''RSS Gadget'' and  it aggregates news stories from RSS feeds relating to a specific topic 
of  interest  (e.g.  textile  news,  textile  reports/statistics).  The  second  type  of  gadget  is  called  ''Query 
Gadget'' and it comprises a set of predefined queries, which are used for retrieving recently published, 
relevant news stories using the underlying search engine. For instance, one may use the queries ''cost'' 





of news.  The  result of  this  filtering process  is  a  list of news  stories ordered  according  to decreasing 
relevance.  In  the  case  of  an  RSS  Gadget,  the  collective  profile  filters  the  news  stories  in  the 
corresponding RSS feeds. Similarly, the collective profile of a Query Gadget filters the search results that 
the gadget's queries produce. A gadget is responsible for presenting the ranked list of news stories that 
its  collective  profile  produces. Whenever  a  visitor  of  the  observatory  chooses  to  view  one  of  the 
presented stories, the gadget's profile adjusts its structure according to the story's content. In this way 
the collective profile improves  its representation of the visitor's  interests and adapts to any changes  in 
them over time. So even if the initial choice of RSS feeds, or of queries, does not accurately reflect the 




developed  in  the  context  of  the  Regional  Innovation  Pole  of  Thessaly  (www.rip‐thessaly.gr).  
Traditionally, the development of web observatories relies on the manual  identification, categorisation 
and  presentation  of  information  relevant  to  a  specific  domain.  However,  this  approach  requires 
substantial  human  resources  and  expertise  for  keeping  the  web  site's  content  up  to  date  with 
developments  in  the domain of  interest.  In addition, even  if  such  resources are available,  there  is no 
easy way to assure that  the accumulated content satisfies  the  information needs of  the observatory's 








5 depicts  the web page that  is dedicated  to  the domain of  textiles.  It comprises eleven widgets, each 
one dedicated to a specific topic category (Similar web pages were also built for the other two domains, 
biofuel  and  food‐drinks).  There  are  three  types  of  widgets:  static  widgets,  RSS  widgets  and  query 







these  feeds are  indexed using the Lucene search engine and become searchable  for  future reference. 
Query widgets use keywords to retrieve from the indexed feeds, information items relevant to a specific 
topic. For  instance, the  ''PRICES'' widget uses the keywords  ''price'' and  ''cost'' (and the corresponding 
Greek words) to retrieve recently published articles related to the cost of textile materials and products. 
This  is of course  just a  rough method  for classifying  incoming  information  into predefined categories. 
However, each RSS widget and query widget  is equipped with a separate profile, based on Nootropia. 




profiles of  the various widgets to track the changing community  interests and to  identify and present 
The image cannot be display ed. Your computer may  not hav e enough memory  to open the image, or the image may  hav e been corrupted. Restart y our computer, and then open the file again. If the red x still appears, y ou may  hav e to delete the image and then insert it again.
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relevant  information. So even  if the  initial classification of articles using keywords  is not that accurate, 
the corresponding profile ensures that the most relevant items appear at the top of the widget's list. Of 
course,  special  care  should  be  taken  to  avoid malicious  behaviour,  like  for  example  a  visitor  that 
repeatedly  clicks  on  a  specific  item's  title.  This  can  be  avoided  by  only  taking  into  account  for  the 
profile's adaptation a single click per title and per visitor IP address. Nevertheless, we do not expect such 
behaviour  from  the members of  the  focused community  that  the  Innovation Observatory of Thessaly 











Observatory  of  Thessaly  to  provide  personalised  news  services  with  the  use  of  RSS  feeds  and  a 








area.  They  can  serve  as  online  tools  for  Knowledge  Management,  enabling  the  creation,  storage, 
dissemination  and  exchange  of  valuable  information,  relevant  to  the  changing  needs  of  a  virtual 
community.  They  can  get  added  value  by  tapping  into  the  social  network  that  emerges  from  the 
collaboration of individuals and into the rich content that their participation produces. Online trends like 




the  principles  of  both  Knowledge  Management  systems  and  Web  2.0  sites. 
We  are  currently  developing  a web  application  that will  serve  the  information,  communication  and 
collaboration needs of an online  community  in general and a WO  in particular.  It will be based on a  
combination  of  private  and  collective  profiles  and  provide  a  class  of  personalisation  services  that 
include:  personalised  search  which  evaluates  the  search  results  based  on  the  user  profile, 






























dispersed  and  culturally  diverse  members,  carry  out  most  of  their  activities  using  information 
technology.  Three  case  studies  have  been  conducted  and  will  be  described  here.  These  studies 
investigate specifically the creative process stages of GVTs and other factors susceptible to affect team 





on  Mediterranean  Culture,  namely  Metis.  Seven  stages  within  the  creation  process,  namely: 
preparation,  incubation,  generation,  emanation,  selection,  finalization,  and  evaluation.  The  overall 
innovation will be described as successive interactions between the Global Virtual teams’ conscious and 
unconscious’  creative processes  in order  to develop  a new product. GVTs  creativity depends  also on 





To  completely  respond  to  high  customer  expectations,  the  organizational  structure  must  adapt  to 
ensure greater flexibility. Companies continually expand across the globe and get plugged into networks 
to  control  cost,  quality,  and  deadlines.  Project  teams  are  set  up  to  ensure  a  fast  and  high‐quality 





Despite  the  wide  range  of  existing  studies  on  creativity  and  increased  interest  in  virtual  teams, 
interdisciplinary  research  covering both Creativity  and Virtual Team  remains  rare. More work on  the 
subject would prove very useful in a globalized world where innovation is playing a key role (Cao & al., 
2004). 
Our  project  is  connected  to  Metis  Global  Reflective  Community  and  has  explored  several 
complementary aspects of a broad  research agenda: Creativity,  Innovation and Global Virtual Teams, 
relating  to  issues  such  as  Innovation Management  (Cao  &  al,  2004),  Ergonomy  (Pang  &  al,  2005), 
Multimedia Document Management  (Cao & al  ,2004; Cao & al, 2005), Education  (Klein, 2004) and the 
technological  needs  of  NGOs  (Klein &  al,  2005).  This  research  has  been  aimed  at  clarifying  how  to 
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organize  such  an  innovative  approach, both  from  the  artistic,  technological,  educational,  commercial 
and research point of view. Some comparative study of aspects of collective creativity  in the Western 
World, China and other cultures has also been carried out  (Xu & al, 2005). Finally some  technological 
innovation  is  carried  out  with  the  invention  of  the  Trace  composer,  a  groupware  awareness  tool 
enhancing Global Virtual Team cooperative creativity (Metis Reflective Community, 2006).  









The notion of  creativity has aroused  the  interest of many  researchers  in  various  fields  (art,  sciences, 
education,  management,  advertising,  etc.).  Sternberg  and  Lubart  (1999)  suggest  a  typology  of  the 







different  stages  at  the  psychological  level.  Jill Nemiro,  based  on  qualitative  research,  identified  four 
phases of the creative process: idea generation, development, finalization, and evaluation. These phases 
are  iterative  and  not  mutually  exclusive  (Nemiro,  2002).  A  special  need  or  a  question  marks  the 
beginning of  the  idea generation  stage. An  individual or a group of  individuals proposes an  idea and 
becomes what  is called a  ‘kicker’.  If  the  rest of  the  team approves of  the  idea,  the kicker becomes a 






team before  implementation. The evaluation  is  the  final stage.  It  takes place after product or  service 
implementation and occurs in certain teams. During this stage, team members evaluate the completed 
project strengths and weaknesses.  
This  study  enables  us  to  better  understand  virtual  teams’  creativity  process  and  its  various  stages. 




have  selected  some of  the main  studies pointing out  factors  susceptible  to enhance or  inhibit virtual 
teams’ creativity. 
733 







these  authors,  virtual  teams members must  keep  an  optimum  level  of  communication  that  ranges 
between one and three exchanges per week. 
The  relatively  recent  study  conducted by Ocker  (2005),  identifies nine  inhibiting  factors of  creativity: 
dominance, domain knowledge, external rewards, time pressures, downward norm setting, structured 
approach,  technical problems,  lack of shared understanding, and non‐stimulating  team members. The 
enhancing  factors  include  stimulating  colleagues,  a  variety  of  social  influences,  example  setting,  a 
collaborative  climate,  and  team members  who make mistakes—or  what  she  calls  ‘equivocalities’— 
which surface, and subsequently decrease. Two major factors limit Ocker’s contribution: 1) the creativity 





and the complexity of the phenomenon call  for a qualitative and  inductive study  (Huberman & Miles, 
1991).  Three  case  studies  have  been  conducted.  The  first  case  study  analyzes  in‐depth  the  creative 
process  in  an  experimental  situation.  The  two  other  case  studies  are  conducted  at  Capgemini  and 
Lafarge companies. The goal was to explore the impact of the organizational complexity in our research. 
3.2 Simulated situation: The IVP project 
The study sample  is composed of 25 GVTs participating  in  the  Intercultural Virtual Project (IVP)41. The 
GVT’s  study was  conducted  among  one  hundred  and  seventy‐two  students  from  twelve  universities 
distributed  throughout  nine  countries.  The  teamwork  consists  of  the  elaboration  of  a  ‘totem’  and  a 
descriptive  draft.  The  ‘totem’  is  a  complex  symbol  that  is  created  to  represent  the  team members’ 






measure  creativity  of  the work  turned  in  by  the  students, we  used  the  “Creative  Product  Semantic 
Scale” (Besemer & O’Quin, 1986; O'Quin & Besemer, 2006; O’Quin, 1989). The fit indexes were relatively 
acceptable after neutralizing method effects (table 1). The indexes of reliability, convergent validity, and 














Quantitative methods  enabled  us  to  choose  eight  teams with  ‘highest’  or  ‘lowest’  level  of  creativity 








on  fourteen detailed  interviews  (one hour and half) with members and managers of GVTs  involved  in 
Research and Development.  
At Lafarge, the  interviews focused on two projects. The NF43 Project  is a project  in progress.  It aims to 
find new features for a new cement. The CMP44 Project is a recent project that led to the development 
of  software  that  can  foretell  the  performance  of  a  concrete  from  certain  elements.  Both  GVTs 
responsible for these two projects is composed of four sub‐groups located in France and North America. 




Two analysis are  then conducted on  the corpus obtained. The  first one  is quantitative.  It  intended  to 
confirm the relevance of the collected data within our research. Sphinx Lexica45 software was used to do 
this first analysis.  
The second analysis  is qualitative.  It  is a content analysis and aimed to study the creative process and 
explore the factors disposed to influence GVTs creativity. The data coding was completed with the help 
of the LAC'UNE software. 















phases  in a  linear fashion.  In reality, the creative process  is  in fact more complex than  it appears here 
due to the iterations and overlaps existing between the various phases. 
The  preparation:  This  phase marks  the  beginning  of  the  creation  process.  During  this  phase,  each 
member of a GVT gets acquainted with the  rest of  the team. They share  information with each other 
and  then  decide  to  concentrate  on  the  development  of  their  product.  This  phase  generally  leads  to 
planning and members’ commitment for brainstorming. 











on a central  topic.  In  the case of  the CCIP project,  the emanation phase appears with  the creation of 




generation phase. At  the end of  the generation phase,  the GVTs  face  the challenge of choosing  from 
several product ideas. This stage of the process is called the selection phase. 
The finalization: During this phase and according to the degree of completion of the selected product 
(or  product  idea),  the  team  members  have  to  be  involved  in  modifications,  revision,  and  final 
improvement tasks in order to reach the final product. 
The  evaluation:  Finally,  the  evaluation phase occurs  after  the work has been  submitted. During  this 





the  end  of  the  project.  All  along  the  project,  the  team  members  evaluate  the  work  done  and 









sub‐groups—co‐located or  virtual—act  and  interact  to  set up  ideas  and develop models, which  they 
thereafter will place at the disposal of the team in the shared workspace. These actions and interactions 
are  initially  invisible  and  inaccessible  to  other  GVT  members.  These  actions  and  interactions  are 
therefore undertaken in the team’s unconscious sphere. 









The second  level  illustrates  the  technology used. Within  the  framework of  this study,  team members 
used discussion forums, msn messenger, Netmeeting, emails, etc. as a shared workplaces. These shared 





technology used.  If technology  is able to transmit the act, this act moves to the following  level.  If not, 
this act  is  refused and condemned  to  return on  the  subconscious  team  level. Sub‐groups which have 
already validated the act should modify it to make it transmissible by technology. By failing to do so, the 






vision  of  the  team’s  larger  context  that  allows members  to  implicitly  coordinate  their  activities  and 
behaviors. Once  the  act  crosses  the  technological  filter,  it  is  added  to  the other  acts  that  are  at  the 




processes  and  emergent  states  that  influence  GVTs  creativity:  the  appropriation  of  technology,  the 







members may  take advantage of  technology  structural capacities’  to  facilitate  teamwork process and 
enhance performance (Dennis & Garfield, 2003). The results of this study lead to the same conclusion. In 
IVP  case  study,  team members mainly use  a discussion  forum  to  communicate  and  collaborate with 
their  remote  team‐mates.  In  this  study,  we  identified  two  major  modes  of  using  this  technology: 
“discussion  forum mode”  and  “mail mode”.  “Discussion  forum mode”  appears when  team members 
reply to their remote teammates  in a structured way by relating their responses and comments to the 
concerned  topic.  “Mail  mode”  appears  when  team  members  post  their  responses  and  comments 




In accordance with Hinds and Weisband  (2003),  the  three case studies  indicate  that group awareness 
have positive effect on GVT’s creativity. In collaborative situation, group awareness “refers to a common 
and  shared  vision of  the  entire  team’s  context, which  allows members  to  coordinate  implicitly  their 
activities and behaviors through communication (Daassi & Favier, 2005). Group awareness is built from 
sharing information about activities, availability, work process, perspectives and environment (Steinfield 
& al., 1999).  In  the  IVP  case  study,  the most  creative  teams are  the  first  to exchange  information  to 
develop  group  awareness.  In  companies’  cases  studies,  team members  use  daily  instant messenger, 
email or phone to keep in touch with each other. 
4.2.3 The group memory 
Group memory  is  “the  electronic  capture  of  the  group’s work, which  is  available  for  review  by  the 
group” (Satzinger & al., 1999). An  insufficient use of group memory may be a major source of conflict 










creativity.  The  two  case  studies  carried  out  in  enterprises  also  made  it  possible  to  identify  three 




The  contiguity  consists  of  creating  overlaps  between  team  members  in  order  to  facilitate  their 
communication, their coordination and their collaboration. 
Overlapping areas  can be physical when members meet  face‐to‐face  to work on  the project.  In both 
cases, members and managers interviewed EVGs call for a first face‐to‐face meeting between members. 
This  first  face‐to‐face  contact  allows  members  to  take  ownership  of  the  project  and  to  agree  on 
conditions  of  the  collaboration  (Nemiro  2002).  It  also  enables members  to  build  relationships  and 
identify themselves as a member of one team (Fiol and O'Connor 2005). 
To  improve  collaboration,  GVTs  members  must  have  complementary  skills  and  partially  the  same 
knowledge  (Tavcar  &  al.,  2005).  The  geographic  dispersion makes  difficult  to  the  establishment  of 
communication  and  creation  of  shared  understanding  (Hinds  &  Weisband,  2003).  The  overlap  of 
knowledge  is  to  ensure  that  remote members  to have  common  knowledge  in  field necessary  to  the 
team task. This overlap of knowledge has a positive effect on coordination within the team and fosters 
virtual team creativity (Malhotra and al. 2001; Ocker 2005). 
Overlapping may  also  exist  with  regard  to  roles  of  team members. When  developing  IMOI model, 
authors emphasise  the existence of  two dominant  team mental models  in  recent  researches:  shared 
mental models  and  transactional memory models  (Ilgen &  al.  2005).  The  shared mental models  are 
based  on  the  assumption  that more  team members  have  a  shard  understanding more  team will  be 
efficient. Depending on  transactional memory models,  team has a better performance when  there  is 
separation and specialization in the different areas needed to carry out the task. The results obtained in 
our  study  are  consistent with  shard mental models  and  are  coherent with  recent  studies  on  virtual 
teams  (Badke‐Schaub & al., 2007; Espinosa & Pickering, 2006; Hinds & Weisband, 2003; Tavcar & al., 
2005) and theirs creativity (Ocker, 2005). 
The  alignment of objectives  is  the  fourth  and  last dimension of  the  contiguity. GVTs Members have 
different  priorities  and  different  expectations  from  each  other.  The  alignment  of  objectives  is  the 
process by which team manager incorporate these different priorities and expectations in a uniform set 
of objectives that meet the project needs  (Griffith and Gibson Jr. 2001). From the start of project, the 





(Kiesler & al., 2002).  In  this  study, proximity measures  the ability of  team members  to keep  in  touch 
despite  distance  (Armstrong  &  al.,  2002;  Kraut  &  al.,  2002).  Proximity  includes  permanent  contact 
between members, responsiveness in communication and visibility of activity. 
The team manager must follow the participation and  involvement of team members (Malhotra and al. 





2006).  Mastering  the  language  and  ability  to  synthesize  are  essential  to  facilitate  communication 
between virtual  team members  (Brett & al., 2006; Tavcar & al., 2005).  In  the case of GVTs, members 
must be responsive at physical and virtual meetings (Jarvenpaa & Leinder, 1998). They must be “active 
receivers” and ask for clarification when necessary (Tavcar & al., 2005). The responsiveness reduces the 
ambiguities  and  problems  of  understanding  related  to  the  geographic  dispersion  and  cultural 
heterogeneity of team of members (Horwitz & al., 2006; Ocker, 2005). 
Clarification  of  objectives  and  the  distribution  of  work  among  members  must  be  structured  and 
prescribed  in a  formal manner  (Leinonen and al. 2005; Malhotra and al. 2001). The team  leader must 
then  secure  a  permanent monitoring  the  team  activity  and  results  (Lurey &  Raisinghani,  2001).  The 






In  the  same  company,  sharing  good  ideas  and  practices  between  members  from  different  teams 
promote  the emergence of new practices and new work procedures within  this  teams and  increases 
their  performance  (Zellmer‐Bruhn  &  Gibson,  2006).  The  company  may  reinforce  this  trend  by 
establishing a formal system for capturing, sharing and dissemination of ideas and practices. 
At Lafarge, a first "final project report"  is prepared at the end of each project. This report summarizes 
the  achievements  during  the  new  product  development  project  (new  knowledge,  perspectives  and 
research methods, etc.). A second report is intended to capitalize knowledge at the Lafarge Group. It is a 
generic  document  entitled  “scientific  and  technical  report”.  This  report  presents  the  knowledge 
acquired  during  the  project  and  that  can  be  used  in  other  situations  (methodology, measurement 
techniques and analysis, etc.). 
Capgemini  has  established  an  internal  Rightshore  ™  portal  that  gives  supports,  good  practices  and 
contacts  for projects  in distributed mode. Workshops Rightshore ™ are organized between managers 
notably  in  France  and project managers with  significant  experience working with Mumbai  to discuss 
their difficulties and good ideas. 
5 CONCLUSION 
In  the  contemporary  context  of  global  competition,  creativity  is  a major  factor  for  success  among 
contemporary firms. The development of GVTs has triggered the interest of researchers and managers 
alike who are attempting to understand their dynamics and performances. In spite of a growing number 
of  studies  on  virtual  teams,  research  on  GVT  creativity  is  rare.  The  purpose  of  this  study  was  to 
understand the process and the determinants of GVT creativity. 
The results presented here corroborate the scarce studies that exist on GVT creativity. They show that 
we  can  divide  the  creative  process  into  seven  iterative  phases.  Three  of  them  emerged  in  Nemiro 





allows  team  members  to  “meet”  each  other  and  get  acquainted.  Another  specific  phase  is  the 
incubation.  Geographical  and  temporal  dispersion  of members  support  the  formation  of  subgroups 
within  the  same  team.  In  these  subgroups, members work  either  as  classic  or  as  virtual  teams.  The 
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manifestation  of  the  incubation  phase  allows  us  to  conceive  the  creative  process  as  an  interaction 
between  the  team’s  conscious  and  subconscious.  The  emanation  phase  is  an  important  phase,  as  it 
allows  team members  to  share  the  same  vision  of  the  product.  Appropriation  of  technology,  group 




suggests  that  contiguity,  proximity  and  reflexivity  are  three  managerial  levers  that  may  help  GVT 
managers to create positive conditions for team creativity. 
Despite  the  opportunity  afforded  by  qualitative  study, more  research  in  the  field  of  organizational 
studies  is necessary  to measure and  control  the  implementation of  the  results.  In  spite of  this major 
limit, this study opens up considerable prospects for future research. The psychodynamic vision of the 
creativity process  in GVTs sheds new  light on the existence and the  interaction between the conscious 
and the unconscious during the creative process. It may possible to establish links with work carried out 
in  the  Human‐Computer  Interaction  field  (HCI).  After  coordination  and  leadership,  it  would  be 






























































































































The  use  of  intranet  has  become  crucial  to  support  managerial  practices  increasing  organizational 
creativity.  However,  it  can  also  generate  “creaticidal”  effects  by  reproducing  practices  hampering 
creative processes. Based on an  in‐depth case study at Schneider‐Electric  (France),  this article studies 
the  effects  of  the  intranet  usage  on  creativity  within  the  four  departments  of  the  company.  The 
intention  of management  is  to  encourage  the  innovation  by  stimulating  the  collaborators’  creativity 
through  the  intranet use  throughout  the departments. Although  the  intranet  is  impelled with  similar 
intention,  the  results  reveal  that  its  use has  reproduced  the  already  existing managerial practices  in 
departments. The study reveals the importance of reconsidering managerial practices so that the use of 




Creativity  is  commonly  considered as a potential  source of  innovation which a  company ought  to be 
permanently developing.  It  is  fundamentally a  cognitive process of  idea generation, while  innovation 
corresponds  to  the  social process by which  the created  ideas are accepted and  implemented  into an 
organization  thus  conducting  to  a  social,  economic  or  cultural  change  (Amabile,  1988).  Because 
innovation  presumes  creativity,  the  capacity  of  management  to  stimulate  collaborators’  ideas  is  a 




aiming  at  stimulating  ideation  such  as  the  brainstorming46  (Osborn,  1953),  the  synectics47  (Gordon, 
1961) or the lateral thinking48 (De Bono, 1970). These techniques relate to the cognitive approaches of 




of  the  organizational  context  in  the  development  of  creativity  (Woodman  and  Schoenfeldt,  1989; 
Woodman et al., 1993; Gundry et al., 1994; Amabile et al., 1996). According to these approaches, the 
management  can  influence  the  creative  processes  by managerial  practices  relating  to  the  degree  of 
work autonomy, the communication openness, the decentralization of decision‐making and the group 
cohesiveness. 









Among  emergent  technologies  susceptible  to  support  such  managerial  practices,  intranet  has  also 
become  crucial  in  large  organizations  (Curry  and  Stancich,  2000).  Using  intranet  allows  useful 
information  to  be  easily  reached  and  knowledge  to  be  shared,  which  encourage  users  to  act 
autonomously  (Scott, 1998).  Furthermore,  intranet use helps  to blur  the boundaries between  formal 
and  informal  communication  by  offering  an  open  lateral  communication  (Badwen,  1986),  thereby 
improving  decision‐making  in  organizations,  as  any  collaborator  can  share  his  or  her  experiences 
(Sridhar,  1998).  In  this  case,  intranet  use  is  faithful  to  “the  spirit  of  the  technology”  (DeSanctis  and 
Poole, 1994). Nevertheless, the usage of intranet can also generates “creaticidal” effects by reinforcing 




This article analyses  the effects of  the use of  intranet on  creativity  in  four departments of  the  same 
organization,  Schneider  Electric  (France).  It  emphasizes  that  the  ambiguity  of  intranet  usage, which 
amplifies  the  creative  processes  in  certain  departments while  it  slows  them  down  in  others,  can  be 















The  essential  assumption  of  the  interactionist  theories  is  that  in  a  given  organizational  context,  all 
individuals with normal abilities are capable of producing ideas with a certain degree of originality, and 
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influence  the  intensity  and  the  frequency  of  creativeness  by  stimulating  motivation,  as  well  as 
encouraging knowledge‐sharing, and developing  the creative skills of employees  (Gundry et al., 1994; 
Amabile  et  al.,  1996),  but  it  also  hinders  them  by  bad  practices  (Amabile,  1998).  According  to  the 
interactionist perspective, the organizational creativity  is at the same time an emerging product of the 
human interactions, and the process by which managerial practices stimulate the development of ideas 
(Woodman  et  al.,  1993).  These  practices  concerns  actions  and  habits  which  are  developed  by 
management  and  that  are  expressed  through  its decisions  and  its  culture  (Delbecq  and Mills, 1985). 
Among practices susceptible to stimulate ideas in creative processes, the literature distinguishes: 
• Communication openness 
Is a well‐recognized practice  in stimulating  ideas and  in collective  learning  (Monge et al., 1992). Thus 
cross‐functional  communication,  by  means  of  internal  communication  or  cross‐functional  teams, 
enables  people  to  become  involved  in  all  parts  of  the  organization  and makes  creativity  useful  to 
everyone. However, if corporate communication channels are  implemented to promote formal vertical 






performance  (Bailyn,  1985).  Autonomy  within  processes  fosters  creativity  because  it  gives  people 
freedom in how they approach their work, heightens their intrinsic motivation, and increases the sense 
of  challenge  (Amabile,  1997).  Therefore,  creativity  is  fostered  when  individuals  and  teams  have 
relatively high autonomy when carrying out their work, and a sense of ownership and control over their 
own  ideas  (Zhou,  1998).  In  contrast,  an  organizational  context  in which  individuals  are  subject  to  a 




Decentralization  is more  likely  to  encourage  creativity  (Carter  and  Cullen,  1984).  This  also  facilitates 
information  exchanges  and  interaction  among  individuals,  leading  to  the  generation  of meaningful 
information and interpretations. Furthermore, decentralization improves the quality of decision‐making 
through a better adaptation to the context, and favours the motivation of personnel by increasing inter‐
personnel  and  inter‐department  stimulation.  In  contrast,  high  levels  of  centralization  can  lead  to 
conflicting  perspectives  and  can  hinder  the  development  and  implementation  of  new  ideas. 





Cohesion  refers to the desire of all the members  to work  together and  to adhere to group objectives 
(Leana, 1985). It is dependent on the compatibility of the group objective with the individual objectives 
of group members. If these objectives are compatible, the cohesion will be stronger as its members may 
find  it beneficial  to work  together and  individually accept  the group objectives  (Kramer et al., 2001). 
Good cohesion tends to create a climate of trust, encouraging the generation of new and useful  ideas 
(Paulus  et  al.,  2001).  In  contrast, weak  cohesion  can  be  seen  in  isolationist  behavior  and  attitudes 
(Amabile et al., 1996). In fact, certain group members distance themselves from others and refuse any 
form of interaction therefore impeding their own creativity like that of the group.  
We  have  so  far  identified  and  described  the managerial  practices which  are  supposed  to  stimulate 





Intranet  is an application of  Internet technology within an organization for the purpose of  information 
dissemination, knowledge‐sharing, communication, integration and collaboration (Duane and Finnegan, 
2003).  It  is a private computer network  in which only authorized users have access.  Its  functionalities 




facilitating  exchanges  and  information‐sharing,  it  can  nevertheless  exacerbate  rigidity  thereby 
encouraging  conformist  behaviors  unfavorable  to  the  creativeness  (Ciborra  and  Lanzara,  1994).  This 
ambiguity can be explain by the “duality” of structures (Orlikowski, 1992) whereby there is an interplay 
between the types of structures that are inherent to the technologies and the structures that emerge in 
human  action  as  people  interact  with  these  technologies.  The  duality  can  explain  how  people 
appropriate structures embedded in technologies and adapt them to their particular work practices, or 







structures  that  enable  or  constrain  group  interaction  and  communication,  the  use  of  intranet  can 
support  these  practices  through  its  structural  functionalities.  Employees  can  use  functionalities  and 
adapt them to their usual practices faithfully to the “spirit of the technology”, or they don’t use them, or 
subject  them  to  their  habitual  practices which  they  seek  to  preserve.  The  effects  of  the  structuring 
mechanisms,  therefore,  are  not  deterministic,  but  emerge  from  their  interpretation  and  constant 
reinterpretation by group with respect to their work practices (Weick, 1990). According to the adaptive 
structuration  theory,  the  emergent  structure  of  social  action  as  people  interact  with  the  intranet, 
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correspond  to  the  appropriation  process  by  which  the  structure  of  the  intranet  is  produced  and 
reproduced  in  conformity with work practices.  Thus, managerial practices  resting on  communication 
openness, work autonomy, decentralization of power and group  cohesiveness with positive attitudes 
might be  expected  to  lead  to  “faithful appropriation”,  consistent with  the  technology’s  spirit.  In  this 
case, the use of intranet can reproduce and amplify over time these same practices thereby stimulating 




adoption  (Damanpour  and Gopalakrishnan,  1998),  because  people  negate  its  usefulness,  and  prefer 







The  case  study was  carried out during 2006 within  the French Units of  the Schneider‐Electric Group, 
which had  integrated  intranet  tools throughout the company departments  for accelerating  innovation 
by stimulating the creativity of collaborators. 
3.1 Creativity as innovation catalyser at Schneider‐Electric Group  
Resulting  from strategic acquisitions  (Telemecanique  in 1988, Square D  in 1991, Merlin Gerin  in 1992 
and Lexel  in 1999), and strategic alliances  in particular with Toshiba (for creation of Schneider Toshiba 
Inventor  in  2000),  this  French Group  is  one  of  the world  leaders  in  the market  of  electrical  energy 
distribution and industrial automation. It proposes solutions, products and services in the field of power 
supplies  and  distribution,  automatisms,  the  control  of  processes  and  supervision.  Present  in  130 
countries, the Group employs 85,000 people around the world and 20,000 in France.  
The managerial desire to foster innovation has led Schneider Electric to place creativity at the centre of 
its  activity,  thereby encouraging  it,  so  as  to  anticipate  its  clients’ needs,  and maintain  a  competitive 
advantage.  
Therefore, the desire to promote intranet use in the whole of Schneider Electric departments seemed to 
be  an  answer  to  this need,  in order  to  accelerate  innovation by enhancing managerial practices  and 
stimulating  creative  processes.  Thus,  for  faster  and  better  innovation,  Schneider  Electric  integrated 
intranet49 in order to connect all its 8,000 employees in France that had PCs in 2006. The challenge for 




by analyzing  the manner by which  the mangers use and appropriate  intranet  in  their work practices. 









appropriation processes,  and  to articulate  the  sense assigned  to  the  intranet with  their  instrumental 
uses  in managerial practices.  It  is a methodology adapted for conducting  interpretative field studies  in 
information systems  (Walsham, 1995; Klein and Myers, 1999). Our device of research rested on semi‐
structured  interviews,  carried  out  on  the  workplace  of  the  questioned  people,  and  on  a  direct 
observation  of  the  technological  practices  of  the managers  to  the  course  and/or  the  end  of  each 
interview. The data were collected, thanks to the open‐ended questions approaching five main themes: 
presentation of manager and his responsibilities; description of the organizational orientation towards 
the  creativity  and  managerial  practices  in  vigour;  description  of  the  conditions  of  intranet 
implementation and its uses; description of the effects of the use of intranet on behaviors in managerial 






























of each  interview. Using  the software50 we have applied  the  factor analysis51  to represent  individuals’ 
convergences and divergences in the coded interviews.  
The results of the analyses and observations were regularly communicated to the departments, which 
enabled us  to ensure  their  relevance  for  the managers  interviewed. The  conclusions drawn  from  the 
discussion of the results were formulated by successive iterations between the theory and the empirical 




The empirical  results emphasize  that  in each department of Schneider‐Electric, managers appropriate 
intranet tools differently. Thus,  in technical and commercial departments, they appropriate  intranet to 








whereas  in  administrative department  intranet  is  appropriated unfaithfully  to  the  spirit because  it  is 
especially  used  to  control  behaviors  and  to  increase  hierarchical  power.  In  operational  department, 
intranet  does  not  make  particular  appropriations  since  the  managers  resist  to  its  use  in  order  to 
preserve their usual work practices. 
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has  stimulated  creativity  as  well  as  improving  communication  openness,  work  autonomy, 
decentralization of decision‐making and group cohesiveness: 
• Communication openness 
If  the managerial practices are primarily based on  the  formalization of a working plan enabling each 
person to obtain the assigned results, they are accommodated with open communication and with the 
hierarchy benevolence as to the means needed by  the collaborators to achieve their goals. There are 
sufficient  interchanges  and  sufficient  knowledge‐sharing  to enable  ideas  to be  clearly expressed and 
discussed. Moreover,  the necessity  to  reduce  the  life‐cycle of products also encouraged managers  to 
share their knowledge. Considered as useful for these activities, collaborators appropriated intranet to 
accelerate  the  information  exchange  and  the  knowledge‐sharing.  They  thus  capitalized on what had 










management  by  objectives,  planned  and  rational,  the  executive  allocates  much  freedom  to  the 
collaborators in order to imagine the means and achieve their goals. Moreover, the trust which reigns in 




























The  practices  in  vigour  rest  overall  on  a  good  cohesion  and  the  working  members  are  bounded 
themselves  towards  a  common goal.  Interviewed managers explained  that  there  is no disagreement 
because  missions  are  well  deliberated,  thanks  to  the  well  established  communication  and  to  the 
commitment  of  the  project  team members. Moreover, while  it  is  true  that  the  use  of  intranet  has 
multiplied  impersonal contacts,  it did not  involve or particularly  reduce direct contacts. To avoid  the 
drifts of  individuals’  isolation which  can be generated by  the multiplicity of  the  relational  interfaces, 




















rather than creativeness. Certain managers explained that  intranet use  is enforced  in order to reduce 
administrative costs and to formalize practices. For them, it’s not surprising that the use of intranet did 
not  transform  the  habits  towards  more  openness.  Its  usage  has  specially  increased  vertical 
communication by accelerating downward information, rules and directives (figure 3a). Although these 
practices  existed  before  the  intranet  implementation,  its  appropriation  has  only  reproduced  the 










as  excessive.  Certain managers  associate  the  use  of  intranet with management  processes  that  they 
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denounced as being top‐down, and reducing creativity by imposing a mould, stereotyped behaviour and 




These  drifts  in  the  usage  of  intranet  have  created  a  climate  of  mistrust,  hampering  autonomous 
initiatives  useful  to  creativeness. Managers  explained  that  the  origin  of  drifts  is  due  to  the  lack  of 
sensitizing on the good manners whose intranet should be used. 
• Decentralization of decision‐making 
The  excessive  practices  of  formalization  and  centralization  have  reduced  the  exchanges  and  the 
interactions  between  collaborators.  Certain  interviewed  managers  explained  that  these  practices 
existed  before  the  intranet  implementation  but  its  use  has  increased  hierarchical  power  and  the 






a non negligible  loss of power since certain administrative  information  that  they held  in  the past are 
online today. 
This double feeling of centralization and loss of power which occupies the minds explain why the usages 
in  administrative  department made  of  intranet  a  support  of  power  recentralization,  hampering  the 
exchanges of information useful to the creativity. 
• Group cohesiveness  
The  stakes  in  formalization  and  the  reduction  in  communication  costs  have  multiplied  indirect 
communication  to  the  detriment  of  direct  exchanges  such  as  telephone  and  face‐to‐face meetings. 
Certain managers explained that the reduction of relational direct practices has decreased the cohesion 
in  their  services  (see  figure  3d).  The  work  environment  based  on  the  monitoring  behaviors  has 
generated a phenomenon of  isolation  in the use of  intranet which has caused more distance between 
managers  and  their  collaborators.  Others managers  have  denounced  the  “creaticidal”  character  of 
intranet, of which  an  abusive use went  to  slow down  the direct  exchanges  at  the  time  of  cohesion 
seminars. 




with everybody  in  front of  their PC while  somebody  is  talking by a whiteboard and nobody  is paying 
attention because people are doing anything…For me the use of  intranet kill creativity because we are 
not in the good practices” (Human Resources Director). 
Thus,  the  practices  in  vigour  in  administrative  department made  of  intranet  a  technocratic  support 
reducing direct contacts necessary to the group cohesiveness and to the creativeness. 
3.2.2 The neutral effects in the operational department  
The managers  in  the  operational  department  explained  that  the  use  of  intranet  has  no  significant 






this  domain  led  individuals  to  conserve  their  traditional  working  methods  rather  than  to  use 
collaborative tools to capitalize knowledge (see figure 3a). 
“Today  I have about  twenty businesses  to deal with;  I haven’t once  capitalized  the  knowledge made 
available for these businesses. We have knowledge bases software but I’m not sure that everyone uses 
it, because procedures exited before intranet” (Business Manager). 
Interviewed managers do not perceive  the utility  to use  intranet, which  remains  for  them poor  and 




There  are no notable  changes  to  autonomy  compared with  the  already  existing practices which  are 
centred round the routine  inspection of behaviors. The use of  intranet does not enable  individuals to 
become more independent. According to the interviewed managers, the memorising of information has 
replaced  the  system  of  archiving  on  carbon  paper;  the  traceability  of  information  has  replaced 
acknowledgements of receipts in old‐style mail; and the new online management practices has replaced 
the  typing work  carried out by  secretaries. Moreover,  if  for  certain managers  the  use of  intranet  is 





















absence of a notable  incidence of  the  intranet use on  creativity via  the decentralization of decisions 
(see figure 3c). 
• Group cohesiveness  
The  use  of  intranet  did  not  affect  the  relationships  between  collaborators;  it  neither  led  to  the 
cohesion, nor the isolation of team workers because it is marginally used (see figure 2d).   
“The  tool  is not used.  It has neither  led  to  collaboration, nor  cohesion, nor  isolation, no more  that  it 
could have.” (Manager processing orders)  
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Furthermore,  managers  insisted  on  the  limitations  of  intranet  use,  which  is  only  a  facility  whose 
available  scope  is  limited,  therefore  interfering  very  little  with  their  creativity  and  that  of  their 




























































Because of  the products complexity  to be created and  the commercial approaches  to be unceasingly 
renewed,  communication  openness  is  the  privileged  practice  in  the  technical  and  commercial 
departments.  Seen  as  being  very  useful  for  this practice,  intranet  is  used  for  improving  knowledge‐
sharing which explain  its  “faithful appropriation”  stimulating  ideas  (DeSanctis and Poole, 1994). With 
regard to the administrative department, practices are centred round the formalization of management 
processes and vertical communication, which are more  favourable when seeking conformity  than  for 
stimulating creative behavior (Monge et al., 1992). The intranet appropriation has reproduced not only 
these  practices  but  it  reinforced  them  by  multiplying  the  directives  and  by  accelerating  their 






on  the  openness  and  the  trust  in  exchanges.  In  this  climate  of  work, managers  has  appropriated 
intranet  by  adapting  its  features  to  their  usual  practices  which  explain  why  its  use  has  improved 




appropriation even  reinforced  the monitoring, because  treatability  and  visibility of  information were 
used as an additional control which maintained the climate of mistrust, inhibiting ideas (Zuboff, 1984). 




In  the  decentralized  context  observed  within  the  technical  and  commercial  departments,  the 
appropriation  of  intranet  has  improved  the  quality  of  the  information  system  by  facilitating  useful 
information‐sharing,  thereby stimulating  individual creativity within  these departments. On  the other 
hand,  the  centralization  practices which  characterized  the  administrative  department  have  led  to  a 
creaticidal usage of intranet when exercising hierarchical power. These results concur with the analyses 
showing  that  creativity  is  stimulated  by  the  use  of  information  technologies  in  a  context  of 
decentralization, whereas these same technologies  impede the exchanges of knowledge necessary for 
the  development  of  organizational  creativity  in  a  context  of  centralization  (Bloomfield  and Coombs, 
1992  ).  As  regards  the  operational  department,  the  marginal  use  of  intranet  does  not  have  any 





The use of  intranet  in the technical and commercial departments has stimulated the group’s  ideas by 
reinforcing  the  cohesion  of  its members.  In  the  approach  adopted  at  Schneider‐Electric,  the  use  of 
intranet has not hindered the usage of traditional communication means such as face‐to‐face meetings 
and phone calls but, on the contrary, had reinforced them, thereby consolidating the interpersonal links 
and  group  cohesiveness  (Walter  and  Burgoon,  1992).  The  complexity  inherent  in  the  technical  and 
commercial  activities  led  managers  to  combine  the  means  of  communication,  thereby  preferring 
networking  for  the  questions  requiring  an  important  capitalization  of  knowledge,  and  using  direct 
contacts to humanize the relations. This positive aspect of intranet use on group cohesiveness was not 
being found  in the administrative and operational departments. In the administrative department, the 
appropriation of  intranet has  reproduced not only  the excessive  formalization already existing, but  it 
also intensified the indirect communication, by reducing the number of phone calls and the face‐to‐face 
meetings and by creating compartments inside the same service. A consequence of all these practices is 
a  feeling of  isolation on  the part of  the actors who see  their creativity  inhibited. With  regards  to  the 
operational  department,  the  empirical  study  revealed  an  absence  of  the  effects  of  intranet  use  on 









explained  by  the  appropriation  processes which  emerge  from managerial  practices  specific  to  each 
department  at  Schneider‐Electric.  The  use  of  intranet  in  creative  processes  is  in  fact  the  subject  of 
interpretations made by group with respect to their work practices (Weick, 1990). Thus, if intranet was 
made  necessary  because  of  a  head  office  strategy  that  aimed  at  improving  managerial  practices 
stimulating  creativity  and  accelerating  innovation,  its  appropriation  did  nothing  but  reinforce  the 
existing managerial  practices.  Although  the  practices  in  vigour within  the  technical  and  commercial 
department have  favoured  an  appropriation  faithful  to  the  technology’s  spirit  (DeSanctis  and Poole, 
1994),  stimulating  creativity,  those  which  prevailed  within  the  administrative  and  operational 




1965).  In  the end, the  technological argument  tending  to make evolve  the company to an  interactive 
platform  “intranet  2.0”, where  intranet would  be  the  vector  for  collective  dynamics  supporting  the 














































































































trust  as  the  collaboration  develops. Managing  risk  is  central  to  open  innovation  strategy,  but  there 
aren´t relevant scientific or empirical studies explaining the relationship between them. Steady progress 
has been made over the last years by many authors in establishing an understanding of open innovation 
strategy. There are  several  forms of open  innovation. One of  them  is  crowdsourcing  innovation,  the 
focus of this paper.  In crowdsourcing strategy, a company posts a problem by an open call and a vast 
number of  individuals offer solutions to the problem. The winning  ideas are awarded some  form of a 
bounty and the company mass produces the  idea for  its own gain. This strategy can be applied  in two 
ways: (1) by internally identifying business problems and needs for innovation felt by individuals, teams 
and organizational units (seekers) that are then made available to a community of internal and external 
specialists motivated  to  provide  their  knowledge  and  skills  to  address  those  problems.  In  doing  so 
brings, employees of the company can  improve their  internal visibility and be empowered  in decision 
processes  across  the  company;  (2)  by  placing  the  company’s  innovation  challenges  to  a  brokering 
service  that  can  find  the  right  people  to  present  the  solutions  (solvers).  This work  provides  overall 
guidelines to managing risks associated with crowdsourcing strategy and to apply open innovation and 




In  times of  crisis,  innovation may be  the only way  for  small  and medium businesses  keeping  in  the 
market,  increasing  their  profitability  and  ensuring  their  sustainability.  Lots  of  academics  and 
practitioners  have  emphasized  the  value  of  innovation  as  a main  driver  for  firms  to  enhance  their 
business  performance  and  sustain  a  high  profitability  (Cobbenhagen,  2000),  (Thomke,  2001)  (Tidd, 
Bessant, &  Pavitt,  2005),  (von Hippel & Von  Krogh,  2003).  Innovate  brings  risks  because  innovation 
could require business change or a different strategy. 
Any company that  innovates must face the  inherent risks of  innovation. These  include  lack of cultural 
change,  lack  of motivation,  the  rendering  infeasible  the  implementation  of  a  good  idea/technology 
because  the necessary  technological  resources do not exist. There  is also  the economic and  financial 
risk of costs becoming bigger than the expected benefits of an innovation. Facing the risks requires that 
the company manage them, understanding in advance their nature and impact, monitoring the relevant 
indicators  to  anticipate  their  occurrence,  and  being  ready  to  act  immediately  at  the  first  signs  of 
trouble. The  innovation  leadership  should  include managing  risks as a core competence. Without  so, 
any  innovation project  can become an opportunity  to dramatically  fail  the  company’s objectives and 
sustainability. 
The  term  open  innovation  was  coined  by  Henry  Chesbrough  (2003),  and  brings  a  reflection  on 
experiences of some companies  in testing new approaches to achieve greater agility  in the generation 
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of  technological  innovation. Chesbrough's  analyses of  these experiences  lead him  to propose  a new 
strategy  for  generation of  innovation,  the open  innovation  strategy.  Therefore,  the open  innovation 
strategy seems to emerge, as a viable alternative for successfully adapting to changing socio‐economic 
conditions, but there are risks to be avoid. 
Manage  risk  is  central  to  open  innovation  strategy,  but  there  aren´t  relevant  scientific  or  empirical 
studies explaining the relationship between them. Steady progress has been made over the  last years 
by many authors  (Aiello & Cardamone, 2003);  (Chesbrough H. W., The era of open  innovation, 2003); 
(Chesbrough H. W., 2003); (Chesbrough H.  , 2004); (Henkel, 2006); (Kirschbaum, 2005)    in establishing 
an understanding of open innovation strategy. This work has provided overall guidelines to apply open 
innovation and  theoretical  frameworks  to understand how  firms  can benefit  from  to access external 
knowledge in order to support their R&D processes. There are several forms of open innovation. One of 
them is crowdsourcing innovation, the focus of this paper.   
This paper presents a  research approach  for crowdsourcing  innovation, aimed at deepening scientific 
knowledge  of  managing  the  risks  associated  with  crowdsourcing  innovation  and  providing  a 
methodological tool to manage risks in brokering services specialized in the innovation needs of SMEs. 
Specifically, we will propose a risk management model that best suit the open innovation strategy.  
Risk  management  involves  a  number  of  human  activities  that  are  based  on  the  way  the  various 
stakeholders perceive  risk. Personal Value theory claims that risk perception within social groups and 
structures is predictable according to group and individual worldviews; so it´s important to examine the 






The  term  crowdsourcing was  coined  by  Jeff Howe  and Mark  Robinson  in  June  2006  issue  of Wired 
magazine  (Howe,  2006)  ,  it  describes  a  new web‐based  business model  that  harnesses  the  creative 
solutions of a distributed network of individuals  through what amounts to an open call for proposals. In 




• by  internally  identifying business problems and needs  for  innovation  felt by  individuals, teams and 
organizational units (seekers) that are then made available to a community of internal and external 
specialists motivated  to provide  their knowledge and skills  to address those problems.  In doing so 




a  hybrid  private  collective  innovation  model  that  combines  and  balances  elements  from  both 
proprietary and commons based approaches.  Innovation  is seen as a function that  is democratized 
and  partially  outsourced  to  the  user  community while  final  adoption  and  product  development 
decisions are  still  coordinated within  the organization. The  success of  this model depends on  the 
effectiveness  of  incentive  mechanisms  and  the  participation  of  lead  users  as  well  as  the 
arrangements  for  value  sharing  and  ownership  of  the  innovations  and  ideations.  Araki  and  Lang 
(Arakji  &  Lang,  2007)  identified  two  kinds  of  hybrid models:  (a)  Hybrids  that  favor  proprietary 
ownership by appropriating most of the value that is generated by the user network and (b) Hybrids 
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that  favor  collective  ownership  by  sharing most  of  the  added  value  with  the  user  community. 
According with  them  there  are  key  risk  factors  that  should be  considered when  firms open  their 





It  is very  important that managers  identify  the risks associated with  innovation projects and with  the 
integration of project results, new processes or technologies, in the business model of the company or 
group  of  companies.  Risk  and  uncertainty  are  inherent  in  innovation  activities where  objectives  are 
connected with path  generation,  i.e. breaking  away  from path dependencies  to  create new markets 
with  pioneering  technologies  (Ahuja  &  Lampert,  2001).  The  risk management  process  includes  the 
stages of defining management policies, procedures, monitoring practices of  the  risk  life‐cycle and of 
the  tasks  required  to mitigate  the  risk.  The monitoring  of  the  risk’s  life‐cycle  includes  the  stages  of 
establishing  the  context,  identifying  the  risk,  analyzing  it, evaluating  it,  treating  it, monitoring  it  and 
reviewing the risk.  
The elements of a management model include strategic planning, decision making, and other strategies, 
processes and practices  for dealing with  the  risks. The  learning associated with  the  risk management 
approach  is  implicitly  addressed  in  the  innovation  literature, but  riskiness  in decision making has  an 
explicit and  lengthy scholarly history. Byrd and Brown  (2003), provided a comprehensive approach to 




action  will  adversely  affect  an  organization  ability  to  maximize  stakeholder  value  and  achieve  its 
business  objectives  and  business  strategy.  Risk  arises  as much  from  opportunities  as  it  does  from 
possible threats”. Corroborating with this concept, risk is defined on AS/NZS 4360 Standards‐ 1999:2004 
(Australian/New Zealand , 2004) as “the chance of something happening that will have an impact upon 
objectives and  it  is measured  in terms of consequences and  likelihood of an  incident happening”. The 
above definition works well for crowdsourcing innovation because it contains the key elements that are 
of interest for management, namely, business strategy and business objectives.  
Risk  can  be  understood  as  a  set of  vulnerabilities  that  affect  the  goals  of  an  organization  and  have 
impact on its ability to achieve them. The risk can define a threat or an opportunity. In this context, risk 
has not only negative meaning; not taking advantage of opportunities can be considered a risk as well.  
Therefore,  risk may have a positive or negative  impact on goals definition and  the ability  to achieve 
them.  An  organization  is  subject  to  risks  that  are  identifiable  within  its  strategic  and  operational 
context. Once identified, such risks are assessed, measured and monitored in order to control, mitigate 
and  eliminate  its  effects.  The  application  of  a  risk management  approach  should  be  done  in  any 
situation  where  there  is  possibility  of  loss,  or  opportunities,  at  the  strategic  or  operational  level 
(Australian/New  Zealand  ,  2004).  Renn  (1998)  defines  risk  as  the  possibility  that  human  actions  or 
events  lead  to  consequences  that  have  an  impact  on  what  people  value.  This  definition  implies, 














O'Connor  et  al.  (2008),  investigate  three  such  practices,  and  their  relationship  to  radical  innovation 
success.  These practices  are  a) options  thinking, b)  experimental  learning  and  c)  an  early harvesting 
strategy.  The  authors  conclude  that  the  development  of  dynamic  capabilities  for managing  highly 
uncertain phenomena such as radical innovation includes a risk management by learning capability. 
Furthermore,  it  is  important for risk management professionals to understand the difference between 
perceived risk and actual risk. Some studies have been carried out which provide some insights into the 
factors affecting perceptions of risk. Judgment plays a central role in decision‐making, particularly when 
making  complex  strategic  decisions.  The  personal  values  understanding  are  essential  because  they 
include the beliefs that the individual has on a subject, a course of action or the desirability of a future 
situation.  The  personal  values  are  responsible  for  most  of  the  unconscious  choices.  Values  are  a 
fundamental, all encompassing concept. They differ from person to person, and form the basis for most 
personal actions (Naumes & Naumes, 1994).  






see  risks where  there were none, according  to  the experts. Researchers  (Gerber & von Solms, 2005) 
(Pfleeger, 2000) have pointed out that the risk management process can be  improved, if certain social 
factors that influence the process and the outcome of risk management are taken into account. When 
social  and behavioral  researchers  started  to  investigate perceived  risk  it was probably because  they 
believed that risk was relevant for understanding technology and policy attitudes (Sjoberg, af Wahlberg, 
& Kvist, 1998; Sjoberg, 2000; Sjoberg, 1998). One  research  (Sjoberg, 2002)  shows  that perceived  risk 
and attitudes toward technology are considered  in a wide contextual perspective.  It seems eminently 
reasonable to make that assumption, since so much of current discourse about policy and technology is 
about  risk. However,  couldn´t be  true  to  say  that  the  risk  is  the only  important variable  in attitudes 
towards the adoption of technologies, and is not even self clear that is the most important factor. In his 










2005) noted, others have  theorized the extent  to and at what point values  influence moral behavior. 
Schwartz (Schwartz S. H., Universals  in the Content and Structure of Values: Theoretical Advances and 
empirical  tests  in  20  countries,  1992)  positioned  values  as  an  expression  of  and motivation  for  the 
fulfillment  of  basic  human  needs  to  sustain  an  individual’s  biological  and  social  well‐being  and 
functioning.  Schwartz’s  theory  of  basic  human  values  identifies  fifty  six  values  that  cluster  into  10 
motivationally distinct value types. He  incorporated  features earlier theorized by Rokeach  (1973)  into 
his definition: values  ‘‘(1) are concepts or beliefs,  (2) pertain to desirable end states or behaviors,  (3) 
transcend  specific  situations,  (4)  guide  selection  or  evaluation  of  behavior  and  events,  and  (5)  are 
ordered by relative importance’’ (Schwartz S. H., 1992) 




Loewenstein,  et  al,  (2001)  proposed  a  risk‐as‐feelings  hypothesis,  which  highlights  the  affect 
experiences at  the moment of decision making. This  implies  that people base  their  judgments of an 
activity or a technology not only on what they think about it but also on what they feel about it. So, if 
they  like an activity, they are moved toward  judging the risks as  low and the benefits as high;  if they 
dislike  it,  they  tend  to  judge high  risk and  low benefit  (Slovic, Finucane, Peters, & MacGregor, 2004). 
The  authors  showed  that  the  emotional  reactions  to  risky  situations  often  diverge  from  cognitive 
assessments of those risks. “The risk‐as‐feelings hypothesis postulates that responses to risky situations 
(including decision making)  result  in part  form direct emotional  influences,  including  feelings  such as 
worry, fear, dread, or anxiety” (Loewenstein, Weber, Hsee, & Welch, 2001).  
McDaniels  et  al.  (1997)  found  the  psychometric  paradigm  to  be  an  approach  for  identifying  the 
characteristics  influencing  people’s  perception  of  risk.  The  approach  assumes  that  risk  is  inherently 







risk was  presented  and  discussed.  The  report  concludes  that  the majority  of  results  reached  in  the 
paradigm are not  sufficiently well based on empirical data and appropriate analysis. Social  scientists, 
many of  them psychologists, have  conducted  studies of  technology  risk perception and attitudes  for 
about 25 years, but as of yet, there is no consensus on what is driving these attitudes, or how conflict 
resolution  can  be  achieved.  Conflict  resolution  is  called  for  since  there  is  a  dramatic  gap  between 
experts’ and managers’ risk perceptions and those of the public, and of many – but not all – politicians. 
(Sjoberg, 2008) .  
McDaniels  (1998)    provide  10  propositions  intended  to  be  common  sense    perspectives  on  the 
interpretation of risk perception studies, (1) Psychometric risk perception research is not, nor was ever 
intended  to  be,  a  comprehensive  social  science  description  of  the  basis  for  attitudes  toward 
technological  risk;  (2)  Risk  perception  studies  are  not  intended  to  describe  the  quality  of  public 
understanding of risk management issues, nor to represent public preferences about risk management 
priorities;  (3)  Risk  perception  studies  are  intended  to  describe  (characterize) widely  held  superficial 
views  about  risks;  (4)  Risk  perception  studies  on  their  own  have  no  direct  prescriptive  weight 
whatsoever. They have no direct relevance  for setting  risk management priorities;  (5) Descriptive risk 
perception findings are enormous indirect prescriptive value in several aspects of the risk management 
process where  learning  about  commonly‐held  views  is  important;  (6)  There  is  no  such  thing  as  an 
objective  characterization  of  risk. All  risk  characterizations  and  all  analysis  are  subjective  and  value‐
laden,  including  lay and expert   views;  (7)  the aggregate nature of psychometric  risk perception data 
analysis  has  both  advantages  and  disadvantages  with  descriptive  and  prescriptive  implications;  (8) 




insight  for  setting  risk management priorities  requires more  thoughtful,  informed  judgments, within 
more specifically structured frameworks, than is desirable or possible in risk perception studies. 
McDaniels  (1998) conclude  that “prescriptions  for risk management strategies should be  informed by 
judgments  providing  information  about  objectives,  value  tradeoffs  and  the  impacts  of  alternative. 
Equally necessary is an analytical framework within which to use this  information in order to compare 
alternatives.”  (McDaniels  T.  L.,  1998)  .  For  reasons  outlined  by  the  author,  this  level  of  detail  and 











It  is  important  to  identify  the  interrelationships  of  risks  factors  with  processes  and  structures  of 
crowdsourcing  model.  Risk  factor  is  an  event  or  condition  that,  if  encountered,  cause  impact  in 
crowdsourcing objectives.  
When the SME decides to open  its  innovation process to the crowd,  it  incurs  in several risks, namely, 
the disclosure of its innovation strategy, the lack of control over the quality of solutions provided by the 
crowd, the weak contractual ties with the solvers, and the risk of intellectual property loss. 
Once  the  ideas enter  the process  they must  flow  through  the usual  steps of  the  innovation process, 
namely,  portfolio  definition  and  execution,  and  implementation/commercialization  of  innovations. 
These  stages  face  the  uncertainties  associated  with  developing  external  ideas  and  technologies  in 
addition to usual risks of closed innovation. 
Figure 3 displays our  conceptualization of a  crowdsourcing  innovation brokering  service  focusing  the 
innovation needs of SMEs, the specific focus of our research. SMEs are the pillar of the world economy 
and  often  considered  the  drivers  of  innovation  worldwide.  Nevertheless,  they  can  also  face many 


















































As depicted  in the  figure, the brokering service accesses the knowledge of the crowd to  facilitate the 
innovation  for  the  seekers.  In  this way, many  risks of  the open  strategy adopted by  the  seekers are 
transferred to the service. 















• Inability of  the  seeker  to  successfully  develop  the  technology  and  successfully  commercialize  the 
innovation 






















































risk  by  passing  it  on  to  another  area,  or  assigning  a  project  team member  to  actively  reduce  the 
characteristics of  the  risk event. Alternatively  the consequences of  the  risk event can be accepted by 
developing  and  implementing  a  specific management  contingency  plan.  For  instance where  the  risk 
event does occur the manager should consider getting a fund to face the consequences.  
The  second  phase  is  the  Risk  Mitigation.    This  phase  consists  in  prioritizing,  implementing,  and 
maintaining the appropriate risk reducing measures recommended from the risk assessment process.  
The  last step  in managing  risks  is Continual Evaluation Assessment phase. This  last phase consists  in 
implementing a risk management program and getting feedback to improve the methodology. The risk 






we  have  performed.  In  the  next  steps  of  our  research,  we  will  develop  a  first  draft  of  a  Risk 
772
Management Methodology  to manage  the  risks of  crowdsourcing  innovation brokering  specialized  in 
the innovation needs of SMEs.  










The crowdsourcing brokering services can become  in  the  future years essential mechanisms  to boost 
the  innovation capability of companies, SMEs  in particular. These services can provide a significant aid 
to speed up  innovation,  invention and knowledge construction.  In a world  facing so many economic, 
social and environmental, developed societies cannot underuse  the creativity and knowledge of  their 
highly qualified  citizens and knowledge  centers. Delivered  through  internet,  these  services can  reach 
underdeveloped economies and contribute to their development by enabling a way for them to access 
important knowledge resources and competencies. 




an  action  research  performed  at  a  brokering  service.  The  last  step  of  our  research  will  be  the 
specification  of  functional  and  informational  requirements  of  a  software  tool  to  support  our 
methodology.  
The  scientific  contribution  of  this  research  work  is  a  better  understanding  of  the  crowdsourcing 
innovation strategy and the risks associated with it. 
The  professional  contribution  of  the  work  is  the  development  of  a  methodological  tool  and  a 



































































































there  is  an  implicit  research  consensus  on  the  definitions  and  outcomes  of  absorptive  capacity, 
researchers  do  not  seem  to  have  reached  a  collective  understanding  of  the  process  by  which 
organizations become able  to absorb external knowledge and  then produce valuable outcomes. With 
this purpose we  identify a well reviewed valuable outcome by the  literature,  i.e. the relation between 
climate and commitment, and we attempt to  investigate the mediating role of absorptive capacity on 
the  relation  between organizational  climate  and  commitment.  The  research model we propose was 






undergoing substantial changes either  internally or externally  (Williams, 1992).  In order  to success  in 
such a  turbulent environment companies have  to  recognize  the knowledge dimension as a dominant 
source  of  competitive  advantage;  in  fact,  the  firm’s  ability  to  learn  faster  than  their  competitors  is 
perceived  as  the  only  key  to  a  sustainable  competitive  advantage  (Jansen  et  al.,  2005).  Absorptive 
capacity has been described by several authors as one of a firm’s pivotal learning capabilities necessary 
to support the knowledge dimension (Autio et al., 2000). Absorptive capacity represents a dynamic set 











employees  organizational  commitment,  and  results  in  lower  employees’  intentions  to  leave  the 
organization (Currivan, 1999).  
The existing  literature never attempted to  investigate the role of absorptive capacity as a mediator of 
the  relation between  climate  and  commitment. Nevertheless we  follow  recent  scholars’  suggestions 




Specifically,  a  further  analysis  of  two  climate‐related  dimensions  as  pivotal  drivers  of  absorptive 




dimensions  of  innovativeness,  fairness  and  affiliation  positively  influence  the  employees’  level  of 
commitment (Buchanan, 1974; Niehoff and Moorman, 1993). 






employees  concerning  the  practices,  procedures,  and  kinds  of  behaviors  that  get  rewarded  and 
supported  in  a  particular  setting”  (Schneider,  1990),  or  as  a  ”psychologically  meaningful  molar 







affiliation.  Innovativeness  is defined as the “perception of the extent to which  innovation, change and 
creativity  are  actively  encouraged  and  rewarded within  the  firm,  including  risk‐taking  in  new  areas 
where one has little or no prior experience” (Klein & Sorra, 1996).  





Firstly,  according  to  the  recent  literature  the  three mentioned  climate dimensions  are proved  to be 
antecedents of  the organizational commitment construct  (e.g. McFarlin & Sweeney, 1992; Magner & 
Welker  1994; Ussahawanitchakit,  2008).  In  particular,  recently  King  et  al.  (2007)  demonstrated  that 
managers  developing  innovative  climates  may  produce  innovative  working  methods  that  allow 
employees to better manage their work‐loads and reduce working overloads, thus positively affecting 
commitment (Currivan, 2000). 
Several  studies  have  documented  a  positive  association  between  fairness  and  organizational 
commitment  (Lind  &  Tyler  1988; McFarlin  &  Sweeney,  1992;  Kim  & Mauborgne  1993; Magner  & 
Welker, 1994; Meyer, Stanley, Herscovitch & Topolnytsky, 2002; Lau & Lim 2002). In particular, Lind and 
Tyler proved fairness as  leading to positive organizational outcomes (among which, commitment), not 
because  such procedures generate  fair outcomes, but  insofar as  individuals give  importance  to a  fair 








Kim  (2002)  and  later  Bock  et  al.  (2005)  develop  a  theoretical  framework  to  investigate  factors 
supporting or  inhibiting  individuals’ knowledge‐sharing  intentions.  In particular, Bock et al. (2005) use 











as  a multi‐dimensional  concept.  Three main  approaches  have  appeared  in  the  literature  regarding 
organizational commitment: affective attachment, perceived costs, and obligation  (Marsh & Mannari, 
1977; Mowday and Steers, 1979; Farrell & Rusbult, 1981). 
In  this  paper  we  refer  to  commitment  in  terms  of  “affective  commitment”,  as  conceptualized  by 
Mohamed et al. (2006), that  is as the “emotional attachment to the organization based on feelings of 
loyalty  towards  the  employer”.  That  is  for  several  reasons.  First, most of  the prior  studies  involving 
organizational commitment have adopted the concept of affective commitment (e.g. Magner & Welker, 
1994; Nourish & Parker, 1998). Second, according to Mohamed et al. (2006), affective commitment has 




Third,  the  literature  investigating  antecedents  of  commitment  shows  that  dimensions  characterizing 
organizational climate (i.e. innovativeness, affiliation and fairness) have frequently been connected with 
the  specific  affective  dimension  of  commitment.  Specifically,  the  innovativeness  construct, 




that  perceived  fairness  generates  perceptions  that  the  organization  values  or  respects  employees, 
which may  in  turn  increase  their willingness  to  contribute  to  the  organization  itself.  Then,  Kim  and 
Mauborgne (1993) point out that fairness leads to “beyond the call of duty” behaviors and to increasing 
performance:  a  fair  process  enhances  trust  and  commitment,  generates  voluntary  cooperation  and 
increasing  performances,  thus  leading  employees  to  go  beyond  the  call  of  duty  by  sharing  their 
knowledge and applying their creativity.  
Affiliation has never been directly  linked to commitment. However, the concept of affiliation might be 
related  to  the  construct  of  Perceived Organizational  Support  (POS),  identified  by  the  organizational 
literature  as  driver  of  commitment. According  to  Eisenberger  et  al.  (1990),  perceived  organizational 
support  is  a  concept  closely  linked  to  affiliation,  and  describes  a  general  perception  regarding  the 
degree to which an organization values  its employees’ contributions and cares about their well‐being. 
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Later,  Eisenberger  et  al.  (1990)  prove  POS  to  meet  the  worker  socio‐emotional  needs  including 












Cohen  and  Levinthal  (1989,  1990)  are  the  first  to  introduce  the  term  absorptive  capacity,  and  they 
define it as the mix of firm’s capabilities “to recognize the value of new knowledge, to assimilate it and 
to  apply  it  to  commercial  ends”.  According  to  them,  through  R&D  activities  organizations  learn 
something more about certain areas of science and technology, and shed light on the link between each 
area and  the organization’s markets and products,  thus becoming able  to  identify and value external 
knowledge (Cohen and Levinthal, 1989; 1990). Over time organizations outline their ability to assimilate 
external knowledge by patterning specific knowledge sharing and internal communication tools able to 
spread  knowledge  internally. Moreover,  firms  get  confident  and  skilled  at  using  that  knowledge  to 
forecast technological trends create products and markets and maneuver strategically.  
Zahra  and  George  (2002)  propose  a  reconceptualization  of  the  whole  concept.  Specifically,  they 




organizational  commitment  (e.g.  McFarlin  &  Sweeney,  1992;  Magner  &  Welker  1994; 
Ussahawanitchakit, 2008), not only absorptive  capacity has never been  studied as a mediator of  the 
relationship between climate and commitment, but  it was even never analyzed as a construct closely 
linked with organizational  climate. However  the  climate  construct has often been  investigated as an 
antecedent of the knowledge transfer process and absorptive capacity has frequently been considered 
to be one of the most significant determinants of knowledge transfer itself (e.g., Szulanski, 1996; Lane & 
Lubatkin 1998; Gupta & Govindarajan 2000;  Yeoh, 2009).  Specifically,  four  characteristics have been 
confirmed  to  influence  the  process  of  knowledge  transfer:  a  climate  in which  individuals  are  highly 
trusting of others and of  the organization  (Hinds & Pfeffer 2003), an open  climate with  free‐flowing 
information (Leonard & Sensiper 1998; Jarvenpaa & Staples 2000; Hinds & Pfeffer 2003), a climate that 




Moreover, a  review of absorptive  capacity’s  concept and antecedents  shows  some  suggestions  for a 
further  development  of  the  construct.  Specifically,  Lane  et  al.  (2006)  suggests  that  future  research 
Figure 45 - Research model: the direct effect 
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develops  individual  cognition  and  existing  shared  mental  models  as  pivotal  drivers  of  absorptive 
capacity, since they can “provide insights into what new knowledge is recognized, how it is transformed 
and  combined,  and  how  it  is  applied”.  According  to  the  above‐mentioned  definition  of  climate  as 
“shared  mental  models”  by  Schneider  (1990),  we  propose  that  such  a  cognitive  dimension  as 
organizational climate may be a key driver for firms to increase their absorptive capacity. 
Another  suggestion  has  been  given  by  Jansen  et  al.  (2005):  they  identify  three  internal  drivers  of 
absorptive  capacity, namely  the  coordination  capabilities  (cross‐functional  interfaces, participation  in 
decision making and job rotation), system capabilities (formalization and routinization) and socialization 
capabilities  (connectedness  and  socialization  tactics).  Specifically,  socialization  tactics  are  used  by 
organizations  to  structure  shared  socialization experiences  (Ashforth & Saks, 1996), by  “affecting  the 
establishment of interpersonal relations and leading to congruence of values, needs, and beliefs among 
individuals within  units”  (Jansen  et  al.,  2005).  Since  the  concept  of  climate  is  closely  linked  to  the 
creation of  shared perceptions  and beliefs  among organizational members, we  suppose  that  climate 
may act as a driver of absorptive capacity (Figure 2). 
Formally, 








We collected 185 questionnaires belonging  to  individuals working  for  Italian  firms. The questionnaire 
was  given  to  the  respondents  in  printed  format.  Participants  were  asked  to  seal  completed 
questionnaires in envelopes and place them in drop boxes that only the firm’s responsible has access to. 
















To  validate  our  measurement  model,  one  of  reliability  and  two  types  of  validity  were  assessed: 
composite reliability, content validity, and discriminant validity. Each variable has a high level of content 
validity, since we developed measuring  instruments drawing exclusively on  the existing  literature and 
on validated items. Composite reliability is assessed through Cronbach’s alpha, and discriminant validity 
through  the  factor  analysis method developed  according  to  the  varimax  rotation  technique  (Cattell, 
1978). 
Innovativeness. We used a three items scale to measure innovativeness, according to Bock et al. (2005), 
who adapted precedent  scales  (Koys & Decotiis, 1991; Kim &  Lee, 1995). The Cronbach’s  coefficient 
alpha (Table 3.1) for the scale was .709, indicating acceptable interitem reliability. The factor analysis on 
the three items of this variable supported the unidimensional nature of the innovativeness instrument. 
Fairness.  A  3‐item  scale  developed  by  Bock  et  al.  (2005)  was  used  to  measure  the  fairness  of 
organizational  climate.  Fairness was  operationalized  at  the  individual  level  of  analysis,  according  to 
several recent researches (Bock et al., 2005; Brammer et al., 2007). The interitem reliability of the scale 
was high  (.833)  (Table 3.1); and  the  factor analysis on  the  three  items supported  the unidimensional 
nature of the fairness instrument. 
Affiliation.  To  assess  affiliation  we  used  a  four‐item  scale  by  Bock  et  al.  (2005).  Affiliation  was 
operationalized at  the  individual  level of analysis, according  to Bock et al. The Cronbach’s coefficient 
alpha for the scale was .856, signifying acceptable interitem reliability (Table 3.1). The factor analysis on 
the four items of this variable supported the unidimensional nature of the affiliation instrument. 




and Meyer  (1990). Reliability of  this  scale was high  (.922)  (Table 3.1);  factor analysis on  the 7  items 
proved the unidimensional nature of the affective commitment instrument. 
Control  variables.  In our analysis, we  controlled  for business unit  (BU)  size  and  several demographic 
characteristics of the respondents, including gender, organizational tenure and average wage (George & 
Zhou, 2007; Vandenberghe et al., 2008). 
Organizational  size  was  assessed  by  an  item  measuring  the  total  number  of  employees  in  the 












& West,  1991).  The  mediating  effect  of  absorptive  capacity  on  the  relation  between  climate  and 
commitment was tested through the step and the bootstrap techniques. 






partial we have  to evaluate  if  the size of the direct effect between  the  independent variable and  the 
dependent variable  is  reduced after controlling  for  the mediator variable. When  the effect of X on Y 
tends to zero with the inclusion of M, perfect or complete mediation is said to have occurred (James & 
Brett,  1984). When  the  effect  of  X  on  Y  decreases  by  a  nontrivial  amount,  but  not  to  zero,  partial 
mediation is said to have occurred (Preacher & Hayes, 2004).  









At  the  time  of  the  survey, most  respondents  were  employees  with  permanent  contracts  (46,5%), 
followed by executives or managers  (21,5%) and employees with  fixed‐term contracts  (19,4%). About 
45,8% of  the  respondents works  in  the  service  industry, 19,4%  is employed  in an  industrial  firm and 
                                              
53 Preacher & Hayes (2007) suggest patterning a regression model relying on un‐standardized paths, even it is common in 
communication research to index relations using standardized paths (i.e., derived using standardized variables). 
V a ria b le s #  Ite m  M ea n  α  1  2  3 4 5  6  7  8  
1. A ffilia tio n 4 3,96 ,856         
2. Inn o va tive n ess 3 3,58 ,709 ,36 6**        
3. Fa irn e ss  3 4,14 ,833 ,52 1** ,358 **       
4. AC A P 1 0 3,82 ,959 ,43 9** ,472 ** ,505 **      
5. C om m itm e nt 7 3,80 ,913 ,54 5** ,306 ** ,440 ** ,398**     
6. O rg . T en u re²  1 3¹ - - ,1 60 - ,143 - ,134 -,375** ,140    
7. BU  s iz e²  1 4¹ - -,210* - ,083 - ,252** -,308** -,202* ,2 46**   
8. W a g e² 1 2¹ - - ,0 14 - ,073 - ,115 -,234** ,2 46** ,5 69** ,37 1**  
9. Sex ² 1 2¹ - ,115 ,235 ** ,200 ** ,296** ,011 - ,2 20* * - ,1 60 - ,264** 
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sample earns between € 10.000  and € 20.000  a  year; 27,8% earns between € 20.000  and € 30.000; 
18,8%  more  than  €  30.000  and  14,4%  of  the  respondents  earns  less  than  €  10.000.  The  20%  of 
respondents works  in  the  Information  Systems Department, 15%  in  the HR Department, 11%  in  the 
Commercial Office, and about 5% in other departments. 
Table  3.1  displays  descriptive  statistics  and  correlation  coefficients.  Pearson’s  coefficients  show  that 
each of the three independent variables of our model (innovativeness, fairness and affiliation) and the 
presumed moderator  (absorptive  capacity) were  significantly  correlated with  the dependent variable 
(commitment). We  also  noticed  that  the  independent  variables were  connected  one  another.  This 
evidence let us suspect a potential problem of multicollinearity among independent variables, even if all 
correlations among the independent variables did not exceed the threshold of 0.90, which is indication 
of  collinearity  (Hair  et  al.,  1995).  To  verify  this  suspect  we  used  two  multicollinearity  measures, 
calculated for each variable: the Tolerance and the Variance Inflation Factor (VIF). The VIFs range from 
1.15 to 1.68 (Table 2), thus well below the cut‐off value of 10 recommended by Neter et al. (1985), and 
the  close  to 1  tolerance values  (ranging  from 0,594  to 0,870) proved  that  the  independent variables 
were not correlated one another. Therefore, there were no multicollinearity problems encountered  in 
this study. 
Table 2  includes  the  results of ordinary  least  squares  regression  analysis used  to  test  the  first  three 
hypotheses. Our findings supported Hypothesis 1, 2 and 3, and proved that together the  independent 
variables and the control variables explained the 49% of the overall variance of the dependent variable. 
Specifically  we  found  that  innovativeness,  fairness  and  affiliation  were  positively  and  significantly 
related  to  organizational  affective  commitment  (p‐value  <0,01)  after  controlling  for  gender, 
organizational tenure, salary and firm size. 
Consistently with the existing literature, salary (p‐value <0,01) and organizational tenure (p‐value <0,1) 
resulted  significantly  and positively  related  to  commitment, while  firm  size was demonstrated  to be 
significantly  (p‐value <0,01) and negatively associated to commitment, and gender was not proved to 
be significantly connected to the dependent variable. 
Next, we  examined  the  combined mediating  effects  of  absorptive  capacity  on  the  relation  between 
innovativeness,  fairness  and  affiliation  on  affective  organizational  commitment  (Hypothesis  4,  5,  6) 
(Table 3). Following Baron and Kenny’s  (1986)  three‐step procedure, we  first examined  the  relations 
between the independent and dependent variables (total effect). As shown in table 3, our measures of 
innovativeness,  fairness  and  affiliation  were  significantly  related  to  affective  commitment  (p‐value 
<0,01). Then we proceeded to evaluate the effect of the  independents variables on the mediator, and 




technique  indicated  the  presence  of  a mediating  effect  of  absorptive  capacity between  climate  and 






As mentioned  in  the  section  of methods,  then we  tested  the  indirect  effect  in  the  case  of  simple 
mediation, conducting a Sobel  test  (Sobel, 1982). Table 3 shows  that  the Sobel  test  rejected  the null 
hypothesis with a high significance (p‐value <0,01). 
In  addition  to  the  Sobel  test, we  also  verified  the null hypothesis of  the  indirect  effect  through  the 
bootstrap  technique.  Even  the  bootstrap  technique  significantly  (p‐value  <0,01)  rejected  the  null 
hypothesis since zero is not inside of the confidence intervals fixed at 95% and 99% (with the exception 
of the  indirect effect of affiliation on commitment, which  let us  reject the null hypothesis only  in  the 
case of confidence interval fixed at 95%) (Table 3). 
























































new opportunities and  ideas  to perform  the activity  can  increase a  firm’s ability  to  identify, acquire, 
Independent Variables 
Dependent Variable




Tenure  ,121+ ,648 1,543 
BU size  -,197** ,808 1,237 
Salary ,306** ,594 1,684 
Gender -,059 ,870 1,150 
Innovativeness ,138** ,794 1,260
Fairness  ,229** ,666 1,502 
Affil iation  ,375** ,663 1,509 
 
R² ,490   
R² adjusted ,463   
F 18,263**   
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transform and exploit more efficient ways of accomplishing day to day activities or of ameliorating the 
process or  the  firm’s products  (in one word,  knowledge). As  a  result of  this process, employees  can 
perceive organizational knowledge and  innovation as deriving  from  their own efforts,  thus  increasing 
identification  and  commitment  towards  the  organization.  Indeed,  as  we  discussed  above,  an 
innovativeness‐based climate does not always and unequivocally produce higher levels of commitment, 
since  in  certain  cases  (possibly  interacting  with  further  variables  such  as  the  mismatch  between 
innovations  and  organizational  values,  according  to  Klein  &  Sorra  (1996))  it might  also  generate  a 
compliant  use  of  innovation  or  a  limited  knowledge  sharing  among  individuals,  potentially  harming 
employees’  level of commitment. Consequently we propose that the process by which  innovativeness 
positively  influences commitment  is mediated by the effect of a specific variable, absorptive capacity. 
Accordingly,  we  demonstrate  that  the  introduction  of  a  mediator  reduces  the  direct  effect  of 
innovativeness on  commitment  to  zero:  that means  that absorptive  capacity  completely absorbs  the 
effect of climate on commitment to apply  it to commitment as well, proving  innovativeness to be the 
specific path and process by which innovativeness influences commitment. 
Secondly,  absorptive  capacity  partially  mediates  the  relation  between  fairness  and  commitment. 
Perceptions  of  equity  can  enhance  identification  and  voluntary  behaviors,  potentially  leading 
employees to  identify and exploit  innovative and more efficient ways to perform their activities; thus, 




individuals  appreciates  a  fair  treatment  per  se,  which  is  perceived  as  “a  visible  marker  of  group 
membership” and provides the individual with “dignity as a full‐status member of the group”. Therefore 
fairness remains an important direct driver of commitment. 
Finally,  absorptive  capacity  partially mediates  the  relation  between  affiliation  and  commitment.  In 
particular, interactions among individuals, when frequent and characterized by mutual cooperation and 
trust,  facilitate  the  creation  of  a  sense  of  shared  identity,  and  increase  the  degree  and  quality  of 
interactions  among  co‐workers.  Quality  interactions  may  improve  the  efficiency  of  knowledge 
identification,  assimilation  and  exploitation;  meanwhile  a  sense  of  shared  identity  can  generate 





discussed above, affiliation directly generates  individual  identifications with  the  firm and a sense of a 
shared identity with other employees, thus producing high levels of commitment. 
Managers can utilize these demonstrations to  implement and exploit an  innovativeness‐, fairness‐ and 
affiliation‐based  climate  as  a  key  driver  of  both  a  firm’s  absorptive  capacity  and  of  employees’ 
commitment  towards  the organization.  In particular, managers  can  create an  innovativeness‐focused 
climate  by  assigning  challenging  tasks,  offering workers  opportunities  to  stretch  their  abilities,  take 
reasonable risks in solving problems, and discover new ways of working to become more effective. As a 




On  the  other  hand,  managers  could  also  implement  an  internal  talent  scouting  program:  the  HR 
department should identify the best talents within the organization, and provide them with specific skill 
development programs,  characterized by  the assignment of  challenging and  stressful  tasks or by  the 





of  interpersonal  relations and  leading  to  congruence of values, needs, and beliefs among  individuals 
within  units  (Ashforth  &  Saks,  1996).  As  a  result,  the  organization  would  increase  the  quality  of 
interactions among its members and the individual efforts to identify external knowledge to ameliorate 
and  improve organizational activities and success  (the so called “beyond  the call of duty behaviors”): 
thus,  organizational  absorptive  capacity would  be  improved.  To  achieve  this, managers  should,  for 
example,  promote  cross‐functional  interfaces  that  allow  the  reciprocal  learning  of  unit‐specific 
language,  thus  facilitating  the  comprehension  of  background  knowledge  and  communication  with 
others,  or  invest  in mentoring,  that  is,  a  form  of  training  in which  a  current  and  often  long  term 
employee (mentor) is paired with a new employee to help him/her to adapt to the job by assisting with 
advice and/or resources: this will guarantee an effective internal knowledge transfer over time. 
Finally managers  should  create a  fair  climate as equity perceptions which  can enhance  identification 
and  voluntary  behaviors,  potentially  leading  employees  to  identify  and  exploit  innovative  and more 
efficient ways of perform their activities, thus  improving organizational absorptive capacity. Managers 
should, for example,  invest  in: procedural  fairness, thus creating a more participative decision making 
process,  for  example  supporting  individuals  generation  of  potentially  valuable  ideas;  in  distributive 
fairness,  thus  according  to Hackman & Oldham  (1976), managers  should  clearly  define  the  rewards 
system,  explain  the  link  between performance  and  reward, be  sure  to  give  rewards  consistent with 




level  of  analysis,  and  data  derive  from  individual  perceptions  and  cognitions:  therefore  several 
organizational dynamics (such as power relations or cultural issues) might have influenced the cognitive 
process,  potentially  influencing  negatively  the  correct  perception  of  the  organizational  context. 
However these concerns are reduced by the assured confidentiality, as participants were asked to seal 
completed questionnaires in envelopes and place them in drop boxes that only the firm responsible had 
access  to,  and  since  the majority  of  the  questionnaires were  administered  on‐line, which  is  a well‐
reviewed  technique  assuring  complete  confidentiality  and  anonymity  (Upcraft & Wortman,  2000). A 
further  issue  is the  fact that our findings are based on self‐completed survey questionnaires and thus 
provide cross‐sectional data  in which causality can only be  inferred. Indeed, the cross‐sectional nature 















































































































































































































































with the somewhat  limited development of this practice  in Spain. That  is why the present paper deals 
with the situation of  Information Systems outsourcing  in this country. For this purpose, we have used 
the  opinions  and  comments  of  those  in  charge  of  Information  Systems  departments  at  the  largest 
Spanish firms through a normative Delphi study. Outsourcing makes  it possible to achieve strategic as 
well as economic advantages and managers propose a number of ways to reduce the risks associated 
with  this  practice.  Provider  specialisation  and  permanent  client‐provider  contact  are  key  aspects  in 
order to ensure outsourcing success and development. This paper is basically descriptive though it uses 
quantitative  information.  Furthermore,  it  refers  exclusively  to  the  context  of  large  Spanish  firms. 
Despite the limitations mentioned above, the paper has the advantage that in the panellists’ words we 
interpret  the  results  obtained,  which  means  that  we  can  largely  ratify  the  results  of  the  first 




Information  Systems  (IS)  outsourcing  is  defined  as  the  practice  of  turning  over  part  or  all  of  an 
organisation’s  IS  functions to external service provider(s)  (Teng, Cheong and Grover, 1995). According 
to Willcocks, Fitzgerald and Feeny (1995) Information Technology (IT) outsourcing means handing over 
the management of some or all of an organisation’s IT, IS and related services to a third party. Following 
Loh  and  Venkatraman  (1992)  IS  outsourcing  represents  the  significant  contribution  by  external 
providers of the physical and/or human resources associated with all the components or with specific 
components  of  the  IT  infrastructure  within  an  organisation.  That  contribution  forms  part  of  a 
contractual agreement which can even mean the assumption of managerial responsibilities associated 
with  the  delivery  of  IT  services  by  the  provider  (Clark,  Zmud  and  McCray,  1995).  The  e‐business 
revolution  has  forced  a  transformation  of  the  traditional  outsourcing  structures  into  new  forms  of 
outsourcing such as Internet Service Outsourcing, Applications Service Outsourcing and Business Process 
Outsourcing (BPO) (Watjatrakul, 2005; Yadav and Gupta, 2008). IS outsourcing has benefited both from 
the economic globalisation and  from  the potential of  IT, and additionally  represents  the  response of 
firms to the pressures exerted by the business environment ─generated by greater competition, rapid 
technological  changes  and  shorter  development  cycles─  seeking  to  maintain  their  competitive 
advantages (Samaddar and Kadiyala, 2006). 
793
IS  outsourcing  has  experienced  a  remarkable  growth  in  recent  years.  Driven  at  first  by  the  firms’ 





where  it  finds  itself,  its  expansion  level,  its  main  motivations  and  difficulties,  and  the  degree  of 








The  Delphi  method,  developed  in  the  1950s  by  Olaf  Helmer  and  Norman  Dalkey  for  the  RAND 
Corporation,  is  a  qualitative  technique  for  obtaining  data  that  focuses mainly  on  the  study  of  the 
evolution of events  in future, based on the opinion of a group of experts (Okoli and Pawlowski, 2004). 
At present, researchers use this method both to predict the future and to shed light on the problems of 





in a  series of  rounds, by means of  several  surveys or questionnaires, and always anonymously. Each 
round provides  the experts with  feedback about  the  results obtained during  the preceding  round  so 
that  they  can  modify  their  previous  answer  ─thus  coming  closer  to  a  consensus  with  the  other 
interviewees─ or keep  their opinion  (Bradley and Steward, 2002; Shi and Bennet, 2001; Dekleva and 











First  round:  During  this  stage,  we  sent  a  26‐item  questionnaire55  about  IS  outsourcing  to  the  IS 
managers of the largest Spanish firms (ordered according to sales/turnover). Although the total number 










study,  unlike  what  happens  in  others,  the  second  round  did  not  consist  in  sending  the  initial 
questionnaire with the mean and the standard deviation corresponding to the results obtained during 
the  first  round.  Instead, we carried out a  summary of  those  results which  led  to 11  reflections on  IS 
outsourcing about which we asked the  interviewees to give their opinion.  In this round, and following 




final number of experts  in a Delphi panel  is between 10 and 18, according to the  literature (Okoli and 
Pawloski,  2004).  Furthermore,  although  it would be desirable  to  carry out  three or  four  rounds, we 
should not  forget  that  the number of  rounds  is  flexible  in  this method  (Hayne and Polland, 2000),  to 





1st round 2nd round
N % N %
Staff 
0‐50  28 8.5 1 5.5
51‐500  218 66.2 8 44.5
More than 500  76 23.1 9 50.0
Lost  7 2.1 0 0.0
Sales 
(millions of  €) 
Up to 30  31 9.4 3 16.6
Between 31 and 60  146 44.3 4 22.2
Between 61 and 300  129 39.2 8 44.5
More than 300  16 4.9 3 16.6
Lost  7 2.1 0 0.0
Sector 
Industry  189 57.4 9 50.0
Services  102 31.0 6 33.3
Intensive IT Services  38 11.6 3 16.7
IS Department 
Staff 
1‐10 employees  250 76.0 13 72.2
11‐100 employees  66 20.1 4 22.2
101‐250 employees  6 1.8 1 5.5




0‐4  138 41.9 9 50.0
5‐10  56 17.0 3 16.6
11‐56  13 4.0 0 0.0







IS Manager’s  Mean  42.3 43.5












Male 293 89.0 17 94.4
Female  27 8.2 1 5.6






Chief Executive Officer 194 59.0 9 50.0
Finance/accounting  82 24.9 8 44.5
IS manager of the corporation 30 9.1 1 5.5
Organisation/Planning/Engineering 4 1.2 0 0.0
Lost  19 5.8 0 0.0
Table 47  Characteristics of firms and IS Departments in both rounds  
This section will present the most important results obtained. Table 1 shows the general characteristics 




7  of  these  questions  refer  to  the  business  environment where  the  outsourcing  of  the  firms  under 
examination has taken place; in other words, they refer to size (number of workers and sales volume), 




also  to  the  success obtained with  these  services,  and describe how outsourcing  can  affect  the work 
performed by the systems manager and what the future of outsourcing is likely to be. We have already 




one of  the  11 questions posed,  it became  visible  that  in most  cases, one  could  group  interviewees’ 





























































































































and  economic  resources  assigned  to  IS  departments,  the  position  of  the  IS  manager  within  the 
enterprise’s hierarchy, along with the relationship between the Top Management and the IS.  
Human resources  in IS departments. When asked about the number of employees  in  IS departments, 
which in the large enterprises under study ranged between 1 and 10, the vast majority (55.5%) thought 







long  as  the  outsourcing model  is  solid  and  the  internal  management  capabilities  regarding  clients,  services, 
projects and providers are properly developed.” Other  interviewees pointed out that not only the size of a 
firm  is essential  to determine  the  IS  staff  size, more  factors deserve attention, namely:  the business 
sector,  the  number  of  key  users,  the  geographical  diversity,  the  volume  of  processes  and  systems 




(question  2), most  interviewees  seem  to  agree  that  the  proportion  of  the  budget  that  large  firms 
dedicate to IT is appropriate. This is the opinion expressed by 55.5% of the interviewees. Only 3 of the 
panellists consider the allocation inadequate. This is how the majority justifies their stance: “according 
to common belief, an annual budget of 2  to 3% of  the  total  turnover allows  the  firm  to maintain  the 
technological level required to make proper progress.” Instead, in the opinion of those who consider the 
allocation  insufficient,  “there  is  a  tendency  toward  a  slow  but  unstoppable  growth  of  the  budget, 
toward an unavoidable change of mentality; organisations are gradually assuming that  information  is 





on Administration  and  Finance. However,  this  result  should not  surprise  anybody;  in  fact,  it  is much 
more  positive  than  the  results  obtained  in  previous  research  works  (Jones  and  Arnett,  1993). 




to  the  interviewees,  the  reason why many  firms  still  show  this dependence  is “a heritage  that dates 
back to the origins of this area which, due to the economic cost of the investments/expenses it implied, 
occupied  this  place within  the  organisation,”  to which  they  add  that  “the  first  processes  to  become 
mechanised‐computerised were  those  concerned with accounting and  sales,”.  Instead, at present,  “IS 
provide a transversal service; it [this department] acts ‘de facto’ as the operational connection between 
all the areas; it can even modify processes, assuming in each project the responsibility for change within 
the organisation, taking part  in every  initiative, since all of them have  implications  in systems, etc..  Its 
link  is much more direct and  coherent with  the  first  level of organisation,  firm  strategy and business 
processes.” That is why the interviewees argue that “though information services may not be the firm’s 
core  business  ...  IT  should  be  dependent  on  the  Chief  Executive  Officer.” What  these  panellists  say 
actually summarises what Peppard (2007) calls the  ‘conundrum’ of  IT management: “how to generate 
value through IT without having access to or authority over the necessary resources or knowledge”. Only 
one  interviewee  disagrees  with  this  opinion,  while  another  argues  that  one  could  justify  the 
dependence on Administration or Finance only when IS have an in‐house orientation. 
Top management’s  involvement  in  IS.  The productivity paradox  (Solow,  1987) made  it  clear  that  IT 
could be visible  in any area of the  firm, except  in the statistics  for productivity and results.  Is this the 
image the Top Management has of IS today? The answers to the fourth question point in the opposite 
direction.  100% of  the  interviewees  agree  that  there  is  an  increasingly high  involvement of  the  Top 
Management in IS, and also that these top managers’ opinion about IT has improved in recent years, to 
such  an extent  that  they are now much more  involved  in  IT  issues,  a  fact  that had also emerged  in 
previous studies (Peslak, 2008). Furthermore, in the interviewees’ opinion, this improvement has to do 




business”, although as someone  says, “there  is  still a  long way  to go.” These statements confirm  the 
conclusions of previous studies, according to which a higher level of knowledge and involvement in IS/IT 





Degree  of  outsourcing.  In  relation  to  the  reality  of  IS  outsourcing,  the  vast  majority  of  experts 
interviewed state that firms should outsource certain IS activities more often (question 5). They find  it 
surprising  that 16% of  the enterprises  interviewed  in  the  first  round declared not having done any  IS 
outsourcing,  a  ratio  that  really  seems  high  considering  how widespread  this  practice  is  all  over  the 
world (Heath, 2008). According to the panellists, more firms should outsource since it “is complicated to 
have available  in‐house all the staff specialised  in each one of the different elements that form an  IS,” 
and moreover “limiting all the technological capacity to the firm’s own resources is something that not 
even leaders in technology can afford.” For the interviewees, the firms not implementing IT outsourcing 
are probably those  in which  IS departments “only dedicate their time to  IT, paying no attention to the 
business or to its improvement”, something that can only happen in “sectors with very little dynamism.” 
Just  one  panellist  provided  arguments  against  outsourcing:  “outsourcing  is  a  selling  option  for 
consultants and not necessarily the best solution for firms.” 
Outsourcing motivations. Question  number  6  refers  to  the  reasons  for  outsourcing.  The  conclusion 




someone advocating  this stance explained “an evolution has  taken place  in outsourcing processes. At 
first,  outsourcing  was  clearly  due  to  a  radical  cost  reduction  policy.  Now,  strategic  reasons  are 
prevailing,  such  as  seeking  better  service  quality  and  providing  quick  solutions  for  a  sector  that  is 
evolving  at  a  vertiginous  speed.”  One  of  the  interviewees  explains why  outsourcing  generates  this 
improvement: “in practice, outsourcing helps to formalise needs, to professionalise the service, to make 
costs  emerge,  etc.  In  any  case,  from my  point  of  view,  the  use  of  outsourcing  as  the  change  lever 
represents a  sign of maturity  in  the  systems  function.” Others  argue  that  strategic  reasons  and  cost 




first  round  was  that  outsourcing  clients  have  a  negative  opinion  about  their  information  systems 
providers,  showing doubts both  about  their  lack of qualification  and  about  their potential  failure  to 
comply with contracts  (Taylor, 2006). Other risks mentioned to a much  lesser extent are the possible 
dependence on the provider and the loss of knowledge that could result from outsourcing IS/IT. During 
the  second  round, panellists  expressed  a  set of opinions which,  though heterogeneous,  can  help  to 
understand  the  reasons  for all  these doubts and distrust, offering ways  to avoid  the  risks associated 
with outsourcing as well. Below is a summary of these answers: 
Regarding lack of qualification (Tafti, 2005), a considerable number of interviewees think it is due to the 
fact  that  “the entry barriers  to become an  information  services enterprise are  very  low, and  this has 
paved  the way  to many providers, as a  result of which  the outsourcing  supply has grown and  some 
providers with a limited capacity have been able to enter this market.” If we add to this the “important 









service  without  periodically  monitoring  how  it  is  working;  outsourcing  does  not  mean  taking  no 
interest.” “Furthermore, the SLAs signed must be convenient for both parties (client and provider),  in a 
win‐win relationship from which they both benefit”. If an agreement signed seems too beneficial to the 
client,  total compliance  is most unlikely. Therefore, clients must have  realistic expectations ─and not 
lack of moderation─ about projects; otherwise they will never be satisfied with them (Taylor, 2006). 
In relation to the loss of knowledge (Willcocks, Lacity and Kern, 1999), the interviewees argued that “it 
is  something  that  should  never  happen  since  the  firm’s  IT  staff  should  be  involved  in  a  permanent 
training  and  updating  process.”  This would  remove  the  feeling  of  dependence with  respect  to  the 
provider. Furthermore,  firms  should not outsource excessively.  Instead,  they  should opt  for  selective 
outsourcing  in order to minimise dependence. Thus,  the  idea would be not to outsource the systems 
and applications categorised as strategic, otherwise “we tend to resemble the others, losing what is the 




provider and  the client  find  themselves  in different countries  (Rottman and Lacity, 2006),  the  results 
after the first round revealed that Spanish enterprises usually associate the greatest risks with cultural, 
political, linguistic, and even legal problems, and not so much with the lack of infrastructures or quality 
of  these  foreign providers. These conclusions are  in keeping with previous works which highlight  the 
importance that the cultural context has in outsourcing projects (Samaddar and Kadiyala, 2006). During 
the  second  round,  all  the  interviewees  but  one,  who  did  not  clarify  his  opinion,  supported  this 








the  job  of  IS managers was  either  non‐existent  or  positive  but,  above  all,  that  it was  generally  not 
detrimental  to  the  job. During  the second  round  (question 9), most of  the panellists  (16)  ratified  this 
conclusion,  and  only  two  of  them  disagreed.  Those  who  support  this  conclusion  point  out  that 
“outsourcing can help them (managers) to achieve their goals,” “it contributes to improve their work if it 
frees  time  for  them  to perform management  functions”,  “it has meant a  change:  the  job has passed 
from a very  technical profile  to a new one much more oriented  toward negotiation and  supervision,” 
“outsourcing makes  it necessary to define needs accurately, to value all costs and to manage services 
and providers  instead of people and equipment, outsourcing makes  it necessary to  implement a more 
solid management model,” “outsourcing  low‐added‐value services properly  liberates  time  in  favour of 
areas which are more valuable for the business.” Some of these opinions coincide with previous studies, 
according to which the demand for softer types of knowledge such as communication, negotiation and 
the knowledge about the business and the  industry will gradually  increase among  IS workers with the 
growth  of  outsourcing,  this meaning  no  real  threat  to  their  jobs  (Simon,  Kaiser,  Beath,  Goles  and 
Gallagher, 2007).  
Degree of satisfaction. Regarding the firms’ degree of satisfaction (Seddon, Cullen and Willcocks, 2007) 
with  IS  outsourcing  (question  10),  the  conclusion  resulting  from  the  first  round  was  that  most 




enterprises were  indeed  satisfied  and,  especially,  that  their  strategic  and  technological  expectations 
─though not so much the economic ones─ had come true. 88.9% of our  interviewees supported this 
conclusion  in  the second  round. They argued  that “internally, we do not work with  the same  level of 
exigency, quality, statistics, data and control as when we must control third parties and demand things 
from them, and this  leads to a better service.” What  is more,  in these services “both the provider and 
the  client  have  an  almost  infinite  capacity  to  provoke mutual  and  continuous  improvements  in  the 
service,  working  in  a  coordinated  way  and  aligned  with  the  objectives.  On  the  other  hand,  after 
achieving a certain activity volume, the advantages of outsourcing  in  terms of  flexibility and response 
agility become unquestionable.” We should bear in mind that “the speed with which technologies evolve 
and the agility of the everyday work makes  it  impossible to recycle  internal staff quickly, which means 




internal costs when  they compare  them with  the external ones  (about which we usually have a more 
demanding attitude).” 
Outsourcing  future.  Finally,  the  interviewees  think  that  the  trend  shows  a  growth of  IS outsourcing 
services  in Spain,  though not of offshore outsourcing58  (question 11). As explained by panellists, “the 
tendency to increase subcontracting is unavoidable, but not to the extreme of outsourcing the service,” 









value  IS outsourcing. The  results obtained  in the  first  round  largely  found confirmation  in the second 
round.  Furthermore,  the Delphi has permitted  to  know  the  reasons underlying our  first  conclusions, 
since  the  actual words  of  the  interviewees  allow  us  to  have  a  better  understanding  of  the  results 
obtained. 
This study presents some implications, especially for IS Managers: 







not  to neglect  the  training of  the  internal  staff and not  to outsource  in excess, opting  instead  for 
selective outsourcing. 
• The  specialisation  of  providers  and  their  fluent  contact  with  clients  are  the  ultimate  keys  to  IS 
outsourcing success. 










context of  large Spanish  firms. Nonetheless,  in our view,  it  is worth studying  the Spanish outsourcing 
model, which  is  less developed  and has  received much  less  attention  from  researchers  than  that of 
other Western countries. The objective of  this paper  is very wide, as  it has covered a range of  issues 
about IS outsourcing in Spain (the outsourcing environment, outsourcing motivations, outsourcing risks, 
etc.). Different studies should analyse more deeply each one of these topics in Spain in the future. Also, 







































































































    Neutral  1  2  3  4  5  6  7  Very Important 
    Mean      Median Mode    




1  2  3 4 5 6 7 They use IT  
very often 
 
    Mean     Median Mode    
    5.23      6      6       
Top Management’s role in IS‐related decision‐making
Inactive  1  2  3  4  5  6  7 
They are the most  
important decision makers 
    Mean      Median      Mode       
    5.17      5      6       
IS Outsourcing Level                                                         (No. and %)
National Outsourcing 
No    54  16.4             
Yes  275 83.6    
Offshore Outsourcing 
No    275  83.6             
Yes    54  16.4             
Outsourcing Reasons 
Not important at all  1  2  3 4 5 6 7 Very Important 
  Mean  Median  Mode     
Focusing on Strategic Issues  6.03  6.00  7     
Increasing IS Department Flexibility  5.37  6.00  7     
Improving IS Quality  5.11 5.00 7    
Eliminating Troublesome, Everyday Problems 4.88 5.00 7    
Increasing Access to Technology  4.78 5.00 6    
Reducing the Risk of Obsolescence  4.66  5.00  7     
Achieving Staff Cost Savings  4.34  5.00  6     
Providing Alternatives to in‐house IS  4.19  4.00  5     
Achieving Technology Cost Savings  4.04  4.00  5     
Following the Fashion  1.67 1.00 1    
Outsourcing Risks 
Not important at all  1  2  3  4  5  6  7  Very Important 
  Mean Median Mode    
Provider staff’s qualification  6.56  7.00  7     
Provider’s failure to comply with the contract 6.27 7.00 7    
An excessive dependence on the provider  5.45 6.00 6    
Loss of critical skills and competences  4.93 5.00 6    
Provider’s inability to adapt to new technologies  4.67  5.00  5     
Hidden costs in the contract  4.52  5.00  6     
Unclear cost‐benefit relationship  4.47  5.00  5     
Security issues  4.08  4.00  4     
Irreversibility of the outsourcing decision  3.68 3.00 2    
Staff issues  2.55 2.00 2    
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Possible IS staff opposition   2.48  1.00  1     
Offshore Outsourcing specific risks 
Not important at all  1  2  3  4  5  6  7  Very Important 
  Mean  Median  Mode     
Cultural, Linguistic, Political and Legal Problems 5.78 6.00 7    
Different Time Zones  4.65 5.00 6    
Greater Hidden Costs   4.09  5.00  5     
Less Quality than Onshore  3.95  4.00  2     
Poor Infrastructures  3.77  4.00  4 
3 
   
More Unemployment  2.29  2.00     
Influence of outsourcing on the amount of time dedicated to the IS manager’s specific activities
It has decreased  1  2  3  4  5  6  7  It has increased 
              Mean  Median  Mode     
External relations management  5.00 5.00 5    
IS strategic planning  4.35  4.00  4     
Information architecture planning  4.31  4.00  4     
Operations management  4.25  4.00  4     
Systems development and project management  4.19  4.00  4     
Staff management  3.98 4.00 4    
Internal relations management  3.37 3.00 3    
Influence of outsourcing on the IS manager’s job 
Very Negative  1  2  3  4  5  6  7  Very Positive 




Authority  4.35  4     
Demand  4.57  4.00  4     
Prestige  4.32  4.00  4     
Satisfaction  5.62 6.00 7    
Added Value  5.84 6.00 7    
Influence of outsourcing on the IS manager’s knowledge and skills 
Less Significant  1  2  3  4  5  6  7  More Significant 
            Mean Median Mode    
Communication  5.90  6.00  7     
Staff management  4.54 5.00 5    
Finance  3.54 4.00 3    
Business management  4.58  5.00  5     
Project management  4.71  5.00  5     
Negotiation  5.87  6.00  7     
Information technology  4.93  5.00  6     
Success achieved through IS Outsourcing 
None  1  2  3 4 5 6 7 Total success 
            Mean Median Mode    
Focusing on Strategic Issues  5.25  5.50  6     
Increasing IS Department Flexibility  5.13  5.00  5     
Improving IS Quality  5.05  5.00  6     
Eliminating Troublesome, Everyday Problems 5.02 6.00 6    
Providing Alternatives to in‐house IS   4.77 5.00 6    
Reducing the Risk of Obsolescence  4.72  5.00  5     
Increasing Access to Technology  4.57  5.00  4     
Achieving Staff Cost Savings  3.99  4.00  3     
Achieving Technology Cost Savings  3.70  4.00  3     
Having Access to New International Markets 2.95 3.00 1    
Being Satisfied with IS Outsourcing in general 4.89 5.00 5    
Outsourcing Future (No. and %) 
  No.    %     
Elimination of internal services and increase of national outsourcing  52 20.5     
Elimination of internal services and increase of offshore outsourcing  15    5.9     
Reduction of internal services and increase of national outsourcing  78    30.7     
Reduction of internal services and increase of offshore outsourcing   19    7.5     
Continuity in the current internal‐external services ratio  133    52.4     
Reduction of national outsourcing  24 9.4     
Reduction of offshore outsourcing  10 3.9     
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Elimination of national outsourcing  5    2.0     












The  aim of  this  research  is  to provide  insights  into  the  interplay between  contractual  and  relational 
governance in IT outsourcing arrangements. Current IT outsourcing literature has predominantly viewed 
the  contract  as  a  governance  mechanism  that  establishes  a  framework  for  the  supplier‐client 
relationship, monitors behaviours and measures performance. Our study departs  from  this high  level 
view and using the Foucauldian notion of governmentality, sheds  light upon the conjunction of formal 





With  the  advent  of  globalization  and  enhanced  levels  of  competition,  many  organizations  have 
acknowledged the difficulties of developing and maintaining the range of expertise and skills necessary 
to  compete  successfully.  In  such an era of  turbulent marketplaces and volatile  technology,  firms are 
relying more and more on information technology (IT) to remain competitive. One consequence of this 
pervasive dependence on  IT has been a noticeable upsurge of  IT outsourcing, now with annual global 
revenues exceeding $US 260 billion  in 2009  (Willcocks &  Lacity, 2009). Additionally Business Process 
outsourcing (BPO), usually highly IT‐enabled, registered over $US 145 billion (Willcocks & Lacity, 2009).  




outsourcing  projects  were  considered  unsuccessful  by  senior  executives  because  they  have  not 
managed to deliver the anticipated value (Gartner, 2003).  
Both  academic  and  commercial publications  cited  the poor  governance  and management of  the on‐
going relationship between the outsourcing partners as either the primary, or a major, reason for the 
failure of the venture (Deloitte, 2005; Kern and Willcocks, 2000; McFarlan & Nolan, 1995; Willcocks and 
Lacity,  2009).  Nevertheless  the  on‐going  IT  outsourcing  relationship  remains  a  relatively  under‐
researched area (Goles & Chin, 2005). According to Kern and Willcocks (2002) it is a paradox that while 
the  emerging  outsourcing  relationship  has  been  widely  acknowledged  to  be  the  most  important 
determinant of the outcome of the venture only a limited number of studies have been concerned with 
it.  The  authors  characterized our  understanding of  the operations of  IT outsourcing  relationships  as 
“limited at best” and called for more research in this area. Along the same lines Dibbern et al (2004) in 




Current  research on  the  IT outsourcing  relationship has been mostly  concerned with  the key  factors 
that  influence  the outcome of  the  venture.  From  an economic perspective  a number of  researchers 
concentrated on the contractual agreement as a key determinant of the IT outsourcing relationship. For 
example, Parkhe  (1993) concentrated on the completeness of the contract and argued that the more 







making  adjustments  is  costless  the problem  is  trivial, but  if  adjustment entails  costs  in  an uncertain 
environment,  then  the  problem  becomes much  bigger”.  Saunders  et  al  (1997)  on  the  other  hand, 
highlighted    precision  as  an  important  attribute  of  a  good  contract.  The  authors  explained  that  ill‐
defined  contracts  generally  result  in  high  IT  costs  and  poor  IT  service  levels.  Allery  (2004)  further 
asserted that without clarity there  is an element of uncertainty that, apart from  legal problems,  it can 






investigate upon other,  “soft”  and  “more human”  aspects of  the  relationship  (i.e. Kern & Willcocks, 
2002; Barthelemy, 2003;  Lee & Kim, 2003; Tompkins et al, 2006). Trust was widely acknowledged as a 
key  indicator of  the quality of  the outsourcing  relationship  (i.e.  Sabherwal, 1999; Barthelemy, 2001; 
Barthelemy, 2003). For example, Pruitt (1981) emphasized that trust is highly related to firms’ desire to 
collaborate while  Zand  (1972)  highlighted  the  fact  that  its  absence  diminishes  the  effectiveness  of 
problem  solving.  Anderson  and  Narus  (1990)  went  a  step  further  and  noted  that  once  trust  is 
established  “firms  learn  that  joint  efforts  will  lead  to  outcomes  that  exceed  what  the  firm  would 
achieve  if  it  acted  solely  in  its  own  best  interests”. Mohr  and  Spekman  (1996)  on  the  other  hand 
underlined  the  importance  of  commitment  and  supported  that  either  party’s  commitment  to  the 
outsourcing  relationship  is a  clear  indication  that  the party  is willing  to exert effort on behalf of  the 
relationship  and  is  motivated  to  make  it  a  success.  Other  authors  highlighted  the  importance  of 
communication in breeding relationships based on trust and commitment (Kern & Willcocks, 2002). For 
example,  Kern  and Willcocks  (2002)  recognized  communication  as  key  factor  for  the  settlement  of 
conflicts  and  misconceptions,  facilitation  of  solutions,  reduction  of  uncertainty  and  generation  of 
flexibility.  
Another  stream  of  researchers within  the  social  paradigm  considered  the  power‐play  between  the 
client and the vendor to be more  important  in determining the outsourcing relationship. On this  issue 
Fitzgerald and Willcocks  (1994) emphasized  that  it  is difficult  to maintain partnerships  in  the  field of 
outsourcing due to an asymmetry of resources and  in the power relationship that favours the service 
provider.  Kern & Willcocks  (2002)  also  pointed  out  that  in  total  outsourcing  deals,  the  supplier will 
dominate  the  relationship  from  the  start, as  the  client  is  totally dependent on  the vendor’s  services, 
whereas in selective outsourcing the situation may be more balanced. Other authors on the other hand, 
stressed  the pursuit of mutual benefits as a  factor that can generate mutual dependency and argued 




Drawing  from  the  inter‐organizational  relationship  literature,  most  research  on  the  IT  outsourcing 
relationship has  treated  the  contractual  and  the  relational dimension of  the  venture  as  two distinct 
aspects of governance (Sabherwal, 1999; Lee & Kim, 1999; Kern & Willcocks, 2002; Goles & Chin, 2005). 
On this basis, it was argued that, while the contract as a formal control mechanism is a very important 





that  formal  contracts  signal  distrust while  relational  governance  is  based  on  trust.  Contrary  to  this 
substitution position, Poppo and Zenger (2002) demonstrated  in their empirical study that contractual 
and relational governance  functioned as complements. The authors suggested that there  is a need to 
explore further the  interplay between contractual and relational  forms of governance; this  is going to 
be the departure point of our research.  
In our  study we will be  considering  contracts not  as mechanistic  transactional devices, but  as  social 
artifacts.  Suchman  (2003)  suggested  that  contracts  carry  both  technical  and  symbolic  features.  As 




role of  the contract  in generating  formal and social control over  the outsourcing arrangement. More 




Our study will  introduce  in the research  field of  IT outsourcing governance  the Foucauldian notion of 




meant  both  strategies  of  organizational  governance  in  a  broad  sense  as well  as  self‐governance  by 
those who are made subjects of organizational governance”. 
Miller  and  Rose  (1990)  distinguished  between  two  elements  in  governmentality:  “rationalities”  or 
“programs” of government and “technologies”. Rationalities or programs of government are ways of 





Technologies of government are assemblages of persons, techniques,  institutions,  instruments  for the 
conducting  of  conduct;  they  refer  to  all  those  devices,  tools,  techniques,  personnel, materials  and 
apparatuses  that enable authorities  to act upon  the  conduct of persons  individually and  collectively, 
and in different settings (Miller & Rose, 1990).  
Miller and Rose  (1990) supported  that “knowing” an object  in a certain way defines certain  forms of 
visibility  that  in  effect  make  the  object  of  government  amenable  to  intervention,  calculation  and 
regulation.  More  analytically,  they  argued  that  “Knowing  an  object  in  such  a  way  that  it  can  be 
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governed is more than a purely speculative activity: it requires the invention of procedures of notation, 





These  ideas are particularly useful  for a more  in‐depth  investigation of  the  role of  the  contract as a 
technology of government in the outsourcing relationship. However, our study will extend the concept 
of  governmentality  and will  try  to  examine  the  extent  to which  the  contract  sets  the  space  for  the 






2003). Benbasat  et  al  (1987)  suggested  that  the  case  study  is  a particularly useful  research  strategy 
primarily  for  two  reasons:  First  of  all,  the  researcher  is  enabled  to  study  information  systems  in  a 
natural  setting  and  achieve  a better  grasp of  reality.  Secondly,  through  the  case  study method,  the 
researcher  is given  the ability  to answer “how” and “why” questions and understand  the nature and 




The participant organization  is a global  investment bank. The case  is anonymised  for  the purposes of 
publication  at  the  request of  the bank  in question. At  this  stage  the  research  is  very much work‐in‐
progress but  reveals  interesting provisional  results. The main data  collection methods we have used 
consist of procuring documents  and  conducting  interviews. The documents we have gathered  so  far 
include the company’s outsourcing policy, a draft of its master services agreement and a description of 
the  project  under  investigation.  Documents  were  considered  particularly  important  in  order  to 
understand the legal rights and obligations of each outsourcing partner, as well as the formal processes 
that  the  contract  establishes  in  order  to  control  the  venture,  protect  the  rights  of  each  party  and 
impose their obligations.  
On the other hand, interviews will allow us to gain the reflections of people on how control takes place 
in action, how  they  think of  it and how  it  influences norms, values and goals. Key  themes  that have 
















to make  it visible. Only when a domain  is visible, can  it become governed and thus rendered open to 
calculation, regulation and intervention (Miller & Rose, 1990). Furthermore, governmentality “seeks to 
constitute  each  self‐interested  actor, both  individually  and organizationally,  in  such  a way  that  they 
have something to gain from greater collaboration within the project. It does so by tying individual and 
organizational bonuses  to performance on  transparent  indicators,  in such a way as  to seek  to ensure 
that no trade‐off between them will take place” (Clegg et al, 2002).   
In the case study, we found the outsourcing contract setting a number of mechanisms and techniques 
that  sought  to  render  the  outsourcing  venture  “visible”  and  “calculable”.  These  included 
measurements,  SLAs,  KPIs, monitoring  and  reporting  techniques  as  well  as  communications.  These 
mechanisms and techniques that the contract entailed were designed to create transparency and also 
constitute  the  space  of  action  for mechanisms  aimed  at  regulation  and  intervention  (for  example 




interests. Transparency was  identified by many actors  to be of great  significance  to  the definition of 
expectations of each outsourcing partner and the accomplishment of a common understanding. Non‐
transparent  processes  on  the  other  hand,  were  most  typically  associated  with  the  obstruction  of 
collaborative work  together with  the  generation  of misunderstandings  and  conflicts.  On  this  basis, 
transparency was being perceived as a  facilitator to the alignment of goals at the  inter‐organizational 
level.  
However,  in  the  case  study  it  appeared  that  there  was  a  relative  neglect  of  linking  individual  to 
organizational  goals,  thus  failing  to  create motivation  for what  Clegg  et  al  (2002)  call  “reflexive  self 





values  that would  benefit  the  outsourcing  venture.  The  reason was  that  only  a weak  link  between 
organizational and individual goals and interests existed. This observation appears to be an indicator of 
the  need  for  the  client  organization  to  contractually  ensure  that  key  individuals  in  the  outsourcing 






























































































With  the  competitive  differentiators  of  supply  chain  operation’s  efficiency,  food  differentiation with 
credence attributes, quality enhancement and food safety, the concept of “traceability as strategy and 
mandatory  initiative”  has  replaced  that  of  “traceability  as  a  cost  of  a  business  or  as  a  voluntary 
responsibility”.  This  implies  that  the  introduction  of  a  traceability  system  should  be  perceived  and 
positioned as a catalyst  for better business practices  in  terms of  legal compliance,  safety and quality 
assurance, risk prevention, efficient recalls/withdrawals and consumer’s trust. However, despite these 
benefits,  a  traceability  system  is  also  investment  worthy.  Hence,  the  value  of  investment  in  a 
traceability system constitutes a matter of considerable concern and debate for both practitioners and 
academics  alike; meaning  that  it  is essential  to  recognize  the  extent  to which  the potential benefits 
gained by a traceability system outweigh the value of  investment  in such an  initiative. As a result, this 




Public  and  industry  concerns  over  food  safety  have  grown  considerably  over  the  last  decade.  Food 
safety has traditionally been viewed as a “cost of business” (Littlefield, 2006) and, as a result, perceived 
and positioned as  the voluntary  responsibility of companies. However,  this perception  is  changing as 




outbreaks  of  food  diseases  (e.g.  BSE  or Mad  Cow  Disease,  Dioxin  contamination  of  animal  feeds, 
Listeria) did occur where contaminated products had already reached consumers. To meet such ethical 





















justifying  the  investment  in a RFID‐enabled  traceability  system and  its  implications  for organisational 
performance. Therefore, this chapter describes work undertaken for a company that deals with frozen 
food  regarding  the  requirements’ analysis, development and pilot  implementation of a RFID‐enabled 
traceability system. Based on  the experience gained, several considerations are presented  that could 
provide valuable  feedback  to other organisations  interested  in moving  to a RFID‐enabled  traceability 
scheme.  
2  THE RFID TECHNOLOGY 
Radio Frequency  Identification  (RFID)  is a  technology  that uses  radio waves  to automatically  identify 
objects.  The  identification  is  done  by  storing  a  serial  number,  and  perhaps  other  information,  on  a 
microchip  that  is attached  to an antenna. This bundle  is called an RFID  tag. The antenna enables  the 
chip  to  transmit  the  identification  information  to  a  reader.  The  reader  converts  the  radio  waves 
reflected  back  from  the  RFID  tag  into  digital  information  that  can  be  passed  on  to  an  enterprise 
information  system  (Kelepouris  et  al.,  2007).  RFID  has  been  extensively  used  for  a  diversity  of 
applications  ranging  from access  control  systems  to airport baggage handling,  livestock management 
systems, automated toll collection systems, theft‐prevention systems, electronic payment systems, and 
automated production systems  (Agarwal, 2001; Hou & Huang, 2006; Kelly & Erickson, 2005; Smith & 





chain  processes  and  decision  support.  As  such,  RFID  can  potentially  empower  a  broad  spectrum  of 





operations  in  the  first  run. As an outlook  to the  future, a  recent  industry  report  (GCI 2005)  identifies 
certain  application  areas  (specifically  store  operations,  distribution  operations,  direct‐store‐delivery, 
promotion/event  execution,  total  inventory  management  and  shrink  management)  as  the  major 
opportunities for the deployment of RFID technology in the short and mid‐term. These application areas 
have been selected based on their performance versus the ratio of expected benefits over associated 
costs,  including process transformation difficulties. The same report  identifies further opportunities  in 
several  “track  and  trace”  activities  (such  as  anti‐counterfeiting,  product  diversion,  recalls/  reverse 
logistics,  fresh/  code‐dated  product  management,  cold  chain  monitoring,  and  legal  compliance), 
although it is noted that ‘more work is required to understand its potential applications and benefits in 
these areas’ (GCI 2005).  
Leading  companies  in  the  global market  have  already made moves  towards  the  application  of  RFID 
technology for monitoring product flow  in their supply chain. Wal‐Mart, the biggest retail chain  in the 
















largest  in  Europe.  Its  brands  are  recognized  by millions,  reaching  consumers  in  30  countries whilst 
expanding across the world map. Its success is based first and foremost on its respect for the consumer, 
and  its tireless daily efforts to supply the best possible value  in the  form of healthy, quality products. 
The  company  is  now  comprised  of  four  divisions:  Dairy  and  Drinks;  Bakery  and  Confectionery; 
Foodservices and Entertainment; and Frozen Foods.  
The Frozen Foods Division is involved  in the production and processing of frozen vegetables and foods 
in Greece and abroad. The range of the Division’s products  is constantly developing.  It  is active  in the 
production of frozen vegetables, pre‐cooked meals, mixtures of frozen vegetables, and more recently, 
fresh  salads.  Over  its  35  years  on  the market,  it  has  always  been  innovative  and  generated  new 
products.  
Realising  the  RFID’s  potential  for  improvements  in  different  aspects  of  a warehouse,  the  company 
decided to participate in a project partly funded by the General Secretariat for Research & Technology, 





within  the central warehouse and aims at understanding  the  relationships between various activities 
and identifying operations that are troublesome and can be improved by the deployment of RFID. This 
is  accomplished  by  interviewing  and  visually  examining  the  operations  that  includes  queues, 
bottlenecks, and human errors, and as a result, gain insight into the problems that are expected to be 
improved by the RFID deployment.  
The  raw materials  constitute  the domestic  fresh  vegetable  (e.g.  green beans, peas) or  the  imported 
frozen vegetable. The  incoming  fresh product  is  frozen  immediately and packaged  in  large containers 
with a content of various kilos. Respectively, the  imported frozen vegetable that arrives  in the factory 
from  approved  suppliers of  abroad  is packaged directly  in  large  containers. Consequently,  the  semi‐
finished product derives either  from  the  freezing and packaging  in  large containers of domestic  fresh 
vegetable or the packaging  in  large containers of  imported frozen vegetable. The  large containers are 
then  stored  in a  chamber  for  semi‐finished products until  there  is a need  for putting  into  consumer 
packaging. Packaging follows a rolling and controlled program based to the sales target. Then the semi‐













































































































































stored  in  a warehouse  cooled  to between  0‐  ‐20°  F  (‐17.8‐  ‐28.9° C).  They  remain  there up  to  their 
demand from the customer. 
3.2.5 Storage Process 
Although having a Warehouse Management System  (WMS)  in place,  the process of  storage of  semi‐
finished products depends heavily on quality variation and FIFO. It is impractical to have predetermined 
fixed positions because of the characteristics of the particular products. As a result, the assignment of 








picks  up  the  corresponding  products  from  the  designated  locations  by  using  the  WMS  and  by 
perception. This policy of marshalling products for delivery is chosen because of being easily employed 





that  time,  an operator  gives  them  a  compliance  check. After  that,  a  truck  arrives  at  the designated 






b. Tracking  in  intermediate stages of the supply chain  (associates’ warehouses, major distributor 
etc.) 
c. Tracking  the product at  the buyer’s  level,  the  consumer has already purchased  the degrated 
product, which is the most expensive scenario. 





boxes of one unique  LOT NUMBER,  there  is  some  kind of visibility across  the  supply  chain  for  these 
products. Consequently there is not any particular problem in the detection and retraction of degraded 
818
products  that  concerns  this  category  of  customers.  The  main  problem  is  presented  to  the  small 
customers  where  there  is  no  information  with  regard  to  whom  the  products  end  up.  Before  the 
installation of the new IS the standard procedure was to allocate additional personnel that would visit 
all the distribution points, check all the boxes without exception that belong in a particular product type 




Alternative RFID  implementation scenarios  result also  from  the  recognition of problems  for complete 
traceability.  The  implemented  scenario  is  essential  to  satisfy  and  improve,  consequently, most  from 






















the  problems  that  are  presented  for  traceability  in  box  –  level  and  through  an  extensive 
discussion with all participating, it was decided to materialize the first and fourth scenario. The 






































































































































































































used packages) and  the defective,  ruined, used or hazardous  for public health products  that can’t be 
sold  and  are predestined either  for  recycling either  for destruction. They have  two basic  application 
fields: product recall, which concerns products which have been already placed to the market, and the 









being used each time and the  information that  it provides.  In the first scenario  it  is hypothesized that 





already  been placed  in  the market or  not,  in  each  case  the measures  are  completely different.  The 
current analysis considered  the worst case  scenario where  the defective products have already been 
placed  in  the market  in  a  large  number  of  clients  and  therefore many  additional  costs were  to  be 
considered. First and above all is the transportation cost where the defective products are returned to 
the  factory  for destruction. This cost  is considered as  the product of  the cost of each  route with  the 
number of routes that are required for a product recall, and is directly related to the propagation of the 
defective products. However, this cost can be greatly reduced  if  the recollection  is done by the same 
distribution trucks when a new delivery is being conducted. During the recall procedure another cost is 
presented; the cost of examining all the products that have distributed to the market in order to reveal 
the defective ones. Nevertheless,  this cost may be not  taken  into consideration  if  the examination  is 




product procedure, but of great  importance  is  the  initial  set up  cost  for  the  introduction of  the new 











  1st year ‐ 40% 2nd year ‐ 30% 3rd yaer ‐30% 











a  ≈2,50 €  ≈500 ≈20000 €
b  ≈5,00 €  ≈300 ≈12000 €
c  ≈1,40 €  ≈20 ≈850 €









a. Difference, which  is measured  from  the  total  recall  cost  for each product before  the new  IT 
subtracting the total recall cost after the installation of the new IT with the RFID technology  
b. Benefit, which  is  calculated  as Difference product  the number of  times  a  recall procedure  is 
being conducted for a product during a year 
c. Profit,  calculated  subtracting  from  the  total benefit  the  cost of  the  initial  set up  cost  for  the 






Class 1  Class 2 Class 3 Class 4















After mathematical  analysis,  the new  installed  Information  System  indicated  a  spectacular  reduce  in 
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product recall cost




















class 1 class 2 class 3 class 4
product class
product visibility - 30% of total market




of  the  new  system  this  number  of  possible  locations  is  greatly  reduced  according  to  the  volume  of 
production. Especially, for products with low production volume the reduction is extremely high. 













































and  enabling  better  understanding  and  practice.  There  are  some  models  are  designed  for  public 
organizations  in  the  literature.  However,  they  are  not  appropriate  for  Turkish  public  organizations 




projects  that are performed by public organizations are analyzed  to  identify  technological  innovation 
process.  In  the scope of  the study  total  twenty public organizations; all of  the ministries and pioneer 
public organizations that perform technological innovation projects are analyzed. Case study is used as 
a  research  strategy  and  interviews,  documentation,  and  observations  are  used  as  data  collection 
methods. In accordance with the findings achieved by the analysis, technological  innovation process  is 
identified. Moreover stakeholders of the process, inputs and outputs of the process are identified. The 




“Processes” can be defined as  the particular ways  in which an  individual organization has  learned  to 
behave,  and  include  the  routines which  characterize  the  culture  of  the  organization  (Schein,  1984). 
Many researches were performed on innovation processes in enterprises and regional competitiveness. 
With  the  increasing  innovation  process  research,  numerous  studies  and  extensive  research  in 
innovation  management  have  descriptively  linked  innovation  with  competitiveness  and  economic 
outcomes at the national  level  (Porter, 1990; Nelson, 1993). Moreover these researches attributed to 
the recognition of innovation as a key determinant of economic growth and a basis for competitiveness 
(Porter, 2003). Now,  it  is widely accepted that  technological  innovation and  its effective diffusion are 
central  and  crucial  to  the  growth of economic output, productivity  and  employment  (Sternberg  and 
Arndt, 2001). 
According  to OECD  (1997)  innovation  is  the process of making  change, difference and novelty  in  the 
products,  services  and  business  manner  to  create  economic  and  social  benefit.  Innovation  has  a 
different meaning  from  a management  perspective,  it  is  not  a  single  action  but  a  total  process  of 
interrelated  sub  processes.  It  is  not  just  the  conception  of  a  new  idea,  nor  the  invention  of  a  new 
device, nor  the development of  a new market. The process  is  all  these  things  an  integrated  fashion 
(Myers and Marquis, 1969). 
According  to Trott  (2002) an organization manages  its  resources over  time and develops  capabilities 
that affect its innovation performance. Innovation process includes an economic perspective, a business 
management  strategy  perspective  and  an  organizational  behavior  to  manage  internal  activities. 






According  to  Betz  (1998),  technological  innovation  process  includes  some  stages.  First,  a  new 
technology must be invented. Second, the new technology must be developed and embedded into new 
products, process, or  services.  Third,  the  technological  innovation must be  designed, produced,  and 
marketed. Technological innovation represents an important source of global competitive advantage in 
today’s technologically  intensive competitive markets. To compete  in today’s technologically  intensive 
competitive markets,  companies must  create  new  products,  services  and  processes  and  they must 
adopt innovation as a way of corporate life (Tushman and Nadler, 1986). Technological innovations in a 
firm  help  it  respond  quickly  to  new  product  offerings  and  shorten  product  development  time.  As 
technological  competition  intensifies,  it  becomes  more  and  more  important  that  firms  recognize, 
protect, and  reinforce  their  technological capabilities as  the  sources of global competitive advantage 
(Guan and Liu, 2007). Technological innovativeness plays an important role in developed economies, it 
is also  important  in  the  revitalization of  transition economies  since  it  is  the driving  force behind  the 
process of restructuring and catching up (Gunther and Gebhardt 2005). 
Innovation  is  widely  recognized  as  a  core  renewal  process  within  organizations.  Unless  managers 
continuously look for ways to change or at least improve offerings or create and deliver those offerings, 
organizations  risk  becoming  increasingly  vulnerable  to  hostile  and  turbulent  environments  (Bowen, 
1994). For this reason growing attention has been paid to the challenge of  innovation management  in 
trying to understand the generic and firm‐specific  issues surrounding the problem of dealing with this 
challenge  (Tidd  et  al,  2001).  To  overcome  these  challenges  organizations  need  to  be  prepared  for 




academic  institutions,  healthcare  systems  and multiple  industrial  organizations,  and  involves  a wide 
range of stakeholders (Atun et al, 2007). 
Successful innovation occurs when an invention, related to a product, service or process in some part of 












study method  helps  you  to make  direct  observations  and  collect  data  in  natural  settings  (Bromley, 
1986). 
The  purpose  of  this  study  is  to  identify  innovation  process  and  stakeholders,  inputs,  outputs  of  the 
process. This study used case study as a research strategy and data gathered through case studies are 
qualitative.  In  this  study  interviews,  documentation,  and  observations  are  used  as  data  collection 
methods.  The  interviews  performed  during  the  study were  semi  structured  or open  interviews.  The 
research  process  consisted  of  six  steps:  literature  review,  setting  the  research  questions,  case  and 
interviewee selection, data collection, data analysis, identification of the innovation process. 
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Twenty  organizations  are  participated  in  the  study.  On  the  other  hand  twenty  eight  technological 
innovation  projects  are  examined.  All  ministries,  two  governmental  organizations,  one 











In  this  study  interviews, documentation,  and observations  are used  as data  collection methods.  The 
interviews performed during the study were semi structured or open  interviews. Researcher utilized a 
MP3 player that has recording option during the  interview to record conversations. Information about 










1.  The  interview  procedure  was  initiated  by  a  telephone  call  or  e‐mail.  The  interview  reason  and 
purpose of the research were discussed, the time and place for the interview is set. 
2.  Interviews  were  performed  face  to  face  in  the  interviewee’s  office  when  the  time  comes.  The 
interview  was  initiated  with  a  short  explanation  of  the  topic.  The  interview  was  semi  structured; 
questions were preplanned. All of the questions were asked to the interviewee. 
3.  The  researcher  throughout  the  conversation  recorded  the  interview  on  a  MP3  player.  The 
interviewee was aware about this.  
































Case  study  tactics used  to  increase  reliability  and  validity of  the  study. Multiple  sources of evidence 
(interviews  with  multiple  organizations  and  departments,  governmental  documents,  books, 
observation,  web  sites)  are  used  in  data  collection  phase  to  increase  construct  validity.  Research 




Recorded  interviews  transcribed before analysis of  the  interview data. Analysis of  the data  collected 
from case study  is performed using pattern matching technique. Campbell  (1975) described "pattern‐
matching" as a useful technique for linking data to the propositions. He asserted that pattern‐matching 
is  a  situation  where  several  pieces  of  information  from  the  same  case  may  be  related  to  some 

























Personnel who  think about how  to  serve better and how  to ease business processes  try  to generate 











two  steps.  In  the  first  step  of  the  stage,  project  feasibility  study,  project  plan,  and  project 
documentation are performed.  In  the  second  step, approval of  the project  is performed by approval 
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authority.  First,  approximate  cost  of  the  project  is  calculated  in  the  project  feasibility  study. 
Approximate cost  indicates the financial budget of the project. This  indicator determines the approval 
authority.  Approval  authority  is  the  authorizing  officer  who  decides  acceptance  of  the  project. 
Authorizing officer can be head of the unit, undersecretary or minister according to the financial limit of 
the project.  
Obstacles  in  front  of  the  innovation  prevent  transformation  of  new  ideas  into  projects  and 
transformation  of  the  projects  into  innovation  in  the  public  sector.  Table  3  illustrates  obstacles  to 
innovation  in  the  public  organizations.  According  to  results,  the  main  obstacles  in  front  of  the 




















Innovation  is the  last stage of the technological  innovation process.  In this stage, diffusion of the new 




Verloop  (2004)  claims  that  successful  innovation  requires  changes  in  organizational  processes  and 
conversion  of  an  idea  into  a  new  product  that  is  designed, manufactured,  and  adopted  by  users. 
According to Rogers (1995) there are different success rates of adoption. Adoption is a decision to make 
full use of an  innovation as  the best course of action available.  Innovations  that are perceived by  its 
potential users as having a higher  relative advantage, compatibility,  trialability, observability and  less 
complexity will be adopted more rapidly than other innovations (Tornatzky and Klein, 1982). Innovation 




















Winter  (1978)  suggest  that  innovation,  as  driven  by  competition,  can  be  viewed  as  a  process.  It  is 
suggested  that  the  process  that may  successfully  attain  innovation  and  hence  future  organizational 
growth  consists  of  stages  (Rothwell,  1994;  Buggie,  2001)  such  as:  strategy  development,  ideation, 
evaluation  and  implementation.  Fraser et  al  (2005) defined  innovation  as  an  increasingly distributed 
process,  involving  development webs  of multiple,  players  and modular  production  networks with  a 
variety  of  possible  and  dynamic  value  chain  configurations.  Thus,  viewing  innovation  as  a  process 
provides a systematic model and process of how innovation can be realized.  
Storey  (2000) sees the  idea of  innovation as a planned, rational process. This meant that managing  it 
entailed a series of stages with each culminating  in a phase or stage review. Typical phases were: idea 




is  realized  in  the  organization were  investigated.  The  analysis  results  demonstrate  that,  in  order  to 
reach  innovation all of the public organizations follow six  identical steps: new  idea generation, project 
study  (project plan,  feasibility  study,  and documentation), project  approval, project  implementation, 
new services, and innovation. 
Findings  indicate  that,  innovation  initiates with  new  idea  generation  first. Wolfe  (1994)  claims  that 
innovation process research focuses on the analysis of ordered steps involving the formation, redesign 
and implementation of new ideas. And Nonaka (1994) confirms that knowledge creation and innovation 
take  place  inside  new  product  development  projects.  According  to  Zaltman  et  al  (1984)  innovation 
process  starts with  the  generation  of  initial  idea  leading  to  the  development  of  a  new  product  or 
service.  In addition Storey  (2000) argues  that  innovation  comes  first and  foremost  from  the  ideas of 
individuals and from the way in which the ideas are captured. 
Project  study  is  the  second  steps  of  the  innovation  process.  After  idea  generation,  new  ideas  are 
selected to transform new projects. Cooper and Kleinschmidt (1986) see the idea development and idea 
selection  stages  as  the  ‘fuzzy  front  end’  of  new  product  development.  And  deficiencies  in  idea 




After  project  implementation  new  services  enliven  in  the  organization.  After  this  step  the  last  step 




Findings  indicate  that,  stakeholders  of  the  technological  innovation process  are; universities, private 
organizations, nongovernmental organizations and public organizations. And an innovation may emerge 
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from one or more  stakeholders or  linkages between  them. According  to Doloreux  (2004),  innovation 




other  firms,  universities,  technical  colleges,  technology  transfer  organizations,  government  agencies, 
and financial organizations.  
Inganas  et  al  (2007)  investigated  new  energy  technologies  in  their  research  study  and  identified  a 
number  of  stakeholders;  research  institutes,  technology  providers,  energy  companies,  investors  and 
policy  makers.  According  to  them  an  intensive  interaction  between  technology  providers,  power 
companies  and  research  institutes  is  highly  important  for  the  successful  transfer  of  new  energy 
technologies from research institutes to the industry. 
According  to  results  of  the  study  stakeholders  are  significant  part  of  innovation  process.  External 
relations  with  stakeholders  enhance  the  innovation  process.  Innovation  emerges  as  a  result  of 
interaction between the stakeholders. Doloreux  (2006) confirms these  ideas declaring,  innovation  is a 
process  by  paying  attention  not  only  to  different  stages  of  evolutionary  development,  but  also  to 
certain  types of  institutional  arrangements, organizational  forms,  and  configurations of  relationships 
among organizations  that are all  related  to  the provision of knowledge,  finance, and other  inputs  to 
innovating firms. Many studies in innovation stress the importance of external linkages and processes at 
all points along the technology transfer pathway (Tidd et al, 1997). Innovation is seen increasingly as a 
multi‐firm  networking  process  involving  close  collaboration  between  companies  and  a  consequent 
linking of technology‐push and market‐pull  factors  (Rothwell, 1992). There  is also a presumption that 
collaboration between universities and SMEs is desirable (Henry et al, 2000). 
Successful  innovation  management  is  required  in  order  to  perform  successful  innovations.  And 
identification of the technological  innovation process  is required  in order to manage  innovation  in the 
public  organizations.  Technological  innovation  process  in  the  public  organizations  was  identified 
through the study. Moreover stakeholders of the process, sources of  innovation and obstacles in front 
of the innovation were detected through the study. 
Surely the findings represented  in this paper will provide successful management of  innovation  in the 
public organizations that will increase national productivity and, as a result, enable to gain international 





































































































The  development  of  an  IS  for  an  organization  is  a  project  of  a  strategic  nature.  The  development 
process  is  a  time‐consuming  and  special budgeted project  that  follows  the  six  stages of  the  System 
Development  Life  Cycle  (SDLC).  Integrating  security within  the  SDLC  is  a  very  important  issue.  The 
security  of  an  IS  is  designed  at  the  very  early  stages  of  its  development.  A  security  object  that  is 




the  SDLC  stages  in  order  to  reduce  the  risks  from  the  start  of  a  development,  by  integrating  the 
development of the Disaster Recovery Plan into the SDLC process. Details are given on how to achieve 
this, as well as the reasons and the benefits to the organization and to the manufacturer.  




processed  information.  This  information  was  the  result  of  a  time‐consuming  gathering  effort  in  a 
market  that  did  not  change  so  fast. Moreover,  the  competition was  “local”  or  “regional”  and  only 
occasionally “national” or “international”. 
As  the nature of  the competition  started  to change and became more global,  the need  for accurate, 
timely and effective decisions  increased. These decisions, most of the times, reflect the organization’s 
reactions  to  the market  in order  to avoid or overcome  the competition. These  reactions are strongly 
dependent  on  the  information  that  the  organization  perceives  about  the market  or  even  about  its 
administrative operations, as, in the era of the Globalization, the competition may come by an unknown 




the  times,  are  “suited”  to  their  needs  rather  than  “tailored”  to  those.  This  happens  because  the 
majority of the organizations face the IS as a cost center (Souliotis & Papadakis 2007); hence they try to 
reduce  its  installation  expenses  at  the  expense  of  compromising  their  needs.  By  operating  this 





project.  The  organization  appoints  someone  with  technical  responsibilities  in  charge  of  the  IS 
development,  expecting  that  s/he  will  be  able  to  understand  and  satisfy  the  functional‐business 
requirements  of  the  organization. When  this  is  the  case,  the  development  of  the  system  is more 
“technically  oriented”  than  “business”  or  “function  oriented”.  The  person  charged  with  the 




2003).  Instead, the success of the project can give  the organization the competitive advantage  (if the 
system  is  innovative),  better  administrative  self‐control  or  it may  help  bring  into  effect  a  strategic 
target. For these reasons, organizations have to appoint a top executive for leading the IS development 
project,  who  will  also  have  decision making  rights.  The most  important  reason  for  charging  a  top 
executive with the leadership is that s/he has to make decisions about the development of the system, 
which will  affect  the  organization  in  its business  nature. A  number  of  such  decisions  pertain  to  the 
security of the Information System. 
A  survey  (Rainer  et  al.  2007)  about  the  way  that  Business  Managers  and  Information  Security 
Professionals  view  information  security  issues  reveals  that  the  two  groups  have  different  views  on 
security. However, it is interesting to note that the “Business continuity and Disaster preparation” issue 
is  listed  among  the  top‐10  of  142  security  items  (managerial  and  technical),    a  fact  indicating 
convergence  in  the  views  of  both  groups.  The  IT  Disaster  Recovery  Plan  (DRP)  is  significant  to  the 
organization, due to the dependence of the organization on the  IS. Depending on the business sector 
that the organization is active in, its survival may be directly linked to the operation of its IT system. We 
can  take as an example  the case of a bank, or a  financial organization or a healthcare establishment 
(HCE). A possible disaster of its IS forces the organization to interrupt its operations until the system is 





DRP  development  a  Business  Impact  Analysis  (BIA) will  identify  and  categorise  the  Critical  Business 
Functions  (CBFs)  that are necessary  for  the organization’s  survival. The  results of  the BIA will be  the 
basis  for  the Risk Analysis  tailored  to  the needs of  the specific  IS  (Aggelinos & Katsikas 2007). At  this 
point the organization is able to define its recovery strategy and then to proceed with formulating its IT‐
DRP, taking  into account at  least the off‐site storage, the place and kind of the recovery site.  It  is also 
able  to  establish  its  Recovery  Time Objects  (RTOs)  and  Recovery  Point Objects  (RPOs).  The Disaster 
Recovery  Plan  has  to  be  directly  linked  to  the  Business  Continuity  Plan  (BCP),  so  as  to  support  the 
business functions that the organization wants to recover immediately, i.e. the CBFs.  
Accepting the view that the development of an  Information System  is both a technical and a business 









order  to have a secure development which,  in  turn,  leads  to protecting  their  investment.  It proposes 
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enhancing  the  System  Development  Life  Cycle  (SDLC)  stages with Disaster  Recovery  Planning  (DRP) 
activities,  in  order  for  the  system  to  be  ready  for  emergency  operation  at  the  end  of  the 
implementation stage. 
The  remaining  of  the  paper  is  structured  as  follows:  In  Section  2  we  review  the  standard  system 
development  life  cycle.  In  Section  3 we propose  enhancing  the  standard  life  cycle model with DRP‐





(Weaver et al. 2002).  In the case of a suited  IS, some  initial activities have already been performed by 
the manufacturer, but  in  the  case of a  tailored  system  these activities have  to be performed by  the 
organization. In both the “suited” and the “tailored” case, the SDLC starts with the “Strategy Planning” 



























should  have  pre‐decided  the  business  functions  that  could  be  served  in  case  of  emergency  and, 
consequently, the logical and physical design of the pertinent requirements.  
Therefore,  an  Information  System  begins  to  be  at  risk  early  in  the  SDLC,  when  entering  the 
implementation  stage,  at  the  end  of  which  the  IS  is  at  full  risk.  The  extent  of  the  risk  that  an 
organization  takes  cannot  be  unambiguous  because  the  value  of  the  system  for  the  organization  is 
subjective  and  depends  on  the  value  that  the  IS  perceives  by  the  information  it  processes 




proactive  rather  than  reactive.  For  this  reason,  the  security  design  of  the  system  has  to  focus  on 




The  fact  that  information  security  designs  should  be  carried  out  as  early  as  possible  in  the  system 
development  lifecycle  and  particularly  should  be  incorporated  within  the  system  requirements 
specification stage has been long established (Baskerville 1993, Kalloniatis et al 2008). It has also found 
its way into relevant standards (Kissel et al. 2008), where it is recommended that many security issues 
are  dealt  with  in  the  initiation  phase  of  a  5‐phase  SDLC–  which  corresponds  to  the  Strategy  and 
Feasibility Study stages.   However,  it  is unfortunate that this  long established and well known  ‐among 
information  professionals‐  has  still  a  long way  to  go  to  be  observed  in  practice.  A  doctoral  thesis 
(Tryfonas  2003)  has  studied  the  difficulties  of  integrating  security  into  the  traditional  system 
development life cycle and has reached the conclusion that the security analysis of a system in the form 









Plan  will  be  ready  at  the  end  of  the  Implementation  stage.  Figure  2  depicts  the  proposed 
enhancements. 
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As  it can be seen, the enhancement of the stages  is done  in a hybrid manner, taking  into account the 
hierarchical structure of the SDLC model. In the first four stages, DRP activities run in parallel with the 
activities concerning the development of the system  in normal operation. This means that the normal 





to  be  produced,  which  will  provide  the  basis  for  the  next  stage,  thus  requiring  an  extensive 
documentation to be produced within each phase (Stefanou 2003).  








In  the DRP parallel  section,  the  strategy planning of  the organization, has  to  include decisions about 
emergency operations that will allow the proper design of the EO system. These decisions pertain to the 
site and the precise location where the system will operate in EO; the kind of site (cold, hot, warm); the 




the  standards  for  conformity  (e.g.  BS‐7799,  ISO  27001,  BS‐25999);  and  some  more  DRP  strategy 
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planning  decisions  such  as  revision  time,  liabilities  and  responsibilities  at  managerial  level  etc. 
(Aggelinos & Katsikas 2007). 
In the Feasibility Study stage the organization has to consider the technical, financial, legal, operational, 









In  the next stage,  the System Analysis,  the organization  first has  to  investigate  the existing system  (if 
any) and generally the  informational environment that already exists. This organizational study has to 
be documented, taking into account all the electronic and hard copies, the user information needs, data 
flows  etc.  Then  the  stage  proceeds with  the  analysis  of  the  documented  investigation  findings.  The 
deliverable of this stage is a report including the current situation (such as the kind of data, data flows, 
available systems and their users, user problems, hardcopy templates, etc) and the situation that needs 
to be  served  (such as new business units, user  requirements, new data  flows, user  rights, electronic 
required  approvals,  external/third  party  connections,  initial  security  policy  requirements,  conformity 
with law and regulations etc).  
In the DRP section of the stage, the organization investigates its functions performing a BIA in order to 
identify and categorise the CBFs that are necessary  for  its survival.  In this procedure the organization 
has  to  (Aggelinos  &  Katsikas  2007)  list  the  business  functions  and  categorise  them  in  order  of 
importance;  link business  functions  to applications and systems;  identify the  functions that affect the 
existence of the organization; assign RTOs and define RPOs for each business function; assign recovery 
priorities  according  to  organizational  and  technical  criteria;  define  the  term  of  the  disaster  for  the 
organization  and  the  criteria  for  the  activation  of  the  plan  according  to  the  CBFs;  consider  its  legal 
responsibilities  from  the  possible  disaster;  and  estimate  the  potential  loss  revenue  for  every  day 
remaining “out of business” in order to have a possible trade off for extra emergency expenses. In order 
to perform a meaningful BIA  in this early stage of the development process, we consider the business 
functions  according  to  their  significance  regardless  of  the  technology  used  to  implement  them 
(manually or  IS based). CBFs are categorised considering how  they are  supported by  the  Information 
System.  


















budget  (e.g.  off  site  storage,  kind  of  site,  equipment,  etc);  the  exact  costs  and  benefits  for  the 
organization from the development of such a plan; the real amount that needs to be budgeted for EO 
according to the BIA, the RA and the proposed solutions (e.g. the total amount for recovery in 3 days is 
100,000€  while  for  recovery  in  10  days  is  68,000€);  and  the  changes  that  will  be  brought  to  the 
organization  from  the  development  of  the  DRP  (e.g.  DRP  coordinator  position,  testing  of  recovery 
capabilities  every  year, predicting  the  annual  budget  for  recovery purposes,  etc).  The  results  of  the 
study have to be documented in a report to the top management. 
The next stage, System Design, is the most important stage of the SDLC because it gives the solution to 
the  problems  and  requirements.  The  design  consists  of  the  logical  and  physical  design  taking  into 
account also the human resources and the procedures established  in the organization. Here  is a basic 
problem:  the  suited  system  changes  the procedures of  the organization  (resistance  to  change due  to 
inconvenience)  in  contrast  with  the  tailored  system,  which  transforms  manual  procedures  into 
electronic ones  (more expensive). The deliverable  is a  report  containing all  the  specifications  for  the 
construction of the new system. The importance of the stage is due to the fact that any fault or bigger 
tolerance  to  problems  may  lead  to  insuperable  obstacles  which  are  translated  to  administrative 
inconveniences or  to big amounts of money necessary  to  fix  the problem. Either  case may  lead  to a 
strong resistance to change, practical non‐acceptance of the system and consequently general failure of 
the project,  resulting  in a  significant  impact on  the general  strategy of  the organization  to  realize  its 
targets. 
The DRP section of the stage examines the operations/functions that have to be covered in EO,  i.e. the 
CBFs  and  some  supportive  functions.  These  are  the  business  units;  the  procedures  that  will  be 
supported in each business unit; the operating applications; the necessary physical equipment to cover 
the needs (e.g. two servers instead of five); the number of users that will be supported by business unit; 
the  connections  of  remote  users  or  third  parties;  the  required  related  security  of  the  system  (e.g. 
persons that have physical access); special requirements only for EO (e.g. number of users connected to 





change  or  alteration  to  the  Normal  Operations  report  may  lead  to  changes  or  alterations  to  the 
Emergency Operations report. At this point, the parallel character of the SDLC enhancement ends and 
the hierarchical character starts. 





In  the DRP  section  the activities are strictly  related  to  the kind of  the site  (cold, hot, warm)  that has 
been decided in the Strategy Planning stage. According to the kind of site the organization may have to 
activate EO contracts or mutual agreements; rent a place for some days; buy or rent some equipment 
for some days  in order  to execute  tests; set up  the EO system  to work without users; count  the  real 
RTOs  and  switching  time;  load  the  system  with  the  predefined  users;  operate  for  some  hours  (if 
possible); organize  the off‐site  storage of  the plan  and  its objects  (e.g. data &  application backups); 




(e.g.  in  the  knowledge  of:  the  procedures’  specifications,  their  duties  in  the  team  etc  [classroom 
education]); and certify the whole system according to the standard decided  in the Strategy Planning 
stage.  
The weaknesses  observed  during  this  execution  have  to  be  fixed,  so  as  the  Emergency Operations 
system  fulfils the requirements that have been decided  for EO. After that, the Disaster Recovery Plan 
has  to  be  documented  as  a  technical  plan  and  it  also  has  to  include  the  procedures  needed  for  its 
implementation  (e.g. who  has  to  order  the  purchase  of  the  equipment,  its  reception,  the  place  to 
receive it, the maximum time after the order etc). At the end of this stage, when the plan is not tested 
yet,  the  legacy  system  should  remain  intact  and  operational  as  a  contingency  to  the  replaced 
information system until, at least, the new system has been sufficiently tested (Swanson et al 202).The 
Implementation stage is completed at the end of the DRP documentation phase. 





“Is  this  change/alteration an  issue  for  the emergency operations  system?” –  changing,  also,  the DRP 
documentation  in  the  case  of  a  positive  answer.  The  specifications  in  hardware  &  software,  the 






the  (contracted)  cold  site  in order  to  check  gaps  in  the plan, RTOs, RPOs  etc.  The duration  and  the 
extent of the test depends on the obtainable budget and the importance that the management gives to 
the recovery. 




























































































the  modification.  In  the  general  case  the  stakeholders  are  the  organization  that  the  IS  is  being 
developed for and the system developer.  
The organization benefits  from addressing DRP  issues during  the SDLC  stages  rather  than after  them 
because: 
• It saves time, as the DRP can be completed a little after the completion of the implementation stage 












stages  of  the  normal  operations  design. When  a  need  for  a  DRP  deliverable  is  known,  a  different 
software design or arrangement  can  take place  for  the normal operations  in order  to  serve  the DRP 
needs. As an example, recall that a hospital in emergency operation does not need all the X‐ray images 
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in  its database;  it only needs those of the  in‐patients. This need can be easily handled  in the database 
with  just a  flag  triggered by  the entry and  the exit date and  can be provided  for  in  the backup and 
restore procedures, either  for a  suited or a  tailored system.  If  this provision has not been  taken,  the 




the  IS  development  nowadays.  Starting  the  DRP  project  after  the  total  completion  of  the  normal 
operations system is equivalent to the design of a system fitted to the special needs of an organization. 




thus  enabling  him  to  make  better  offers  and  to  be  more  competitive  with  the  same  number  of 









failure  of  which  can  threaten  the  existence  of  the  organization  itself.  Also,  its  importance  to  the 
administrative  function  of  the  organization  and  to  the  fulfilment  of  its  strategic  and  departmental 
targets  is beyond any discussion. Thus, the continuity of operations of the organization  is based upon 
the system  to a  large extent as  the absence of  the system makes  the organization unable  to  fulfil  its 
administrative  functions  and  consequently  its obligations. By  applying  the proposed enhanced  SDLC, 























































With  the  proliferation  of  computer‐driven  organizations  and  internet‐based  business  information 
systems, the need for security has  increased significantly. In addition,  information security compliance 
is  becoming  a  controversial  issue  among  IT  professionals.  This  paper  aims  to  address  the  concerns 
arising  from  compatibility  of  security  standards,  compliance  cost,  certification  approval  and  human 
involvement  that  affect  compliance  management.  A  unified  approach  to  information  security 




Due  to  the  increased  reliance  on  information  technology  (IT)  and  digital  content,  the  value  of 
information assets has increased significantly. Organizations depend mainly on IT in order to provide a 
standard  operating  environment  for  conducting  business  activities.  As  a  result,  controlling  risks  to 
personal  information via enhanced proper  security controls has become a critical  subject. Moreover, 
the failure to defend personal information can certainly result in high financial and public cost and may 
also cause disruption of business activities (Simon, 2007; Kargidis et al., 2005). To comply with security 
practices,  enterprises must  not  only  develop  comprehensive  information  security  programs  but  also 
manage effectively security procedures and controls. In case organizations fail to approach information 
security  compliance  in  a  systematic  and  integrated  way,  this  results  in  incomplete,  redundant  or 
expensive security controls and procedures. 
Although  the  use  of  security  standards  targets  the  establishment  of  specific  countermeasures  and 
safeguard policies,  it  is rarely specified which type of enterprise  is compatible with particular security 
practices  (e.g.  ISO 17799 or NIST 800  series). As a  result,  the need  for  compliance has  caused many 




as  the  process  through which  the  enterprise  determines which  laws,  regulations  and  guidelines  are 
applicable to the organizational structure of the institution (Compliance Management System, 1996). In 
fact, the growing number of laws and regulations illustrates how complicated can become to match the 
requirements  of  security  guidelines  and  standards within  the  organizational  structure  and  business 




managers  need  to  be  trained  on  their  responsibilities  concerning  safe  and  secure  information 
processing practices. Being able  to  justify  the  level of expertise  in business  staff and  to acknowledge 
secure  operation  practices,  security  and  business  professionals  tend  to  require  the  certification  of 
compliance  as  a  token  of  operational  and  compliance  excellence.  Given  the  changing  nature  of 
technology  and  the  evolving  risks,  certification  of  compliance  is  described  as  a  process  of  vigilance 
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through which  information  security practices  are monitored,  tested  and  reviewed  in  constant mode 
(Pink Elephant, 2008).  In addition, certification of compliance can take the structure of an assessment 
process  which  aims  to  certify  that  business  departments  are  highly  complying  with  all  applicable 
security laws and regulations.  
The  information security operations are ongoing processes and this  is due to constant changes  in the 
regulatory  landscape,  including  the  creation of new  requirements or  the extension of old ones. As a 
result, this necessitates the management of security operations and procedures, known as compliance 
management  (Leading  Edge  Forum,  2007).  Defining  compliance management,  this  is  the  procedure 
through  which  the  enterprise  manages  the  entire  compliance  process  from  scratch.  A  complete 
compliance program consists of policies, procedures and risk assessment tools which guide employees 
adherence  to  laws  and  regulations.  This  procedure  addresses  all  phases  of  securing  systems  and 




the  efficiency  and  effectiveness of managed  IT  service  standards. Additionally,  a unified  approach  is 
recommended  on  the  principles  of  driving  technology  innovation  and  reducing  organizational  costs; 
thus boosting performance and usefulness of security practices to a higher level of expertise.  
2 CUSTOMIZING COMPATIBILITY AND CERTIFICATION 
Once  the  scope of  security compliance program  is  identified,  the next step  in a compliance approval 
procedure is the selection of the appropriate security method to ensure that the security standards are 
fully  implemented  in the context of the security compliance program of the organization (Jose, 2005). 
Normally,  an  enterprise  applies  audit  and  enforcement  techniques  to make  sure  that  the  security 
standards are being followed. As a result, the cost in time and money during security procedures should 
be justified as an internal business activity. However, the self‐assessment of security practices has failed 
to offer adequate protection against  information disruption.  In  fact, between February 2005 and  July 









information  security management  by  providing  through  a  security  system  program  certification  for 
security practices  such  as  the  ISO 17799  (ISO 27002),  ISO 27001,  ISO  20000, COBIT, COSO  and NIST 
guidelines. ISO 17799, which was renumbered in July 2007 and is now known as ISO 27002, represents a 
security technique and code of practice for  information security management.  It provides  information 
security professionals with specialized recommendations for risk assessment, physical and  information 
security policy,  governance, development,  compliance  and  access  control  (International Organization 
for  Standardization,  2009a).  ISO  27001  specifies  the  requirements  for  establishing,  implementing, 
operating,  monitoring,  reviewing,  maintaining  and  improving  a  documented  Information  Security 
Management  System  (ISMS)  within  the  context  of  the  organization's  overall  business  risks.  It  also 
specifies  requirements  for  the  implementation  of  security  controls  customized  to  the  needs  of 
individual  organizations  or  parts  (International  Organization  for  Standardization,  2009b).  ISO  20000 
serves  as  a  widely  recognized  basis  for  evaluating  IT  Service  management  processes,  providing 
measurable  criteria  that  can  be  audited  and  defines  requirements  of  service  providers  helping  to 
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determine  whether  the  organization  complies  with  acceptable  service  management  standards 
(Kumbakara, 2008). COBIT stands for “Control Objectives for Information and related Technology” and 
it  is an  IT governance security  framework  that  lists 34 high‐level  IT processes and audit guidelines  to 
assess IT processes (Enterprise Strategy Group, 2008). COBIT recommendations include issues related to 
ensuring effectiveness and value of  IT as well as  information  security and process governance. COSO 
(Committee  of  Sponsoring  Organizations  of  the  Treadway  Commission)  is  an  integrated  security 
framework  to  help  businesses  and  other  entities  assess  and  enhance  their  internal  control  systems 
(PwC, 2004). The NIST 800 Series (National Institute of Standards and Technology) is a set of documents 
that describe United States federal government computer security policies, procedures and guidelines. 
The  800series  publications  cover  all  NIST  recommended  procedures  and  criteria  for  assessing  and 
documenting threats and vulnerabilities aiming to minimize the risk of undesirable events (NIST, 2008). 
Similarly,  PinkVERIFY  is  a  worldwide  independent  assessment  program  that  supports  the  workflow 
requirements  of  specific  IT  service  management  processes  through  a  licensed  logo  and  certifies 




be  the solution  for  the organizations who  try hard  to match business activities with selected security 
practices.  
Efficient management and delivery of IT systems and services requires a mature approach regarding the 
implementation of an acknowledged security practice  framework  for managing  IT services. Too often, 
organizations  experience  difficulty  in  delivering  security  practices  into  the  organizational  structure 
causing unexpected complexity and cost. The starting point with security practices, laws and guidelines 
selection should always be  to  first  look at the way  the  IT processes  function and  interact  (Mohamed, 









by a plethora of  rules being  initiated  from different authorities, each of which may have a  legitimate 
responsibility  on  certain  business  activities.  Consequently,  the  real  issue  begins  when  other 
organizations establish rules for enterprise operations (Leading Edge Forum, 2007). Each organization is 
different in structure and security requirements; therefore information security compliance depends on 
whether  customized  policies  and  procedures  can  adapt  to  current  or  future  security  regulation  and 
business environment. The  security compliance process  should be able  to  review  technical, psychical 
and administrative security practices and explicitly define how security policies and procedures are to 
be  implemented  and  integrated with  the  current  security  and  business  activities  and  also  how well 
business departments’ work together to ensure that information security practises are harmonized and 






Complying with ongoing government and  industry  regulations  is a major  concern  for  IT professionals 
and business managers. Whether  it  is  ITIL, a compliance  initiative or a specific  industry regulation  like 
HIPAA,  these  frameworks  and  guidelines  provide  a  critical  basis  to  secure  vulnerable  assets  and 





of  their  IT budgets on security  in 2009, compared with 7.75 percent  in 2006  (Waxer, 2006). Another 






According  to  a  Deloitte  global  security  survey  (2007),  information  security  compliance  has  risen  in 
importance and  is considered a critical area within business activities. Respondents  listed  their  top 3 
initiatives as “access and identity management”, “security regulatory compliance” and “security training 
and  awareness”.  When  asked  about  their  perceptions  regarding  the  root  causes  of  failures  on 
information  systems  in  their organization,  respondents  chose  human  error  (79%),  technology  (73%), 
third‐parties  (46%),  and  operations  (41%),  respectively. Moreover,  according  to  a  recent  survey  by 
Complinet  (2009),  the  cost of  corporate  compliance  is  expected  to  increase  in 2009  and  the  reason 
behind  the  impending  increase  in  compliance  costs  lies  on  the  expectation  of  a  tougher  regulatory 
environment and the accompanying costs that will be necessary to deal with the ongoing changes. The 
same  survey also  reveals  that  compliance professionals anticipate  increase  in  regulation,  compliance 
costs and communication with regulators.  
Compliance  in  information  security  requires  a  team  effort  that  reaches  from  the  highest  levels  of 
hierarchy  (usually  the CEO or Board)  to  the  lowest  level  (employees) of workforce who are using  the 
end  results  of  the  compliant  components.  The  decision  to  adjust  to  a  security  framework  depends 
heavily  on  the  organizational  management  and  transparency  of  operations.  In  order  to  reduce 
compliance  costs while  strengthening  security,  organizations  should  automate much  of  the  security 
activity while keeping continuous human monitoring (Liberti, 2008). This is because compliance controls 
are  a mixture  of  software  programmed  processes  and  human  procedures  so  in  order  to make  the 
compliance program less costly in time and money requires the integration of business processes within 
the  information  security  compliance  control.  To  avoid  financial  penalties  for  non  compliance, 
organizations  need  to  cooperate with  external  groups,  such  as  security  auditors, who must  enforce 
compliance controls and procedures regarded costly to deliver. 
4 TOWARDS A UNIFIED APPROACH 
Compliance  directives  originate  from  government,  trade  associations,  industry  self‐regulation  and 








to maintain, process  and  control  information  security  applications  (Pink Elephant, 2008).  Institutions 






none at all. Findings  revealed  that organizations with multiple  frameworks are subject  to much more 
extensive regulatory and compliance pressures but most  important, they tend to develop operational 
environments that foster cooperation and collaboration across business, IT and security. Organizations 
making  current  investments  in  ITIL,  ISO and COBIT are often  subject  to  significantly greater  levels of 






such  as driving  innovation  and  reducing  security  costs  to  address  compliance measures  and protect 
valuable assets against internal and external threats (IBM, 2008). A team of highly trained professionals 
needs to be build  in order to manage risks and coordinate security operations  in a way that enforces 
compliance  and  optimizes  business  results  from  a  holistic  –  unified  perspective of  security.  Security 
countermeasures and safeguards are considered optimal when analyzing risk in the context of business 
goals and  the outcome of  risk analysis has a positive  return on  investment  (ROI)  (Kumbakara, 2008). 
Risk analysis procedures are  inherent parts  in  the unified approach and usually  receive  the  form of a 
report which explicitly identifies threats, vulnerabilities as well as the selection criteria for the security 
countermeasures.  Performing  risk  analysis  and  management  techniques  aims  to  validate  that  the 
security practices selection and  implementation continues  to be  reasonable, effective and suitable  to 
the organizational structure of each and every business entity.  
In  order  to  fulfil  compliance  goals,  a  unified  approach  to  information  security  compliance  needs  to 








knowledge  in  information  security  systems  and  assurance.  Information  assurance  is meant  to  be  a 
secure  development  process which  ensures  that  product  security  standards  are  state‐of‐the‐art  and 
applied  consistently  throughout  the  company.  In  this  regard,  the National  Standards  Registry  Board 
(NSRB, 2009) clarifies on the principles of  information security and assurance that  in order to set  long 
term protection needs, an organization should ensure, through a strategic planning process, a feasible 
and  realistic  model  to  implement  and  enforce  a  logical  and  consistent  information  assurance 
infrastructure. In other words, assurance and assessment of security are feature elements that indicate 
the level of adherence to a specific way of behaviour either in the technical or human nature.  





2001).  In  fact, while  technical  security  controls  can  be measured  in  a  scale  of  technical  evaluation, 
human  behaviour  towards  security  is  difficult  to  predict  and  assess  since  it  can  not  be  planned, 
therefore,  security  awareness  programs  are  considered  essentials  in  a  unified  security  compliance 
process. 
5 CONCLUSIONS 
The  increased  challenges  towards  information  security  compliance have  caused  serious  incentives  to 
implement  comprehensive  information  security practices. A  credible method of  securing  information 
assets  is  the  successful  use  of multiple  frameworks  which  indeed  require  business,  IT  and  human 
cooperation.  This  is  because  security  applies  in  all  organization  areas  and  affects  operational 
procedures  from  different  viewpoints.  By  adopting  a  unified  approach  to  information  security 
compliance, business  institutions are expected to successfully manage the growing number of ongoing 
security  risks because  it  is believed  to  create  synergetic  and  stronger  compliance  efforts  along with 
more consistent measurement and audit reporting.  
Compatibility  issues  regarding  security  practices within  the  structure  of  the  organization  affect  the 
operability  of  compliance  controls  and  this  depends  on whether  the  organization  has  analysed  and 
identified  clear  goals  towards  security  requirements.  The  discovery  process  towards  information 
security requirements includes risk analysis methodologies and assessment of system policies, network 
applications  and  of  course  constant  evaluation  towards  human  involvement.  In  addition,  security 
practices compatibility  is a non‐stop effort of monitoring, reviewing and modifying security controls  in 
order  to  optimise  information  security  infrastructure,  management  and  effectiveness  of  existing 
security policies and procedures. As a result, the certification approval will verify that the management 
and performance of  selected  security practices  is professionally  followed and maintained  throughout 





information  security  into  the organization pre‐requires  the  rise of  security understanding within  the 
organization and the management of the most valuable  information and business asset, the people. A 
unified  approach  is  the  logical  aftermath  of well  defined metrics  and  tactics  to  secure  information 
processing practices from technical and human threats. Building a secure organizational culture entails 









































































































today  have  limitations  that  become  evident  when  applied  in  collaborative  environments,  such  as 
medical  environments.  To  overcome  these  problems,  a  system  has  been  developed  in  order  to 
introduce  dynamic  access  security.  The  system  at  hand  combines  effectively  (C‐TMAC)  Team‐based 
access  control  using  contexts model  and  knowledge  base  technology.  The  system’s  security  scheme 
fine‐grains the users’ access rights by integrating the Role Based Access Controls (RBAC) model and the 
(C‐TMAC) model through knowledge‐based systems technology. The originality lies on the fact that the 




knowledge.  Therefore  the  system  can  train  itself  and  respond  in  non‐deterministic  way  to  user 
requests. Any  change  in  context  information  fires  a  new  rule  in  the  knowledge  base.  The proposed 







and  make  it  difficult  to  express  access  control  requirements  that  are  dependent  on  time  or  the 
occurance of events.  Especially in the medical domain, the value of information protection is very high, 




The most widely  used  access  control  nowadays  is  Role  Based Access  Control  (RBAC). At  first  it was 
integrated  in database  systems, but  is now used  in many  applications,  including Microsoft Windows 
platform  [Dieter  Gollmann,  2003].  RBAC  has  been  so  popular  because  of  its  core  concept:  roles. 
Assigning  the  organisation  roles  to  the  roles  of  the  access  control  system  is  an  easy  and  relatively 
effortless task for any system security designer. However RBAC has certain limitations. 
In an effort to overcome RBAC’s limitations, other access control models have been designed including 
Team‐based  Access  Controls  (TMAC)  [Roshan,  1997],  C‐TMAC  [Georgiadis  et  al.,2001]  and  SESAME 
[Zhang, Parashar, 2003].  In this work, the hybrid access control model C‐TMAC  is used as proposed  in 
[Georgiadis et al.,2001]. C‐TMAC has been preferred over other models, because  it produces the fine‐
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grained  access  control  policy  that  is  needed  in  any  collaborative  environment.  C‐TMAC  refines  the 
permissions  granted  by  RBAC,  to  ensure  that  only  authorised  users will  be  able  to modify  patients’ 
medical records. 
The objective of this study  is to design and  implement a system for any medical environment that will 
be  able  to  be  rule  learning  and  dynamic.  K‐BASS  uses  knowledge‐base  technology  and  has meta‐
knowledge which  allows  it  to  learn  and  thus  to  be dynamic  and  non‐deterministic.  Furthermore,  to 


















In Figure 1, a  schematic  representation of RBAC  can be  found. RBAC  includes  sets of  five basic data 
elements called users (USERS), roles (ROLES), objects (OBS), operations (OPS), and permissions (PRMS). 
The RBAC model as a whole is fundamentally defined in terms of individual users being assigned to roles 
and  permissions  being  assigned  to  roles.  As  such,  a  role  is  a  means  for  naming  many‐to‐many 
























task.  TMAC  allows  us  to  create  a  general  structure  (class/definition)  of  a  team  with  role‐based 
permission assignments to object‐types. However, when a team is instantiated, the user context can be 





C‐TMAC  is based on  the  integration of RBAC and TMAC.  It provides a  framework  to  integrate TMAC 
concepts with RBAC and  it also establishes  the use of other context  information  such as  the  time of 












five  entities,  users,  roles,  teams,  contexts  and  permissions  and  a  collection  of  sessions  [Ferraiolo  et 
al.2001]. The use of a team as an intermediary to enable a user to obtain a context is similar to the use 
of roles as an intermediary between users and permissions. An important property of a Session  is that 








working  memory.  The  knowledge  base  [Lakner,  2004]  contains  the  domain  knowledge  useful  for 
problem  solving.    The  knowledge  is  represented  as  a  set  of  rules.  Each  rule  specifies  a  relation, 




reaches  a  solution.    It  links  the  production  rules  given  in  the  knowledge  base with  the  procedural 
knowledge  provided  in  the working memory.  The  explanation  facilities  enable  the  user  to  ask  the 
system  how  a  particular  conclusion  is  reached  and why  a  specific  fact  is  needed.  The  knowledge 












The  inference  engine  of  K‐BASS  follows  the  forward  chaining  strategy  [Turban,  Aronson,  2001]  and 













A  frame  is  similar  to  an  object  and  is  a  complex  data  structure,  which  provides  a  useful  way  of 
modelling‐world  data  objects.  Frames  are  analogous  to  records  within  a  database  but  far  more 
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The  methodology  used  in  K‐BASS  is  divided  in  procedures  and  scenarios.  Procedures  are  used  to 
describe  the  actions  that need  to be  taken by  the  system  to  interact with  the users  and meet  their 
demands.  In  other words,  procedures  include  interface’s  and  kernel’s mechanism.  Scenarios  on  the 



























Two cases can be established when verifying users’  status,  the addition of new users or  the  login of 
already  registered users.  If  the users  are new,  the  system  asks  for  the users  ’ detailsand  the  kernel 
carries on with  the procedure described  in section 4.2.1.  If  the users are  registered, system  retrieves 







As  already mentioned,  scenarios  are  used  to  describe  the  actions  taken  by  the  kernel  engine.    The 




users  are  new  to  system,  the  interface  prompts  users’  for Name,  Profession,  Surgery,  Specialty  and 
Responsibility. The kernel engine processes the information provided by the users. If the information is 
correct, the  inference engine generates a new  instance of user  in the system. The system restarts and 
the users can login with their credentials, user name and password. 
For new users to  login  in the system, they have to be  informed of the system’s password. This can be 

















In  addition,  users who  are  registered  to  the  system,  have  the  right  to  enter  new  rules,  due  to  the 
































by  the  system,  or  both.  The  early  access  control  research  efforts  realized  the  inefficiency  of  any 




and  the properties of  the medical  staff have been derived with  this model  [Mavridis et al., 1999]. K‐
BASS  has been  programmed with  a  hybrid  intelligent  system, which  is  expressive  and powerful  and 
supports frame‐based reasoning with inheritance, rule‐based programming and data driven procedures 
fully integrated within a logic‐programming environment.  
The context  information that  is associated with the teams  is  information about the  location and time. 
For every team the locations the user could be in are included in the context information as well as the 
time  slots  the  user  can make  such  a  request.  This  information  is  cross‐checked  before  the  user  is 
allowed access to the system. In K‐BASS a legitimate user will not be granted access if the request takes 
place when  the  system  is  aware of  the  fact  that  the user  should not  currently be working or  if  the 
request  is originated  from a place outside his predefined working  space. This  is extremely  important 
since  it ensures  that even  if  identity  theft occurs, access  to sensitive data additionally  requires  illegal 
physical entry. Furthermore, in such cases the system acts as an intrusion detection system (IDS).  
Initially  the user needs  to be  authenticated. To do  so he needs  to enter  the  system’s password, his 
username, his id number and his working area. The system examines his credentials and assigns him to 





files  has  been  introduced.  Every  time  a  user  logs  in  a  record  is  being  kept with  all  session  details, 
including the time and the place of the login.  





















 According  to  Clancey  and  Shortley  (1984),  the  medical  artificial  intelligence  is  related  with  the 
construction of AI systems that help the application of diagnosis and make therapy propositions. Many 
medical systems are based on other programming methods,  like on simple statistical and probabilistic 




laboratory  research. But  some other systems continued  to be developed and  they were  transformed 
into important parts of educational systems. They follow examples of expert medical systems:    
 
MYCIN: At his moment,  is probably  the most well known medical expert system  that has ever been developed 
(Shortliffe, 1976), although  it has not been posed  in real practice till now.  It was developed  in the University of 
Standford as a research effort to provide help to the medical staff with the diagnosis.   
PUFF:  It was  developed  in  1979,  using  the  shell  EMYCIN.  Its  purpose  is  to  interprete measurements  and  to 
recognise pneumonic disorders. It is used in routine basis. 
HELP: It is a medical information system that is based on knowledge and it was developed in 1980. It provides to 
































Currently  experiments  are  conducted  to  study  the  behaviour  of  K‐BASS when  adding more  context 
information. At  this point,  location and  time are  the constraints associated with  the  teams. The next 
step  in  this  research  area  is  to  conduct  experiments  to  evaluate  the  error  rate  of  the  system  and 
retrieve  values.  The  experiments  will  examine  how  the  change  of  context  information  affects  the 














































This  paper  explores  the  way  information  security  awareness  connects  to  the  overall  information 
security management  framework  it  serves. To date,  the  formulation of  security awareness  initiatives 
has tended to ignore the important relationship with the overall security management context, and vice 








Information  systems  security  management  comprises  understanding  information  security 
requirements,  establishing  security policy  and objectives  for  information  security,  implementing  and 
operating  controls  to manage  information  security  risks, monitoring  and  reviewing  the  performance 
and  effectiveness  of  them  and  continuous  improving  (ISO/IEC  27001,  2005).  Security  awareness  is  a 
critical element of security management (CSI, 2008), that refers to the process of making users aware of 
security  risks,  focus  their  attention  on  security  and  allow  them  to  recognize  security  concerns  and 
respond  accordingly  (NIST,  2003).  Security  awareness  has  been  studied  by  security  researchers  and 
practitioners  mainly  as  a  risk  mitigation  mechanism,  separately  from  other  information  security 
management processes. As a result,  it  is not clear how the process of  information security awareness 
interacts with other  security management  practices.  In  this  paper we  aim  at  exploring  the  research 
question  "in what ways  is awareness  connected  to  the other processes of  security management and 
what are their interactions?”. Investigating this question is important, since revealing the interactions of 
the  two processes  influences  security practitioners with  regard  to  time  and  resource  allocation,  the 
time‐plan  and  the  overall  security  project‐management.  In  addition,  it  will  be  of  use  to  security 
researchers, as  it will enhance exploring the problematical  issues of security awareness  in the security 
framework where they happen. For this purpose, we first define organizational processes and then we 
use  this  framework  to define  the  two processes  and  their  interaction. Our  analysis does not  aim  at 
identifying a process modeling  technique, but a  framework of  conceiving organizational processes  in 
order to make sense of the awareness and security management interaction.  
The paper is organized in five sections. In the next section we describe current approaches for defining 
organizational  processes.  Section  3  is  dedicated  in  identifying  the  ways  researchers  regard  the 
interaction  between  awareness  and  security management.  In  Sections  4  and  5 we  analyze  security 
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management  and  awareness,  accordingly, using  the GED  framework  to  gain  insight  into  the process 
goals, activities or problems. The  following  section presents a discussion  concerning  the  interactions 
between awareness and security management  that have been  identified. Finally,  the conclusions and 
further research issues are presented.   
2 DESCRIBING ORGANIZATIONAL PROCESSES 
An organizational process  can be defined  as  "a  set of  logically‐related  tasks performed  to achieve  a 
defined  organizational  outcome"  (Davenport  and  Short,  1990).  Crowston  (2000)  differentiates  two  basic 
perspectives in defining organizational processes: 
I. Goal‐oriented, which includes the identification of the final process result, the parameters that 




This  includes  identifying  a  set  of  observations  about  the  events  that  happened  in  past 
performances  of  the  process  and  a  set  of  predictions  about  what  will  happen  in  future 
performances.  
A complementary perspective to the sequence‐oriented approach views organizational processes as a 
construct  of  events,  whose  realization  is  bounded  by  a  set  of  restrains  and  interdependences.  As, 
Crowston (2000) refers Malone and Crowston (1994) proposed two major classes of dependencies: a) flow 
or producer/consumer dependencies and b) shared resource dependencies. The first class arises when 
the product of an activity  is a prerequisite  for  the execution of another activity. The  second  class of 
dependencies arises when two or more activities require the same resources. Davenport and Short (1990) 
classify organizational processes into three major dimensions according to: 1) the organizational entities 
or  subunits  involved  (interorganizational,  interfunctional or  interindividual processes),  2)  the  type of 
objects manipulated (physical or informational), and 3) the type of activities taking place (operational or 
managerial). 
In  this  paper,  we  follow  the  approach  proposed  by  Katzenstein  and  Lerch  (2000)  for  modeling 
organizational  processes,  which  incorporates  all  the  above  mentioned  elements  of  organizational 
processes:  goals,  sequence  and  dependencies  and  is  referred  to  as  the  GED  (Goal  –  Exception  – 
Dependency)  framework. Besides  these, GED also  takes  into account elements of possible deviations 











abstraction.  Moreover,  the  GED  framework  has  been  validated  according  to  a  set  of  process 
representation  criteria  (Katzenstein  and  Lerch,  2000)  so  as  to  a)  capture what  goes  on  in  the  process 




categorized  under  the  predefined  exceptions  or  dependencies.  An  example  refers  to  conflicting 
perceptions that may result in unpredicted process developments. For this reason we have enriched the 
GED  framework  to  include  additional  dependencies  and  exceptions’  categories:  perceptions, 




Information  security  awareness  can  be  considered  as  an  internal  element  of  information  security 
management, but up  to now,  it has not been  thoroughly studied  in  relation  to  its organizational and 
security  management  context.  In  the  following,  we  identify  the  ways  researchers  perceive  the 
association of  awareness  and  security management within  the body of  security  literature, using  the 
basic  criteria  of  process  representation  (goal‐orientation,  sequence‐orientation,  restrains  and 
dependencies) described earlier.   
Many  researchers discuss  the  interaction between  the  two processes  in  terms of  sequence. Hansche 
(2001) and Everett (2006) place awareness after the security management tasks of risk analysis, security 
policy  formulation and countermeasures specification have been  fulfilled. Okenyi & Owens  (2007) claim 





awareness  is  to  support  the  business  goals  and  to make  the  security  program  acceptable  by  the 
members of the organization. For example, within the process of awareness the reasons for adopting a 
security policy should be  justified  in terms of the business goals  it would serve.  Interactions between 
awareness and security management can be clearly identified in Spurling’s (1995) empirical research. The 
author  proposes  a  security  program  development  that  sequentially  connects  awareness with  other 




Power  and  Forte  (2006)  establish  a  more  concrete  connection  between  awareness  and  security 
management  in  their  case  study:  awareness  and  security management  goals  both  serve  the  overall 
security mission. In addition, the organization establishes a global security team which is responsible for 
security  management  and  awareness  at  the  same  time.  Vroom  and  von  Solms  (2002)  claim  that 
formulating a security policy constitutes a prerequisite for designing the process of security awareness, 
since the former defines the tasks for the personnel, the procedures for reporting security incidents and 
for educating  staff. Thus,  the processes of  security policy  formulation and awareness are dependent 
(information and managerial dependency). Financial and managerial dependencies are widely accepted 




oriented manner, within  the  second  stage of  security management  (in  the  ‘Do’ phase)  (p. 6, 30),  as 
depicted  in  Figure  1.  ISO/IEC  27002:2005  is  closely  interrelated  to  ISO/IEC  27001:2005,  and  provides 
implementation guidance for designing controls. It proposes control objectives and controls, structured 
in  a  categorization  of  eleven  clauses  that  aim  at  meeting  the  requirements  identified  by  a  risk 
assessment process. The  ISO/IEC 27002:2005 best practices mainly  refer  to  the  ‘Plan’ and  ‘Do’ phases. 
ISO/IEC 27002:2005 places awareness in several clauses, namely: security policy (awareness requirements 
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should be defined  in  the security policy document), organization of  information security  (as a part of 
management’s commitment to security and as a way of achieving internal security co‐ordination among 
managers,  users,  administrators,  application  designers,  etc.),  human  resources management  (during 
employment  a  level  of  awareness  relevant  to  the  employees’  roles  and  responsibilities  within  the 
organization  should be aimed  regarding  the  security procedures and policies, and  the  correct use of 
information processing  facilities before access  is granted),  information security  incident management 
(awareness  should  include  information on known  threats, who  to  contact  for  further  security advice 
and the proper channels for reporting information security incidents, business continuity management 
(awareness  should  create understanding of  the business  continuity processes),    communications and 









In  order  to  further  understand  the  interplay  between  the  processes  of  security management  and 
awareness, we analyze the two processes using the GED framework, by identifying a) their goals, b) the 
roles that participate, c) the dependencies, and d) the exceptions that exist.  
To begin with, according  to  the  classification  scheme proposed by Davenport and Short  (1990)  security 
management  is  a  horizontal  process  that  crosses  different  divisional  units  or  departments  of 
organizations;  thus  it  is  an  interfunctional  process  (Davenport  and  Short,  1990).  Both  physical  and 
informational objects are manipulated within security management, where physical objects include the 




In  the  following, we base our analysis of  the process of security management provided  in  the widely 
accepted security  standards  ISO/IEC 27001  (2005) and NIST  (2002). Since  it  is not our aim  to model  the 
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process of security management, but to make sense of  its main components, this  identification  is not 
meant to be exhaustive but exploratory.   
According to ISO/IEC 27001 (2005), the fundamental security management goals are preserving integrity, 
availability  and  confidentiality  of  information.  NIST  (2002)  adds  accountability,  and  also  authenticity, 
non‐repudiation  and  reliability  as  complementary  security management  goals  (ISO/IEC  27001,  2005). 
Security management  involved  roles  include  decision makers,  operation  staff,  users  and  developers 
(ISO/IEC 27005, 2008).  
4.1 GED analysis of security management ‘Plan’ phase 
The  planning  phase  of  security management  (ISO/IEC  27001,  2005),  or  as  is  also  known  the  phase  of 
establishing the Information Security Management System (ISMS), includes defining the ISMS policy, as 
well  as  the  objectives,  processes  and  procedures  which  are  relevant  to  managing  the  risks  and 




to  develop  criteria  for  accepting  risks  and  identify  the  acceptable  levels  of  risk,  to  perform  risk 
assessment, to evaluate potential mitigating strategies, to select countermeasures for the treatment of 
risks, to define an ISMS policy, and to obtain management approval of the proposed residual risks and 
management authorization  to  implement and operate  the  ISMS.  It should be noticed  that within  the 
formulation  of  the  risk  treatment plan,  ISO/IEC  27002  (2005)  proposes  the  introduction  of  awareness 
activities  to achieve  several control objectives  (clauses of  security policy, organization of  information 
security, human resources security, communications and operations management, information security 
incident management, business continuity management, and compliance).   
In  addition  to  the  exception  and  dependency  types  proposed  by  GED, we  have  also  identified  the 

















The  second  stage of  security management  (the  ‘Do’ phase),  entails  the  implementation of  the  ISMS 
policy, and the application of security controls, processes and procedures. Its goals are to formulate a 
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risk  mitigation  plan,  to  implement  the  selected  controls,  to  define  a  measurement  plan  for  the 
effectiveness of the selected controls, to  implement training and awareness programs, to manage the 
operation and resources of the ISMS, and to implement incident and reporting procedures. We should 
notice  that  the  implementation  of  the  risk  mitigation  plan  includes  the  implementation  of  the 
awareness  activities  that  aim  at  the  security  policy,  organization  of  information  security,  human 
resources  security,  communications  and  operations  management,  information  security  incident 
management, business continuity management, and compliance control objectives (ISO/IEC 27002, 2005). 
The dependencies we have identified are the following: 
• Informational:  they  include  the available security  tools and  techniques, organizational policies and 
software development methodologies. 











of  this  phase  are  to  execute monitoring  and  reviewing  actions  for  detecting  errors,  identifying  and 














place  guided  by  the  internal  ISMS  audit  and  management  reviews,  in  order  to  achieve  continual 
improvement of the ISMS. Its goals are to implement the identified improvements, to take appropriate 














process  that  crosses  different  divisional  units  or  departments  of  organizations;  e.g.  the  Human 
Resources department for  identifying and dividing audience groups and the Technical Department  for 
exploring major  users’  errors  and  problems.  The  object  types  are mainly  informational,  such  as  the 
awareness work  plan,  security messages,  or  feedback  questionnaires.  Physical  objects may  also  be 
included, for example posters,  leaflets or other artifacts that convey security messages. Finally, typical 
awareness activities are managerial; they support and  inspire the operational tasks; for example, they 
promote work practices  that enhance  the  security vision.  In  the  following we analyze  the process of 
security awareness using the GED framework, by identifying the a) goals, b) roles, c) dependencies, and 
d) exceptions commonly found in awareness activities.   
Major objectives of  security  awareness  include  a)  changing  users’ behavior  (NIST,  2003), b)  changing 
users’  work  habits  (Hansche  (2001),  and  c)  making  users  understand  their  personal  role  and 
responsibilities  towards  security  (Peltier,  2005).  The  involved  roles  are  not  clearly  specified;  top 
management, managers, security officers may be involved in different cases. The activities of awareness 
unfold in three phases: a) Plan, Assess & Design, b) Execute & Manage, and c) Evaluate & Adjust (ENISA, 





to  ensure  a  change  management  approach,  to  define  awareness  goals  and  objectives,  to  identify 
audience  groups,  to  select  awareness  material,  to  develop  a  detailed  work  plan,  to  select 
communication  channels  and  strategies,  and  to  define  indicators  to  measure  the  success  of  the 
program. This phase  includes  the activities of program design and material development of  the NIST 
(2003) framework. Although the activities described are similar to ENISA (2008), the NIST (2003) standard 
pays  additional  focus  on  the  selection  of  a  centralized  or  distributed  (to  the  organizational  units) 
implementation.  Taking  into  account  the  steps  required  to  fulfill  these  goals,  the  following 
dependencies exist: 
• Informational:  information  that  is  required  for  understanding  the  environment  and  setting  the 
priorities, such as system architecture, functionality, users, organization policies, security policy, risk 







• Random  events:  confusing  or  conflicting  system  functionalities  that  makes  audience  groups 
segregation difficult. 
• Errors: for instance, overloading awareness content with unnecessary information. 




The  ‘Execute & Manage’  step  refers  to  all  activities necessary  to  implement  an  information  security 
awareness program (ENISA, 2008). This phase corresponds to the implementation step of the NIST (2003) 
framework.  According  to  both  standards,  for  this  process  to  be  executed  and  managed  a  needs 
assessment  should  have  been  conducted,  a  strategy  developed,  an  awareness  program  plan  for 
implementing that strategy should have been completed and material should have been developed. Its 
goals are to confirm the awareness team, to review the work plan, to  implement designed actions, to 










• Perceptions:  language/terminology  of  security  experts,  difficulties  in  the  understanding  of  the 
program by the users. 
5.3 GED analysis of the 'Evaluate & Adjust' phase 
The  'Evaluate &  Adjust'  phase  (ENISA,  2008)  includes  procedures  of  formal  evaluation  and  feedback 
mechanisms  to  evaluate  the  achievement  of  objectives  initially  established  for  the  program  and 
corresponds  to  the post  ‐  implementation  step of  the NIST  (2003).  Its goals  include evaluation of  the 
effectiveness of the program, to review the feedback captured, to adjust the program and to re‐launch 
the  program  (when  it  is  necessary).  The  continuous  monitoring  could  also  be  performed  by  an 
automated  tracking  system  (NIST, 2003)  that  could  capture  key  information  regarding  awareness and 
training program activities. For this phase the identified dependencies are: 










security management.  In  this  section we argue  that  there  is an extended  interplay between  the  two 
processes  and  that  awareness  activities  interact  with  security management  activities  during  all  its 
stages.  
The main implication of the traditional view, that is placing awareness within the ‘Do’ phase of security 
management  cycle,  is  that  awareness  activities  focus  mainly  on  facilitating  the  application  of  the 
countermeasures,  as  revealed  earlier  in  this  paper.  However,  it  has  been  suggested  that  security 
awareness objectives  should not be narrowed  in  this way, but  should also  include goals  such as  the 
motivation of  information system  stakeholders. Drevin et al.  (2007)  identify  the  following  fundamental 
awareness objectives: maximizing  integrity,  confidentiality and  availability of data  and hardware  and 
maximizing  acceptance  of  responsibility  of  actions.  Therefore,  the  goal‐oriented  connection  of 
awareness  to  the  process  of  security management  is wider  than  just  enhancing  the  application  of 
safeguards.  In addition, we argue that security awareness can  facilitate tackling security management 
dependencies and prevent its exceptions. 
In  the  ‘Plan’ phase of  security management a  security  team  is defined,  the organizational  context  is 
studied and the boundaries of the information system are specified. Awareness actions that could take 
place at the same time are the appointment of a security awareness officer or team and the study of 
organizational  context  and members  to  identify  audience  groups  and  communications  channels.  For 
example,  during  the  security management  ‘Plan’  phase  users’  security  needs  are  examined  for  risk 
analysis  purposes;  an  action  that  is  also  required  for  awareness  ‘Plan,  Assess  &  Design’  phase.  In 
addition,  ISO/IEC 27002  (2005) suggests  the specification of security education,  training and awareness 
requirements  as  a  part  of  the  security  policy  principles’  formulation;  such  an  activity  is  closely 
interconnected  with  the  activities  of  awareness  ‘Plan,  Assess  &  Design’.  Moreover,  security 
management planning could be hindered by conflicts regarding security goals. Awareness actions could 
confront  this  exception,  since  awareness  aims  at  creating  a  common  understanding  of  security  by 
defining  the main  security  concepts.  This  action,  as  Furnell  et  al.  (2007)  claim,  would  facilitate  the 
creation of common security perceptions.  In addition, during  the  'Plan, Assess & Design' stage of  the 
process of security awareness the available communication channels are examined and evaluated. The 
result of this activity could assist in confronting security management availability exceptions. Moreover, 
the  creation of  a  common  security perception  among members of  the  security  team would prevent 
conflicts and errors during risk analysis, since the threat, vulnerability and impact evaluations would be 
more  informed and accurate. Finally,  informing the security team with the results of recent research, 





the attention  towards  the  importance of  security,  the personal  role on  security of  the organizational 
members and also the importance of reporting security violations and incidents. Moreover, awareness 
activities are connected  to  the pursuit of  several  security control objectives as pointed out  in  ISO/IEC 
27002  (2005), e.g.  to ensure  information  security events and weaknesses are communicated  in a way 
allowing timely corrective action to be taken (information security incident management clause). 
During  the  'Check'  phase  of  security management,  errors  can  happen  if  users  don’t  report  in  time 
security  incidents  or  vulnerabilities.  Awareness  is  quite  important  in  eliciting  the  sense  of  incident 
reporting  to  the  users.  Moreover,  awareness  actions  could  facilitate  surmounting  informational 
dependencies  faced  by  administrators  (e.g.  provision  of  audit  &  event  logging  analysis  criteria). 




process  of  security management.  The  security  requirements  identified  during  risk  analysis  feed  the 
awareness content design or direct the focus on specific threats and vulnerabilities. Countermeasures 
and policies  also provide  input  for  the process of  awareness;  for  example  role‐based  access  control 
would specify information regarding users’ roles, rights and obligations or the communication channels 
to security officer  in case of an  incident. Therefore, the  interconnections of security management and 
awareness are not narrowed to a single phase of security management, but instead awareness activities 





This  paper  explores  the  way  security  awareness  connects  to  the  overall  information  security 
management  framework. Up  to  now,  awareness  has  not  been  studied  in  relation  to  other  security 
management activities. Our analysis links awareness activities with security management tasks in terms 
of goals, events, people involved and interdependencies.  
We have analyzed  the processes of  security management and awareness process  separately and we 
have identified interactions between their goals, roles, dependencies or emergent events. Through the 
analysis we have come to the conclusion that security awareness should not be viewed as a collection 
of  tasks narrowed  to a  single phase of security management  (Figure 1), but as a process  that should 
evolve  in parallel  to other security management activities  (Figure 2).  If designed and executed  in  this 
way (an indicative alignment of the two processes is presented in Table 1), the awareness process could 
facilitate security planning, the  implementation of controls, security checking and adjusting by serving 
several  goals  simultaneously:  compose  a  security  awareness  team  that  cooperates with  the  security 
team, facilitate the dialogue between the security experts and stakeholders  involved,  impede conflicts 
that come from  ignorance or disinterest, provide  information where  informational dependencies exist 
and  promote  security  policy  adoption. Moreover,  such  an  alignment would  ensure  that  awareness 
actions also facilitate tackling security management dependencies and prevent its exceptions. 
Another  conclusion  that  stems  from  the analysis presented  is  that  in both  cases,  it  is hard  to  relate 
process  goals with  the  individuals  that  pursue  them  or  that  are  served  by  their  fulfillment.  Such  a 




a  way  that  acknowledges  their  interactions  and  practically  implement  these  strategies  in  a  real 
organizational  setting.  Furthermore,  since  awareness  is  only  the  first  step  of  a  security  learning 
continuum (NIST, 2003) that proceeds with training and education,  it would be of  interest to adapt the 
process‐oriented framework used in this paper studying training and education activities’ interplay with 

























































    
 
   
    
 
   








security paradigms  is  revisited. By  considering  the human activity  systems as a point of  reference 
rather than a variable  in  information systems security, we  investigate the necessity  for a change  in 
the information systems security agenda, accepting that a viable system would be more user‐centric 
by accommodating and balancing human processes rather then entertaining an expectation of a one 
sided  change  of  behaviour  of  the  end  user.  This  is  done  by  drawing  upon  well  established 
information systems methodologies and research. 








it  is becoming  increasingly obvious  that data  security processes  cannot be built on models which 
ignore  real world organizational behaviour.  If necessary, organizational activities  require people  to 
circumvent and bypass even fundamental data security practices in their professional struggle to do 
their  jobs  those  security  processes  could  never  fulfil  their  intended  function.  Security  processes 
which  are  modelled  outside  of  the  real  world  organizational  context  are  prone  to  antagonize 
effective organizational practices and the literature maintains a plethora of such real world cases. A 
representative case  is UK’s HM Revenue and Customs Department where a  junior official sent two 
CDs  containing  personal  data  of  families  receiving  child  benefit  to  an  office  in  London,  by 
unregistered  courier  services  (BBC,  2007).  Furthermore  the  pervasiveness,  penetration  and 
commercial success of laptops have amplified the number of security incidents as the assumption of 




ISS  literature  focuses  on  user  awareness  and  education.  Although  the  importance  of  security 
education perhaps  can not be  stressed  enough,  it does not  address  some of  the most  important 
issues  of  human  aspects  of  security  systems  such  as  relevance  in  context  and  motivation. 
Undoubtedly a user would need training and his or her behavior towards the system will differ when 
compared  to  a  system with  no  (technical)  security.  The  system  in  turn  should  also  consider  and 
accommodate  the  user's  security  requirements.  This  is  commonly  referred  to  as  usable  security 
(Cranor & Garfinkel, 2005), which  also  relates  to an  attempt  to  conjunct  the apparently opposing 
terms  of  security  and  usability  (Gedda,  2006,  Gutmann  &  Grigg,  2005).  For  the  purposes  of 
addressing  the  human  factors  in  ISS,  concerns  about  stakeholder  motivation  and  contextual 
relevance have  to be  included  to accommodate  suitable behavioural  change  in organisations.  It  is 




The  rest  of  this  paper  is  structured  as  follows.  In  Section  2  relations  between  ISS  and  IS 
methodologies are presented. In Section 3 issues emerging from analysis and design approaches are 
outlined.  In  Section  4  paradigmatic  influences  are  introduced  as  relevant  to  developing  an 
understanding  of  contextual  dependencies.  In  Section  5 motivation  is  presented  and  justified  to 





of  systems  analysis  and  development with  elements  of  ISS  seemed  to  exhibit  some  belatedness. 
Siponen  (2005) attempts  to  study  this by considering  the background of  the  information scientists 
and  security  researchers  in  the  context  of  the  different  disciplines  involved. More  specifically  he 
draws  a  distinction  between  IS,  software  engineering,  computer  science  and  mathematics  and 
associates the different research communities with the mentioned disciplines. As such, researchers 
in the area of computer science and mathematics have a positivist orientation, whereas researchers 




the  crucial  factor  that  had  an  impact  on  the  inclusion  (or  exclusion)  of  security  practices  in  IS 
methodologies was  the  interpretivism vs. positivism view. For example  in  the  commonly available 
academic reference work on Information Systems development by Avison and Fitzgerald (2003), the 
poor  reference  to  security  overall  is  very  pertinent.  This  problem  is  just  as  recognizable  in 
professional references such as the BCS (British Computer Society) reference on Business Analysis by 
Yeates et al (2006). While ISS is not inherently excluded it is contextually taken for granted (e.g. not 
made  explicit). As  such  inexperienced  analysts, developers  and organizational  change  agents may 
trivially  neglect  the  ISS dimension.  Explicit  ISS  appears  to  fall mainly under  the  computer  science 
discipline (usually positivist with an  inherent focus on artefact development), strongly coupled with 
mathematics  approaches  (such  as  cryptography  for  example). A  conceptual  approach  focusing on 
rational and formal descriptions leads work intended to cater for ISS in practice to almost solely focus 
upon data systems security. Therefore the result would tend to be developed  independently of the 
needs  of  the  surrounding  human  activity  system.  Unfortunately,  ISS  is  dependent  on  human 




(human  activity  system)  obviously  was  either  not  designed  at  all  explicitly  but  as  a  result  of 
unintended consequences of data system security design. Basically the security aspects of the system 
were  inappropriately  “designed”  in  the  first  place  (otherwise  changing  behaviour  to  specifically 
incorporate ISS would not be necessary). The problem with requiring people to change behaviour is 
that  any professional  activity  is dealt with  in  an  effective way due  to  some  contextually  relevant 
reason. To request people to change behaviour  is to try to change organizational practices without 
understanding  the  effective  behaviour  of  the  involved  stakeholders  in  the  first  place  (lack  of 
compatibility  between  the  real  behaviour  of  professional  stakeholders  and  any  requested  formal 
changes are  likely  to  lead  to security  failures  in context).  Information systems people on the other 
hand,  primarily  engaged  within  the  interpretivism's  realm,  have  welcomed  Information  Systems 
Auditors whose  functions  are mainly  interpretive based. As  auditing  is  an  activity  that  is  typically 
    
 
incorporated once a system is rolled out (or perhaps during a testing phase), it is of no surprise that 
security  activities  were  limited  during  the  early  stages  of  the  system  lifecycle  (or  focus  on  risk 
analysis). Tryfonas et al. (2001) proposed an interpretive framework for expanding and incorporating 
the security functions  in the whole  IS development. Although the  interpretive approach could have 
been anticipated and would certainly be appropriate for such an exercise,  it seems that a positivist 
direction needs at some stage to be questioned and researched. It should be noted that this research 
question  is not dealt with  in  this paper, but the authors  felt that  it needs to be mentioned  for the 
sake of completeness. 
Rather than researching into the creation of new methodologies and models for information systems 
and  security, we  argue  that  it would  be more  useful  to  consider ways  of  incorporating  security 
thinking  into  the existing  IS methodologies, adopting  the view by Tryfonas et al.  (2001). We argue 
that  a monolithic  secure  systems  development methodology would  be  of  limited  value  to  IS.  ISS 
functions are dependent on both human  and  infrastructural elements of  an  IS and  should not be 
considered  in  isolation  from each other. Furthermore,  the  IS  field has a  long history of addressing 
research questions  in multidisciplinary contexts – such as systems thinking, structuring uncertainty, 
defining and managing wicked problem spaces,  (Langefors, 1966; Checkland, 1981; Mumford et al, 
1985; Hirschheim  and  Klein,  1989;  Friis,  1991; Nissen  et  al,  1991; Myers,  1994;  Langefors,  1995; 
Checkland and Holwell, 1998; Ciborra, 2002; Mumford, 2003; Whitaker, 2007) to name a few – and 
ISS should benefit from such experience and practices. Therefore when  it comes to considering the 
security aspects of  the human activities  in a  system,  it seems  reasonable and beneficial  to do  this 













security  analysis  is  closely  coupled  with  risk  analysis,  the  CRAMM  methodology  (UK's  Central 
Computing and Telecommunications Agency's Risk Analysis and Management Method)  is a widely 
used risk analysis methodology. CRAMM has for example been studied and discussed by Dhillon and 
Backhouse  (2001)  in  conjunction with  IS  development methodologies  such  as  SSADM  (Structured 
Systems Analysis and Design Method and Business Development Method; e.g. OGC, 2001). Downs et 
al. (1992) studied the “compatibility” between SSADM and CRAMM and identified ways that CRAMM 
could effectively tap  into any stage of SSADM, whereas Baskerville  (1993) proposed an  interface  in 
detail between CRAMM and SSADM. McDermott and Fox (1999) expanded the UML concept of use 
cases  to  include  security  incidents of  abuse  case models,  later  to be  referred  to  as misuse  cases. 




• one of the main purposes of a use case model  is to specify the boundaries of the system  to be 
studied,  analysed  or  implemented.  Under  this  view,  a  system  is  sought  to  be  closed. 




• a  use  case  describes  business  activities which  at  some  point  could  be  translated  into  a  set  of 
functional specifications. A misuse case does not fit this purpose;  
• to  the best of our knowledge,  there  is no misuse  case  in  the  literature  showing an association 
between a legitimate actor and an adversarial actor. This association should be labelled as “social 
engineering”. Provided that the human is usually the weakest link in the security of an IS, and that 
many attacks exploit and misuse trust relationships,  it can be seen that this  is an  important and 
potentially dangerous omission; 
• a misuse case model, at  its current stage,  is not capable of capturing and describing successful 
impersonation  (identity  fraud) attacks, as  in that event  it would not be possible to distinguish a 
use from a misuse case. In other words, if an attacker assumes the identity of a legitimate actor, 
the case model would not have any means for identifying this state of the system;  
• misuse cases distract  the  (security) analyst  from  the  factors  that contribute  to high  risk,  simply 
because these factors are outside the use cases box. 
The weaknesses in CRAMM are however similar to weaknesses in SSADM which have been criticized 
and  questioned  for  many  years  within  the  IS  field  (e.g.  in  the  work  of  Peter  Checkland,  Enid 
Mumford,  Frank  Stowell, Hans‐Erik Nissen; Borje  Langefors  as mentioned  above  and  others).  The 
issues surrounding the criticisms relate to the naive understanding of scientific paradigms including a 
confused  understanding  of  what  an  Information  System might  be  defined  as.  In  the  field  of  IS 
contextual  adaptation  is  recognized  as  necessary  to  dynamic  organisational  practices  in  complex 
environments.  It has been acknowledged  for example  that  it  is beneficial  to  conceptualize  IS as a 
Human Activity System, which according to Checkland is a very different problem arena from viewing 
IS  as  a  data  processing  system  (Checkland,  1981;  Checkland  and  Holwell,  1998;  Checkland  and 
Poulter, 2006). There  is a visible confusion when  it comes  to assumptions about systems, which  is 
noticeable when discussing  the purpose of  “best practice”  (e.g.  to  implement best practice  vs.  to 
learn  from  descriptions  of  best  practice  and  to  develop  your  own).  This  highlights  the  difference 
between  the  standardized  system  and  complex  system  assumption  (e.g.  even  standardized 
technological  systems  are  uniquely  placed  and  used  due  to  contextual  dependencies  in 
organizational  situations  –  the  human  activity  systems  are  never  the  same). We  do  not wish  to 
confuse simplification such as “good enough analysis” with the typical idea referring to 80 percent of 
the problem solved as if it would by some magic automatically mean that “the relevant problem” has 
been  solved.  The  problem with misjudging  a  problem  space  described with  being  by  default  the 
relevant problem space  to engage has been discussed  thoroughly by Peter Checkland. He has also 
demonstrated several times in his work that one of the most difficult aspects in System Analysis and 





Do any (“interpretatively” based)  IS methodologies deal with  ISS? This  is not a simple question and 
the answer is complex and paradoxically a yes and no. Holistic IS methodologies support analysis into 
any  relevant  aspect  of  IS  analysis  and  development. Methodologies  such  as  SSM  (Soft  Systems 
Methodology)  by  Peter  Checkland  (1981)  and  ETHICS  (Effective  Technical  and  Human 




method  applications  is  by  definition  applied  by  analysts  and  stakeholders  so  the  outcome would 
    
 
always depend on the specific human actors involved. Any outcome would not be determined by the 
choice of method, as methods do not apply  themselves  independently of human  involvement and 
subjective  interpretation. Traditionally, holistic and systemic methodologies have successfully been 
applied  in  a multitude  of  uncertain  and  complex  organizational  problem  spaces  for  the  last  forty 
years or so (see for example descriptions in Nissen et al, 1991; Langefors, 1995; or overview in Avison 
and Fitzgerald, 2003). The issue is however that methodologies in general do not specifically highlight 
or  guide  the  user  in  ISS.  ISS  is  not  specifically  highlighted with  any  great  detail  or  discussed  and 
problematized  in  the  leading  reference works as part of  IS methodologies.  It could be argued  that 
this  is  a  feature  of  systems  thinking  as  the  holistic  approaches  generally  do  not  specify  details 
uniquely. Those issues that are relevant in context and important to deal with would be discovered in 
a  holistic  and  thorough  analysis.  But  there  is  a  problem  inherent  in  that  people  have  now 
implemented  technologies, which  they have  very  little historical experience of  in  context  and  are 
therefore likely to be unfamiliar with the resulting security implications. ISS processes are alien to the 
professional  organizational  members  (“end  user’s”)  point  of  view,  as  they  do  not  necessarily 
understand the  implications on  ISS as a result of their contextually relevant professional behaviour. 
ISS  processes  are  also  alien  to  the  security  expert  point  of  view,  as  they  do  not  necessarily 
understand  the  locally  situated  and  contextually  dependent  relevant  (work)  processes  or  the 
necessity of application of (“end user’s”) professional judgement and behaviour  in situated context. 
Complex problems require professional problem solving activities to be treating problems in context 
as  unique  instances  and  so  not  un‐problematically  in  accordance  with  some  prescribed  recipe 
(method  or  systematically  applied  process  of  inquiry  and  development).  Therefore  formal 
descriptions  of  professional  practice  would  by  definition  be  erroneous.  To  request  and  demand 
people  to ultimately  follow protocols  is  to  sabotage  the possibility  for professionals  to effectively 
apply  their  personal  competence  and  judgment  of  situation  and  issue.  The  result  is  not  only  an 
inhuman organisational monster but  furthermore a suicidal organisational monster as  it defies  the 
fundamental  principles  of  Ashbys  law  of  requisite  variety  (Ashby,  1956) making  the  organisation 
incapable to adapt to its environment. 
There have been efforts  to apply  specific  security methods, methodologies and  standards  (see  for 
example the ISO 27001 standard, the body of knowledge regarding systems auditing by ISACA, 2009, 
and NIST, 2002,  risk management guide, where  security methods,  standards and protocols, model 
behaviour  is secured). But these are generally speaking structured, formalized and systematic. They 
focus on formal behaviour and actions of organisational members. As such it  is predictable that the 
logical  human  behaviour  and  the  real world  professional  practices  are  being  ignored.  To  develop 
models of human behaviour based on description of organisational activity will have little real world 
significance as can be seen through the history of IS development failures. Basically the fundamental 
flaws  in  the application of  structured and  formal methods  in  traditional  IS methodologies  such as 
SSADM are bound to be repeated in ISS methods if the efforts ignore lessons learned from real world 
organisational  analysis,  development  and  change.  A  very  possible  attitude  in  organisational 
behaviour is that security issues are turned a blind eye to. It is possible that in many organisations it 
is not acceptable to highlight security threats. People may not “want to know”, some will experience 
comments  on  weaknesses  in  security  as  comments  on  their  personal  competence.  To  highlight 
security  threats brings with  it several organisational, social and cultural dangers. People could  find 
themselves accused of being a security threat, e.g. “if you had not mentioned the security threat  it 
would not have been  known  and  therefore not  a problem”.  This  kind of phenomena means  that 
there are real organisational incentives not to discuss or make an effort to prove any threat as that in 
itself would by definition be a breach of security and the employee might not be treated well as a 
result. On one hand people are  ignored and security  issues are  ignored through a practice of denial 
(there “is no threat”); and on the other hand any effort to prove the point that a threat indeed exist 
is  culturally  and  social ostracized  and  expressively  antagonized  by definition  from  a management 
perspective. This leads to unwillingness to highlight (especially from grass root level perspective) real 
security threats. People's unwillingness to admit and highlight real security threats could be justified 
    
 
by  the  introduction of  regulatory controls and compliance which attempts  to  remedy  this  issue  to 








When  talking  about  usability  analysts  are mainly  drawing  upon HCI  (Human  Computer  Interface) 
related aspects. This however  is a discourse with difficulties as  for example usability  in HCI  is not 
necessarily equal to usefulness in IS research. This is especially true in the context of viewing IS from 
an  interpretative point of view such as the Scandinavian and British Schools of IS thinking (e.g. Enid 
Mumford, Peter Checkland, Hans‐Erik Nissen et al, 2007; and many more). Usefulness  in  IS  is not 
necessarily  focusing  on  usability  of  an  artefact.  Focus  on  artefact  use  does  not  engage  with 
contextual relevance of meaningful application as part of everyday work practices in purpose outside 
of the specified role of the artefact (e.g. intended use situation vs. real world situations). For example 
to  rigorously  focus  on  achieving  usability  attributes,  usability  properties  to  be  designed  into  the 
product or system is not the same as to focus on what makes use of a particular artefact relevant in 
specific contexts and situations (as in common exceptions). Inherent in user interface design is focus 
on  designing  a  nice  product  (I  am  pleased  with  it  etc);  easy  to  use  product  (to  create  an 
understanding of how to use it does not require a lot of effort); nice function (to recognize features 
of  the  product  in  a  positive  “feel‐good”  fashion);  usability  (to be  able  to  use  the  product  and  to 





Security procedures may  interfere with perfectly  reasonable,  and  from  a professional  stakeholder 
point  of  view  necessary,  processes  in  practice  and  specific  contexts.  Indeed  formal  adherence  to 
bureaucratic  processes  is  traditionally  seen  as  the  best  way  to  undermine  any  effective 
organisational behaviour. The weakest  link  is not necessarily  in the (technical) system  itself but the 
difference between the formal model of usage and real usage of system content (data) as such in a 
human activity system. 
Design of use  in context  is not only about ways of advancing end user’s motivation  in keeping with 
proposed  policies  and  assuming  the  necessity  of  applying  them,  but  also  about  the  designer’s 
understanding  of  advancing  their  own  motivation  and  efforts  in  re‐evaluating  the  promoted 
(security)  policy.  This  (promoted  security  policy) may  be  experienced  by  affected  stakeholders  as 
contextually necessary  to  ignore  (for them to be able  to do their  job properly). Similar  issues have 
already been dealt with  in holistic  IS methodologies such as ETHICS by Enid Mumford  (2003), Soft 
Systems Methodology by Peter Checkland  (1981), Client  Led Design by Frank Stowell  (Stowell and 
West, 1994), Object Oriented Analysis and Design by Lars Mathiassen et al  (2000) and approaches 
such  as  the  SST  (Strategic  Systemic  Thinking)  framework  by  Bednar  (2000).  The multitude  of  IS 
definitions  continue  to  haunt  efforts  in  development  of  IS  related  efforts  (e.g.  discussions  in 
Mumford et al, 1985; Hirshheim and Klein, 1989; Nissen et al, 1991; Langefors, 1995; Checkland and 
Holwell, 1998; Bednar, 2000; Nissen et al, 2007; Klein and Myers, 2009). Some effort to deal with this 
can be viewed  in  the discussion on  information  security versus  ISS by Karyda et al.  (2001). The  IS 
definition (IT vs  IS) on security  influences what the practical aim on the security  focus  is.  It  is quite 
obvious when taking human activity systems  into consideration  that  IS security must be a build‐on 
(e.g.  part  of  systems  analysis  and  organisational  change)  and  not  an  add‐on  (reflective measures 
    
 
focused mainly  on  protection  of  existing  data  systems).  Historically  we  could  argue  that  to  for 
example anticipate a loss of the availability of the underlying system is well catered for in holistic and 
systemic methodologies such as those mentioned above. What is historically not engaged with in any 
depth or  in an explicit way  is support for a client  led design of  ISS. Thus  ISS  failures could often be 
attributed  to  a mismatch  between  formal models  of  systems  and  the  real world  human  activity 
system. To  ignore  the complexities and contextual dependencies of human activity system  (e.g.  to 








methodologies  such  as  SSM  and  ETHICS when  dealing with  complex  organisational  problems  (as 
opposed  to  stick  to  their  normal  formal  techniques  used  for  artefact  design  and  project 
management).  Some  (like  the  authors  of  this  paper)  have  critically  revised  features  from  holistic 




methodological  support  for  the  creation  of  contextually  relevant  approaches  would  not  include 
concerns specific to  ISS. The purpose of methodologies  is from our point of view not a naïve belief 
that  they would ever be applied. We advocate  that  the purpose of a methodology  (narrative)  is a 
pedagogical one  to guide and help  the analyst  in  their efforts  to discover and create a competent 
way forward. Particularly for the less experienced analyst or for engagement in novel context it could 
be experienced as a “life‐saver”. Methodologies are not about teaching people how to “do analysis”. 






from  SSM  expanded  upon  and  new  ones  added  (such  as  PEARL  etc).  In Mathiassens  et  al’s OOA 





for modelling diversity networks etc). Additionally  these methodologies  include  critically  informed 
discussions  supporting  the  problematization  of  the  analytical  process  and  enquiry.  There  would 
appear  to  be  good  opportunities  to  enhance  such methodologies  with  both  guiding  techniques 
focusing  on  ISS  as  well  as  expanding  the  cover  and  focus  of  existing  techniques  to  incorporate 
explicitly  ISS  concerns.  Additionally  the  critically  informed  process  of  inquiry  could  incorporate 
specific ISS features. 
    
 
5 MOTIVATION 
Professional  competence  is  dependent  on  factors  which  are  both  internal  and  external  to  the 
organisation  at  hand.  Individuals’  actions  are  interdependent with  rewarding  (re)actions  by  other 
individuals (see for example discussion by Bateson, 1972; 2002). Socio‐cultural relation and exchange 
processes  are  inherently  emotionally  grounded  (internally  rewarding  or  punishing)  and  not  only 
rational  and  explicit  (Churchman,  1968;  1979;  Bateson,  1972;  2002;  Lawler,  2001;  Ciborra,  2000; 
2002). Motivation to highlight security  issues as unintended consequences of organisational change 
(including the result of  implementation of processes  intended  to promote data security),  is heavily 
dependent  on  extra  role  behaviour.  Individual  behaviour may  not  be  directly  recognised  by  the 
formal reward system (Organ, 1988). Extra role behaviour cannot be viewed as universally expected 
(to exist  in organisational practices) as by definition  lack of extra  role behaviour  is not normally a 
reason for negative consequences (see for example discussion by Van Dyne et al 1998). However two 
categories  of  extra  role  behaviour  could  be  recognized  as  having  direct  consequences  for  the 
development  of  ISS  (e.g.  “helping”  and  “voice”  behaviour).  Individuals  helping  others  even when 
there is no formal requirement of their job is categorized as “helping behaviour”. Individuals making 
efforts  to  propose  change  in  formal  requirements  and  processes  is  categorized  as  “voicing 
behaviour”.  Both  of  these  categories  of  behaviour  are  inherently  relevant  and  important  in  a 
complex organisational context where  there  is a necessity  to  facilitate  improvement  (Neneth et al 
1989).  Helping  behaviour  is  often  experienced  as  positive  and  supportive  in  organizational 
environments  because  it  focuses  on  collaboration.  Unfortunately  “voicing  behaviour”,  albeit 
necessary, is often experienced as challenging and negative (rocking the boat). It is often thought of 
as negative  because  it  focuses on  (and  requires)  a willingness  for behavioural  change  (Van Dyne, 
1998). 
Satisfactory  ISS perhaps needs  to be  recognized  as means  to  give  an organisation  a  “competitive 
advantage”  rather  than  a  compliance  chore.  For  this  purpose  the  development,  and  not  only 
implementation, of security procedures may need to be co‐designed by the actual stakeholders and 
users in the real human activity system where they are supposed to be applied (to avoid the creation 
of  a  competitive  disadvantage;  e.g.  as  opposed  to  suffer  from,  security  procedures which  are  a 
hindrance  to professional  stakeholders work, or  from  failures by design  and become  the  focus of 
organisational  ISS  scandals  and  so on)    To  stay  competitive organisations  are dependent on  their 
embracement  of  existing  creativity  and  sponsorship  of  the  creation  of  new  ideas  and  knowledge 
within  their  remit  (e.g.  Argyris,  1990;  Weick,  1995;  1998;  Oldham  and  Cummings,  1996).  The 
organisational  sponsorship  of  creativity  has  been  recognized  as  a  strategic  choice  specifically 
dependent on organisational context and management behaviour (Argyris, 1990; Weick, 1995; 1998; 
Shalley et al. 2000; Shalley and Perry Smith, 2003; Mumford et al. 2002). We argue that successfully 
implemented  strategies  and  resolutions  for  ISS  are  inherently  dependent  on  competence  and 
knowledge  of  the  situated  work  context.  Situation  dependency  and  contextual  complexity  and 
dynamics make  it unsuitable  to assume  ideas of  rational behaviour  (commonly  referenced  to  von 
Neumann and Morgenstern, 1944; Arrow, 1951 etc). The rational model for organisational problem 
resolution  practice  is  unsatisfactory  ever  since  the  foundation  for  any  assumption  of  complete 
analytical knowledge of future developments was refuted by the acknowledgement of open systems 
thinking;  the  works  of  Langefors  (1966;  1995),  Bateson  (1972;  2002),  Churchman  (1968;  1979), 
Argyris,  1990;  Weick,  1995;  1998;  Ciborra  (2000;  2002),  Klein  and  Myers  (2009)  etc  are 
representative of this paradigm. People have developed a recognition that organizational behaviour 
due  to  real world  dynamics  and  complexities  does  not  inherently  comply  to  a  rational  or  formal 
model  (Bateson,  1972;  2002;  Churchman,  1968;  1979;  Argyris,  1990;  March  and  Simon,  1958; 
Lindblom,  1959; March,  1978; or Baskerville  and  Land,  2004;  etc.). As  such  any problem  space  is 
unequivocally  intertwined  with  the  unique  problem  solving  activity  of  the  specific  professional 
stakeholder working in the organisational context in focus. To facilitate the development of relevant 
measures  in  context will  require  them  to be  (co‐)  developed by  the  stakeholders  in  context  (e.g. 




The  assumptions  related  to  a  formal,  rational  bureaucratic model  is  thus  full  of  issues  and  this 
includes a dysfunctional paradigmatic belief (for research into this phenomena see for example work 
by  Selznick,  1948;  Merton,  1949;  Gouldner,  1954:  Mintzberg,  1979;  Bateson,  1972).  A  similar 













the  role  and  function  of  IT  in  organisational  environments  has  been  discussed.  The  focus  in  this 













The  relationship  between  the  behaviour  of  individual  organisational  members  and  their  use  of 
technology  has  been  discussed  from  mainly  two  different  perspectives  (see  for  example  the 
discussion  in  Markus  and  Robey,  1988).  On  one  hand  there  is  the  “Technological  Imperative 
perspective”  which  is  when  technology  use  is  considered  as  a  result  of  technology  determining 
behaviour (technological determinism). By being mainly based on a positivist paradigm, the focus  is 
on  implementing  technological  solutions  and  infrastructures  as  it  is  assumed  that  people will  by 
default use technology (for intended purposes) once it is available to them. Stakeholders need to be 
educated and usability  issues are also taken  into consideration where use of technology  is assumed 
to be a “natural’ consequence only dependent on availability and usability. On the other hand there 
is  the  “Emergent  Perspective”  which  is  when  technology  use  is  determined  by  the  result  of 
individually interpreted social interactions in a cultural context (DeSanctis and Poole, 1994). Use and 
adoption of  technology  is an emergent  result of socio‐cultural processes, availability of  technology 
and individual contextual dependencies. Participation type and level of stakeholder engagement are 
directly  linked to  individual ability and motivation (see for example discussions by Mumford, 2006). 
This  is  influenced  by  the  relationship  between  individual  stakeholder  and  organisational  culture, 
group culture and  leadership style (such as autocratic versus democratic). Leadership style tends to 
be a factor with significant  influence, where democratic  leadership style supports the development 
of  motivation  for  stakeholder  participation  and  sponsors  incentives  for  new  ideas  to  surface. 
    
 
Autocratic leadership on the other hand tends to inhibit the expression of new and unpopular ideas 





influence  organisational members  behaviour more  than  rational models  and  formalized  security 
processes.  The  conclusion  is  that  it  is  necessary  to move  on  from  a  dominant  (mainly  positivist) 
paradigm in ISS efforts and agendas onto a more critically informed but inclusive interpretative one. 
6 CONCLUSIONS 
The  involvement of  the  IS  community  in  the  ISS problem area  is not necessarily a match made  in 
heaven. The reason is that although it is at the core of the IS field and significant work has been done 







Klein and Meyers  (2009)  talk about  the  reciprocal  relationship between  IS  research and  IS analysis 
and  development.  They  discuss  criteria  relevant  for  IS  research  vs  approach  to  IS  analysis  and 
development. With a reference to Etzioni (1968) and others, the agenda  for relevant  interpretative 
and critically informed action (and research) is set. Fundamental criticism is necessary to develop an 
opportunity  to  provide  new  resolutions  to  complex  social  problem  areas.  The  established 
communities‐of‐assumptions  need  to  be  challenged  and  alternative  ones  provided. However  this 
does not  require  that all  intellectuals agree with each other.  It does  require a significant effort by 
individual stakeholders (researchers or practitioners) to break away from a naïve positivist paradigm. 
It  is our conclusion that  it  is of uttermost  importance that efforts  in  ISS to be contextually relevant 





















































































































































































translating  these  requirements  into  system models.  In  this  paper we  present  the  PriS  conceptual 
framework and a case tool that assist PriS way of working the PriS‐Tool. Specifically, PriS‐Tool assist 
developers by offering design  capabilities of  the organization’s goal‐process model, helps  them  to 
monitor the impact of privacy requirements on organisation’s goals and processes, suggests them a 





access to various e‐services and  take part  in specific economical and social  transactions. Such data 
sets  require  special  consideration  since  they may  convey  personal  data,  sensitive  personal  data, 
employee data, credit card data etc. Recent surveys have shown that people feel that their privacy is 
at  risk  from  identity  theft  and  erosion  of  individual  rights.  The  result  is  that  privacy  violation  is 
becoming an increasingly critical issue in modern societies.  
Nowadays,  protecting  privacy  is  focused  on  reducing  the  information  collected  and  stored  to  a 




requirements  namely  identification,  authentication,  authorization,  data  protection,  anonymity, 





purpose of PETs  is  to protect  the privacy of  individuals, while  still enabling  them  to  interact with 
other parties  in a modern  society, using electronic  communications. Examples of PETs  include  the 
Anonymizer  [Anonymizer],  Crowds  [Reiter,  K.M.  and  Rubin,  D.A.(1998),  Reiter,  K.M.  and  Rubin, 
D.A.(1999)], Onion Routing [ Reed,M. et al (1998), Goldschlang, D. et al (1999)], Dc‐Nets [Chaum, D. 
    
 
(1985),  Chaum,  D.  (1988)], Mix‐Nets  [Chaum,  D.  (1981),  Pfitzmann,  A.  and Waidner, M.  (1987)], 
Hordes  [Shields,  C.  and  Levine,  N.B.  (2000)],  GAP  [Bennett,  K.  and  Grothoff,  C.  (2003)],  and  Tor 




have  been  proposed  in  the  literature  [Kalloniatis,  C.  et.  al  (2004)].  These  architectures  consider 
privacy requirements earlier in the systems development process, at the design level. However, they 
focus only on specific privacy  issues without providing an  intergraded solution for meeting all basic 






to  incorporate privacy  requirements early  in  the system development process. PriS models privacy 
requirements  in  terms  of  business  goals  and  uses  the  concept  of  privacy  process  patterns  for 
describing  the  impact  of  privacy  goals  onto  the  business  processes  and  the  associated  software 
systems  supporting  these  processes.  In  this  paper, we  extend  the  PriS method  by  introducing  a 
prototype  tool  that  supports  PriS way  of working.  The  paper  is  structured  as  follows.  Section  2 
presents a brief description of PriS conceptual framework and its way of working. In section 3 an in‐
depth  analysis  of  the  Formal  PriS  is  conducted  based  on which  the  PriS‐Tool was  constructed.  A 










systematic way‐of‐working  for  translating  these  requirements  into  system models. The  conceptual 
model  used  in  PriS  is  based  on  the  Enterprise  Knowledge  Development  (EKD)  framework 
[Loucopoulos, P., and Kavakli, V. (1999), Loucopoulos, P., (2000)], which  is a systematic approach to 
developing and documenting organisational knowledge. This  is achieved  through  the modelling of: 
(a) organisational goals that express the intentional objectives that control and govern its operation, 










Based  on  this  schema,  PriS models  privacy  requirements  as  a  special  type  of  goal  (privacy  goals) 
which  constraint  the  causal  transformation  of  organisational  goals  into  processes.  From  a 
methodological perspective  reasoning about privacy goals comprises of  the  following activities:  (a) 
Elicit privacy‐related goals, (b) Analyse the  impact of privacy goals on business processes (c) Model 
affected  processes  using  privacy  process  patterns  and  (d)  Identify  the  technique(s)  that  best 
support/implement  the  above  processes.  The  PriS  way‐of‐working  is  described  in  the  following 
section. 
2.2 The PriS way of working 
The  first  step  concerns  the  elicitation  of  the  privacy  goals  that  are  relevant  to  the  specific 
organisation. This  task usually  involves a number of stakeholders and decision makers who aim  to 
identify  the basic privacy concerns and  interpret  the general privacy  requirements with  respect  to 
the specific application context into consideration. In addition, existing privacy requirements already 
forming part of the organisation’s goals are identified. The second step consists of two stages. In the 
first stage the  impact of privacy goals on the organisational goals  is  identified and analysed.  In the 
second stage,  the  impact of  the privacy goals on  the  relevant processes  that  realise  these goals  is 
examined and the processes that realize the privacy‐related goals are identified and characterized as 
privacy‐related processes. Having  identified the privacy‐related processes the next step  is to model 
them,  based  on  the  relevant  privacy  process  patterns.  Business  process  patterns  are  usually 
generalised process models, which  include activities and  flows connecting  them, presenting how a 
business should be run in a specific domain [Kavakli, V. (2007) ]. The last step is to define the system 
architecture  that  best  supports  the  privacy‐related  process  identified  in  the  previous  step.  Once 
again,  process  pattern  are  used  to  identify  the  proper  implementation  technique(s)  that  best 
support/implement corresponding processes. 
PriS  assists  in  the  application  of  privacy  requirements  in  the  organisational  context  as well  as  in 
providing  a  systematic way  of  locating  a  number  of  system  architectures  that  can  realise  these 






since  beside  the  AND/OR  relationship,  the  CONFLICT/SUPPORT  relationship  exists  which  can  be 
    
 












goals, the goal hierarchy  is also defined since the more abstract goals belong  in a higher  level than 
their children. 
Next  we  need  to  define  which  of  the  goals  in  the  G  set  are  affected  by  which  privacy  goal(s), 



















Next we must  identify which  privacy  process  patterns  need  to  be  applied  not  only  for modelling 
these processes but also for relating them with the proper implementation techniques.  
For  the  accomplishment  of  this  purpose  the  concept  of  process  pattern  variable  is  introduced. 
Process pattern variables, PP1 ... PP7 share the same logic  like privacy variables. In particular, every 




As  mentioned  above,  every  process  is  assigned  a  number  of  process  patterns  variables, 
corresponding to the privacy goals affecting the process. Despite the fact that the values of privacy 
    
 
variables are assigned as one set, a classification among these variables exists. Specifically, the first 
four  privacy  goals  are  related  with  identification  issues,  while  the  last  three  have  to  do  with 









process  patterns  that will  be  selected  are  always  the  left  in  the  equation.  In  other words,  data 
protection process pattern involves the realisation of identification which involves the realisation of 
authorisation which involves the realisation of authentication. The same applies in the case between 
unlinkability and unobservability. Anonymity/pseudonymity  is not  involved  in the realisation of any 
other process pattern.  It  should be mentioned  that by  the word  involving  it  is meant  that  for  the 
realisation  of  identification  for  example  the  realisation  of  authorisation  is  necessary  and  for  the 
authorisation  the  realisation  of  authentication.  This  is  represented  as 
identification>authorisation>authentication.  






Definition 2:  ∀ Gi ∈  G, and are  realised by process Pk, a new goal G’  is created and  is defined as 
follows: 
G’ = G i ∨  G j ∨  ... ∨  G k   
PV 'l = [PV
i
















    
 
the best  technique out of  the  suggested ones. This  is done by  the developer who has  to  consider 
other  factors  like  cost,  complexity  etc.  PriS  guides  the  developer  by  suggesting  a  number  of 
implementation  techniques  that satisfy  the  realisation of  the privacy process patterns  identified  in 
the previous step. 
4 THE PRIS TOOL 











The  tool  mainly  uses  two  types  of  data  structures.  The  Java  Hashtable  and  Vector.  The  most 
important part of the tool is the DynamicTree class which includes the data structures where the tree 
information  is being  stored. Furthermore,  this class  incorporates another smaller class,  in order  to 








it  is possible  for  the  information panel  to present  the  type of  the  link of a particular goal with  its 
children and parent goals. Another major data structure that is included in that class is the Hashtable, 
which stores which privacy  requirements are affecting which goals and which process patterns are 
applied  to which processes. The  type of  the  link  is  the same  too. The name of the goal or process 
indicates which  requirements or patterns have been applied  to each one. Nevertheless, when  the 
process reappears, there is a special treatment before its insertion in the data structure. 
The  last data structure of the specific class  is another Hashtable where the  influences among goals, 
either positive or negative, are being stored. This information consists of three parts: a) the name of 
the node  that  influences, b)  the name of  the node  that  is being  influenced and c)  the  type of  the 
influence. However, a node name cannot be used as the key  in the Hashtable on  its own, as  is was 
implemented  in the previous structures. For the proper storage of  influences between goals  in the 
specific hashtable both node names are stored thus producing a complex key which uniquely leads to 
the influence type of these nodes. 
The “Tree Panel” contains  the Dynamic Tree class and everything  relative  to  that.  It also plays  the 
role of  the contactor between  the program and  the user by carrying out some particular  features. 
One of them is the right click for the definition of the requirements. The “Tree Panel” is being hosted 










Figure 3 presents  a  screenshot of  a beta  goal‐process model  created  for  the  scope of  this paper. 
Users are able to create new nodes (either goals or processes), to remove nodes, to define positive 
or  negative  influences  or  to  eliminate  these  influences.  The  AND/OR  relationship  between  each 
parent goal and  its child goals  is defined when the new node  is created and prior to  its  insertion  in 
the model.  In  the bottom  area of  the window  an  information panel exists on which  the user  can 
receive relevant  information regarding the node that has been selected  in the model.  If  it  is a goal 
he/she can see its name, which privacy requirements are constrained it, the type of connection that 
has with  its child goals and with  its parent goals  (except  if  it’s  the  root goal where no parent goal 
exists) as well as the type of positive/negative influences that has with other goals. In case the node 
is of a process  type  then  the user  can  see  its name,  the privacy process patterns applied on  that 
process as well as the goal(s) that is (are) realized by this process.  








When a user wishes to  insert a node, the tool asks  if  it’s a goal or a process node. In case of a goal 
node, user enters  its name and  its relationship type with  its children. However, when a user wishes 
to insert a process node, the names of the existing processes are being showed; so that the user has 





every goal and  select which privacy  requirements constrain  that specific goal.  In  the case where a 
parent goal  is constrained by a specific privacy requirement users cannot remove this requirement 
from  the  child  goals. However,  they  can  add new privacy  requirements  that  constraint  solely  the 
child goals and not  the parent one. An example of  this  case  is  shown  in  figure 5. Specifically,  the 
privacy requirements of authentication and authorisation have been applied  in Goal 1.1. When the 
user tries to  







add a new privacy  requirement  in Goal 1.1.1  the  first  two privacy  requirements are   not available 
since they are inherited by the parent goal to its child goals.  
    
 




Every  time  the  user  adds  or  deletes  a  privacy  requirement  from  an  organisational  goal  the  tool 





the  same  time  how  the  child  goals  are  affected, which processes  are  affected  and which  privacy 
process patterns are applied on every process thus assisting its realization.  





in  PriS.  Thus,  a  table  is  being  constructed  with  the  privacy  process  patterns  and  the  available 
technologies  that  realize  these patterns.  In  that  table, part of which  is presented  in  Figure 6,  the 












requirements have been defined,  the program calls  the  routine  that  chooses  the process patterns 
which  have  to  be  applied  to  the  appropriate  processes  and  stores  them  to  the  Hashtable 
Requirements/Process_Patterns.  The  next  step  is  to  suggest  the  respective  technologies.  The 
combination between  the  information stored  in  the Hashtable Requirements/Process_Patterns and 
the  Vector  of  correlation  between  process  patterns  and  technologies,  leads  to  the  appropriate 
technologies per process pattern.  
    
 
Thus, when  the user presses  the  “Suggest Technologies” button  (see  figure 3)  the  tool  suggests a 
number of  implementation  techniques  for  every privacy process pattern.  Firstly,  the  technologies 
that  best  match  the  process  patterns  applied  on  every  process  are  suggested  and  then  the 
technologies that partially realize the privacy process patterns of a process are mentioned.  
5 CONCLUSIONS 
In  this  paper  a  new  tool  for  realizing  privacy  requirements was  presented.  Specifically,  the  tool 
realises PriS way of working. Using the PriS tool users have the ability to draw their models in a tree‐
view mode and then apply the privacy requirements on the respective organisational goals. Then, the 








































































Although  Social  Networking  Sites  [hereafter  SNS(s)]  existed  for  over  a  decade,  it  was  the 
unprecedented success of Facebook, which has rendered them to a global trend.   Facebook shares 
the  characteristics  of  a  “typical”  SNS:  it  is  an  online  communication  platform,  which  enables 
individuals  to  construct  a  public  or  semi‐public  profile within  a  bounded  system,  in  order  a)  to 
articulate a list of other users with whom they share a connection, and b) to view and traverse their 







relationships and –last but not  least – on rights and  liberties. Scholars have pointed out many  legal 
aspects  of  the  phenomenon:  i.e.  relating  to  copyright  law  (Hetcher  2008),  right  of  publicity 
(Morganstern  2008),  freedom  of  speech  of  minors  (DiPietro  2008),    political  discourse  (Kushin 





characteristics of Facebook:  Its  function,  its worth  lies exactly  in  the  fact  that  the vast majority of 
users  communicate  using  their  real  identity,  providing  their  names  and  details  of  their  life.  The 
essential part of being  in Facebook  is to use your real name, so that people will search for you and 
add you to “their friends  list”.  In our ongoing research,  laid down briefly  in this paper, we focus on 
privacy  issues relating to Facebook. We attempt to define the “phenomenon Facebook” as a social 
and communicational ecosystem  in the context of Web 2.0.  In this perspective we discuss the trust 
relationships evolved  in  the Facebook  communities  to  the extent  that  they affect  the perceptions 
and  expectations  of  privacy.  We  refer  to  the  privacy  issues,  focusing  on  shortcomings  of  the 
Facebook privacy policy and practices, on regulatory  responses and the problems relating to consent 













utility,  like a global service company,  in which potentially billions of people use  it  in  their personal 








such  as photos,  to  their profile page  and  visited other users profile pages  to be  informed of  any 
changes and comment on  it. By News Feed, a  service started  in 2006, users could be  informed of 
updates  on  other  people’s  Facebook  pages.    Since March  2009  Facebook  home  page  became  of 
substantial  importance  for  sharing  information:  As  Chris  Cox,  Facebook's  director  of  product 
development,  has  noted,  the  home  page was  redesigned,  so  as  it would  become  a  personalised 
newspaper of  every user  (Hof  2009). Users  can  easily  attach  their photos  and  videos,  share  their 
thoughts (by answering the question on top of their home page “what’s on your mind”), publish their 
comments  to material  attached  by  others,  link  to  other  internet  sources  and  communicate with 
friends  by  online  instant messages without  having  to  visit  their  profile  page.  Sharing  information 
became much easier,  its distribution more quick. Fast  internet connections worldwide and also the 
service Facebook mobile, which enables users  to have access  to Facebook via  their mobile phone, 




SNSs users may  extend  their networking  communications beyond  a purely personal or household 




community users to one service. The  first step was  that Pages  (used by companies, celebrities and 
professionals promoting  their  services) and Profiles  (used by  individuals) would become  the  same 
thing (Hof 2009). Business  will also  have the opportunity to have a Profile page, so it could be easier 
to  interact with  their  customers and advertise new products and  services. Those developments  in 
Facebook are part of the new trend in social networks, a “shift from Web 2.0 for fun to Web 2.0 for 
productivity and services” (Art. 29 Working Party, 2009).  
    
 
2.4  Facebook Users’ information as business resourcee 
In  the  expanding  and borderless  information market of  Internet, users develop  inevitably  into  an 
inexhaustible source of personalised  information. Personal  information  ‐ such as names, addresses, 
ages, marital status and family, employment and income status, shopping habits, websurfing habits, 
nationality etc.  ‐  is of enormous  commercial  value, particularly when used  to  create profile detail 




Facebook has  searched  for new models  to  take  advantage of  the  accurate, detailed  and updated 
users’ profiles and  information  that company has access  to. The Beacon application  is designed  to 
share  information  about  a  user's  purschases  or  signed  services  activities  on  the  Web  sites  of 
Facebook's  commercial partners. Later, Facebook informs, via News Feed,  the user's  friends about 
her activities. According to its Privacy Policy (2008), Facebook disseminates aggregated data to other 
advertising  companies  and  also  it  constitutes  a  Platform,  where  outside  developers  can  built 
applications  and  have  access  to  profiles  for one day.  In March  2009,  Zuckerberg  announced  that 
Facebook  is  laying the groundwork  for marketers to use Facebook  in order to reach people  in new 
ways. “A company, having a connection with a user has a  real value”, points out Mark Zuckerberg 








and  the  company,    in  which  the  company  plays  the  role  of  “administrator”.  In  Facebook 
communication environment, community  trust  is carefully constructed by  the company, supported 
by architecture of Facebook applications and fed by social “needs”. 
3.1 Constructing users’ community and trust 
Facebook’s  Inc. primary and   major goal was that users construct their own community of real  life 
friends and acquaintances, using their real identity. Moreover, the construction and participation  to 
such  a  community  was  a  precondition  to  explore  its  services.  In  order  to  have  access  to many 
applications,  the user had  to  invite at  least a number of  friends. A  several number of applications 
required  users  to  invite  a  number  of  their  enlisted  friends  (usually  twenty)  in  order  to  have  the 
features of  the application.  In addition,  Facebook  through  services  like  “Suggestions”  and  “Search 
Finder”,  initiates  the  expansion of  those  communities. Having  new  enlisted  friends  renews  users’ 
interest to Facebook and strengthens the commitment and perhaps the dependence on the website. 
Each bounded small Facebook community is the best advertisement of the social network site. 
The  construction  of  each  Facebook  community  is  often  based  on  human  courtesy.  People  find 
impolite  to  ignore people’s  invitation of becoming  their “friends”. Facebook’s strategy  is based on 
this. On the same time Facebook services do reflect social needs and, currently dominant,  lifestyle. 
People use it as a forum, in which they can craft social identities, forge reciprocal relationships, and 
accumulate  social  capital  (Grimmelmann 2009). Many users, especially  youngsters,  feel obliged  to 
participate to SNS in order to have a social life.   
    
 
SNSs  and  Facebook  are  grounded mainly  on  “self‐exposure”,  on  the  –  cautious  or  incautious  – 
decision of users to reveal information, sometimes even strict personal and sensitive, about their life. 
Furthermore,  trust  is  based  on  mutual  exposure.  Facebook  has  developed  into  a  powerful 
communicational  tool  because  its  users  revealed  their  personal  data.  They  revealed  their  data 
because  their  friends had  first exposed  themselves by adding photos and personal  information. As 
Grimmelmann (2009 p. 19) notes “when we trust people,  it’s often because of mutual surveillance, 






and the frequent usage of  its services. So  it  is  important to keep users’ trust and confidence to the 
company.  Facebook accommodates  its  services  to users’  requirements and needs. One of  its  core 
principles,  laid down  in Privacy Policy  (2008)  is that users should retain control over their personal 
information. Facebook informs users about the collection and processing of their IP address and the 





to many other SNSs and websites.  It provides  sophisticated privacy  settings. As Chris Kelly  (2009), 
Facebook's Chief Privacy Officer, has stated on 1st  July 2009, new privacy settings,  initiated  in  July 
2009, are grounded on  three principles: control, simplicity and connection.      Indeed, previous and 
new tools provide users with a number of possibilities: Every user can delete information she posted 
in her profile or her comments  to other users photos or  links, she can detagged her name  from a 






the  initiation of Beacon  (November 2007), a new advertising  system,  in which users' purchases or 
activities on some 40 partner sites were broadcasted to their Facebook friends without user’s prior 
notice,  and  lately  (February  2009)  Facebook  new  terms  of  use  have  raised  users’  protest  and 
questioned  their  trust  to Facebook’s policies.    Facebook adjusted    to  those mass protests, adding 
privacy features  in News Feed, giving   at first opt‐out choice and later opt‐in choice for Beacon and 




In April 2009 Facebook has announced  that approximately 75 percent of users voted  for  the new 
terms of service. It seems as if Facebook accepts users as “network partners”.  








basic  info, personal  info, current  location, education city, profile status, wall, notes, groups, events 
etc with developers of applications. Privacy default settings are based on half opt‐out and half opt‐in 
logic.  It  is  as  if  Facebook  proposes  users  to  have  a  “quasi‐public”  profile.  Behavioral  economics 
scholars have demonstrated that  individuals’ general  inertia toward default terms, specified by the 
vendor,  is a strong and pervasive  limitation on  free choice  (Korobkin 1998). Usually, even   privacy‐
concerned Facebook users, do not read the privacy policy   and those who claim they did, also had 
mistaken  beliefs  about  how  Facebook  collected  and  shared    personal  information  generally   
(Grimmelmann  2009).  In  any  case,  even when  users  change  their  default  settings  and  choose  to 
disclosure  less or opt out  from  a  service,  they do not have many possibilities    to  find out  if  their 
preferences have actually been respected since the US  law governing Facebook does not guarantee 
an effective exercise   of   a right to access to  information retained by the company. Τrust responds 
not necessarily to an adequate transparency  
On the same time most users are unaware of the importance of sharing personal information. Users 
tend  to misperceive  Facebook  as  a private  rather  than  a public  space  leading  to unfortunate  and 





her  life,  her  opinions  about  social  or  political  events.  Disregarding  the warnings  and  disclaimers 
contained in Facebook’s privacy policy, the majority of users tends to trust other users thinking they 
are  «friends».  But  a  large  amount  of  information  is  shared with  “friends’  friends”,  i.e.  strangers, 
which makes the subsequent control over the further uses of personal information quite impossible. 
Experience has proved that even careful users may find their data misused by third parties (Edwards 





specific  legal  obligations  towards  the  users.  Facebook  Inc.    has  also  adhered  to  EU  Safe Harbour 




onward  transfer, control, security, data  integrity, access and enforcement  (Safe Harbour Principles 
2000).    Studies  have  revealed  significant  concerns  regarding  the  compliance  of  several  enlisted 
companies  to  seven principles  (Connoly 2008). Facebook, as a  licensee of  the TRUSTe, an  industry 
privacy seal programhas also to disclose its information practices and have these practices reviewed 
by  TRUSTe,  which  has  been  criticized  as  “unsatisfactory”  or,  even,  “untrustworthy”  (Edwards  & 
Brown 2009).  
    
 
A  significant  question  is  whether  SSNs  providers  established  outside  the  European  Union,  like 
Facebook,  are  subject  to  the  provisions  of  European  data  protection  legal  framework  [Data 
Protection Directive (95/46/EC)].  In this case, Art. 29 Data Protection Working Party, which consists 
of  the  representatives  of  the  national Data  Protection Authorities  of  EU Member  States  grounds 
(Opinion 1/2008, Opinion 5/2009) the application of European Data Protection Law: a) on processing 
of personal data carried out in the context of the activities of an establishment of the provider within 
the  EU  and/or  b)  on  the  fact  that  equipment  based within  the  European  Union  is  used  for  the 
processing of data outside of it. Facebook denies the applicability of the European law arguing that it 
does not use  such equipment, as  cookie, and assuring  that no personal data of Facebook users  is 
processed in its international headquarters in Dublin or its offices in Paris and London. For European 
Data  Protection  Commissioners  even  the  installation  of  cookies  to  the  terminal  equipment  of 
European users from a provider established outside the EU is considered as “use of equipment” and 
invokes  the  European  data  protection  legislation.  Even  if  this  approach  has  been  criticized  as 
“regulatory overreaching”  in an online environment,  it  is undeniable that retention of  IP addresses 
and use of cookies, constitute,  if they allow the  identification of the user, personal data processing 
under the terms of European law.  
However, users enter – undoubdtly  ‐ voluntarily  into Facebook, accepting  its terms, conditions and 
privacy policy.   SNSs, deemed to be “private spaces”, are governed  largely by consent and contract 
(Edwards  &  Brown  2009).  Consent  guarantees  theoretically  the  right  to  express  (freely  taken) 
choices. Consent  is given when a user signs up to Facebook. Users have the choice to opt between 
the privacy levels predefined and specified by Facebook but, actually their choice consists in “take it 
or  leave  it”.  Especially  in  the  online  environment,  under  the  threat  of  “exclusion”  from  the 
“community”  or  denial  of  access  to  services  and  information,  users  consent without  having  any 
ability  to  negotiate  terms  and  conditions  (Ciocchetti  2008).  Consent  results  in  a  “fallacy”  for  the 
individual  (Schwartz 2000) or  in an empty online  ritual. Especially  through  the  recently announced 
“Statement  of  Rights  and  Responsibilities”,  Facebook  attempts  to  propose  a  “partner‐  quasi 
contractual,  relationship  between  users  and  the  company.  However  it  is  contestable  if  ,  under 
American law, this “privacy policy” constitutes an “agreement” or –simply – a “statement” (Hashemi 
2009).  In  any  case,  such  a  “contract” would  remain  a  standardized  contract,  characterized  by  a 
systemic  disadvantage  of  individual  users,  as  far  as  it  concerns  their  bargaining  and  challenging 










interrelated with  the  identification:  a) of  the nature of  SNSs  as public or private places  and b) of 
users’ activities  in this context.   Social networks blur the boundaries between personal sphere and 




a  privacy  tort  linked with  the  notion  of  control  and  the  so‐called  property  approach.  In  Europe, 
informational  privacy  protection  is  considered  as  a  personality  right  but  it  is  actually  based  on  a 
    
 
previous processing paradigm, where the infringer was easily recognised and data were collected for 
a  specific  purpose.  Facebook  shows  how  privacy  is  linked more  with  human  interaction.  In  the 
context of SSNs and Facebook particular users can act not only as self‐exposed individuals, giving up, 
exchanging or trading their privacy: Users are posting photos, comments, news,  in the final analysis 
information not only about  themselves but also about other persons, usually  their enlisted  friends 
but also non users of Facebook. Occasionally, they invade their friends’ privacy: in UK Mr. Raphael set 






personal  data  (Wong &  Savirimuthu  2008).  This  finding  relates  specifically  to  the  European  Data 
Protection Law. Users are acting as “data controllers” too and may become  infringers of the rights 
and freedoms of other persons that are not necessarily users.  If users use Facebook applications  in 
order to contact other persons “as part of  the management of  their personal,  family or household 
affairs”  their activity  remains “strictly personal” and  falls  in  the  scope of  the  so called “household 
exemption” of the EU Data Protection Directive (Art. 29 Working Party 2009). But what should be the 
answer  if  the  number  of  contacts/friends  is  particularly  “high”?  A  processing  of  personal  data 
consisting  in publication on the Internet so that data are made accessible to a wide or an  indefinite 
number of persons cannot be considered as activity carried out in the course of private or family life 
[European Court of  Justice Lindqvist‐case C 101/01  (2003)]. And what happens  if  the user extends 
access to profile beyond the circle of selected friends? Or, when  users use Facebook as a means to 
promote  and  achieve  professional,  commercial,  political  or  charitable  goals?  In  these  cases,  the 
European  Data  Protection  Commissioners  consider  users  as  “data  controllers”  and    affirm  the 
application of  the European Data Protection Directive,   which  imposes  to  them  the obligations of 
data  controllers  (Art.  29  Working  Party  2009).  This  approach,  undeniably  protective  for  the 
individuals, leads to serious problems and raises concerns regarding concerning the applicability and 
the enforceability of the law.  
But  is  this unavoidable,  exponential multiplication of data  controllers  and potential  infringers  the 
heart of  the problem or disorientation  from  the “problem of privacy”  in cyberspace and SNSs?   A 
major issue to discuss is the changing personal and social attitudes concerning exposure, privacy and 
the use of  information.  Increased connectivity  influences the perceptions of privacy and  its relation 
to the  free  flow of  information and  its  ready availability, which have been the original  idea behind 
the Internet (Wong & Savirimuthu 2008). The discussion is not a  theoretical one: Users’ and society’s 
understanding of privacy and  its  legitimate   restrictions affect  the meaning and  the content of  the 
“reasonable expectations of privacy”, the prevailing method that the U.S. Supreme Court and other 
American Courts use  to  identify privacy  rights  and  interests protected by  the  Fourth Amendment 
(Hodge 2007).The perception of  informational privacy’s content and boundaries  influences also the 
interpretation  of  the  “proportionality  principle”,  a  cornerstone  of  the  European  data  protection 
approach, requiring necessity and appropriateness of processing measures as well as proportionality 
of  purpose  and  means.  In  technology  intensive  societies  the  expectations  of  privacy  or  the 





not  leave out of our  consideration  that  the perception of privacy,  the  level and quality of privacy 
expectations  of  a  Facebook  user  are  highly  formulated  also  by  the  architecture  of  online 
    
 
communication  and  the  “code”  (Lessig  1999). Default  settings  as well  as  privacy  settings may  be 
used, in order to guide or  manipulate users’ perceptions of their control over software configuration 
(Kesan  &  Shah  2003).  Facebook  users  are  given  half  opt‐out  choices  instead  of  giving  an  opt‐in  
choice.  Peoples’  decisions  about  privacy  may  also  be  affected  by  the  problem  of  the  so‐called 
bounded  rationality,  i.e when even aware and educated users have difficulties  to apply what  they 
know  and  decide  in  complex  situations  (Acquisti & Grossklags  2006).  Therefore,  Art.  29 Working 









model  should  be  redesigned  in  order  to  comply  with  users’  privacy  and  consumers’  protection 
regulatory imperatives.  Without the elaboration of a new business model and privacy policies, based 
on free, conscious and informed consent of users about the future use of their data, information and 


















































































































are  posing  questions  about  personal  privacy.  This  paper  contributes  to  our  understanding  of  the 
nature and form of online privacy by critically analysing the  issues surrounding the  failed  launch of 
Facebook’s advertising  tool Beacon. Beacon  is an  interesting case  study because  it highlighted  the 
complexity  of  information  ownership  in  an  online  social  network.   Qualitative  data was  gathered 
from  29 weblogs  (blogs)  representing user opinions published  between  6th November  2007(when 
Beacon  was  launched)  and  28th  February  2008  (when  commentary  had  dwindled).    A  thematic 













going  to  automatically  share  their  ‘story’ with  their  Facebook  friends  unless  the  user  choose  to 
specifically opt‐out of that particular action.  












over 200 million users  (Facebook, 2009) and  is  the 4th  leading website  for data  traffic  (Alexa.com, 
2009).    Users  are  attracted  to  these  social  networks  because  they  offer  a  simple,  usable 
communication platform that allows people to live their daily lives online (Rosenblum, 2007; Joinson, 
    
 








Although  privacy  has  emerged  as  one  of  the most  important  human  rights  of  the modern  age 












Robert Ellis Smith  , editor of Privacy Journal, suggests this  interpretation  is too narrow and offers a 
broader definition: “the desire by each of us for physical space where we can be free of interruption, 
intrusion,  embarrassment,  or  accountability  and  the  attempt  to  control  the  time  and manner  of 
disclosures  of  personal  information  about  ourselves”  (2000).    These  sentiments  echo  Bloustein 
(1964) who  linked privacy with human personality by arguing  for  the protection of an  individual’s 






information  dissemination  (Rosenblum,  2007).    Consequently,  Dwyer  (2007)  argues  that  “privacy 
within SNS is often not expected or is undefined” with the result that it is often impossible to predict 
what could cause a privacy breach because ‘privacy’ means different things to different people.   
For  the  purposes  of  this  study,  the  narrow  legalistic  view  of  data  protection  offers  a  basis  for 
considering  the  automatic  processing  aspects  embodied within  Beacon.    It  is  combined with  the 
broader  perspectives  of  privacy which  offer  a  useful  starting  point  for  considering  user  concerns 




user  reactions  to  Beacon,  an  automated  information  dissemination  tool  for  advertising  used  on 
    
 
Facebook’s social networking site.  Consequently a qualitative approach was adopted that enabled us 
to  include  the  social  context of privacy  and  thus  gain  a  richer picture of user opinions  about  the 
nature and form of privacy  in SNS.     Blog data was chosen as the most suitable means of collecting 
reliable user opinions because they offer real‐time, unedited user commentaries (Gruhl et al, 2005; 
Thelwall and Hasler, 2006).   Consequently, blogs  represent a  rich source of qualitative data  that  is 
unbiased by a research process (Jones and Alony, 2008).   
To  ensure  that  a  relevant  set  of  postings was  collected  information was  collected  from  95  blogs 
containing 568 data opinions.   Various blog search engines were used  to optimise  the selection of 




Privacy”.   Only  those blogs  that were  published between  6th November  2007  (the  launch‐date of 
Beacon) and 28th February 2008 (when the issue had largely disappeared on the blogs under review) 
were included for consideration.   
Redundant  blogs were  removed  using  the  following  criteria:  presence  of  double  counting  across 
various search engines; did not contain Beacon  related privacy opinions; did not contain at  least a 
bloggers opinion  and 3  associated  comments per blog.   As  a  result,  the data  set was  significantly 










The  results  of  thematic  analysis  as  represented  in  thematic map  (see  figure  1)  show  48  privacy 
themes arranged  in three  levels of granularity – from specific to abstract. Referring to figure 1, the 
analysis  identified  5 main  themes:  commercialism,  TOS,  lack  of  information  control,  lack  of  user 
awareness and data protection. The sub‐themes outlined in figure 1 provide greater clarity regarding 
the nature and form of the core themes.  
    
 
Figure 1 : Thematic map of Privacy concerns in Facebook’ Beacon tool 
Hence,  third party paid advertisement and  the  selling of personal  information were  identified and 
related  to  commercialism.    For  example, blogger  [8]  commented  “I  think  that  this  is  a wonderful 
example of  advertisers  going  too  far  and  actually  discouraging  people  from using  their products” 
whilst blogger [13] stated “I just don’t see how Beacon benefits me as a user. Facebook has cash on 
hand; they should be focusing 100% on how to benefit users rather than how to monetize them”. 
Lengthy, obscure, autocratic and  irrevocable  rules which users agreed  to abide by  in order  to use 
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5  DISCUSSION 








how  and  to  what  extent  their  information  is  communicated  with  others.    Neither  were  they 
consented prior to the automatic dissemination of personal information or given the ability to alter 




core  themes:  data  protection  and  commercialism.    On  the  one  hand  there  is  an  obvious  desire 
amongst  users  to  legal  protect  their  personal  information  against  corporate  abuse  of  private 




needs  to  be  radically  redefined  to  permit  free  commercialisation  of  personal  data  –  but  within 
certain legally defined and society‐agreed contexts.   
For  this approach  to be accepted by users  requires a greater degree of education  and  awareness 
amongst  users  of  SNS  about  their  information  behaviour.    Because  the  visibility,  purpose  and 
presence of Beacon was not made clear  to  the user prior  to browsing actions,  the  integrity of  the 
third party organizations  to  safeguard  the  interests of end users was questioned. End users were 
skeptical  that  their  individual  interests would be safeguarded when  their personal browsing habits 






Beacon  represented  an  innovative  marketing  tool  within  the  burgeoning  online  social  network 
environment. What should have been a successful innovation, however, was damaged and ultimately 
withdrawn because the nature of privacy in social networks was not well understood. Our findings of 
the Beacon are  inline with  the arguments of  Iachello and Hong  (2007)  that privacy,  like “usability” 
and “security”  is a holistic  feature of  interactive  systems which  include  the people using  them.   A 
technological  application,  like  Beacon,  is  only  as  good  as  the  people  that  it  serves.    Failure  to 
understand  the  user  values  which  underpin  the  popular  growth  of  SNS  such  as  Facebook  can 
significantly harm the original technological platform.   
What  this  case  study  has  highlighted  is  the  critical  need  for  designers  of  social  networking 
applications  to  appreciate  a)  the  socio‐technical  context  of  SNS  and  the  need  for  a  high  level  of 
sensitivity  about  core  human  values  and  concerns;  b)  the  unique  characteristics  –  and  therefore 
consequences – of digital networks  regarding automatic dissemination and control of  information; 
and c) the form, nature and appropriateness of commercial intrusion into personal spaces.    




























































conceptualization  of  virtual  presence  has  been made,  this  only  took  account  of  one’s  presence 
among  a  community  of  ‘known’  others.    Increasingly,  however,  in  blogging  and  other  online 
communities, users do not necessarily know ‘the others’ but yet they interact with them and develop 






“I cannot explain, a man must  feel  it, but once he has  felt  it he will divide his year  into  two equal 
halves, one half  looking back on his  latest  trip, and  the other planning and preparing  for his next” 
H.E.Newton, 1912 (extracted fro m a backpacker’s blog)  
With the advancement of  Information and Communication Technologies (ICTs), new social relations 
emerge  and evolve  (e.g. Castells, 2000; 2001; Giddens 1990).    In  this  study, our aim  is  to explore 
presence  within  the  online  environments  of  a  particular  ICT,  that  of  blogs.  Most  of  the 
conceptualisations of presence  in virtual environments  tend  to have applicability within a  team or 
organizational context where  individuals often have pre‐existing  relationships with each other, e.g. 
they are all members of  the same project  team  (e.g. Panteli, 2004). We argue    that  in addition  to 
such  pre‐existing  and  team‐based  arrangements  where  individuals  present  themselves  in  online 
environments and in the era of social networking, users do not necessarily know ‘the others’ but yet 
they interact with them and develop friendships and lasting relationships.  





stay  in touch during their travels with  family and  friends back home. Blogging  is perhaps the  latest 




presence  in virtual environments. Goffman’s work on self‐presentation (1959)  is then adopted as  it 
shows the significance of ‘others’ in one’s presence. Following from these, and after a discussion on 
    
 
the act of blogging, the study draws on the case of backpackers as our example of globally distributed 
individuals  and  examines  how  their  presence  is  revealed  through  the  communication medium  of 






to  physicality,  synchronous  availability  and  face‐to‐face  communication  and  interaction. 
Psychologists  (Latane, 1981;  Zajonc, 1968)  and management  theorists  (Fries 1967) have  identified 
that presence is important as it indicates engaging behaviour, which is linked to the feeling of being 
attended  and  connected.  Despite,  however,  these  supportive  accounts  of  the  importance  of 
presence  in  social  interactions,  our  articulation  of  presence  in  the  virtuality  literature  has  been 
limited. We draw below upon different areas of work to support this argument. 
Researchers  in  the  field of computer‐mediated communications have viewed presence  in  terms of 




is  considered  as  having  high  social  presence  whilst  computer‐mediated  communication,  such  as 
email, has low social presence (Karahanna and Limayem, 2000).  What is missing in this perspective, 
however, is the neglect of the active nature of individual agency, who, with the selective use of the 
communication medium,  is willing  and  able  to  reveal, minimise or hide  social  cues  in  a mediated 
environment (Markus, 1994; Ngwenyama and Lee, 1997; Panteli, 2002).  
In a different domain,  researchers  in  the  field of human‐computer  interaction have conceptualised 
presence in a virtual setting as an illusion that a mediated experience is not mediated (Steuer, 1992; 
Biocca and Delaney, 1995 and Lombard and Ditton, 1997), a definition  that  is otherwise known as 
virtual  presence  (Kim  and  Biocca,  1997)  or  telepresence  (Steuer,  1992).    This  type  of  presence 
“…refers  to  the  mediated  perception  of  an  environment.  This  environment  can  be  either  a 
temporally or spatially distant real environment (for instance, a distant space viewed through a video 
camera), or an animated but non‐existent virtual world synthesized by a computer (for instance, the 
animated world created  in a video game)”  (Steuer 1992: 76).  In either case, presence  is seen as an 
illusion as opposed  to  ‘real’ presence  in non‐mediated settings.   While  this perspective  illuminates 




A more  recent development emphasized  the  social nature of virtual presence.   Panteli  (2004),  for 
instance,  showed  that  one’s  presence  in  a  virtual  team  situation may  be  independent  from  the 
physical or  technical circumstances of  the  interaction; and  is  socially negotiated,  reflecting, and  in 
turn reinforcing, social connections between distributed members. The broader literature on virtual 
organizations  echoes  this  social  perspective  on  virtual  presence.   Orlikowski  (2002),  for  instance, 
emphasized  the  ongoing  negotiation  of  social  relations  in  virtual  organizations.    According  to 
Orlikowski,  social  connections  over  distance  are  achieved  rather  than  given.    Through  recurrent, 
everyday practices, distributed members  constantly negotiate and  renegotiate  their  relations with 
others.  Table 1 summarizes the main perspectives on presence in virtual settings. 
Perspective  Focus of study Definition of presence 













agree  that  blogs  are  internet‐based  personal  journals  where  individuals  record  their  ideas  in  a 
chronological order. As Viega (2005, p.3) puts  it “…the ability to append without erasing any of the 
previous  content, makes  blogs  fundamentally  different  from  other  kinds  of  web  sites…  Regular 
readers can thus have a sense of identifying ‘voice’ behind the posts on the site”. 
Blogging  is a new and growing phenomenon. According to blog‐tracker Technorati the blogosphere 
has  grown  from 100,000 blogs  in March 2003  to nearly 73 million  in March 2007  and  some 93.8 
million blogs worldwide in June 2007. Despite this growth, most of the academic studies on this topic 
have been  limited and so far aimed to understand  its uses and potentials. Herring et al  (2005)  in a 
content‐analysis  study  of  203  blogs  describe  blogs  as  hybrid  in  nature,  as  they  allow  for  social 
interaction while giving authors control over the communication space as well as on what, how and 
how  frequently  they make a contribution. Accordingly,   “in blogging  the presence of  the audience 
and  the  writer’s  consciousness  of  the  audience  clearly  introduce  the  social  into  an  individual’s 
thought process” (Nardi et al, 2004, p.6). 
Herring et al  (2005) show  that  the vast majority of blogs  report personal accounts where bloggers 
reveal  their day  to day experiences,  thoughts and  feelings. Nardi et al  (2004)  found  that  there are 
different reasons why authors blog and that these are related to the existence of the audience; these 
reasons:  building  chronicles  of  everyday  events  that  serve  to  update  others  on  bloggers’  lives; 
expressing opinions to influence others; seeking others’ opinions and feedback; thinking by writing. It 
follows  from  this,  that  the  role  of  the  audience  is  particularly  powerful  for  bloggers.  Blogs  can 
become  vehicles  for  self‐expression  and  empowerment. According  to  this  view,  bloggers  become 
more thoughtful, and articulate observers of the world around them (Blood, 2002). Blood also argues 
that blogs are socially  interactive and community‐like as  they encourage conversational exchanges 
whilst  Pluempavarn  and  Panteli  (2008)  find  the  development  of  social  identity  within  blogging 





























    
 
with  this  view,  that  blogging  communities  support  the  development  of  communities  of  practice. 
According  to Wenger  (1998),  such  communities  consist  of  groups  of  people who  are  bound  by  a 
















they  are  in  as well  as  the  situated  identity  of  each  other.  According  to  Goffman  (1959:20)  “the 
others, however passive their role may seem to be, will themselves effectively project a definition of 
the situation by virtue of  their  response  to  the  individual and by virtue of any  lines of action  they 
initiate to him”. 
As  this  literature  has  shown,  the  motives  for  self‐presentation  are  driven  by  the  desire  to  be 
favourably  viewed  by  others.  This  is  not  however  necessarily  indicative  of  a  manipulative  or 
deceptive behaviour. Rather, self‐presentation appears as a sincere component of social behaviour 





Similarly  to  face‐to‐face  environments,  virtual,  computer‐mediated  environments  provide 
opportunities  to  individuals  to  project  their  own  desired  images.  Clearly,  the  role  of  electronic 
communication  medium  is  significant  since  in  virtual  settings  it  is  during  computer‐mediated 
interactions  that  impressions are  formed. As Gardner et al  suggested  (1996), “computer mediated 
communication  users  will  be  most  concerned  about  their  image  when  they  are  identified  and 





distributed  individuals.  A  backpacker  is  defined  as  a  traveller who  spends  one  or more  nights  in 
backpacker/hostel  accommodation  while  travelling  (Tourism  Australia/Niche  Market  Snapshot, 
2005).  According  to  the  same  report,  between  1999  and  2004  the  number  of  international 
backpackers  has  been  increasing,  from  407,000  in  1999  to  482,000  in  2004,  and  they  spent  on 
average 68.1 nights backpacking in Australia alone.  
    
 




new entry  to your  list your  friends get an automatic email. Also  the  theme  is  travel,  the  tools are 















This  activity  was  designed  for  a  group  of  270  business  studies  students  who  attended  a  non‐
















lot of  the users do  the  same. Why  it's attractive  ‐ displays photos,  looks good, a  record of  travels, 
interactive, comments from strangers (some unpleasant), free, archived, includes little maps that get 
filled  in as new countries are visited, stats, basically  it's the website that travellers would make  for 
themselves.” (Founder/Backpacker; Interview). 
An  implication of this,  is that  it allows those  loved ones to  ‘be present’ themselves  in backpackers’ 
experiences  and  therefore  helps  in  bringing  them  or  keeping  them  close  together  despite  the 
physical distance that keeps them apart:  
    
 
“possibly  the nicest  thing  is getting messages while we were away and  then  coming back  to have 
people  tell  us  how much  they  enjoyed  the  blog  because  they  felt  that  they were  there with  us.” 
(Forum msg#11) 
“I  just  finished 6 months  travelling abroad and  I  can’t believe  the  impact  this website had on my 
travels. Not only did  it keep me connected, but  it  let my  friends and  family experience  it as  if  they 
were right there with me.(Forum msg#10) 
Secondly, presence can be defined  in  terms of membership, participation  in and commitment  to a 




they  are  not  backpackers  themselves.  This  unknown  audience  was  found  to  have  an  influence 
backpackers’ writing.  
“…knowing that strangers were accessing my blog has affected my writing style. I already knew it was 
public  domain  and  thus  originally wrote  so  that  it would  be  of  interest  to  the  general  public…” 
(Forum, msg#8). 
“I never  thought anyone but my  family would  read, but now  that  random people are  reading  (and 
sending comments), I try to tailor my entries to make them more fit for public consumption” (Forum, 
Msg#3). 




“I  started mostly writing entirely  for  family and  friends, and was quite  surprised when  I  found out 





cases however,  the  audience  remained unknown.  They  included other  travellers or  simply others 
who were  interested  in travelling. We will explore the role of the unknown audience further  in the 
next section. 











cities or places  that  they  travelled  to.   For  some,  reading  these blogs brought back memories;  for 
others this simply was an opportunity to write comments about a place they knew very well and to 







































with the  large distances between us  I felt  like  I was making a positive connection and a worthwhile 
one” (DV, 13/2). 
In addition, opportunities for learning emerged. Participants felt that they were learning from others’ 
experiences,  personal  stories  and  opinions  about  the  places  they  visited:  ‘I  got  to  see  how  they 







Further  to  the  above,  acting  as  the  audience on  someone’s blog,  is not only  informative but  also 
inspiring. Reading about other’s experiences ‘makes you want to try something new’.  





as  indicated  in recent  literature, but also enable us to expand our conceptualization of presence  in 
virtual environments. We have found that  blogging enables distributed individuals to build presence 





them  to be  in  touch with  their  loved ones during  their  travels and  to  inform  them on where  they 
were and which places they had visited. Increasingly, however, being connected with strangers was 
found to be an  important factor, even more  important  in some ways than the family members and 
friends back home.  In particular,  their connection with an unknown audience had  influenced  their 




further  illustrated  the  negotiated,  thus  social,  nature  of  presence.  Though  this  earlier  study  has 
shown that virtual presence depends on the different types of environments that members are part 




and  the sense of presence  that  this experience develops.   The bloggers  faced a multiple audience, 
composing both those they knew and those they did not.  Firstly, for most backpackers, blogging was 
a  way  to  keep  in  touch  with  their  immediate  social  group.    The  primary  aim  was  to  present 





accessing  the  blogs,  getting  comments  from  people  they  don’t  know,  and  providing  useful 
information to other travellers, reflected the sense of detachment from one’s immediate social circle 
to a much broader and general  audience.   This audience of blogs was  therefore multiple,  shifting 
between  those  known  and  unknown,  though  the  distinction  between  the  known  and  unknown 
audience may be blurred.  As one’s family and friends may not read or response to blogs, the general 
public may  read, comment, and  trace  the blogs  instead.   Therefore,  though  invisible  the unknown 
audience may develop a closer relationship with the backpacker than the known audience.  
Ultimately, this  invisible audience plays an  important role  in shaping the blogging community.   The 
travellers  tailored  their  writings  in  one  way  or  another  to  accommodate  the  interest  of  their 
audience.   For family and friends, this was reflected  in providing rich  information via texts, photos, 
videos, and so on; while  for the general public, they noted the need to alter writing style, provide 
general  information, or explanations  in more detail.   From  the bloggers’ perspective,  the blog has 
developed from simply a communication means to a means for showing presence to different groups 
of people as well as  for one self.  It  follows therefore that unlike previous research that has shown 
that  in  a  virtual  setting  not  only  a  different  persona may  be  presented  but  also  there might  be 
different  personas  for  different  audiences  (e.g.  Turkle,  1995;  Zigurs  and Qureshi,  2000), what we 
    
 
found  in this study  is that globally distributed  individuals such as backpackers are enabled through 
their blogs to enrich their self rather than to change it. 







participant  (Lave  and Wenger,  1998)  in  the  community  and may  themselves  decide  to  join  the 
community as a  full member. Several of our enacted audience expressed an  interest  to start  their 
own blog on Travelblog following the activity.  
Our findings show support to Granovetter’s (1973) theory on the "The strength of weak ties" which 
explains why  interacting with  "strangers"  can more  deeply  benefit   the  network   than  interacting 
with  familiar people. Ties  in  this sense are  the  links and  relationships between  individuals and are 
manifested  in the frequency and type of communication they have (Pickering and King, 1995); their 
strength  is  defined  as  “a  combination  of  the  amount  of  time,  emotional  intensity,  the  intimacy 




nevertheless  important  for work‐related contexts  (Granovetter, 1973, 1983).  In our blogging study, 




In  this  study, we explored  virtual presence  in blogging  communities. We  argue  that  though  some 
conceptualization  of  virtual  presence  has  been made,  this  only  took  account  of  one’s  presence 




to better understanding of online  communities  and  virtual  social networks  in  general by  showing 
how virtual worlds re‐shape social space and social interactions. 
A  limitation  of  the  study  is  that  this was  based  on    reflections  and  views  shared with  us  by  the 





Even  though  there  is a widespread  recognition  that blogging has grown substantially over  the  last 
few years, as a communication tool it is still new. We therefore urge for more academic research on 
blogging; not  just on  the characteristics of blogging and  its  implications but also and maybe more 
importantly on the process of blogging and the effects that this may have on participants  involved. 
Finally, due to its focus on travelling, the findings are relevant to those interested in tourism studies 
too,  as  blogs  along  with  other  computer‐mediated  communication  media,  like  email,  are  cost 
efficient  media  among  travellers.  Unlike  email,  however,  blogs  are  multi‐mediated  giving  more 
opportunities  for  information and knowledge exchange that  is useful when promoting tourism. For 
    
 
























































































characteristics  of  virtual  teams  expressed  in  the  literature.  On  the  other  hand,  it  analyzes  how 
variations  in  virtuality  influence  team  effectiveness.  The  effectiveness measures  retained  in  this 
study  are:  work  performance,  attitudes  and  behaviours.  A  longitudinal  qualitative  study  was 
conducted on ten virtual teams composed of three to five students involved in online Master degree 
programmes  at  a  French  university.  The  results  highlighted  the  importance  of  differentiating 
technological  and  social  virtuality  to  improve  our  understanding  of  team  virtuality  and  to  better 
apprehend its effects on team effectiveness. 
Keywords:  Team  Virtuality,  Technological  Virtuality,  Social  Virtuality,  Virtual  Team  Effectiveness, 
Qualitative Longitudinal Study 
1 INTRODUCTION  







mechanisms  and  effectiveness  (Anderson  et  al.  2007;  Avolio  et  al.  2001;  Järvenpää  et  al.  1998; 
Maznevski and Chudoba 2000). The results of these studies show that the way virtual teams function 
changes depending on  the extent  to which members use  ICTs  to  communicate and  to  coordinate 








A  first  step  recorded  in virtual  team  literature  to better understand  the  concept of virtuality  is  to 
draw up typologies. Typologies have identified a number of relevant determinants such as distance, 
communication media, and team  lifespan, and they describe different configurations resulting from 
    
 
the combinations of these characteristics (Bell and Kozlowski 2002; Dubé and Paré 2002; Järvenpää 
and  Leidner  1999).  However,  several  limitations may  be  noted  in  these  typologies  as  they  only 
describe extreme cases such as pure or traditional virtual teams, and give no information about other 
possible configurations that may exist. In addition, typologies may be considered as a simplistic tool 





that exist.  It also constitutes an effective means  for understanding  the way  they  function  so as  to 
subsequently develop appropriate management practices. However, as a  recent  concept  in virtual 
team  literature,  virtuality  and  its  effects  on  team  dynamics  and  processes  are  still  under  studied 
(Gibson and Gibbs 2006). Little is known about how to define and evaluate team virtuality, what are 
the  relevant dimensions  that have  to be  considered  to determine  the  level of  team virtuality and 
what are the effects of  its variability on team effectiveness  (Schweitzer and Duxbury, 2009). To  fill 
this gap  in the  literature, our paper tries to address these  issues with a dual objective. On the one 
hand, our aim is to propose a relevant definition of the concept of virtuality and a multidimensional 
approach to assess  its  level. This purpose can be achieved by  identifying the relevant dimensions of 
virtuality and the factors that influence its level. On the other hand, we aim to explore the effects of 
the  level of virtuality on team effectiveness (Chudoba et al. 2005; Gibson and Gibbs 2006; Lin et al. 
2008).  Studying  virtuality  effects  may  help  virtual  team  managers  to  formulate  adapted  and 
innovative managerial effectiveness practices.  
To  this  end,  the  paper  is  organized  as  follows.  The  following  section  presents  our  conceptual 
framework,  which  defines  the  concept  of  virtuality,  provides  a  multidimensional  approach  to 
evaluate  it  and  the  measures  adopted  to  assess  team  performance.  We  then  present  the 
methodology based on a longitudinal qualitative study of ten virtual teams. In the fourth section, we 
present  the  results  of  the  empirical  investigation  concerning  our  evaluation  of  the  virtuality  and 






The Concise Oxford Dictionary provides a  clear definition of  “virtual  reality.” This definition  states 
that virtual reality is: “a computer simulation of a real or artificial environment that gives the user the 




According  to  this  definition,  virtuality  refers  to  a  situation  generated  by  ICT  use  to  substitute  a 
difficult organising face‐to‐face situation (a simulation of war situations for surgeons, or plane flights 
for  aircraft pilots).  In  this  sense, Davis  et  al.  (2009)  argue  that  the  improvement of  technological 
capabilities have allowed  the development of effective  interaction  in virtual words. Thus,  ICTs are 
used  in virtual simulation  to build  the parameters of a  real  face‐to‐face context. The purpose  is  to 
create a virtual environment  that  is as near as possible  to  the  face‐to‐face  context. Through  their 
communication and apparent capabilities, ICTs allow users to interact in virtual settings (Davis et al., 
2009).  In this regard, ICTs are considered as both generators and reducers of virtuality. They enable 
    
 
users  to build virtual  situations  through  simulation and  to approach  the  real  situation as much as 
possible and hence reduce virtuality.  
On  the  other  hand,  along  with  other  authors  (Cohen  and  Gibson,  2003;  Kirkman  et  al.,  2004; 
Schweitzer and Duxbury, 2009), we argue that the definition  of Virtual teams found in the literature 
is  too  simplistic:  teams  are  either  considered  virtual  or  proximate.  In  this  sense,  Schweitzer  and 
Duxbury  (2009) pointed out  that  “the question  is not whether a  team  is  virtual, but  rather,  ‘how 
virtual  is  the  team?’(p.9). Thus,  team virtuality  is considered as a continuum  (Griffith et al., 2003). 
Teams have different degree of virtuality which vary from pure face‐to‐face to pure virtuality. In this 
sense, different dimensions have been put  through  in order  to evaluate  the  level of virtuality  (Bell 
and Kozlowski, 2002; Dubé and Paré, 2002; Gibson and Gibs, 2006; Griffith et al., 2003; Kirkman and 
Mathieu,  2005;  O’Leary  and  Cummings,  2007;  Fiol  &  O’Connor,  2005).  Schweitzer  and  Duxbury 
(2009)  identified  five  dimensions  of  virtuality  which  are  frequently  cited  in  the  literature.  They  
consist of “the distance between team members”, “the extent that the members work face‐to‐face”, 
“the  amount  of  work  or  interaction  that  is  asynchronous”,  “the  configuration  of  team member 
locations and the extent that the team relies on information technologies” (p.9).  
However,  Schweitzer  and Duxbury  (2009)  argue  that  the  use  of  ICTs  should  not  be  considered  a 
measure  of  virtuality  as  it  depends  on  its  level. While  they  acknowledge  the  usefulness  of  some 




consist of  “the  extent  that  the  team members  do not work  face‐to‐face”,  “the distance  between 
team members and the extent that they work asynchronously” (p.12).  
Still, we argue that the dependence of a team on ICTs use is a key component to apprehend its level 
of virtuality.  Indeed, whatever  the distance between different  team members,  they can overcome 
these constraints through their use of  ICT tools and adjust their  level of virtuality. Moreover, while 
previous  studies  posit  that  virtuality  increases when  intensity of  ICT  use  increases  (Griffith  et  al., 
2003; Kirkman and Mathieu,  2005), we believe that high ICT use may contribute to reducing the level 
of virtuality. Indeed, the former assumption may be true if we compare face‐to‐face with computer‐
mediated communication (CMC). However, this  loses  its relevance  if we compare different  levels of 
CMC,  which  is  the  case  for most  virtual  teams.  Frequent  CMC,  when  face‐to‐face meetings  are 









teams  to overcome  spatial  and  temporal  constraints. However,  further  investigation  is needed  to 




not detailed  the specificities of each media  they  refer  to. This  is  the case of Kirkman and Mathieu 
(2005), for instance, who referred to virtual tools without any further specifications.  
    
 
In addition to  its technical and objective features, media can be used and appropriated  in different 
ways  (Dennis  et  al.  2008).  We  posit  that  the  study  of  virtuality  should  not  only  take  into 
consideration  the  characteristics  of  the  ICTs  used  but  also  the  way  they  are  appropriated  and 
enacted  by  users  (DeSanctis  and  Poole  1994; Orlikowski  2000). We  argue  that while  the  level  of 
virtuality depends on the objective features of the media, the way the media are appropriated can 






Technological  virtuality  is  defined  as  the  extent  to which  virtual  team members  use media  and 
combine the characteristics of ICTs in order to take full advantage of their features and reduce their 
constraints. We  argue  that  it  is possible  to  combine different media  and  to maintain  regular  and 
frequent  communication  through  these  tools.  Thus,  we  consider  that  the  level  of  technological 
virtuality  is  influenced  by  the  set  of  media  used,  their  informational  value  and  the  rhythm  of 
communication.  
Media combination. Virtual team members use a set of media to accomplish and coordinate work. 










used  as  the  extent  to which  information  exchanged  through  ICTs  is  relevant  to work  tasks  and 
whether  it helps  to execute  these  tasks effectively.  It expresses  the  suitability of  the  virtual  tools 
used to the work to be accomplished even  if they are considered as  lean media by media richness 
theory (Daft and Lengel, 1986; Daft et al. 1987; Dubé and Robey, 2008; Majchrzak et al. 2000). This 






Communication  frequency.  Furthermore,  when  unable  to  meet  face‐to‐face  most  of  the  time, 
communicating  frequently  through  different  ICTs  can  reduce  discontinuity  related  to  distance 
(Chudoba  et  al.  2005;  Hambley  et  al.  2007).  Indeed,  frequent  communication  can  reduce 
misunderstandings and ambiguities related to  ICT use  in virtual settings and help to build the team 




    
 
Regular  communication. Maznevski  and  Chudoba  (2000)  demonstrated  that  regular  face‐to‐face 
meetings are essential  to global  team effectiveness and  thus effective  teams maintain a rhythm of 
regular  face‐to‐face meetings.  However,  some  virtual  teams  are  unable  to meet  face‐to‐face.  In 
addition, as Dennis et al.  (2008) argued,  face‐to‐face  is not always  the  richest medium. Hence, we 
posit that keeping a regular rhythm of communication through a set of  ICTs  is also crucial for team 
effectiveness. We thus posit that: 
Proposition  P1.d:  Regular  rhythm  of  communication  through  different  ICT  tools  reduces 
technological team virtuality. 
2.2.2 Social virtuality 
Studies on media have emphasized  the capacity of users  to adapt  ICT use  to  their  tasks and social 
needs  (Beaudry and Pinsonneault 2005; Majchrzak et al. 2000; Tee’ni 2001; Thomas and Bostrom 
2008). We argue that exploring how people  interact through different media  is crucial to  improving 
our understanding of different levels of virtuality. We posit that social virtuality can be explained by 
the nature of communication, the style of interaction and communication norms.  
Social  versus  task  related  communication.  We  argue  that  while  task‐focused  communication  is 
essential  for work  coordination,  social‐related  communication  is  also  needed  to  guarantee  team 
cohesion and relationship building (Iacono and Weisband 1997; Järvenpää and Leidner 1999). Thus, 
we  posit  that  through  socially  focused  communication,  virtual  team  members  cope  with  the 
constraints related to their geographic dispersion (O’Leary and Cummings 2007) and the absence of 
prior  shared  knowledge  and  work  experience  (Meyerson  et  al.  1996).  Socially  focused 
communication is therefore crucial to reduce the limits imposed by their virtuality. While face‐to‐face 






Virtual  teams’  interaction  style. A  few  studies have  investigated  the  effect of  interaction  style on 
team virtuality and  its effectiveness (Hambley et al. 2007). Potter and Balthazard (2002) found that 
the  style of  interaction  correlates  significantly with  the  team’s performance. They  identified  three 
styles of  interaction: constructive, passive and aggressive. We posit that having a constructive style 
of  interaction  enables  team  members  to  develop  a  positive  social  climate,  while  passive  and 
aggressive  style  favours  conflict. Both  the aggressive and passive  style destroys  social  relations as 
well  as  the  collaborative  climate between  team members.  This  slows down  the  construction of  a 
shared  social  context  which  restores  the  parameters  of  face‐to‐face  context  between  team 
members. We thus argue that through their style of interaction, virtual team members can promote 
either team cohesion or team conflict and subsequently reduce or reinforce their social virtuality.  







the objective  features of  the  ICTs used  (Fulk 1993; Markus 1994; Watson‐Manheim  and Bélanger 
2007). We posit that the development of such shared norms is crucial to overcoming the constraints 
related to virtuality.  












characteristics  of  the media  by  combining  their  use.  In  this  way,  they  are  able  to manage  the 
constraints related to virtuality by developing a shared understanding of the virtual situation and of 
the other members’ behaviour.  
To  evaluate  virtuality  of  teams  characterised  by  high  or  low  technological  virtuality  combined 
respectively with low or high social virtuality, we argue that social issues play a more important role 
in team virtuality than technological ones. Given these arguments, we posit that high technological 











positively  influences the quality of work.  If members use appropriate  ICTs to accomplish their work 
and  if these tools have a high  informational value  leading to  improvements  in work, the results are 
expected to be satisfying and to correspond to the fixed quality criteria. In addition, high interaction 
frequency helps  team members  to  share a  large  amount of  information  in order  to achieve high‐
quality work, and allows brainstorming, knowledge creation and sharing. Immediate and constructive 





assessed  through  their  satisfaction with output quality  and  team processes  (Montoya‐Weiss et al. 
2001). Agreement with team decisions  implies they are accepted by all the members and there  is a 
high degree  of  consensus,  resulting  from participative decision‐making  processes  involving  all  the 
team members. Participation  in work activities  refers  to  their contribution  to  the collective output 
and respect for their share of work.  
Concerning  the  possible  effects  of  virtuality  on members’  attitudes, we  argue  that  low  levels  of 
virtuality  result  in  effective  and  positive  attitudes.  Indeed,  regular  and  frequent  communication, 
constructive and motivational feedback, shared norms and accepted team rules, and a constructive 
    
 
interaction  style  enable  members  to  achieve  satisfying  work  output  and  to  build  effective 
mechanisms.  All  these  factors  can  also  generate  a  climate  of  consensus  and  lead  to  effective 
participation in goal achievement. 
Proposition P3.b: Effective and positive attitudes result from a low level of virtuality. 
Members’ behaviours. We used motivation and commitment  to  the  team as  the  two  indicators  to 
evaluate behavioural performance.  Teams whose members develop high  levels of motivation  and 
commitment  are  expected  to  demonstrate  strong  cohesion  and  group  identity.  Cooperative  and 
trusting  relationships  consequently  develop  between  team members  and  lead  to  effective  team 








To  summarize  our  theoretical  developments  concerning  the  conceptualisation  and  evaluation  of 






































    
 
professional  obligations.  Thus,  all  the  team members  in  our  study were  professionals who were 
working at the same time as they were studying. These courses are also accessible to all  individuals 
wherever  they  live.  That  is  why  some  of  the  teams  observed  were  international  and  included 
members  living  outside  of  France,  which  made  face‐to‐face  meetings  impossible  or  difficult  to 
organize because of professional obligations and geographical dispersion. This meant the team had 





assessed  and  account  for  50%  of  the  global  course mark.  Three  dates were  retained  to  analyse 
evolution of team dynamics and work: the beginning of the task, completion of the first case study 
and the end of the second case study. 
As  all  the  courses  in  this  degree  programme  are  online,  students  have  access  to  an  advanced 
technological web‐based  platform  containing  communication  tools  (general  forum,  team  forums, 






Data  was  collected  via  three  sources:  observations,  questionnaires  and  interviews.  The  team 
observations  lasted  three months,  enabling  us  to  collect  795  e‐mails  exchanged  between  team 
members. The  repartition of e‐mails varied  from one  team  to another.  In addition  to e‐mails,  the 
observations enabled us to collect messages posted on the general and team forums. These e‐mails 








All  the qualitative data gathered  from  the e‐mails, questionnaires and  interviews were  coded and 
analysed  after  task  completion.  We  developed  a  coding  scheme  to  analyse  the  dimensions  of 
virtuality  and  effectiveness  variables.  The  codes  are  grounded  in  the  literature  and  take  the 
characteristics  of  the  study  context  into  account.  For  content  analyses  purposes,  we  adopted  a 
double  coding method  to ensure  the  reliability of  the analyses.  Inter‐rater  reliability  reached 92% 
which  is  considered  a  satisfactory  rate  according  to  Huberman  and Miles  (1994).  In  addition  to 
content  analyses, other measures were used  to evaluate  some of  the  variables  in our  conceptual 























To  evaluate  the  virtuality  of  the  teams  observed,  we  first  evaluated  the  effects  of  variables 
influencing the technological and social dimensions. After that, we aggregated these two measures 
to  obtain  a  global  team  virtuality  level.  Three  levels were  used  to  describe  team  virtuality:  low, 
moderate, and high. Table 2 presents the results of the virtuality evaluation for each team. 


























Moderate   High  Regular  Low Task‐related  Constructive Built Low Low 
Team 2  3 media, 
repetitive use 












High   High  Regular  Low Social and task‐
related 











































High   High  Regular  Low Social and task‐
related 
Constructive  Built  Low  Low 
    
 
Table 2.   Virtuality evaluation 







technological virtuality did not have  the same  level  for all  the  teams. This  result partially validates 
proposition  P1.a  concerning  the  impact  of  the  combination  of  a  set  of media  on  technological 
virtuality.  Indeed,  in  some  cases,  using  multiple  media  is  not  enough  to  reduce  the  level  of 
technological  virtuality  (team  2). Our  results  also  show  that  a  set  of  communication media with 
varying  characteristics  leads  to  high  informational  value  of  media  portfolio.  However,  high 
informational  value not only  results  from  the media  combination but  also  from  the  compatibility 
between work characteristics and the media used, mainly e‐mail. The level of technological virtuality 
does not correlate with the level of informational value, leading to a partial validation of proposition 
P1.b.  Indeed, for team 2, although the media portfolio  is characterised by high  informational value, 
the  level  of  its  technological  virtuality  was  also  high.  Team  7  registered  a  moderate  level  of 
technological virtuality while its informational value was high. 
The results concerning communication frequency were also mitigated. Team 1, 4, 5, 9, and 10 had a 
high  communication  frequency  associated with  low  technological  virtuality. However,  team  3 had 
low communication frequency with a moderate level of technological virtuality and team 6 and 7 had 




The  last  proposition  concerning  the  rhythm  of  interaction  and  the  evaluation  of  technological 






5, 9  and 10) were  characterised either by  task‐related or  a  similar proportion of  task‐related  and 
social  communications. However, high  social  virtuality  teams  exchanged high proportions of  task‐
related messages compared to social ones.  
Concerning the effects of the style of interaction on the level of social virtuality, our results show that 
low  social  virtuality  is  associated with  a  constructive  style of  interaction  and high  social  virtuality 




virtuality.  In  this  regard,  we  posit  that  existing  or  built  communication  norms  resulting  from 
repetitive interaction and experience of ICT use with partners contribute to reducing social virtuality. 
Our  results confirm this proposition  (P2.c) and show that  low and moderate social virtuality teams 
had already existing communication norms as their members had worked together in the past (teams 
4, 5 and 9) or had developed communication norms through regular communication and constructive 
feedback  (teams  1  and  10).  However,  high  social  virtuality  teams  failed  to  build  communication 
norms,  their  interactions  were  irregular  and  in  some  cases  communication  processes  were 
interrupted (teams 2 and 8). 
4.2  Evaluation of effectiveness  
    
 
Team  effectiveness  was measured  through  work  performance,  attitudes,  and  behaviours.  These 
measures were then aggregated to obtain a global team effectiveness evaluation. Table 3 presents 
the results of this stage. 









































Low Low Low Low  Low  Low  Low Low
Team 8  8  No effort to organize and 
coordinate work 






High High Moderate High  High High High High
Team 10  16  Clear task repartition,  High High High High  High High High High






    
 
Table 3.   Effectiveness evaluation 
According  to  this  evaluation,  the  teams  observed  can  be  classified  into  three  categories:  high 
effectiveness  teams:  team  1,  3,  4,  9,  and  10,  low  effectiveness  teams:  team  2,  6,  7,  and  8,  and  a 
moderate effectiveness  team:  team 5. Although all  the  teams had a good mark  (apart  from  team 8), 
other variables may distinguish teams in the three categories. Effective teams developed work processes 
based on clear and early task repartition, drawing up of schedules, respect for deadlines and effective 






In  the  second  category,  effectiveness was  low  as  the  teams  failed  to  establish  task  repartition or  to 
develop coordination mechanisms. For these reasons, schedules were not respected and two teams (2 
and 8)  submitted  case  studies after  the deadline. Concerning evaluation of attitude,  the members of 
these teams were less satisfied with their experience and stated that would not be able to work with the 
same people in the future.  
The  same perceptions were also noted concerning  the evaluation of participation. All of  these  teams 
registered at least one ‘absent’ member who did not take part in the group work. Negative behaviours 
in  this  category  of  teams  are  closely  related  to  motivation  issues.  According  to  the  members 
interviewed,  problems  of  lack  of  participation  or  unsatisfactory  output  quality  contributed  to  a 
demotivating work climate and  increasingly difficult relations between the members. Thus, motivation 
may be considered an important variable that influences team dynamics and its effectiveness.  
The  last category,  including  team 5,  registered moderate effectiveness due  to  lack of  satisfaction and 





We  drew  up  the  following  table  to  better  visualise  the  links  between  levels  of  virtuality  and 
effectiveness for each team.  
 
Team  Work performance  Attitudes Behaviours Team effectiveness  Virtuality 
level 
Team 1  High   High  High  High Low 
Team 2  Low   Low  Low  Low High 
Team 3  Moderate   High  High  High Moderate
Team 4  High   High  High  High Low 
Team 5  Moderate  Moderate Moderate Moderate Moderate
Team 6  Moderate  Low  Low  Low High 
Team 7  Low   Low  Low  Low High 
Team 8  Low   Low  Low  Low High 
Team 9  High   High  High  High Low 
Team 10  High   High  High  High Low 
    
 
Table 4.   Association between level of virtuality and team effectiveness 
To  explain  these  results,  we  divided  our  sample  into  three  categories  according  to  their  level  of 
virtuality. We then analysed effectiveness in each category and arrived at the following conclusions. 
First, in teams 2, 6, 7, and 8, characterised by a high level of virtuality, team effectiveness registered low 
levels.  Indeed,  high  virtuality  teams  were  less  effective  than  low  and moderate  virtuality  teams  in 
several ways.  This  could be  seen  through  their work processes,  and  the  attitudes  and behaviours of 
members. On the one hand, these teams failed to develop and maintain fluid workflow activities due to 
unequal participation of all  the  team members. As a  result  their work  lacked coherence,  richness and 
organization.  In  addition,  team  2  and  8  did  not  respect  the  fixed  deadline  and  sent  their  work 
respectively one month and  two weeks  later.  In  terms of  satisfaction with  the virtual experience,  the 
interviews  revealed  that  the members were  satisfied with  the quality of  the work done but not with 
their  relations with  some members or with  some members’ behaviour. The members  interviewed  in 
these teams believed that they would not be willing to work with the same people in the future.  
Second, all of the low virtual teams (teams 1, 4, 9 and 10) reached a high level of effectiveness and got a 
good  evaluation  mark.  They  had  developed  effective  processes  and  achieved  a  high  degree  of 
satisfaction among their members. This level was reached through early task repartition and through the 
clarification of  each member’s  role.  The members of  these  teams  also developed  a  task progression 




Finally,  in  the moderate  teams,  effectiveness was  high  in  team  3  and moderate  in  team  5.  Team  3 
developed an effective work rhythm with regular  interaction and  immediate or rapid feedback. All the 
team members were  involved  in  completing  the  task effectively and participated  actively  to produce 




to members’  satisfaction and motivation.  Indeed, we noted  that  the messages exchanged during  the 






































Kozlowski  (2002),  Dubé  and  Paré  (2002)  and  Kirkman  and Mathieu  (2005), we  posit  that  there  are 
different levels of virtuality. However, our main contribution is the conceptual framework we present in 
this paper to assess virtuality. We emphasized the relevance of considering the reliance on ICT tools as a 
key  component  to  evaluate  virtuality  and  thus  contrary  to  what  it  was  argued  by  (Scheitzer  and 
Duxubury,  2009).  In  this  sense,  Dennis  et  al.  (2008)  posit  that  in  virtual  settings  media  must  be 
considered in terms of the capabilities they afford. However, virtual teams have different requirements 
of media capabilities over time depending on their context (Dennis et al., 2008). Thus, they argue that 
the  set of media  initially used by  the  virtual  team may evolve over  time.  It  turns out  that while  it  is 
essential to take  into account the characteristics of media used,  it  is not enough to understand team’s 
virtuality. We also need to consider how the members of virtual teams interact through these media and 
appropriate them over time as they developed common norms of communication. We thus put forward 









ICTs  and  the  information  value  of  ICT  use  separately,  we  propose  examining  them  jointly.  Our 
proposition  suggested  that  the  combination  of  different  ICTs with  higher  information  value  reduces 
technological  virtuality. Nevertheless,  our  results  partially  validated  propositions  P1.a  and  P.1.b. We 
thus argue that while the use of a set of communication media with high informational value is essential 
to reducing virtuality, it is not always enough.    
In addition, our  results  indicated  that  frequent communication between virtual  team members  is not 
sufficient  to overcome  the  limitations of  virtuality. Proposition P1.c was not  validated. However, our 
results validated  the proposition P1.d which  stipulates  that a  regular  communication  rhythm  through 
different ICT tools reduces technological team virtuality. We argue that virtual team members need to 
maintain  frequent  interaction  which  guarantees  synchronous  and  regular  communication.  While 
Maznevski and Chudoba (2000) emphasized the need for regular face‐to‐face communication  in virtual 




    
 
Social  virtuality:  the missing  brick. Our  results  invalidated  the  proposition  P2.a which  stipulates  that 
socially  focused communication enables virtual  team members  to cope with  the  limitations related  to 
their virtuality and hence reduce the  level of their social virtuality. This result can be explained by the 
inherent  characteristics  of  our  sample,  and  in  particular  the  lifespan  of  the  teams  observed. All  the 






through  constructive  interaction  styles while  it  increases with passive  and  aggressive  styles.    Indeed, 
having constructive  interaction  is essential  in order to preserve a positive and enthusiastic team spirit 
and dynamic, and thus enabling team members to achieve their assigned work.  
Moreover, our analysis emphasized the importance of the development of communication norms when 
assessing  virtuality.  Indeed,  we  demonstrated  that  when  virtual  team  members  manage  to  create 
communication  norms,  they  can  decrease  their  virtuality.  As  virtual  team members  gain  experience 
through their recurrent communication with  ICTs, they develop shared expectations on the way these 
are  used.  They  are  then  able  to  transmit  complex  communication while  using  so‐called  lean media 
(Dubé and Robey 2008).  




virtuality, our study emphasized  the predominance of  social virtuality.  Indeed, we argue  that  through 
the  development  of  shared  communication  norms,  virtual  team members  can  overcome  their  high 








low  or  moderate  levels  of  virtuality.  In  contrast,  low  effectiveness  results  from  a  higher  level  of 
virtuality.  Let’s  note  that  Schweitzer  and  Duxbury  (2009)  found  that    the  degree  of  virtuality  is 
associated with  a  decrease  in  two  key  dimensions  of  team  effectiveness which  consist  on member 





and results  (team 3). They compensated  for  the  lack of  interaction using other variables such as prior 
knowledge of members, active participation in the collective task, or the use of a wide panel of ICTs.   
Maznevski and Chudoba (2000) found that effective teams develop a regular rhythm of interaction and 
use more  than  one means  of  communication.  They  also  show  that  high  task  complexity  increases 
    
 
interaction  frequency  and  ICT  use,  and  that  team  consensus  and  decision  acceptance  contributes  to 
reducing the negative effects of team diversity (cultural, professional and organizational). In this respect, 
our  results  concerning  the  importance  of  communication  frequency  on  team  performance  are 
corroborated.  
In  another  study  on  the  effects  of  interaction  on  performance,  Geister  et  al.  (2006)  found  that 
motivational,  work‐related  and  relationship‐related  feedback  are  positively  related  to  members’ 
satisfaction and motivation. Along with Geister et al.  (2006), we  found  that  frequent, motivating and 
constructive  feedback  contributes  to  building  an  enthusiastic  team  spirit  and  climate  and  increasing 
members’ satisfaction with the virtual work experience. 
Lin  et  al.  (2008)  validated  an  integrative model  of  virtual  team  effectiveness.  They  highlighted  the 
importance  of  relationship  building  and  group  cohesion  for  effective  virtual  teams.  However,  both 
relationship building and cohesion are directly affected by communication. Nonetheless, the authors do 
not  give  any  other  indication  of  how  the  use  of  ICTs may  affect  communication.  Our  research,  in 
contrast,  opened  the  black  box  of  ICT  use  in  virtual  settings. We  proposed  a  conceptual  framework 




approach  to  assess  team  virtuality  through  different  variables  grouped  into  two  dimensions: 
technological  and  social  virtuality.  Team  effectiveness  was  evaluated  through  work  performance, 
members’ attitudes and their behaviours. We tested our propositions on ten virtual teams of graduate 
students involved in online Master degree programmes. Our results highlighted the need to go beyond 
the  extent  of  ICT  use  to  evaluate  team  virtuality. We  argue  that  team members  can  deal with  the 
constraining objective features of ICTs through their  interpretation and negotiation of the media used. 
Our  results  indicate  that  team members  can  develop  a  low  level  of  virtuality while  communicating 










and O’Connor 2005),  Lu  et  al.  (2006) pointed out  the  lack of  accurate measurement  regarding  team 
virtuality. To  fill this gap, our study proposes an  integrative conceptual  framework to assess virtuality, 
enabling  us  to  distinguish  between  technological  and  social  virtuality.  Based  on  our  theoretical 
contributions,  we  distinguished  three  level  of  virtuality  (high,  moderate  and  low).  Although  we 
considered two dimensions of the virtuality concept, our conceptual framework is multidimensional as it 
includes  several  variables  identified  in  virtual  team  literature.  In  this  regard,  the proposed  approach 
constitutes a rich attempt to uncover all virtuality variables. 
    
 
In addition, our research provides further insights into how team effectiveness varies depending on the 




effectiveness  is  reached  through either moderate or  low virtual  teams but never  through high virtual 
teams.  
Methodological contributions. Our methodological contributions concern two aspects. On the one hand, 








Managerial contributions. From a managerial point of view, our  results  focused on  the  role of  ICTs  in 
virtual teams. Virtual team managers have to pay particular attention to  issues related to ICTs. As high 
effectiveness  teams have  low  virtuality  levels, managers have  to ensure  ICT  availability  and  facilitate 
their access to team members. They also need to check that team members are using them effectively.  
These  ICTs must  also  be  compatible  with  the  work  to  be  done.  It  is  not  enough  to  provide  team 
members with  rich media;  it  is  also  important  to ensure  that  this media provides high  informational 
value for the work to hand and enhances performance.  
In addition, as  team virtuality  is  reduced  through  low  technological and  social virtuality,  virtual  team 
managers need to establish regular and frequent communication, constructive comments and feedback 






view, we  conducted  a  qualitative  study with  ten  virtual  teams, which  is  suitable  for  the  exploratory 
purposes of our  research. However,  for  future extensions, a study  including a  larger sample of virtual 
team members may  contribute  to  validating  and  generalizing our  virtuality evaluation  results  and  its 
impact on team effectiveness. 
In addition, some variables, which were not included in our study may very well be significant variables 
with  regard  to effectiveness.  For example,  cultural diversity may  considerably  influence performance 
outcomes,  yet  this  was  not  analysed  because  of  its  irrelevance  to  our  context.  In  addition,  as  our 
propositions were  tested  in  an  educational  context,  the  results may  differ  in  a  professional  context. 
Consequently, validation in a professional context is required if our results are to be generalized.  
Regarding  the virtuality and effectiveness variables analysed, only  their  single effects were  taken  into 
consideration. Thus, we did not consider  the possible  interactions between virtuality variables on  the 
one  hand  (i.e. media  combination  and  nature  of  communication)  and  effectiveness  variables  on  the 



















































































































































Information  and  Communication  Technologies  and  the  Internet  are  already  integral  elements  of  the 
marketing landscape; they are fundamentally transforming the market dynamics adding new dimensions 
to the marketing strategy. The rapid public adoption of a new generation of online applications known 
as  Social Media  (or Web  2.0)  has  resulted  in  a  new  breed  of  powerful,  sophisticated,  empowered 
customers  increasingly  challenging  the  corporate message  and  claiming  control  over  the marketing 
process. The  latest wave of customer empowerment has raised new doubts about the effectiveness of 
traditional marketing  tools  and mass media  approaches.  In  reaction  to  the  ominous  loss  of market 
control many businesses are rushing to  integrate the Social Media  into their marketing strategy, often 
without  sufficient  knowledge  and  experience. Understanding  the  essentials  and  effects  of  the  Social 
Media Marketing can help corporate strategists to make sense of a marketplace where the customer is 
the dominant party. The  article discusses  the nature of  the  Social Media  as  the  current  stage of  the 
Internet evolution, explains their effect on customer behavior, positions the Social Media Marketing as 
part of the marketing program and identifies the principal ways to use the Social Media applications as 
part of  the marketing  toolbox.  Learning  to use  these applications properly opens  to  the 21st Century 




Marketing  as  academic  discipline  and  management  activity  has  been  subject  of  substantial 
transformations during the last twenty years. Old trusted approaches do not work as well as they used 
to and  time‐honored marketing  tools are getting  less and  less effective  (Urban, 2005; Thomas, 2007). 
Media proliferation and a new breed of  intelligent, multitasking customers reduce the  impact of mass 









seems  to  emerge  is  a  paradigm  based  on  openness,  engagement,  cooperation,  co‐creation  and 
propensity to help rather than control the customer. In the new marketing the role of the Internet and 
especially the role of the Social Media will become even more pivotal.  
    
 
For marketing  strategists,  the message  is  simple:  surviving  in  the  age  of  the  empowered  customer 
requires  revisiting old  tactics, placing  the Social Media  in  the  right perspective and more  importantly 
learning to use them to their advantage. 
2  THE WEB AS AGENT OF CUSTOMER EMPOWERMENT 
What  is happening  in the (online) marketplace today  is the upshot of a process that begun  in the mid‐
90’s with  the expansion of  the commercial use of  the  Internet as a market platform. Firms previously 
limited by geographic constraints or  lack of  resources got access  to  simple and  low cost  technologies 





utilized  the unique  capabilities of  the virtual  tools presenting  customers with new value propositions 
and rapidly expanding their online business at the cost of traditional ones.  
Businesses were not  the only party  that benefited  from  the new  technology. The  Internet presented 
consumers with unique opportunities to access new information sources and find alternatives  in a way 
unparallel to anything they had ever experienced before; this because of the breadth and depth of the 





One of  the upshots of  the  increasing  customer  control on  the new  communication  channels was  the 
decreasing power and effectiveness of  the  traditional mass  communication media. There  is plenty of 
evidence about the growing importance of the Internet as communication / advertising medium at the 
cost  of  traditional mass media  (TV,  Radio,  press).  The  Internet  has  become  in  a  fast  pace  a major 





The Web  is  also  a  popular  channel  for  commercial  transactions:  85%  of  the  online  consumers  shop 
onlinev. The decrease of power and effectiveness of traditional mass media  is reflected in a major shift 
of  advertising  budgets  from  traditional  to  online  channels  and    predictions  suggest  that  “television 
advertising in 2010 will be only 35% as effective as it was in 1990” (McKinsey Quarterly, 2005).  
The  first wave of customer empowerment  (Web 1.0) was  followed by a second one  in  the mid of  the 
present decade when a new generation of online technologies and applications became available to the 
mainstream online public. The new  technologies, known as Web 2.0 or Social Media, allow  the direct 
connectivity,  interaction between  individuals and  the easy publication and editing of content. Next  to 
industry pundits a new breed of opinion  influencers has emerged  (Gillin, 2007). Blogs, online  forums, 
social networks, online communities and other types of Customer Generated Media (CGM) harness the 
collective knowledge further undercutting the impact of traditional media by allowing customers to talk 
online  about  shopping experiences, publish product  reviews  and  giving  advices. Product  reviews  and 
recommendations  contributed  by  consumers  are  perceived  by  peers  as  more  credible  than  those 
    
 
designed by  industry expertsvi;  the  trust on peer opinion  rather  than expert opinion  is based on  the 
perception that peer‐created content reflects genuine feelings and unbiased product experiences.  
3  SOCIAL MEDIA: THREAT OR OPPORTUNITY? 
The  Social Media  and  the  increasing  customer  empowerment  have  been  for  some  time  a  source  of 
concern  for marketers,  advertisers  and  recently  subject  of  academic  focus.  Fading  customer  trust  in 
corporate messages, declining  customer  loyalty  and  growing doubts  about  the  role of  contemporary 
marketing (Kumar, 2004).  
Empowered  customers have devised new  tactics  in  searching, evaluating,  choosing and buying goods 
and  services. All  indications point  to growing customer desire  for customized products, active market 
participation, co‐creation,  interaction, highlighting a trend towards  increasing control by the customer 






The enthusiastic public  adoption of  the  Social Media  resulted  in  a  corporate  rush  to  integrate blogs, 
customer reviews, online communities, podcasts and other Web 2.0 applications to company web sites.  
Next  to  the  growing  number  of  firms  already  actively  using Web  2.0  applications  as  part  of  their 
marketing many more are planning to do the same. According to one of the first longitudinal studies on 
the  corporate  use  of  Social Media  (Barnes  and Mattson,  2007)  corporations  are  adopting Web  2.0 




others  ‐  by  no  means  the  right  way  to  proceed.  Small  and  medium  businesses  are  often  in  a 
disadvantaged position since they cannot afford investing in experimental Social Media marketing while 
they are neither ready nor willing to implement organizational changes required. Furthermore, trying to 
build Web 2.0  strategies on  the back of  faulty Web 1.0  set‐up  (mediocre web  sites, unreliable online 
customer  service  and  flimsy  fulfillment) or on  shaky  traditional business models  is  a prescription  for 










of Web 2.0 applications as strategic marketing  tools  is  the  first step  to  this direction.  In  the  following 
    
 







Tim  O’Reilly  popularized  in  2005  the  term Web  2.0  as  the  a  next  stage  in  the  Internet  evolution 
describing it as the underpinning of web applications sharing a number of common characteristics: “The 
Web as a platform, Harnessing of  the Collective  Intelligence, Data  is  the Next  Intel  Inside, End of  the 
Software Release Cycle, Lightweight Programming Models, Rich User Experiences”. The somehow fuzzy 
nature  of  the  terms  describing Web  2.0  lead      to  a  new  definition  attempt:  “Web  2.0  is  a  set  of 
economic, social and  technology  trends  that collectively  form  the basis  for  the next generation of  the 
Internet, a more mature, distinctive medium characterized by user participation, openness, and network 
effects” (Musser and O’Reilly, 2006). The ambiguity about the exact nature of the Web 2.0, even after 
the second definition  (mainly due to the use of terms  like  ‘trends’,  ‘participation’ and  ‘openness’), did 
not prevent  its endorsement by Silicon Valley circles,  followed by the press, businesses and the wider 
public.  
A variety of definitions of  the Web 2.0 can be  found  in press articles and white papers and a Google 
search query of the term produces more than 300 million pages. In the academic  literature there  is no 
consensus as to what the term means.  
Social Media  is  a  difficult  to  describe  concept  and many  proposed  definitions  fail  to  describe  the 
phenomenon in a comprehensive manner. The reason for this is that Web 2.0 is by all means a complex 
phenomenon; computing  technologies and techniques, applications and social effects are often mixed 










Web  2.0  (or  Social  Media)  is  a  collection  of  interactive,  open  source  and  user‐controlled  Internet 
applications enhancing the experiences, collaboration, knowledge and market power of the users as 
participants  in business and  social processes. Web 2.0 applications  support  the creation of  informal 
users’ networks  facilitating  the  flow of  ideas,  information, knowledge and promote  innovation and 
creativity by allowing the efficient generation, dissemination, sharing and editing of content.  
This definition focuses on the Applications and the Social Effects  ‐ being the most  important elements 
for  the marketing  strategist  ‐  rather  than on  the  Enabling  Technologies  concerning  technologies  and 
technology‐related issues that underpin Web 2.0 applications; this in order to avoid a common element 
    
 
of  confusion  in describing  the Web  2.0.  This definition  forms  the basis of  the  classification of  Social 
Media as marketing tools discussed later in this article.  
4.2 What are the effects of Web 2.0 on customer behavior?  
There  is  plenty  of  mainly  anecdotal  evidence  indicating  that  Web  2.0  has  become  a  new  and 
uncontrollable element of  influence of buying behavior (Kotler, 2003). As mentioned earlier the Social 
Media  applications  present  customers with  new  forms  of  empowerment  and means  of  information 
souring. Customers  are  able  to  communicate online  exchanging  information,  comments  and product 
reviews  and  in  general  creating  content  beyond  the marketer’s  control:  for  all  intents  and  purposes 
corporations do not have any power over the Web 2.0 environment and therefore no control over the 
online conversation and content.  
This new uncontrollable  factor  further complicates  the  textbook decision‐making process described  in 
the Inputs — Processing — Response model making the outcome of the process even more uncertain. In 
Figure  2,  elements  A  and  B  represent  the  ‘classic’  influences  of  buying  behavior  (Kotler,  2003):  the 
conventional marketing mix (A) and the uncontrollable personal factors (B). In today's virtual marketing 
environment,  the  Internet,  as  a  communication  and  transaction  channel,  has  added  two  new 
parameters to the model: the online marketing mix (C) i.e. the controllable online‐ or Web‐experiences 




making process and attempt  to utilize  the Web 2.0 environment  to his advantage or even gain  some 
control  over  it.  A  simple way  to  do  that  is  to  tap  the  online  customer  voice,  especially  complaints, 
comments about his products or talk about competitors and use this information as basis of appropriate 







Let’s  start with  a  critical  precondition: Web  2.0  applications  should  become  part  of  the  e‐marketing 




Yet  having  a well  designed web  site  is  by  no means  a  guarantee  of  success.  Customer  orientation, 
reflected not only  in  the online but  also  in  the  traditional marketing  and  fulfillment  activities  is  very 
important and therefore the value delivered by means of products and services online and offline must 
be  excellent.  Web  2.0  enables  customers  to  easily  probe  company  quality  or  price  claims,  find 
alternatives and last but not least review products or services and report their own experiences to large 
numbers of peers: Web  sites  like  tripadvisor.com provide more  than 15,000,000  traveler  reviews and 
opinions of hotels, vacations or anything else having to do with the  leisure  industry and online forums 
    
 








Level  1:  The  basis of  the marketing  strategy  should be  the quality of  products  and  services  and  the 
customer/market  orientation  of  the  company.  These  two  parameters  define  the  company’s mission, 
unique selling proposition, product value, market  image and market positioning. Failing  to deliver  the 
expected product quality in the era of Social Media is risky since the consumer is able and willing to find 
the  truth  (i.e. whether  the value promised by  the  firm  is actually delivered) by getting  in  touch with 
other users, reading technology blogs or looking for product reviews. Continuous innovation and quality 
control systems are important strategic foundations of this stage.   
Level  2:  The  second  level  aims  at  creating  and maintaining  a market‐oriented  organization  able  to 




Computers was thriving as an online retailer  in the 90s most of  its traditional competitors  like Compaq 
or IBM – mainly due to organizational reasons ‐ never reached even remotely the levels of Dell’s online 
sales.  
This situation has been observed  in other  industries also.  It took almost ten years to many traditional 
airlines before they managed to engineer organizational  infrastructures able  to support an efficient e‐
ticketing  system;  this was  necessary  in  order  to  compete  effectively with  low  cost  airlines  or  online 
travel startups  like expedia.com and travelocity.com who captured substantial market shares due to    ‐ 
among other things‐ efficient e‐ticketing models.  
Level  3:  Having  created  a market‐oriented  organization  to  support  traditional  and  online marketing 
activities  is  essential  in  order  to  establish  a  successful  online  presence,  the  corporate  web  site. 
Reputation and competitive advantages of  the  traditional business are sources of value and customer 
goodwill for the online operations. Yet the customer quality perception and image of the online business 
but  also of  the physical business  can be damaged by  inefficient  and  substandard online  approaches. 
Online customers expect today a superb online experience (Constantinides, 2004); cumbersome, poorly 








must  be  founded  on  the  resources  and  capabilities  of  the  organizational  back  office:  corporate 
strategists  must  critically  gauge  the  objectives  of  their  Social  Media  strategy  and  the  internal 
capabilities.  





strategy  is  a  long‐term  process  requiring  resources  and  organizational  commitment.  For  example 
offering to customers the possibility to participate  in a company sponsored online community without 






the  results  of  such  strategies  but  evidence  suggests  that  firms  engaging  social media  are  generally 
positive about  them.  Lack of  concrete performance metrics  require  from early adopters  to  recognize 
that the process  is still  in experimental stage: efficient management of the Social Media as part of the 


















Boards  and  Content  Aggregators.  On  the  horizontal  dimension  we  identify  the  main  marketing 





 Individuals  like to talk on  line exchanging reviews, experiences, problems and  ideas about products or 
services. Common Social Media applications for customer dialog are the web logs (or blogs), forums and 
content communities.  Individuals participating  in the online discussion often use video, audio or other 
types  rich  media  to  demonstrate  their  point.  Comments,  news  or  information  posted  online  are 
sometimes so powerful that even reach the mainstream media and the general public. A video showing 
    
 
a Dell  laptop  computer  spontaneously  combusting  created  an  enormous online  and offline buzz  and 
forcing Dell to recall millions of  laptops with a faulty battery. A web  log with complaints of customers 
about  a  Land  Rover modelx  came  into  the  list  of  the  50 more  influential web  logs  and  a  recorded 










fast changing markets. Marketers are able  today  to access  the “live” customer voice on a continuous 
basis  by  listening‐in  or  even  participating  in  the  online  conversation.  This  requires  locating  and 
monitoring what people discuss or publish in the Social Media space (blogs, podcasts, forums and online 
communities).  
Many options  are  available  for  tapping  the  customer’s  voice  ranging  from  simple  and  free‐of‐charge 




said  about  the  company  or  its  products.  Specialized  classification  tools  like  Technorati, 







An  increasing number of marketers recognize the  importance of the online dialog taking place  in web 
logs,  online  forums  and  user  communities.  Introducing  such  environments  as  part  of  the  corporate 
online  presence  allows  corporate  executives  to  attract  the  dialog  in  their  own  quarters  and  directly 
discuss with  their  customers.  There  are  already many  examples  of  firms  taking  steps  to  initiate  the 
dialog with  the customer  in  this way and  the growth of corporate blogs  is  impressive:  in  the  Inc. 500 
index 20% more firms were using corporate blogs  in 2008 compared to 2007. Business executives  like 
Jonathan  Swartz,  CEO  of  Sun Microsystems,  Steve  Jobs,  CEO  of  Apple  Computers,  Alan Meckler  of 
Jupiter Media, GM Vice Chairman Bob Lutz and McDonalds Vice President Bob Langert post regularly in 




to  encourage  company  employees  to  initiate  their  own  blogs  and  forums.  This  approach  requires 





utilize  content  communities  ‐  like  the  video  sharing  sites  YouTube,  GoogleVideo  and  others  ‐  as 
communication  /  advertising  channels  of  corporate  promotional material.  Commercials  uploaded  to 
these sites have the potential to be viewed by thousands or even millions of viewers at practically no 
cost, although still the reach of video exchange sites  is high only among certain population segments. 




Special  interest blogs, online  communities or publicly wiki‐based edited environments  like Wikipedia, 
Citizendium  and  Wikitravel  can  be  also  effectively  used  as  advertising  platforms.  An  additional 
advantage of publishing in wiki‐based online communities is that these in general reach high rankings in 
search engine queries. More “traditional” online advertising tools like videos, links or banners placed in 
special  interest blogs,  communities or  forums enable marketers  to  reach  special  interest publics  and 
what  is described as  the Long Tail  (Anderson, 2006):  tiny market niches or even  individual customers 
looking for products that typically can not be found in the limited assortments of high‐street shops. This 
type of publicity can be realized at a fraction of the costs required by traditional media.  
Finally  firms can keep  their customers  informed about  their products or services by adding at no cost 






Engaging  the  specialized  press  and  industry  experts  has  been  always  part  of  the  traditional 
commercialization process of new products.  Such opinion  leaders  are  important  in ensuring  that  the 




the  “New  Influencers”  (Gillin, 2007)  about  the  firm,  its brands  and new market offerings. The public 
prefers these channels because they are usually  informed much earlier than press or other traditional 





products. Finding  the proper channels  is possible by using  instruments and  services already available: 




    
 
This  approach  can  positively  influence  customer  loyalty  by  offering  individuals  the  possibility  to 





allowing  customers  to  design  the  packaging  of  the  product  (myklenextissue.com),  photostamps.com 
allowing  consumers  to  create  their  own  US  Postal  Service  approved  stamps,  Heinz  (myheinz.com) 
inviting customers to create their own personalized  labels of their ketchup bottle, M&M (nymms.com) 
that makes possible for customers to select their favorite candy colors and print a personalized message 
on  it and  recently Heineken  (designyourheineken.com) allowing  individuals  to design  their own bottle 
and order online.  In many cases customer designed products become available to all customers; Pepsi 
Co provides online design tools and  invites fans to design their soft drink cans  in the Design Our Pepsi 
Can Contest  (designourpepsican.com) with  the best  idea  adopted  as  the new  look of  the product  in 
regular intervals. Producers of sport accessories like NIKE and Converse offer similar tools to customers 
allowing them to customize articles ordered online. The popular furniture chain IKEA recently launched 
an  online  campaign  called  “Everyone  is Designer”  encouraging  customers  to  create  their  ideal  living 
space using IKEA furniture (iedereenisdesigner.nl/) and publish their ideas in the IKEA site.  








seem  to  trust more  the  creations  and  opinions  of  other  customers.  The  trust  of  individuals  on  peer 
opinion  rather  than  expert  opinion  is  based  on  the  perception  that  peer  comments  reflect  genuine 
feelings  and  experiences. Opening  the  innovation  process  to  end  customers  is  inspired  by  the Open 
Innovation   principles  (Chesbrough, 2003) advocating  for  the participation of business partners  in  the 
innovation process. The Social Media – based tactic has been already labeled as Distributed Co‐Creation 
(McKinsey,  2008).  This  approach  goes  a  step  further  than  the  Open  Innovation  in  the  sense  that 
customers  / end users can now become co‐creators,  taking actively part  in  innovation processes. The 
approach  is  in  line with  the Web 2.0  capabilities  for “Harnessing  the collective  intelligence”  (O’Reilly, 
2005; Bernhof and Li, 2008). 
The  customer  as  innovator  can  fulfill  a  number  of  different  roles;  product  conceptualizer,  product 
designer, product  tester, product  support  specialist  and product marketer  (Nambisan  and Nambisan, 
2008).  Shorter  development  trajectories,  better  products,  low  innovation  costs  and  flexibility  are 
important advantages of Distributed Co‐Creation.  





their  product  development  department.  Conversations  among  community  members  ranged  from 





company. Additionally,  the  company used  the online  community  to  learn more  about  the  customers 
themselves. Community members were asked  to upload and share  their pictures and provide  insights 




individuals have  access  to  tools,  information  and  capabilities previously  accessible only  to R&D  staff. 
SAP,  HP,  NOKIA  and  AMD  invite  developers  to  join  their  developers  support  communities,  Sun 
Microsystems operates a developers’ community called Sun Developer Network while the telecom firm 




McKinsey one  in ten of the participants  in the online community Second Life  is already  involved  in co‐
creating  with  companies  in  different  ways  (testing  prototypes  or  participating  in  design  of  new 
products); 60% of  the participants of  this community say  that  they are willing  to experiment with co‐
creation. 
Next to engaging customers as innovation agents tapping customer advertising creativity is a new way to 
engage  customers with  the brand or product  in  a  very  effective way.  SONY,  Frito‐Lay’s,  Sunkist,  and 




the demand and supply  for amateur advertising  talent and can be used by corporations  for recruiting 
creative  individuals.  A  variant  of  the  customer  created  advertising  is  to  encourage  customer 
participation  in the choice of commercials to be broadcasted and at the same time creating viral buzz 
around the brandxi.  
In  some  cases  customer  co‐creation  can  be  profitable  not  only  for  corporations  but  also  for  the 
participating  customers  themselves.  Such  collaborations  create new business models with  customers 
becoming business partners. The online t‐shirt retailer Threadless  invites creative customers to submit 
T‐shirts  designs,  submissions  are  evaluated  by  site  visitors  and  the  best  ones  become  part  of  the  
assortment while  the designer wins  2.500  $US  in  cash  and merchandise  as  award.  The  firm  recently 
launched its first physical shop in Chicago. 
Most  suitable  Web  2.0  applications:  Corporate  web  sites  offering  social  networks  and  online 
communities functionality.    
5 CONCLUSIONS     
While  the online public quickly understood  the meaning,  importance and power of  the Social Media, 
there  are  plenty  of  opportunities  available  to  corporations  to  use  these media  to  their  advantage. 
Marketers  have  a  wide  range  of  options  to  use  the  Social  Media  as  strategic  marketing  tools. 
Organizational changes, but mainly a radical change  in attitudes and  tactics, are necessary. Marketers 
must realize that their dominance  in the marketplace and the era of push marketing are over; growing 
    
 
customer power has resulted  in decreasing trust for the marketing communication and has diminished 
the  effectiveness  of  most  long‐established  marketing  approaches.  Substantial  changes  in  the 
marketplace,  social  developments  but  more  importantly  substantial  innovations  in  the  area  of 
Information and Communication Technologies – with the Internet being the most important one – have 
increased  the  customer  control  on  the  communication  and  the  marketing  process.  Developments 
related to the present evolutionary stage of the Internet widely known as Web 2.0 or Social Media are 




influence  on  the marketing  process.  A  necessary  condition  is  that marketers  adopt  new  attitudes: 










to deal with  the new  realities  in  the marketplace. Marketers  should understand  the  influence of  the 
Internet and particularly the importance of the Social Media movement on the market process and the 
buying behavior. It is also important to understand the role of the Social Media as marketing tools and 
as  part  of  the  total  marketing  program.  The  most  important  message  though  is  that  the  future 
marketing paradigm will be based on openness, cooperation, co‐creation and an honest commitment to 
listen to and help rather than control the customer. The Social Media or Web 2.0 is an actor of change 











































































applications. Blogs are often  including audio  logs (Podcasts) or video  logs (Videocasts)  i.e. digital audio 
or video that can be streamed and downloaded to computers or portable devices. Some blogs attract 
large numbers, even millions of readers per day and have become very  influential  information sources 
and  therefore  important  centers  of  product  or  services  endorsement.  Examples  of  top  blogs  are: 





form  of  messaging  or  otherwise)  and  interact.  Examples:  myspace.com,  facebook.com,  hyves.nl, 
linkedin.com,  ning.com.  Many  commercial  organizations  are  experimenting  already  in  using  social 
networks as communication, publicity and even transaction channels.  
3.  (Content) Communities: Web sites organizing and sharing particular  types of content. Examples are 
applications  of  Video  sharing:  video.google.com,  youtube.com,  etsylove.ning.com,  Photos  sharing: 
flickr.com,  Social  Bookmarking:  digg.com,  del.icio.us  and  publicly  edited  encyclopedias  or  knowledge 
sites: wikipedia.org, citizendium.org, wikitravel.org and traveladvisor.com 
    
 
4.  Forums  /  Bulleting  Boards:  Interactive  sites  for  exchanging  ideas  and  information  usually  around 
special  interests. Examples: epinions.com, python.org, personaldemocracy.com. Often  such  forums or 
bulleting boards  take  the  form online classifieds  (craigslist.org) of online markets  (ebay.com) allowing 
customer‐to‐customer transactions and payments.  
5.  Content  aggregators:  These  applications  can  take  two  different  forms.  The  first  category  includes 
applications allowing users to easily access fully customized, syndicated web content. These sites make 
use of techniques  like social bookmarking and RSS (Rich Site Summary or Real Simple Syndication) that 
allows  the  streaming  of  data  from  selected  sources  of  syndicated  or  proprietary  content  to  special, 
customizable web sites  like my.yahoo.com, google.com/ig, netvibes.com and many others. The second 
category  of  content  aggregators  includes  applications  based  on  content  assembled  from  different 




consumers.  In  this  environment  several  forms  of  social  interaction  take  place.  The  almost  unlimited 
possibilities  of  contacting  other  users  allow  the  creation  of  online  communities  formed  around 
demographics or special interests (Beer and Burrows, 2007; Birdsal, 2007). 
Generating  content,  copying,  sharing, editing,  syndicating,  reproducing and  re‐mixing  information are 
common  practices  in  the  Web  2.0  domain.  Such  practices  lead  to  what  has  been  described  as 
democratization  of  technology,  information  and  knowledge  (O’Reilly,  2005)  facilitating  the  active 
participation  of  the  user  as  contributor,  reviewer  and  reporter.  Users  can  easily  create  or  join 
communities and special  interest groups sharing their experiences and knowledge but also engage  in a 
conversation with other users, the  industry and politicians.  In short social networking becomes part of 
the  popular  culture, mainly  among  younger  generations. Businesses  and  politicians  (as  the  latest US 
primary elections have shown) begin to understand the power of these communities as communication 
platforms  and  it  is  common  that  businesses  support  or  even  create  such  communities  themselves 
inviting  people  to  become members.  An  interesting  phenomenon worth  further  research  is what  is 
termed  as  Distributed  Co‐Creation:  Engaging  the  online  user  as  part  of  the  innovation  process 
(McKinsey, 2008).  
Enabling Technologies 
While  several  technologies  involved  in  the Web 2.0 domain are not necessarily new,  there  is a basic 
difference between Web 2.0 and the previous software applications namely the fact that many of these 
are  open  source  ones.  This  fact  has  places  the  application  user  in  the  chair  of  the  application  co‐
developer  and  has  lead  to  a  fast,  low  cost  and  efficient  application  improvement.  Next  to  existing 
applications  the  Web  2.0  movement  founded  on  some  unique  new  software  applications  and 
development techniques. The purpose of this article is not to examine this aspect of Web 2.0 but bellow 






































guided by  the editing  interface. The publishing mechanism  is responsible  for storing web content  in a 
flexible  representation,  where  structured  content  is  separated  from  the  formatting  information. 
Intermediate  brokering  services  (i.e  aggregators, mediators  or  simply  the  portal  software)  produce 
multiple versions of  the same content  in order  to  increase content accessibility. Finally, end‐users are 
able  to  set  their  preferences  on  how  the  content  will  be  presented  and  get  a  homogeneous 
representation  of  the  community  content.  The  different  versions may  comprise multiple  languages, 
audio  and  text  representations  etc  and  be  based  on  a  single  version  of  the  original  content.  The 
structured  nature  of  content  produced  by  template  based  tools  allows  intermediate  services  to 
intervene and  reproduce  the original content  in various  formats and client  tools  to  filter and present 
information  according  to  user  needs  and  capabilities.  The  paper  presents  the  focal  points  of  the 







promote  the  idea  of  template  based  publishing, which  allows  the  quick  creation  of  structured  and 
semantically  enhanced  content. However,  user  generated  content  is  likely  to  offer  poor  accessibility 
even if the content is template driven.  
Blogs  and wikis  promote  user  generated  content  and make  it  difficult  for website  administrators  to 
control the accessibility of content. In some cases, the result can be acceptable in terms of accessibility 
or simply chaotic  in others. A quick browsing of blogs  in Blogger or WordPress reveals blogs which are 
written  in  a  dozen  of  different  languages, which  assemble  videos,  images  and  audio  clips  in  various 
formats, which  contain  text  in  a multitude  of  sizes,  colours  and  backgrounds.  The  blogs  rarely  offer 
alternative representations of their contents (i.e. descriptions for images or videos, multilingual versions 
of content etc). On the other side a quick look on Wikipedia, reveals pages that: share more or less the 
same  structure  (definition, basic  concepts, details,  references, and external  links),  the  same  font and 
formatting and are written in one main language with translation to many other languages. Images are 
    
 
used only as a complement  to  the  text and have always  text alternatives. Additional media  types are 
supported by  the Wikimedia project. Most wikis'  follow  the  above design principles  thus making  the 
format of the wiki content predictable and easy to access with traditional accessibility solutions. 




content,  third party applications have been developed  that aggregate and process clear contents  (i.e. 
RSS feeds) and make them available to web users. 
Content  is our primary  interest and  in  this direction  the paper presents an architecture  that exploits 
content  structure and additional  semantic  information, processes,  reformats  and enriches  content  to 
increase  accessibility  and makes  it  available  to end users. End users'  applications  are  able  to  further 
adapt content into users' specific needs.  
According to the proposed architecture, a content aggregator site re‐publishes the contents of several 
distinct  blogs  or  wikis  and  its  registered  users  are  able  to  access  the  content,  which  is  formatted 
according to their preferences. The aggregator collects, processes and reformats contents based on the 
preferences of each  individual user. The gains  from  the  suggested approach are many. First,  the blog 




owners  are able  to  improve accessibility  for each group of users by  adding  formatting  solutions  that 
cover the different disabilities. 
In the sections that follow, we give an overview of content accessibility guidelines (section 2),  identify 





associations,  such  as  the  Web  Content  Accessibility  Guidelines  (WCAG  2.0,  2009)  by  the  Web 
Accessibility Initiative (WAI), the Common Look and Feel Standards (CLF, 2007) by the Treasury Board of 
Canada  Secretariat  or  the  Publicly  Available  Specification  (PAS  78,  2006)  by  the  British  Standards 
Institution.  All  existing  guidelines  agree  in  rough  terms  that  web  content  must  be:  perceivable, 
operable, understandable and robust.  
Based on these guidelines, several tools have been implemented for the evaluation of web sites in terms 







nowadays,  since  individual users are not always aware of  technological  solutions  (either hardware or 




When  it  comes  to blogs, wikis  and other  social media  applications,  content  is  created by users with 
limited  or  no  expertise  in  web  publishing.  As  a  consequence,  content  accessibility  guidelines  and 
associated  tools, must be adapted  to cover accessibility  issues on user provided content and on web 





through a holistic approach. The authors support  that  the guidelines are  theoretic  in nature, complex 
and  ambiguous  and  suggest  that universal  accessibility  should be  replaced by user‐sensitive  inclusive 
design. According  to  this, each web site should be designed  in accordance  to  its  ‘context of use’. The 
term  ‘context  of  use’  comprises  characteristics  (abilities  or  disabilities)  of  target  users  and  domain, 
technological and performance requirements and is on the responsibility of web designers to define.  
In our work, we suggest moving the responsibility of defining the  ‘context of use’  from web designers 
(blog  or  wiki  authors  in  our  case)  to  the  designers  of  specialized  content  aggregators.  The  same 
designers  should  provide  users  the  ability  to  declare  disabilities  and  define  preferences  in  content 
delivery  and  should  also  inform  users  on  this  customization  capability.  The  increasing  number  of 
solutions  such  as  text‐transcoders,  text‐to‐speech  features  and  alternative  style  sheets  allow  web 




and standards are employed.  In  the  following section, we give an overview of  the content  lifecycle  in 






format  it  according  to  their  preferences.  Often,  portals  act  as  information  brokers;  they  aggregate 
content from various sources, and push new content or notifications for changes to their users. 
The  lifecycle of blog and wiki  information which  comprises  four main  steps,  is depicted  in Figure 51. 
Accessibility guidelines can be applied to any of these steps, however it is important to keep it as simple 
as possible for the users (Sayago and Blat 2007)Error! Reference source not found.. 

















users'  contribution.  Another  solution  is  to  use  open  source,  editable  templates  and  thus  result  in  a 
multitude of presentation formats which confuse web surfers and information seekers and brokers.  
Wikis  usually  follow  the  first  solution  and  although  the  result  is  fairly  accessible, most  editors  are 
reluctant in contributing. The problem is usually harder in the case bloggers, who perceive their blogs as 
extension of themselves. In an effort to differentiate the look and feel of their blogs they usually ignore 
accessibility  guidelines. The  result  is  appealing  to  themselves or  their  friends but eventually  leads  to 
decreased usefulness for the majority of web surfers. 
A  random walk  in  large  blogging  services  (i.e. WordPress  or  Blogger)  reveals  blogs  that  are  almost 
unreadable even  to users without any disability  (Cohen and Krishnamurthy, 2006). Although  the  tools 
offer an extended  list of accessibility guidelines (WordPress, 2009), bloggers prefer to ignore them and 
publish  based  on  their  own  preferences.  Color  and  font  selection,  invalid  backgrounds,  the  use  of 
authors' native language are some of the issues that hinder accessibility of blogs. When blog aggregators 
are used  to  reproduce blog contents,  the  result  is homogeneously presented but usually audio, video 
and  image  content  is  lost  in  favor  of  text. Moreover,  the  aggregated  babel  contains  blog  posts  in 
different languages that confuse end users. 
3.2 Flexible publishing mechanism  
Accessibility  features  can  be  added  to  the  publishing mechanism  as  suggested  in  (Rainville‐Pitt  and 
D'Amour 2007). A flexible CMS allows users to easily contribute content and format it according to their 
preferences.  In  the  same  time,  the CMS  serve  the  same content  in alternative  formats  (i.e. using TTS 
services and audio streaming or simply as RSS feed). 
    
 
3.3 Content aggregators 
Usually,  aggregators  use wrapping  services  on  top  of  different  content  sources  in  order  to  separate 
content  (mainly  textual)  from  the  formatting  instructions. With  the use of XML and RSS  technologies, 





specifically  designed  browsers,  adapted  open  source  browsers  or  browser  extensions  and  pluggins 













with  the selection of appropriate  tools and services  in some of  the steps of  this cycle, we are able  to 
facilitate editing and browsing tasks for inexperienced users. The components of the lifecycle remain the 
same. However, their role and interactions are modified (see Figure 52). 




























desirable  result  and  will  collect  useful  information  regarding  the  language,  the  audiovisual  content 
format  and  the  presentation  choices.  This  is  currently  the  case  with  most  blog  or  wiki  editing 
mechanisms  that  separate  textual  from  audiovisual  content  and  content  structure  from  formatting 
instructions.  They  employee  XML  or  related  technologies  and  split  user  content  into:  a)  text  and 
semantics, b) audiovisual content and c) formatting instructions and store it in a modular format in the 
portal server (see Figure 53). 





some  of  her  posts.  Semantic  information  can  be  attached  at  any  point  to  allow  end  users  or 
intermediate services to reformat the result according to their needs.  
4.2 Reformat and publish on demand 
In  the second step,  the  information  lifecycle  in Figure 2,  follows  two alternative paths. When  the end 
user  accesses  a  blog  as  a  registered  member  of  the  blog  portal,  she  has  the  option  to  set  her 
presentation preferences  (Richards and Hanson 2004). These preferences  take  the  form of an XSL  file 




Jessel, 2007)Error! Reference source not found.,  there are still  issues  to be solved. Textual or visual 
content can not be accessed by everybody and the same holds for audio. The multilingualism is another 
big issue that demands content processing.  












structured  content,  produce  alternative  representations  and  serve  it  to  their  registered  users. Once 
again, personalization is an option, when the presentation preferences of registered users are stored in 
the brokering service database (Figure 55). 
The  architecture  can be extended  at  this point  and offer  content delivery  in multiple  channels  apart 
from the web. For example, audio content that is automatically generated from the textual content of a 





The use of widgets  (Miyashita et al 2007)Error! Reference source not found. or browser extensions 
and  toolbars  (Web  Accessibility  Toolbar,  2009)Error! Reference source not found.  for  supporting 
screen readers or other devices can increase blog accessibility but requires user expertise for the initial 
setup.  Widgets  can  be  perceived  as  set  of  presentation  guidelines  to  the  browser  but  must  be 
downloaded, installed and configured by the user.  
In  the  proposed  architecture,  the  end‐user  can  be  totally  unaware  of  accessibility  extensions,  of 
supportive services and tools. 
In  the  simplest  scenario,  the end user  registers with his  favourite wiki portal or blog  aggregator and 
selects among a set of predefined presentation layouts. She clicks on the language of preference and on 





This  paper  suggested  a  flexible  architecture  for  the  production, management  and  delivery  of  user‐
created content such as those  in blogs and wikis. The content creation process  is template‐driven and 
leads to structured and semantically enhanced content. The content management process incorporates 
reformation  services  that  produce  alternative  representations  of  the  original  content  and  enrich 
browsing capabilities. Finally, the delivery process collects presentation preferences form end‐users and 
restructure  content  to  meet  their  accessibility  requirements.  End‐users  receive  and  browse  their 
personalized output without needing any browser extensions or add‐ons. The suggested approach can 
be easily  implemented using existing technologies and services, which are already employed by expert 
end‐users.  Its main  advantage will  be  that  only  content  providers  and  brokers  should  be  experts  in 
accessibility issues, whilst novice users are able to easily publish or browse information. Our next step is 
to develop a blog aggregation  service  that will adopt  the proposed architecture and demonstrate  the 
validity of our claims. The service will read the RSS feeds of existing blogs and will reformat it according 










































































paradigm was  related with passive,  just  receptive users, whereas Web 2.0 paradigm  relies mainly on 
user participation and user‐generated content.  In Web 2.0 applications users are  invited  to comment, 
share, edit, classify, as well as  remix data  from multiple  sources. Although  there are  several Web 2.0 
applications  in  the market  there  is  still  lack of  a profound  approach  guiding  the  analysis, design  and 
development of such applications. This paper suggests classifying Web 2.0 tools by “Pattern of Usage” or 





insight  into  design  and  technical  requirements  for Web  2.0  supported  applications.  Furthermore we 
broke down the patterns  into basic, elementary to  include  Inter‐connectivity, File sharing and Content 






applications  that emphasize online  collaboration, participative  computing and  so  called editable Web 
(O’Reilly, 2005, Levy, 2007). According to O'Reilly (2005) Web 2.0 tools include blogs, wikis, file‐sharing 





Several  contributions  argue  about  the  meaning  of  Web  2.0,  their  specific  features,  their  possible 
applications and value creation in various fields, such as e‐commerce, e‐learning and content publishing. 
For, example Web 2.0 tools when integrated as part of the delivery of in particular MIS courses, they will 
enable  an  experience‐based,  participative‐rich  delivery model  instead  of  the  traditional  instructional 
    
 
techniques  (Huang  &  Behara,  2007). Web  2.0  tools  also  offer  a  rich‐participatory,  network‐centric 
learning  environment  that  would  enhance  the  teaching  experience  putting  forth  a  participative, 
independent  and experience‐based pedagogical model  (Eijkman, 2003). Additionally, Majchrzak et  al. 
(2008) show a case of a so‐called exploratory  learning during a conference paper presentation using a 
Wiki.  Attendees  collaborated  by  giving  their  feedback  on  the  paper  and  shared  their  reactions 
simultaneously during the presentation which resulted in better learning and idea generation about the 
topic of the presentation. Ganesh & Padmanabhuni (2007) emphasize the significance of Web 2.0 tools 
to  e‐commerce  applications,  as  they  argue  that Web  2.0  tools  would  leverage  customer  purchase 
behaviour  through  better  participation  and  negotiation,  customer  reviews  and  rating,  comparison 
shopping, etc.    
Although there are several Web 2.0 applications in the market there is still lack of a profound approach 
guiding  the  analysis,  design  and  development  of  such  applications?  A  major  determinant  of  a 
development approach directed to Web 2.0 supported applications is to identify whether Web 2.0 tools 










their  characteristics/features  reviewed  from  several  literatures.  After  collating multiple  features  and 
Web 2.0 types we then started to classify them by removing redundancy and crystallizing the different 
attributes  under  generic  features.  It  is  argued  that  the  outline  of  different  patterns  of  usage would 
indicate the specific functionality of a Web 2.0 tool. Then we will bundle each pattern of usage with the 
underlying technologies, techniques and architecture required to implement its specific feature. In doing 
so, we  interlink specific Web 2.0  functionality with technical requirements. This resulted  in  identifying 
seven Web 2.0 patterns of usage. This paper provides preliminary analysis of Web 2.0  tools surveyed 





O’Reilly  (2005)  identifies eight major Web 2.0 types that  include blogs, wikis, podcasts, mashups, web 
feed/RSS, social networking and social bookmarking. Similarly, Anderson  (2007) mentions six Web 2.0 
tools  that cover blogs, wikis,  tagging and  social bookmarking, multimedia  sharing, audio blogging and 
podcasting and RSS feeds and syndication. Ganesh & Padmanabhuni (2007) add to previously mentioned 
Web 2.0  tools Office 2.0 applications, and additionally Laudon & Travor  (2007) consider virtual  reality 
applications and streaming as Web 2.0 tools. Based on this we identify the following ten Web 2.0 tools 
(Table 1). 


































































































O’Reilly describes  several design  concepts  that underlie Web 2.0  applications as part of an  interview 
carried out by Baumann (2006)  in Information Today Newsletter. He specifies the ‘network effect’ as a 
major cornerstone of Web 2.0 applications, which  implies the  importance of modern communications 
networks  and  exploitation  of  the massive  pool  of  networked  users.  He  also  points  to  ‘information 




the  ‘network  effect’  by  attracting  a  large  number  of  participants  and  enabling  interactions  between 
them. They  conceptualise Web 2.0  as  a mechanism  to enhance  a  rich user experience by  facilitating 
speedy  ‘collaborative participation’,  ‘co‐creation of  content’,  ‘collaborative  information exchange’ and 




for example availability of  lightweight APIs  (Application Programming  Interfaces), RSS  feeds and Web 







‘networking’,  ‘aggregation’,  ‘data  mashups’,  ‘tracking  and  filtering’,  ‘collaboration’,    ‘office‐style 
software’. By tracking and filtering he means searching and processing Web 2.0 content extracted from 
blogs, multimedia sharing services, bookmarking  tags and user  reviews. Whereas office‐style software 
includes applications  like Office 2.0  that  implements online  task  lists,  calendars,  reminders, planners, 
etc. through a responsive, rich user experience desktop‐like Web application. 
Whereas, McAfee (2006) was more concerned with  investigating  ‘Enterprise 2.0’ applications, focusing 
only  on  those Web  2.0  applications  an  enterprise will  adopt  in  order  to  harness  organization  tacit 
knowledge. He classifies Enterprise 2.0 in terms of what he refers to as SLATES. ‘S’ refers to ‘search’ that 
implies the ease of retrieving  information using keywords,  ‘L’ refers to  ‘link’ marking the advantage of 
links between web pages that provide structure to online content, where search engines make use of 







Additionally, Chawner  (2008) elaborate  that Web 2.0 applications encourage  interactivity  through  for 
example blogs  and wikis,  as well  as  content  sharing and  rating  services.  In  that  regard  she  identifies 
several  roles people may  take while using Web 2.0  tools,  these  include  ‘content  consumer’,  ‘content 
commenter’, ‘content creator’ and ‘content collector’. With Content consumers she means users acting 
passively just to read published content, whereas content commenters act reactively by commenting on 





order  to  crystallize  them and  remove  redundancy we develop  the  following  table  (Table2) where we 
collate similar attributes and try to bundle them under a generic feature characteristic. In that way we 

































i Inter‐connectivity:  Web  2.0  types  share  a  common  feature  which  is  an  architecture  that 
encourages interactions, collaboration and participation. For example, blogs let Internet users to 
participate through posting comments (Chawner, 2008, Cosh, 2008). Similarly, social networking 




can  interact  and  collaborate  in  editing  each  others’  contributions  (Franklin  et  al.,  2007). 
Connecting people and enhancing interactions and participation among them are major goals of 
Web 2.0 (Barsky et al., 2006). 
ii Content  authoring:  This  is  another  important  characteristic  of  Web  2.0  referring  to 
authorization  to  co‐create  content  and publish  it over  the  Internet.  This would  facilitate  and 
fasten content creation and publishing as usually people need to contribute to a certain topic, 
for example work  information,  facts, hobbies, etc.  In  that  regard, blogs give  the blog  creator 
individual authority  to generate his/her own blog, whereas wikis and Office 2.0 enable group 
authorizations;  i.e.  several  participants  can  edit  each  others’ work  (McAfee,  2006).  Content 
quality is a major concern in content authoring as according to Anderson (2007). 
iii Content  tagging  &  rating:  One  of  the  challenges  appeared  with Web  2.0  applications  that 
involves  mainly  user  generated  content  is  classification.  Traditionally  to  classify  a  content 
taxonomy  was  used,  however  it  becomes  more  difficult  to  apply  with  the  huge  diverse 
background of participating users with different languages, etc. This gave rise to a classification 
technique  called  folksonomy;  in which  the  responsibility of  classifying  content  is given  to  the 
community along with  the  responsibility  to create and maintain  that content. The community 




















































notification or syndication  functionality aiming  to keep users updated with  their  favorite sites 
(Boulos  & Wheeler,  2007). While  having  continuously  added  and  updated  content  over  the 
Internet  it  is  important to keep up with changes regarding this content, especially when users 
are  interested  in  multiple  sources  of  information  scattered  over  multiple  Web  sites.  An 
aggregator or  feed  reader  can be used  to  centralize  all  the  recent  changes  in  the  sources of 
interest, and a user can easily visit the reader/aggregator to view recent additions and changes 
(Chowdhury  et  al.,  ,  2006).  The  feed  aggregator  can  syndicate  several Web  content,  such  as 
news headlines, blogs,  file  sharing  resources, etc. This can be also coupled with mashups;  re‐
mixing aggregated content like in Yahoo Pipes.  
vi Content  remixing:  This  involves  mashup‐based  services  that  refer  to  Web  applications 
combining data from more than one source into a single integrated tool. This is implemented by 
accessing  open  APIs  and  available  data  sources  to  produce  another meaningful  application 
(Craig, 2007). Thus, mashups are Web‐based applications that  inter‐mix content from multiple 
online sources (McConchie, 2008). For example, Paul Rademacher's housingmaps.com combines 
Google Maps with  Craigslist  apartment  rental  and  home  purchase  data  sources  to  create  a 
richer housing search tool (O’Reilly, 2005). 
vii Content streaming: Audio or video files can be transmitted as  live or archived files. Streaming 
techniques  imply  content  to be  streamed directly  to users, not downloaded  from or  a  single 
server computer, thus it uses P2P networks. This makes access feasible for slower connections. 
Applications  that  use  streaming  include  satellite  channel webcasts  and  virtual  reality  games.  
Videoconferencing applications are also a kind of streaming that uses certain software to share 
screens via online chat, audio and video resources (Raunik, 2005).  
By  reflection  on Web  2.0  tools  and  their  underlying  technologies  as  discussed  in  section  2  , we  can 
conclude architecture,  technologies and  techniques  required  for different Web 2.0  tools  classified by 
patterns of usage (Table 3). 
    
 





























Blogs        Client‐server Web scripting 
tools 
























Web feeds        Client‐server RSS Syndication












      P2P RSS Folksonomy
 










    
 
5 REFLECTION ON REAL CASE WEB 2.0 SUPPORTED APPLICATIONS 






of  various  interests  like  in  Facebook, where users  can  share  common  interests publicly or  in person. 
Thus eBay supports the interconnectivity feature of Web 2.0 that enhances participation, collaboration 
and  interactivity. This enables sellers  to become highly responsive  to buyers which enhance customer 
service and help sellers to better understand customers providing them products that best suit them as 
supported  by  Lee  and  Lin  (2005).    Another Web  2.0  feature  applied  in  e‐Bay  is  content  rating  that 
enables users  to  rate and provide  reviews about different products and  sellers. This  leverages online 
trust  and helps  sellers  establish  a  profound  reputation  that will  lead  to  customer  loyalty  (Walla  and 
Zahedi, 2008). Content syndication is also a Web 2.0 feature applied in eBay where sellers can use feeds 
to  inform buyers about new products or availabilities of products  in store  inventories, as well as notify 
about  running  auctions  or  so  called  “buy  it”  now  listings  that  refer  to  promotions  for  products  of 
interest. In this way buyers will not need to surf constantly the application to check for updates which 
will definitely enrich the customer shopping experience (McAfee, 2006).  
HousingMaps  is an example  for mashup applications  that put  forth an  important  feature of Web 2.0 
which  is content remixing.   Housing Maps offers a combined source that gets rental  listings  from two 
open services available on the web; Craigslist, a famous classifieds free service, and Google maps, a free 
interactive mapping service that enables direct access to maps or satellite images taken for any part of 





HousingMaps.com  uses  web  crawling  technique  in  order  to  search  Craigslist  for  real‐time  detailed 
information about listings. As stated before  in previous sections mashup applications are usually based 





responsiveness  facilitated  by  AJAX  engine  (Craig,  2007).  GoogleDocs  enhances  features  like  inter‐
connectivity by enabling users to collaborate and edit the same document simultaneously with no need 
to  reload  the edited document every  time  to  see  the alterations, which as a  result  improves content 
authoring and find means for content sharing. The application also offers mobile access, in which users 
can  browse  their  documents  and  follow  updates  on  their mobile  phones,  this  accessibility  enhances 
even more  the  effect  of  social  networking  and  enables  for more  inter‐connected  users who  can  be 
always  involved. Additionally, GoogleDocs  covers  an  important  feature  of Web  2.0 which  is  content 
syndication;  where  users  can  instantly  receive  RSS  feeds  regarding  a  certain  document  of  interest 
whenever updates happen to the document.  
 







connectivity  among  users  and  again  help  to  create  a  tighter  network  of  friends  sharing  the  same 
interests. Examples of twitter applications  include 2008 US presidential elections that relied on twitter 
as a publicity method, e.g. President Barack Obama used it to send real time updates to followers. The 




promote  their products  and  form  a  network of  followers who  are  constantly updated with  any new 
offerings. Another major Web 2.0 feature offered by Twitter is content syndication that enables users to 
be  synchronously updated with  followers’ posts and  feeds. Twitter also offers open APIs  that enable 
integration with other services and applications such as Facebook.  






























































































By mapping  various Web  2.0  tools  (blogs, wikis,  social  networking,  etc.)  to  their  specific  patterns  of 
usage, their underlying technologies, techniques and architecture as indicated in Table 3 (see section 4) 







web  intelligence  is  an  important part of Web  2.0  applications,  these  are  included  in  search  engines, 
mashup based services or using user profiles and personalisation for e‐commerce applications, as well as 
wiki‐based  applications. Device‐independence or  in other words platform  independence became  also 
apparent as an important technical feature for Web 2.0 when investigating cases like twitter and e‐bay. 
Moreover, security has been found out as another important feature for Web 2.0 applications.  We can 
thus  summarize  the  different Web  2.0  patterns  of  usage  and  related  architecture,  technologies  and 
techniques as in the following table (Table 5).   
 











































































The  significance of each classified pattern of usage may vary according  to  the nature of  the Web 2.0 
application.  For example  for e‐learning  systems we expect  the  application  to depend more on  inter‐
connectivity, content authoring, file sharing and content streaming. On the other hand, for e‐commerce 
applications  inter‐connectivity,  content  aggregation  and  content  tagging  &  rating,  in  the  form  of 
comments and reviews would be the key major items. The introduced classification of Web 2.0 patterns 
of usage  can be  also used  for  assessment purposes,  trying  to  find out missing Web  2.0  elements  in 





value  to e‐Bay, by  for example  interlinking  related  services, e.g. electronic appliances with household 
services, or sharing podcasts about a certain product, etc.  
Referring  to  Table  5  we  can  conclude  that  there  are  repetitions  in  architecture,  technology  and 




provide  the basis  for  content authoring  (see Appendix Figure 1).   Same  for  the  intersection between 
interconnectivity, file sharing and content re‐mixing will cover patterns like content tagging and content 
aggregation and syndication. Based on our previous analysis (Table 3 &Table 5) content streaming is part 
of  file sharing. However we still need to  investigate case studies that will cover the use of  file sharing 
with content remixing as the four cases we covered before do not involve this mix. 
As concepts and principles of Web 2.0 are still evolving, it is proposed that introduced Web 2.0 patterns 
of usage  (Figure 1see Appendix)  represent a useful contribution and  roadmap guiding  the design and 
development of Web 2.0  supported applications. We  suggest  that  the  identified patterns  represent a 
useful classification for both practitioners and researchers. Practitioners will  in particular gain a better 
understanding of Web 2.0 tools’ characteristics in terms of their specific functionality/pattern of usage, 




and  future work will  cover  applying  identified  patterns  of  usage  on  several  case  studies  in  order  to 
identify  if  they match  the  introduced  classification  or  not? Of  particular  interest  is  the  validation  of 
breaking down the patterns into elementary, basic (inter‐connectivity, file sharing and content remixing) 




    
 
 



































































traditional  Web  applications.  RIA  is    a  combination  of  GUI  ‐style  (Graphical  User  Interface) 
applications  and Multimedia  content  (Petrassi,  2008).  It  aims  to  build Web‐based  software  that 
works and gives the user a similar experience like a desktop‐based software program. A key technical 
component  that  facilitates  this  type  of  software  is  AJAX  (Asynchronous  Javascript  and  XML). 
According  to Garett  (2005)  instead of  loading a Webpage at  the  start of  the  session,  the browser 
loads  an  Ajax  engine  that  is  responsible  for  both  rendering  the  interface  the  user  sees  and 
communicating with  the  server on  the user’s behalf. The Ajax engine allows  the user’s  interaction 
with the application to happen asynchronously,  i.e.  independent of communication with the server 
and in that way will speed up processing on the client side. AJAX technologies are applied heavily in 




























































































































Despite  the  differences  between  virtual  and  collocated  teams,  empirical  studies  have  identified  a 
number of challenges that virtual teams experience. We argue,  in this work‐in‐progress study, that 
habits  constitute  a  good  explanatory  factor  for  understanding  behaviour  in  the  virtual  team  
environment.  In  this  study, we analyse  ‘offline’ habits  in  the  cases of  student‐based global virtual 





virtual  team working  and  virtual  collaboration. Working  and  collaborating  virtually  are  about new 
ways  of  dealing  with  new  challenges  and  incorporating  new  technologies  into  the  day  to  day 
communications  and  interactions.  For  this  type  of  learning,  however,  to  be  effective  it  requires 
virtual  team  members  to  ’unlearn’  the  deeply  held  attitudes  and  habits  which  are  often  well 
embedded not only  in  their work  life but  in  their  identity  too. Working effectively  in virtual  teams 
often means learning to trust in different ways, to resolve conflicts differently and to lead differently; 
further, it means developing a new work identity and even coping with emotions in different ways.   




type  and  requirements  of  the  project may  vary  as  an  individual  shifts  from  one  virtual  team  to 
another.  Based  on  these  characteristics,  the  formation,  development  and  sustainability  of  new 
methods  of  work  are  often  required.  It  is  not  surprising,  therefore,  that  the  current  literature 
suggests that virtual teams  face several challenges which affect their success. These challenges are 









In  this  study,  we  argue  that  understanding  virtual  teams  requires  an  acknowledgement  and  an 
appreciation of the  influence of habits on virtual team working.  In essence, the concept of habits  is 





In what  follows, we present  the  concept and  significance of habits  in human behaviour. We  then 







general,  habits  are  described  as  the  repeated  performance  of  behaviour  sequences  (Garling  and 
Azhausen, 2003, p.2). Hodgson and Knudsen (2004: 287) defined a habit as ‘a propensity to behave in 
a particular way in a particular class of situations’. As indicated, ‘habits are formed through repetition 
of action or  thought’  (p. 286/7). Similarly, Aarts et al  (1997) explain  that  frequent performance of 
certain behaviour  leads  to habit development. They use  the example of a university  student who 
needs  to attend  lectures  for  the  first  time and chooses  to go by bicycle. When  this  travel mode  is 






Habits are particularly  important as when  they develop,  they are often difficult  to alter.  It may be 
assumed that the cost of searching for and constructing alternative behaviours is generally too high 
and  the  expected  gains  of  the  new  alternatives  too  low  or  uncertain.  This may  explain why  past 
solutions  are used  in  new  situations;  this  is  to make behaviour  easier  and  less  risky  (Garling  and 
Azhausen, 2003). Nevertheless, availability of alternatives can break habits as noted in the studies by 
Garvill et al  (2003) and Fujill and Kitamure  (2003). Also, habits may be more vulnerable  to change 
when  the  context  in which  they are performed  changes  (Verplanken & Wood, 2006; Wood et al., 
2005).  In  this  paper, we  examine  the  role  of  habits  in  the  process  of  virtual  team working.  The 
background of the specific project under investigation is presented below. 
3 PROJECT BACKGROUND 
This  present  study  follows  from  an  earlier  collaboration  between  the University  of  Bath  and  the 
Athens University of Economics and Business, which  took place  in  the spring of 2007. At  the  time, 
students in both Universities were asked to work together on a joint course assignment organized in 
virtual  teams;  each  team  included members  from  both  institutions. We  used  this  exercise  as  an 
opportunity  to  study  the  behavior  and  interactions  of  students  from  different  cultures  in  virtual 
teams; this was an intention that was clear to the students.  





this  paper. We  felt  that  the  contents  of  these  courses  offered  complementary  expertise  to  the 
students,  so  that  they could effectively address  the  requirements of  their assignment.  In  the  joint 
group  assignment,  in  addition  to  the  evaluation  of  e‐businesses,  the  virtual  student  groups were 
asked  to  include,  in  an  appendix,  a  copy  of  all  interactions  among  their  team members.  These 
typically contained email and MSN  interactions, even though many students found  it useful to have 
the  occasional  telephone  conversation.  The  students were  also  required  to  submit  an  individual 
report  reflecting on  their virtual  team experience. Following  this project, he  students  stated, both 
formally and informally, that they found this experience interesting and useful, even in cases where 
the group dynamics were problematic. Having reviewed both the group and  individual submissions, 




important. Habits could be constructive or destructive and  ranged  from attitudes  towards people, 
technology, assignments and group work. Common areas where habits were formed and occasionally 
challenged as part of  student group work  included  splitting up  the work, understanding of editing 
and formatting conventions and rules, prioritizing, keeping to deadlines, feeling the need to establish 
an informal relationship with team members. These findings led us to identify habits as an interesting 








sets  of  projects  comparable.  However,  due  to  course  schedule  in  the  two  universities  and  the 




The  intention of  this exploratory  research  is  to  investigate how  individual habits may  change  in a 
virtual team setting. Using our student group, we therefore sought to compare student habits before 
and after the virtual collaboration. To this end, we collected data from the students in two phases.  
First, we  compiled  a  set  of  questions  on  student  habits.  These were  formed  on  the  basis  of  our 
reading of the literature on habits, the findings of our earlier study,  informal discussions with other 
students  and  expert  academic  input  from  the  third  author.  This  questionnaire  (see  Table  1) was 
distributed  to  the  students  at  the  time when  the  assignment was  announced.  Students  in  both 
universities were asked to  fill  in the questionnaire, and  they subsequently received a copy of  their 
own answers.  
Second, after  the virtual  team exercise had been  completed, we asked  the  students  to  submit an 
additional,  individual  assignment, where  they were  invited  explicitly  to  reflect  on  their  habits  in 
collocated environments and on how these may have changed as a result of the virtual collaboration. 







responses  on  how  they  behaved  in  the  virtual  team  environment  actually  corresponds  to  their 
actions. We have no other record of their previous off‐line behavior than their own accounts, so it is 
difficult  to validate  the student  responses. The  fact  that  they described  their off‐line habits before 
engaging  in  a  virtual  collaboration  goes  some  way  in  mitigating  this  methodological  limitation. 

















































The  study  is  currently  under  way.  At  the  time  of  writing,  the  project  has  been  completed  and 
reflection reports submitted. By the time of the conference we will analyse our data and discuss the 
significance of our findings in the virtual team literature. We will identify the impact of these habits, 
positive  or  negative,  to  the  team  practices  and  examine  how  these  have  changed, modified  or 
replicated,  in  the virtual  team environment.  In particular,  in our analysis we will examine whether 
offline habits have extended onto  virtual  team  situations  and how  the  virtual  team  setting might 
have  altered  the  habits  of  individuals.  Cross‐cultural  differences  will  also  be  considered  in  the 
analysis  to  take  account  of  the  diversity  of  the  students.  Finally, we will  also  compare  students’ 
habits to the level of individual satisfaction as noted in students’ reflection reports.   
Our  study  proposes  that  considering  virtual  team  behaviour  as  a  habit  contributes  to  a  better 
understanding of  the  challenges  involved. Habits may,  thus, be  a new  and  interesting  concept  to 
consider in the large and complex domain of virtual organizations. The new generation of technology 
users  is developing a new relationship with the virtual world; through communities such as second 




For  practitioners,  the  study  is  useful  as  it  indicates  that  effective managerial  strategies  can  help 
achieve effective and collaborative virtual teams.   Strategies,  including training and  incentives, that 
technology awareness and  support can provide  team members with an environment conducive  to 
identifying the need for and making necessary changes in work practices.  
We  readily  acknowledge  the  limitations  of  the  study  which  include  an  emphasis  on  habits  as 
frequencies,  and  not  as  automaticities  as  it was  also  noted  in  the  recent  literature.  Due  to  the 
























































Massive  Multiplayer  Online  Role‐Playing  Games  are  socio‐technical  phenomena  that  are  both 
complex  technological  systems and complex societies. They are also highly  lucrative businesses.  In 
this paper we present  initial  findings  from a case study of  the MMORPG TIBIA which explores  the 
business and social relationships generated by cheating practices. We characterize the economy of 





digital games  industry whereby players pay monthly  subscriptions  to participate  in a virtual world 
which  is  persistent, meaning  that  it  runs  independently  from  the  user,  and  requires  continuous 
customer  support  from  the  game  developer  (Kerr,  2006).  They  are  both  highly  sophisticated 
technological  systems,  in most  cases  built  around  a  client‐server  architecture  and  ‘deeply  social’ 
(Taylor, 2006) worlds where millions of players  chat,  cooperate,  interact,  compete and  trade with 
each other online through their avatars.  
In  our  research we  are  concerned with  trust  and  security  issues  in  online worlds. Cheating  in  an 
MMORPG  is a highly contested practice that deserves particular attention,  insofar as  it  is perceived 
by the developers and publishers of MMORPGs to be a real threat to the social experience, economic 
viability and security of a game world. For others, cheating  is more  justifiable and the potential to 
generate  real money,  to  enhance  one’s  reputation  or  to  win  a  game  are  motivations  for  both 
companies selling cheats and players willing to use those cheats.  





case  study of  the MMORPG TIBIA,  (http://www.tibia.com) and  the  struggle between  its developer 
CipSoft and external companies to regulate and exploit cheating practices. It is a dynamic story of a 







as  the  set  of  “activities  that modify  the  game  experience  to  give  one  player  an  advantage  over 
another player(s);” (Cheating in online games, 2009).  
A lot of the technical literature on cheating defines it as something detrimental to gameplay and as a 
threat  to be defeated.  In  this  literature  there  is a dialectic between  the diffusion of  cheating and 
exploits techniques in online games (the thesis) and the need for powerful anti‐cheating techniques 
(the antithesis). In this dialectic the desired final synthesis is to reach an idealistic state in which the 
game becomes fair (free of cheats) for everyone.  In online games  it  is possible to recognize several 
different  types of  cheating,  that  vary  according  to different  techniques  and  exploits  (see Yan  and 
Randell,  2005).  Examples  of  anti‐cheating  techniques,  include  the  use  of  captcha  to  detect  “bot” 
users  (Golle  and  Ducheneaut,  2007),  anti‐cheating  protocols  (Di  Chen  and  Maheswaran,  2004), 
techniques for preventing software client modifications (Mönch et al., 2006), and techniques used to 
detect known cheats in real time games (Ferretti and Rocetti, 2006). 







we  interested  in  the motivations  of  (cheating)  companies  and  (cheating)  players. We  adopt  an 
emergent approach that seeks to account for the socio‐technical process related to the economy of 
cheating.  In particular we emphasize  the accounts  that are directly provided by  the actors we are 
studying: how the various cheating companies account for their business, and how the customers of 
these  companies  see  the  services  and  products  that  are  being  offered.  In  doing  so we  follow  an 
important  tradition  in  IS  research  related  to  phenomenology  (see  in  particular  Ciborra,  2002; 
Winograd  and  Flores, 1987;  Latour 1987, 2005).  In particular we adopt  the principle whereby  the 
observer does not decide in advance the attributions of social and technical elements of the system. 
Instead, using  “Ethno”‐“methods”  (Garfinkel,  1967) we  allow  the  attributions  to  emerge  from  the 
negotiations surrounding the system. 









al., 2009). Users can have  indirect  (through market  research) or more direct  roles  (through  testing 
and  participatory  design)  roles  in  the  innovation  process  and  their  tacit  and  lay  knowledge  can 
provide  important  inputs  to  the  innovation process.  In  this paper we  consider  innovation  to be  a 
dynamic process which can be either radical or incremental and which leads to the development of a 
new  product  or  process,  including  new  regulatory  policies,  in  the  marketplace.  Innovation  is  a 
collaborative  process  of  learning  and  knowledge  development  which  increasingly  takes  place  in 
networks, rather than purely internally in companies, and which involve a range of human and non‐
human actors, from users/players, to firms and to technologies. 
The data  in  this paper draws upon ongoing ethnographic observations  (Hine, 2000) of  the official 
TIBIA forums and the forums of cheating companies. In particular we have devoted our attention to 
forum posts  directly  related with  an  anti‐cheating  campaign by  the  game  developer.  These posts 
have been collected using the archiving software Scrapbook. In term of data analysis our strategy  is 
very close to that proposed by Latour  (1988, p. 10) that suggests one  follow the “storytellers”  (i.e. 




than  70  servers  located  in Germany  and  the USA, with  an  estimated  subscriber  base  of  300,000 
players (120000 are premium accounts) (CipSoft, 2009). TIBIA was chosen for this case study of the 
phenomenon  of  cheating  because  CipSoft,  the  company  that  develops  and  distributes  the  game, 
started a campaign against cheaters at the beginning of 2009.  
In  TIBIA  cheaters,  especially  “botters”  are  widespread  on  all  the  game  servers.  “Botting”  is  the 
practice by which a player uses an external computer program to automate certain gameplay tasks. 
As  in many other MMORPGs, TIBIA players must perform certain actions such as killing and  looting 
monsters  in order  to acquire  special  items and virtual  currency and bots  can assist or  replace  the 
players  in  performing  these  tasks.  Two  companies  in  particular,  “BlackD”  and  “NGSoft”,  are well 





devices  that  automatically enforce  the  rules  contained  in  the End User  License Agreement or  the 
Terms of Service rules. Anti‐cheating tools also pursue the use of third party software (such as bots) 
that tampers with software clients. One of the mass bans (02 April 2009) operated by the company 
was  announced  on  their  forums  as:  “Today,  5103  Tibia  accounts  have  been  punished  for  using 
unofficial  software  to  play  during  the  last  weeks.  These  accounts  have  been  identified  by  our 
automatic tool.”. In this message CipSoft claims that the ban action was undertaken on the basis of 
information gathered by an anti‐cheating tool.  
The  automatic  anti‐cheating  tool  clearly  interferes  both with  the  behaviour  of  cheaters  and  the 
business  of  the  external  cheating  companies.  Indeed,  the  campaign  against  cheating  and  the 





“projects”  (i.e.  the  creation of powerful  characters  leveled by using bots). The  introduction of  the 
anti‐cheating  tool  has,  however,  radically  modified  the  situation  for  cheating  companies  and 
cheaters.  Interestingly, this breakdown has also  lead cheating companies to declare their aimbition 






ban  as  a  good  starting  point  in  the  campaign  against  TIBIA  cheaters.  By  contrast  for  cheating 










has  changed  the  relationship  between  cheating  companies,  the  cheating  software  and  cheating 
players: botting went from being a safe and rarely punished activity to a very dangerous activity, with 
a high risk of being banned.  It  is clear  that the customers’  intention to stop using bots  is a serious 
potential  business  problem  for  cheating  companies  and  could  lead  to  a  possible  decrease  in  the 
demand for bots and consequently a decrease in revenues. 
4.2 Cheating as a learning process – player/firm interactions 
One of  the  key  issues  is  that  the  cheating  companies do not  know how  the CipSoft  anti‐cheating 










the  anti‐cheating  tool.  Therefore,  for  cheating  companies,  in  order  to meet  the  new  customers’ 
demand  for undetectable bots  it becomes essential  to acquire  some  knowledge on how  the anti‐
cheating tool works. Fields and Kafai (2007) describe how cheating in online games is often a learning 
process  in which  cheaters  collectively  learn  how  to  use  cheats.  In  the  case  of  TIBIA,  CipSoft,  the 











































































































































































































































































































































The  evidence  gathered  so  far would  lead  us  to  agree with  Fields  and  Kafai  that  cheating  can  be 
conceptualized as a  learning process. However  in our story, the focus of the  learning process  is not 
on playing and winning the game, but rather on learning how the anti‐cheating tool functions.  
4.3 Cheating as part of an Innovation Process 
Cheating  in  TIBIA  results  in  multiple  innovations  by  a  range  of  actors.  CipSoft’s  anti‐cheating 









bots  and  to  reassure  their  customers.  The  following message  by NGSoft  clearly  aims  to  reassure 




implement  a  client‐side  bot  detection  routine.  (From 
http://forums.tibiabot.com/showthread.php?t=110349, 02/01/2009)  
In  fact new  versions of bots were  released  shortly  after  the  first mass ban,  incorporating  several 
enhancements  that  were  supposed  to  counteract  the  anti‐cheating  tool.  These  incremental 
innovations were based on the information provided by cheaters via public forums. Interestingly, the 





YES  I  GOT  BANNED  WITH  ONE.  Created  AFTER  the  proxy  improvements  (From 
http://www.blackdtools.com/forum/showthread.php?t=37571, 03/03/2009). 
At the beginning of March 2009 the company declared on  its website that using the bot should be 







solutions  to cheat. No secure and undetectable bot has been created and  the use of bots  in TIBIA 
remains a very  risky activity  for cheaters. At  the moment cheating companies appear  to have  lost 














the  breakdown  introduced  by  the  anti‐cheating  tool  required  cheating  companies  to  shape  new 
relationships among themselves, their customers and their products,  in order to re‐frame a certain 
“order of things”. The reconfiguration,  in particular, has  involved a  learning and  innovation process 
aimed  at  acquiring  knowledge  on  the  functioning  of  the  negative  externality  and  creating  a  new 
marketable product as an answer to the negative externality.  
In  conclusion,  from  a  research point of  view  it  is  clear  that  cheating  in MMORPGs  should not be 
regarded just as a problem, as most part of technical literature does. Cheating is a problem from the 
perspective of some actors, but mono‐dimensional explanation are  limited  insofar  they prevent us 
from observing other dynamics. In this case study we have unveiled how cheating can be productive 
in  a  very  real  sense  and  the  socio‐technical  complexity  of  the  relationship  between  cheating 





























































Social networking services (SNSs) have recently emerged as a research topic of  interest,  in  line with 
their commercial success and popularity. They are internet (sometimes mobile) services that have, as 










social networking  services have emerged  (and become very widely‐used), and a body of  literature 
has emerged which may become the basis for a new research area.  In this article we help to scope 
the new research area by examining the characteristics of social networking services. The objective is 
to provide  a  set of  characteristics which  could help  to understand, analyse and delimit objects of 
study within the new research area. 
In  the  literature  the  services are  known  variously as  social networking  services,  social networking 
sites and social networking software  (SNS). Boyd  (2007)  identifies  the  first  recognisable SNS as Six 
Degrees.com (emerging in 1997) and identifies a total of 43 SNS’s including well‐known services such 
as  Friendster,  LinkedIn, MySpace, Dogster,  Flickr  and  Facebook. Although  the  names  are  familiar, 
their  features  and  focus  vary  considerably,  LinkedIn  focusing  on  business  networks, MySpace  on 
blogging, Flickr on visual content and Facebook (originally) on students. The sites offer their users a 
wide  array  of  functionality  which  overlaps  considerably,  but  is  by  no  means  identical.  The 
functionality  also  overlaps with many  other  types  of  software  and  services,  such  as  home  pages, 






under‐theorised and emerging  research area, generating  interest  from several different disciplines, 
researcher’s self‐identification of the topic they are  interested  in provides an  initial focal point. We 
study  the  literature  to  investigate  which  implicit  and  explicit  conceptualisations  of  SNS  the 
researchers make. We  also  inspect  four  sites  which  exhibit  a  high  degree  of  social  networking: 
Facebook, MySpace, Second Life, and Twitter. Analysis of social behaviour over such a wide range of 
sites and millions of users  is a complex task, so we confine ourselves,  in this study, to  inspection of 






Literature reviews are an  important part of the development of a  field  (Webster & Watson, 2002). 
They offer  the opportunity  to  synthesize  and  reflect on previous  theoretical work,  thus providing 
secure grounding for the advancement of knowledge. Webster and Watson (2002) suggest that the 
elements of a good literature review include a structured approach to identifying the source material 
and  the use  of  a  concept matrix  or other  analytical  framework  leading  to  a  coherent  conceptual 
structuring of  the  topic. Articles were  identified  through a keyword  search at Web of Science and 
Google Scholar, producing a library of papers with SNS in the title or abstract. The papers were then 
subjected  to  thematic  analysis, particularly  in  respect  to  their definitions  and  characterizations of 
SNS. These themes were grouped in initial categories. 
The SNS sites investigated were chosen to represent the most widely used and most referenced and 











individuals  and  groups,  rather  than  on  the  features of  the  software  applications  themselves  (e.g. 
(Byrne, 2008; Charnigo & Barnett‐Ellis, 2007; Hargittai, 2008; Humphreys, 2008; Kim & Yun, 2008; 
Lange, 2008; Spertus, Sahami, & Buyukkokten, 2005; Stutzman, 2006). Such a  focus clearly  reflects 
assumptions  related  to  the  role  of  users  in  shaping  software  infrastructures.  End  users  and  their 





Within  the  existing  limited body of  research  specifically  focusing on  SNS, Boyd  and  Ellison  (2008) 
provide a comprehensive overview of the history and development of SNS, also aiming at providing a 
preliminary definition of what a SNS  is, drawing on an analysis of previous scholarship on the topic. 
By  analyzing  the wide  array  of  SNSs  that  have  emerged  on  the  Internet  from  the  late  ‘90s  on  – 
including on‐line applications that were not born as SNS but lately developed into such as a result of 
user  demand  –,  they  conclude  that  “SNSs  are  primarily  organized  around  people,  not  interests”, 
emphasizing  the building of a virtual  identity  through  individual profiles as  the  characteristic  that 
specifically  identifies  SNSs.  They  describe  SNSs  as  egocentric  networks:  “early  public  online 
communities such as Usenet and public discussion forums were structured by topics or according to 
topical hierarchies  (…)  social network  sites  are  structured  as personal  (or  “egocentric”) networks, 
with the individual at the centre of their own community”. SNSs become therefore defined as “web‐
based services that allow individuals to (1) construct a public or semi‐public profile within a bounded 
system,  (2)  articulate  a  list of other users with whom  they  share  a  connection,  and  (3)  view  and 
traverse  their  list  of  connections  and  those made  by  others within  the  system”  (Boyd &  Ellison, 
2008). 
Drawing on a qualitative  study on  teenage use of popular SNSs,  such as Friendster and MySpace, 
Boyd  (2007)  argues  that  SNSs  are  characterized  by  three  basic  properties  common  to mediating 
technologies:  persistence,  replicability  and  invisible  audiences.  However,  in  the  author’s  view, 
“networked  publics  add  an  additional  feature  –  searchability  – while magnifying  all  of  the  other 
properties” (Boyd, 2007, p. 8‐9). Thus, the four characteristics of SNS are: 
• Persistence:  Unlike  the  ephemeral  quality  of  speech  in  unmediated  publics,  networked 
communications are recorded for posterity. This enables asynchronous communication but it also 
extends the period of existence of any speech act.  
• Searchability: Because expressions are  recorded and  identity  is established  through  text, search 
and  discovery  tools  help  people  find  like  minds.  While  people  cannot  currently  acquire  the 
geographical coordinates of any person in unmediated spaces, finding one’s digital body online is 
just a matter of keystrokes. 
• Replicability: Hearsay  can  be  deflected  as misinterpretation,  but networked  public  expressions 
can be copied  from one place  to another verbatim such  that  there  is no way  to distinguish  the 
“original” from the “copy.” 
• Invisible audiences: While we  can visually detect most people who can overhear our  speech  in 





in  defining  SNS,  together  with  the  articulation  of  connections  with  other  virtual  identities,  that 
represent  the virtual audience whereby  channels of  communication  can be developed. Studies on 




issues  related  to  the management  of  identity,  and  to  privacy  issues  regarding  content  sharing. A 
characteristic that emerges as crucial is therefore the degree of control over user profiling allowed by 
different  SNSs.  Drawing  on  data  gathered  through  ethnography  and  reaffirmed  through  data 
collection and visualization, Boyd and Heer (2006) analyze the use of profiling features in Friendster, 
concluding  that  virtual  profiles  in  SNSs  play  a  central  role  in  context  creation  and  interpretation, 
negotiating unknown audiences, and initiating conversations.  
A  number  of  contributions  focus  on  the  privacy  issue  raised  by  SNS  diffusion  (Preibusch,  Hoser, 
Gürses, & Berendt, 2007). Gross and Acquisti (2006) carry out a survey study on privacy awareness 
and  privacy  concerns  among  Facebook  users,  concluding  that  while  users  voice  their  privacy 
concerns,  they  do  not  behave  accordingly,  and  exerting  only  loose  control  over  their  personal 
information. 
The network building activity, which results from the interaction between the digital personas, as a 
consequence,  also  plays  an  important  role  in  defining  core  characteristics  of  SNS  in  the  existing 
research. Findings by Choi (2006) point out that the main motivator for the use of SNS is to maintain 
and  reinforce existing  social networks  in  the offline world.  Similarly,  Lampe, Ellison  and  Steinfield 
(2007) show how a SNS like Facebook is actually not used for establishing new social networks, that is 








in  unmediated  publics,  networked  communications  are  recorded  for  posterity.  This  enables 
asynchronous  communication but  it  also  extends  the period of  existence of  any  speech  act”.  Liu, 
Maes and Davenport  (2006) and  Liu  (2008) underline how  SNSs activate  links  that go beyond  the 
formal  “friendship”  connections  provided  by  the  software  applications,  and  develop  an  alternate 
network of tastes, which links individual users with each other. 
A  well‐researched  part  of  the  existing  literature  on  SNS  underlines  the  dynamics  of  network 
interaction  that stand at  the basis of  the  idea of social networking software. Goodings, Locke and 
Brown  (2007) adopt a psychology perspective  in analysing ongoing conversations between users of 
MySpace. Drawing on an approach broadly informed by the principles of discursive psychology, they 










for  instance, multimedia  content. Based on  a  longitudinal  analysis of  the development of  SNSs  in 
trying  to  sketch  the  future  evolution  of  SNSs,  they  point  out  that  so  far  the main  feature  that 
distinguished a successful SNS from an unsuccessful one has been its focus on content. Les successful 







Social network building  tools  are used  for people  to  connect with  friends,  family, workmates  and 
others. Users create profiles that contain photos, presentation of personal interests, CVs and contact 
information. Viewing of  the detailed profile  can be  restricted  to  confirmed  contacts or networks. 
Users  connect  to  other  individual  users  or  groups  to  establish  their  networks,  and  this  personal 
network expands by  connecting  to  the networks of others. A user’s activities are made visible  for 
other users in his or her network. If a user establishes new relations, other users in her network may 
be notified. The  idea  is  that  the values of  two users’ networks can expand by exchanging contacts 
and groups. This  is therefore an example of network economy, where every node’s potential value 
increases  for  every new node  that  links  to  it,  since  every new user  represents  an opportunity  to 
increase the network.  
Specific  features  vary  slightly between  various  social networking  services  (like  Facebook,  LinkedIn 
and Lunarstorm), since purposes and target groups are different. Facebook originated as a service for 
students  to keep  in  touch, LinkedIn  is more business‐oriented and Lunarstorm  is oriented  towards 
youngsters  in  Sweden.  Common  features  include  the  opportunity  to  search  through  groups  to 
identify other people with shared interests. Groups can be open for all to join, or restricted through 
invitation‐only membership on. Users can  initiate new groups, based on, for example, geographical 
area,  age or  interests. Messages may be distributed  to  individuals or members of  a  group.  Social 




Facebook  (www.facebook.com)  is  an  Internet‐based  service  aiming  at  connecting  people,  sharing 
content and uploading photos among  friends and relationship. Facebook claims to have more than 
55 million users and an average of 250,000 new registered users daily (by April 2008), thus being one 
of  the world most  popular  services.  Functionality  and  design  indicate  a  focus  on private  use  and 
contacts are referred to as “friends”. The infrastructure is developed and maintained by the owners 
but the content, like pictures, games and links, are uploaded and maintained by the users. Every user 
develops  and maintains  their own online profile, which  is  supposed  to  coincide with  their offline 
identity, but no real control  is made  (or  is possible). Users are encouraged  to develop applications 
within  the  framework of the site,  resulting  in more  than 20,000 unique applications. Facebook has 
dynamically  developed  new  features,  like  Facebook  Notes  (a  blogging  feature)  and  news  feeds 










































MySpace  is  a  social  networking  site with  all  the  traditional  features  of  such  a  service: profiles  of 
members, networks and  interaction between members. The profile can contain photos, videos and 
text‐based  descriptions  in  categories  as  interests  and  personality,  background  and  lifestyle  and 
schools. The website has a special section for profiles of musicians or bands where each profile holds 





















































6,000,000  residents  from  106  countries.  Residents  can  explore,  meet  other  residents,  socialize, 
participate  in  individual  and  group  activities,  and  create  and  trade  items  (virtual  property)  and 
services.  Second  Life  has  its  own  in‐world  economic  market  and  currency  (Linden  dollar  ‐ 
exchangeable for real currencies). Whereas the geo‐spatial infrastructure is managed by the owners, 
the  sites  (islands)  are  mainly  built  by  residents’  in‐world,  using  three‐dimensional  graphical 
manipulation  and  scripting.  Businesses,  interest  groups  and NGOs  are widely  represented,  as  are 
government agencies and political parties. Second Life’s digital world has many connections with the 
external world. It mirrors the external world in appearance, the avatars are controlled by real people 
who  also  can  choose  to  reveal  their  real  identity,  real  goods  and  services  are  traded,  in‐world 
communications  are  supplemented with VOIP,  email  and web‐cams,  and  in‐world  events  such  as 
conferences are held in parallel with their real life. Though the world is experienced as recreation by 
many  of  its  residents,  commerce,  particularly  the  sex‐industry,  invests  in  the  development  of  in‐
world  facilities  as  a  business  opportunity,  even  though  it  is  not  clear which  business models  can 


















































Twitter,  launched  in 2006,  is an on‐line application designed around the concept of micro‐blogging. 
The on‐line platform allows users to send public updates (“tweets”) about themselves in the form of 
short  text‐based  posts  accessible  to  other  users who  have  signed  up  to  receive  them.  Posts  are 
limited to 140 characters, which make them suitable for delivery through instant messaging services, 
(e.g.: MSN Messenger),  or  short message  services  on mobile  devices.  Twitter  is  also  designed  to 
integrate  within  third  party  social  networking  software,  such  as  Facebook.  Facebook  users  can 
subscribe to Twitter and control it’s services through Facebook. Users, who become friends, can read 
each  other’s  posts  on  either  the  Twitter website,  a mobile  device,  another  SNS  platform,  or  an 
instant messaging  service. Users  can  control which  friends  receive  their  updates,  and  restrict  the 
updates received from others: for instance, short message service on mobile devices can be switched 















































Login X X X  X
Blog X 
Status updates X   X








X X X  X
Interest groups X X X 
New people alert X  X
Import contacts X X  X
Forum X X 









Timeline of profile changes X   X






Send message X X  X
Instant messaging/ chat X X  X
Wall X X 




User created applications X   X






Social networking software  facilitates  the development of an on‐line persona. A persona  is,  in  this 
case, an  image or representation of the user. The persona  is controlled and developed by the user 
themselves  (though the structure  for that representation  is given by the  features of the software). 
The persona  is always a projected  image of the user and  it may have more or  less correspondence 
with  the user’s  real  identity  (as  they  themselves understand  it or as understood by other people). 




searching  for other users,  recruiting  tools  for members of  the user’s off‐line network, meeting or 
being  introduced  to other users,  and  grouping of users  around  themes  and  interests. Users build 
interlocking  networks  of  friends,  colleagues, work  acquaintances,  contacts with  shared  interests, 












Not  only  are  users  responsible  for  controlling  their  own  digital  personas,  but  they  have  the 
opportunity to provide virtual content and digital objects. These can  include text, pictures or video, 
music clips, three dimensional virtual objects, or programs or applications. This content is important 





providers, partly written  into  the way  the  software  functions  (what  is enabled or disallowed), but 









them:  Digital  Persona/Virtual  Identity;  Network  Building;  Network  Maintenance;  Network 
Interaction; User Generation  of  Virtual  Content; Network  Self‐Governance.  The  six  characteristics 
represent  an  early  attempt  to  understand  the  shape  of  the  research  object  in  relation  to  the 
information systems discipline.  
The analysis of four of the most popular existing SNS, Facebook, MySpace, Second Life, and Twitter, 
suggests  that  the categorisation scheme can offer some  interesting  insights  into current SNSs. The 
analysis helps to reveal both what they largely have in common, and how they differ in focus. Of the 
six categories,  features related to the building of a digital persona and to network building are the 
most  prevalent  in  the  services  we  studied.  College‐based  networks,  as  in  Facebook,  or  three‐
dimensional  virtual worlds,  as  in  Second  Life,  or  even  short message  service‐based  platforms,  as 
Twitter, all  show a  strong  focus on  identity profiling and network building  (in  the  form of  contact 
creation  or  friendship).  Other  categories  (network  maintenance,  network  interaction,  user 
generation  of  virtual  content,  and  network  self‐governance),  are  operationalized  in  quite  diverse 
ways. For example, only Twitter provides a graphic visualization of network structure. On the other 
hand,  the  exchanging  of  virtual  content  through  user‐generated  applications  is  a  core  feature  of 
Facebook, but not of other  services  such  as MySpace. Blogging  is  a  feature uniquely provided by 
MySpace within the network interaction category, while SMS alert is a form of network maintenance 
that only Twitter currently features.   Thus our rather  limited survey of four SNS suggest that digital 
persona  and  network  building‐related  features  represent  the  core  characteristics  of  these  SNSs, 
whereas  the diversification  lies  in differing  implementations of  the other characteristics.   However 
the empirical  sample  is  too  small  to  reach any  firm conclusions.   However  it  is probably wrong  to 
think of MySpace and Facebook as archetypes, and other services as  less successful  imitators, and 
more beneficial to study the differing market positions of SNSs. 
This  initial research  is  focused on understanding, defining and delimiting the object of study (social 
networking  services)  and  provides  a  starting  point  for  further  elaboration  (perhaps  using  social 
networking  theory  as  a  theoretical  framework)  and more  extensive  empirical  examination.   More 
services need to be studied, and the  limited  focus on the enabling software functions and features 
needs  to  be  extended  to  include  patterns  of  usage  of  the  services.    These  types  of  studies  are 
becoming  widespread  at  the  present  time.    However,  our  six  characteristics  also  provide  a 
preliminary  basis  for  understanding  differing  orientations  and  market  strategies  of  the  various 
services.    Positioning  of  the  service  in  relation  to  the  various  categories  can  help  to  in  the 
understanding of where its principal focus lies, and could in principal be measured and mapped to a 
six‐cornered graph.   The service’s enabling software  features and  functions explain how  its owners 
and user community operationalize this position.   Patterns of usage (not studied here) explain how 
the market orientation of the service  is perceived and enacted by  its users.   These theoretical tools 
can  help  to  understand  the market  position  of  the  service,  its  branding,  user  segment,  revenue 
model,  user  behaviour,  relationship  to  social  networking  conducted  in  the  physical  world, 





































































With  the emerging evaluation of  information  systems  (IS)/information  technology  (IT)  as  strategic 
enablers,  this  paper  critically  reviews  the  literature  relating  to  the  strategic  drivers  of  IS. 
Understanding  the  importance  of  IS  drivers  can  be  critical  in  designing  IS  strategy  within  an 
organisation,  even  though  most  organisations  are  diverse  in  their  environments  and,  likewise, 
diverse regarding which drivers are significant for decision makers. Thus, taxonomies of IS’s strategic 
drivers will be produced from both the academic literature and published case studies. In this way, a 
classification of drivers as  they  relate  to organisational strategic  focus has been developed  to help 
understand  which  drivers  are  needed  for  obtaining  a  specific  focus.  The  result  of  this  paper  is 
taxonomy of strategic information systems planning (SISP) drivers regarding the strategic focus of IS, 





Developing  strategies  for  business,  or  even  for  information  systems  (IS)  as  a  part  of  business,  is 





effectiveness,  and  competitiveness  (Turban  et  al.,  2005).  Second,  this  way  should  contain  a 
formalised set of benchmarks (Robson, 1997). Turban et al. (2005) suggested that an IT strategic plan 
has  three  objectives:  aligning  with  the  business  strategic  plan;  enabling  users,  applications,  and 
databases to be networked and integrated by providing IT architecture; and supporting IT projects so 
that  they are  completed on  time, within budget, and with  the  required  functionality by efficiently 
allocating  the  IS  development  resources  of  these  IT  projects.  Thus,  the  planning  process  can  be 
influenced by IS/IT roles.   
Some have suggested  that  IS/IT should  form part of  firms’ strategy,  in accordance with  IS/IT  roles. 
These roles are administrative, operational, and competitive. The IS/IT automation of accounting and 
control  functions  is an example of  its administrative  role. This  role  requires  the deployment of an 
efficient  IS/IT platform  for  administration  and  control  regarding  the  strategic management of  the 
organisation.  The  operation  role  is  as  encompassing  as  the  administrative.  This  role  creates  and 
deploys technology within the organisation, which, in turn, facilitates the automation of the business 
processes  of  administrative  activities.  This  role  requires  the  deployment  of  IT  infrastructure.  This 
requirement  also  helps  in  determining  a  business  strategy  (Henderson  &  Venkatraman,  1999; 
Morgan,  2002).  The  competitive  role  focuses  on  efficiency.  It  increases  the  capability  of  IT/IS 
attributes  to achieve new  sources of  competitive advantage  in  the market by deploying new  IT/IS 
applications.  This  role  has  a  significant  impact  on  organisational  transformation  (Henderson  & 
Venkatraman, 1999). It supports an organisation’s ability to increase its IT/IS capability. Nevertheless, 
global organisations  require a planning  team  that balances different  issues,  such as  roles, drivers, 
systems,  and  approaches  to  strategy.  So  understanding  global  systems  is  necessary  for  global 
organisations in order to ease the exchange of information in a global environment.    
An  inter‐organisational  system  (IOS)  concerns  the  exchange of  information between  two or more 
organisations  as  the  requirement  for  global  business  alliance  for  global  firms.  This  system  also 
connects  organisations  situated  in  more  than  one  country  and  can  be  used  by  international 
organisations, multinational  companies,  and  virtual  global  firms  to  complete  business‐to‐business 
(B2B) or business‐to‐customer (B2C) operations through the Internet. Some important drivers behind 
the use of an IOS are reducing costs, increasing the effectiveness of business processes, and reducing 
the  time  needed  for  transactions.  Some  benefits  are  avoiding  routine  costs,  reducing  errors  in 
information flow, saving time with business transactions, avoiding paper processing, and facilitating 
the  use  of  information.  Another  important  benefit  of  IOS  is  that  it  improves  the  relationships 
between customers and suppliers. It can also be built into private or public networks (Turban et al., 
2005).  A  comprehensive  framework  proposed  by  Ives  et  al.  (1993)  also  applies  global  business 
drivers, such as  joint resources, risk reduction, global products, quality, suppliers, and customers to 




planning  elements  to  its  strategic  level  where  the  organisational  vision  and mission  are  stated. 
Therefore,  organisations  can  create  a model  that  supports  their  integration  by  building  a  good 
planning team. Stough et al. (2000)  illustrated the  importance of a team  in the planning process by 
describing  the  ‘virtual  team’ and  showing how  it  can  incorporate  technology  to  support  the  team 
through  the  planning  process.  Consequently,  keeping  in  mind  the  importance  of  the  role  of  a 
planning team, this paper classifies the  IS strategic drivers as a tool  for the planning team. Table 1 
shows the classification of IS strategic drivers with explanations. 
These  drivers  are  classified  according  to  business,  IS,  and  global  business.  The  strategic  level  of 
planning,  as  a  focus  of  this  paper,  leads  the  authors  to  consider  vision  statements  in  the 


















































































connected, and  they must be  considered  in  the planning process. The business process driver,  for 






















































Skandia Re‐insurance  Earl (1996)  √ √   √ √ √
A Insurance Company  Galliers (2003)  √ √ √ √    √ √ √
Adidas  Retail Technology Quarterly (2005) √ √ √ √ √  √ √ √ √ √ √
General Motors (GM)  Hoffman (2007)  √ √ √ √ √ √  √ √ √ √ √
Piper Jaffray Companies  Darling (1996)  √ √ √  √ √ √ √




be  covered,  such  as  strategic  analysis,  competitiveness,  and  aligning.  Positive  IS/IT  planning  requires 
justifying IT/IS strategic drivers. Thus, we must understand these drivers using “how” and “why” questions, 
as well  as  the dimensions  that may  affect  such  justification using  “what” questions  as expressed  in  the 
context, content, and process (CCP) framework for IS evaluation (Irani et al., 2008). Therefore, a case study 
strategy must be used. Case studies suggest  that business and management  research should  result  from 
both  theoretical and practical  issues. They distinguish between basic  research  (which  is a more scientific 
approach) and applied research (which  is a more practical approach in  its purpose and context) (Saunders 
et al., 2003). A single case has been selected for studying and focusing on IS/IT strategic planning. X Airlines 
was  chosen  for  this  case  study because  its  IS/IT  is  comprehensive  in  implementation  and  important  for 
survival. The objective of  this study  is  to  investigate  the  justification  for  IS strategic planning drivers and 
techniques. This was accomplished by  interviewing high‐level managers and  IT managers. The case study 
strategy was  selected  because  it  is  the most  practical  for  business  and management  research.  It  uses 
empirical  investigation of a specific phenomenon  in real  life,  in addition to multi‐source methods of data 
collection.  It helps to achieve greater understanding of the research context and process.  It supports the 
“why,”  “what,”  and  “how”  questions  because  of  its  ability  to  use multi‐methods,  such  as  interviews, 
document analysis, and observation, to collect data (Yin, 2003).  
There  were  seven  interviewees.  Three  of  these  interviewees  were  from  IT—namely,  the  vice  chief  of 
information systems for strategy (ISP), the system manager for IT network planning (ERP), and the system 
manager for systems  integration (IP). Three managers were from business—namely, the vice president of 
corporate  services,  the  senior  manager  for  global  projects  (GNP),  and  the  senior  manager  for 
communication  systems  (CIS).  The  seventh  interviewee  supported  and  coordinated  the  connection 
between the  interviewer and the  interviewees and collected some  IT strategic documents. The  interviews 
were conducted in a systematic way, starting with IS activity, in order to understand the available activities 
in  it  and  how  it  works.  All  the  interviews  were  semi‐structured  interviews  because  of  the  need  for 
understanding  the  situation  and  for  giving  the  interviewees  direction  to  provide  as much  information 




Regarding  increasing  competitiveness  within  the  airline  industry,  the  business  has  developed  into  a 
complex environment where planning should be comprehensive. X Airlines believes that comprehensive or 
integrated planning is needed to obtain and sustain a suitable position within the industry, especially with 








al.  (2004),  Robson  (1997),  and  Pant  and  Hsu  (1999). What was  left were  the  tools—the  translation  of 




past.  Many  strategies  existed,  but  sufficient  funding  was  not  available  to  implement  the  necessary 
strategies. Therefore, both human resources and finance availability are extremely poor. This  led to a lack 
of  inter‐organisational  and  intra‐organisational  collaborations  as  strategic  communication.  Nonetheless, 
planning strategically for global business without a decision‐making requirement has caused the company 
to  lose  its  competitiveness  as  a  global  company.  Because  sufficient  data was  not  available  for  decision 
making, the benefits, requirements, and drivers have not been identified for the strategic planning of IS/IT 
in the company. This has led to a misuse of IS/IT. Consequently, the company has not been as competitive 
as  it should be. As one  interviewer said,  ‘The drivers, motivations, though,  I don't believe that they are as 
strong  as  needed.  Drivers  are  external  –  there  are  external  factors’.  The  following  sections  show  the 
position of X airlines in analysing the IS strategic drivers.     
3.1 IS Strategic Drivers in X Airlines   
Table 3  reviews  the SISP drivers  from  interviewees’  insights  (ISP, ERP,  IP, CIS, and GNP) as  the  interview 
agenda was  formulated. This  framework  for evaluation of the SISP techniques attempted to evaluate the 
assessment of SISP techniques  from the views of different stakeholders. Table 4 shows the  interviewees’ 
insights regarding SISP drivers to assess SISP techniques. The authors considered the Miles and Huberman 
(1994) scales  for  its similarities as high  importance  (!), medium  importance  (%), and  low  importance  (∀) 
because there are three  levels of  importance  in describing the drivers of SISP within X Airlines; the empty 
cells indicate that the interviewees provided no information. 
 
Driver  ISP ERP IP CIS  GNP
Users’ politics  % ! % !  !
Time  ! % ! !  %
Budget and cost  ! % ! !  !
IT architecture  ! ! % !  !
Business process (cost, time, and effectiveness) ! ! % %  !
Executive skills and commitments  ! ! % %  !
Global business and geographical factors  % ! ! !  %
Nature of the organisation  % % ! !  %
Importance of IS  ! ! ! !  !
Organisation situation  % % ! !  !
Joint resources  % % % !  %
Risk reduction  % % ∀ %  !
Global products/services  ! % ! !  %
Quality  ! % % !  !
Suppliers  ! % ∀ !  %





Interviewees provided both  similar and different  insights, as has been  shown  in Table 3, but  the  shared 
similarities are fewer regarding SISP drivers. Most of these drivers are considered to be of high or medium 
importance  within  the  X  planning  process.  So  far,  the  differences  between  the  interviewees’  insights 
relating  to  many  drivers  are  not  significant,  such  as  time,  users’  politics,  suppliers,  and  corporate 
customers.  Time,  for  instance,  has  been  identified  by  Hartono  et  al.  (2003)  and  Robson  (1997)  as  an 





company  by  the  year  2010.  This means  that we've  a  very  challenging  time  frame’.  The  GNP  said  the 






To  take  risks  is  dangerous.  It means  complete  change  of  the  reservation  system,  complete  change  in 
aviation  and  labour  system,  complete  change  in  human  resources  system  and  complete  change  in 
maintenance system at the same time. Yes, it is risky, but it is not in consideration’. 
As mentioned in the Table 1, the importance of IS depends on how much organisations rely on information. 











ISP IP CIS GNP ISP IP CIS GNP  ISP  IP  CIS GNP
Users’ politics  ! ! ! !     !  ! !
Time  ! ! ! ! ! ! !  !  !  ! !
Budget and cost  ! ! ! ! ! !  !  !  !
IT architecture  ! ! % ! ! % !  !    % !
Business process (cost, time, and 
effectiveness) 
!  !  !  !  !  !  !  !  !  !  ! 
Executive skills and commitments  ! ! ! ! ! !   !  !  !
Global business and geographical factors  ! ! ! ! ! !  !  ! 
Nature of the organisation  ! ! ! ! !   !  !  !
Importance of IS  ! ! ! ! ! ! !  !  !  ! !
Organisational situation  ! ! ! ! ! ! !    !  !
Joint resources  ! ! ! !  !  !  !
Risk reduction  ! ∀ ! ! !     !  !
Global products/services  ! ! ! ! !    ! 
Quality  ! ! ! ! ! ! !  !  !  !
Suppliers  ! ! % ! ! ! !  !   
Corporate customers  ! ! ! ! ! ! !  !  !  !
Table 4.   X’s SISP Drivers vs. Strategic Focus 
While the connection between the strategic focus and the SISP drivers  is one of the criteria for evaluating 






these  insights  give  a  rank  of  high  importance.  Even  though  most  of  the  interviewees’  insights  were 
different,  they  all  ranked  some  drivers  as  being  of  high  importance,  such  as  executives’  skills  and 












insights were ranked with high  importance. Despite the  fact that most of the  interviewees’  insights were 
similar  in some drivers— they all ranked some drivers as being of high  importance, such as time, business 
process,  and  the  importance  of  IS—the  IP,  CIS,  and  GNP  did  not  consider  suppliers  to  be  important, 
whereas the  ISP considered them highly  important. Additionally, both the CIS and GNP considered global 
business  and  geographical  drivers  unimportant,  whereas  the  ISP  and  IP  both  ranked  them  as  highly 











criteria  for evaluating  IS  strategic planning  techniques  to  support decision makers  through  the planning 
process.  In other words,  implementing  such  taxonomy may  support  successful practical  implementation 
because  it considers different  stakeholders’ points of view. Such  stakeholders may be  rich  in knowledge 
and may have broad points of view  regarding  the  improvement of  IS drivers.  Implementation  should be 
structured and built in a systematic way with an understanding of the circumstances and environment. 








• Justification  for  investing  in  IS  and  identifying  the  critical  criteria  for  IS  evaluation  is  important  in 
evaluating  IS. This  can be done by understanding both  the goals and  the business of an organisation 
through IS activity to obtain and realise the involvement of IS activity at the strategic level.   
• A  team  responsible  for  IS  strategic  planning  should  be  developed  after  understanding  that  IS 



































































stated  that  the  research  suggests  different  explanations  and  differs  in  how  alignment  influences  firms’ 
performance. In this paper, we present results from an  investigation among firms  in Slovenia  in which we 
asked about how they perceive that their business strategy and information strategy were aligned to each 
other. Respondents’  statements about alignment were  then checked against  the  firms’  turnover growth. 






improves business performance  ‐ some studies provide a  rather anecdotal evidence, such as  (Plomp and 
Batenburg 2009; Smits, Fairchild et al. 2009), while others, such as (Chan, Sabherwal et al. 2006), a more 







is  a  positive  relationship  between  alignment  and  perceived  IT  business  value.  From  this  discussion we 
formulated  the  following  research question: Does alignment of business and  information strategies have 
impact on firms’ business performance? If so, is it a positive or a negative one? 
Our  interest  is to further explain statements from Renaud and Kalika (2008) as well as from Tallon (2007) 
and  from  empirical  data  investigate  whether  alignment  between  business  strategies  and  information 
strategies influences firms’ business performance. The conceptual reason for the need of the investigation 
is  also,  as  Marchand  and  Raymond  (2008)  put  it,  the  fact  that  e.g.  as  opposed  to  a  performance 




course,  we  acknowledge  that  organizational  (e.g.  trust/mistrust  (Allen  and  Wilson  2003))  and 







sample and  the methodology used. The  fourth section  then contains  the  results  from  the analysis of  the 
data.  Section  5  then  discusses  limitations  and  the  final  section  then  presents  some  conclusions  future 
research. 
2 A LITERATURE REVIEW ON ALIGNMENT 
The  literature on alignment describes different dimensions of alignment: strategic,  structural,  social, and 
cultural (Chan and Reich 2007).  In this paper, we focus on the strategic dimension of alignment. Strategic 
alignment  is  to  what  degree  the  business  strategy  and  business  plans  and  the  IT  strategy  and  plans 
complement  each  other.  Even  if  strategic  alignment  is  the  dimension  that most  often  is  said  influence 
performance  (Henderson  and  Venkatraman  1993),  Simonsen  (2007)  emphasizes  on  the  operational 
alignment between business needs  and  IT  solutions  and he  claims  that  top management  and how  they 
perceive that business value are gained  from  IT solutions  is of  importance  for how they see alignment  is 
fulfilled. 
Henderson and Venkatraman  (1993) describe  strategic alignment  from  two building blocks. The  first  is 
functional integration, which basically is what they label strategic integration and that is described as the 
link  between  business  strategy  and  IT  strategy.  The  second  is  strategic  fit,  which  is  also  labeled 
operational integration and that is the link between organizational infrastructure and IT infrastructure.  
Chan et  al.  (2007)  state  that both  strategic  and  structural  alignment  influence performance. There  is 
critic of alignment research that state that since strategy is not a clear concept, which is also influenced 
by turbulent unpredictable circumstances, alignment does not succeed (Vitale, Ives et al. 1986). In fact, 
it can be stated  that  there are at  least  three different types of situations when  trying  to align  IT with 
business strategy  is more problematic. The  first  is when a  firm  tries  to align  IT with business strategy 




Chan  et  al.  (2007)  emphasizes  on  the  fact  that  alignment  has  been  conceptualized  in  various  ways, 
however, most definitions state that alignment  is the degree to which the mission, objectives, and plans 
contained  in  the business  strategy are  shared and  supported by  the  IT  strategy. This  is  in  line with  the 
definition that Henderson and Venkatraman (1993) give when they define alignment as: the degree of fit 
and integration among business strategy, IT strategy, business infrastructure, and IT infrastructure. Tallon 






Renaud and Kalika  (2008) state that there exists a consensus – both  in  literature and  in practice – that 
alignment  between  IS  structure  and/or  strategy  and  business  strategy  impact  performance  positive. 




and  the  IT  plan,  2)  examining  the  fit  between  business  needs  and  information  systems  priorities,  3) 




This exploratory paper  is based on a questionnaire  survey conducted  in Slovenia  in May and  June 2007. 
Questionnaire  forms accompanied by cover  letters were mailed to randomly selected companies. Lists of 





1200 mailings,  i.e.  the  response  rate was 10,9 %.  The  sample  size,  the  response  rate,  and  the  research 
methodology deployed are comparable to (Johansson and Sudzina 2009). 
The  research question  is whether  the alignment of business and  information  strategies matters when  it 
comes  to  firms’ business performance.  In order  to answer  the question, we  investigate  the  relationship 
between the alignment and the turnover development. Turnover development is relatively easy to measure 
and, at the same time, it describes the business performance reasonably well. Turnover development, not 
turnover  in  a  particular  year, was  chosen  in  order  to  observe  company  growth  and  to make  numbers 
comparable. Accounting only for turnover would most likely lead to biased results, since we would compare 
turnovers  of  companies  of  different  sizes.  (The  company  size may  correlate  with  the  alignment  fit  of 
business and information strategies.) Maybe net profit development would describe the performance even 
better but companies are usually not too willing to share this  information. Moreover, the value might be 





The  definition  of  company  size,  which  we  used,  states  that  companies  from  10  to  49  employees  are 





Out  of  the  131  companies,  58  stated  that  they  have  information  strategy.  The  fact  that  only  44 %  of 












Alignment\turnover  Negative  0% 0‐5% 5‐10% 10+% Total 
1  0  0 0 1 0 1 
2  0  0 0 0 0 0 
3  1  4 3 3 1 12 
4  2  2 6 9 12 31 
5  1  1 0 2 5 9 
Total  4  7 9 15 18 53 
Table 1. Turnover development and alignment of business and information strategies 
Although one might conclude from this table that the value of chi‐square statistics  is 13,54, the related p‐
value  is 0,331, therefore there  is no significant relationship  in the data, we are aware of statistical power 

























Alignment\turnover  <5%  >5% Total
Mediocre (3)  8  4 12
High (4‐5)  12  28 40
Total  20  32 52
Table 2. Turnover development and alignment of business and information strategies 
 
There  is  a  relationship  between  the  alignment  and  the  turnover  development,  the  value  of  chi‐square 




Another,  unintended,  observation  is  that  the  alignment between  business  and  information  strategies  is 
rather  high.  About  a  decade  ago  (Rosa  1998;  Luftman,  Papp  et  al.  1999)  pointed  out  that  given  the 







assume  that  subjects,  who  responded  less  readily,  are more  like  non‐respondents  (Pace  1939).  “Less 
readily” means answering later, or as requiring more prodding to answer. Since we did not remind or urge 
respondents  to  reply, our  less  readily  respondents  are only  late  respondents.  So we  compared whether 
there  is a significant difference between early and  late respondents. Altogether, we consider the  first 90 
responses (who answered by the time we requested) to be early responses, the remaining 41 responses are 
considered  to be  late. There  is no  significant difference  in early and  late  respondents when  it  comes  to 
percentage of companies with information strategy, alignment, and turnover growth. To be more specific, 
as for information strategy, the value of chi‐square statistics is 1,17, the related p‐value is 0,280; as for the 
alignment,  the  value  of  chi‐square  statistics  is  1,35,  the  related  p‐value  is  0,718;  as  for  the  turnover 




the  evaluation  of  alignment  between  business  and  information  strategies was  not  explicitly  specified, 
there  it  can  be  assume  to  describe  the  situation  in mid‐2007.  In  our  opinion,  the  alignment  does  not 
change drastically  in time, since we deal with strategic (long‐term), not tactical  (short‐term), plans, so  it 
does not constitute a serious problem. 
Moreover, we  asked only  about one person’s opinion per  company. As  for  the  future  research,  several 
comprehensive questions about particular aspects of the alignment (such as the ones proposed by Khaiata 




On  the  other  hand,  the  questionnaire  survey  was  mainly  focused  on  ERP  systems  selection  and 
implementation, the questions analyzed in this paper appeared to be only of descriptive nature, so even if 
the “interest hypothesis” (Franzen and Lazarsfeld 1945; Benson 1946; Edgerton, Steuart et al. 1947; Donald 






From  this  it  can  be  concluded  that  the  positive  link  that  for  instance  Tallon  (Tallon  2007)  claims  exist 
between  alignment  and  performance  was  supported,  while  we  did  not  find  support  for  the  counter 
argument that Renaud and Kalika (Renaud and Kalika 2008) claim about alignment and firms performance. 
One  reason  for why we did not  find  any  significant  relationship  supporting  the  claim  from Renaud  and 
Kalika could be that they focus on prospective strategic behavior in firms, which means that in these firms, 
it is even more important to find what Tallon (Tallon 2007) describes as the “right” fit and not just a “tight” 
fit.  From  these  conclusions,  it  can  be  stated  that  future  research  in  this  area  would  benefit  from 
investigating  the  alignment  relationship  between  different  types  of  business  strategy  in  relation  to  a 
measurement of firms performance such as turnover growth.  
Future  research  could  also  account  for  the  approach  used  for  information  strategy  formulation  and 
implementation, as described  in  (Salmela and Spil 2002), since  it may  impact  the actual alignment and 
possibly also the business performance. There may be a difference between companies which school of 
thought  they  implicitly  use  ‐  information  strategy  supporting  business  strategy,  synchronization  of 
information and business  strategies,  convergence of  information and business  strategies, etc. Another 
suggestion  for  the  future  research  is  to  measure  the  relationship  between  the  alignment  and  the 






























































































change  of  objectives, modified  variety,  new  objects  and  business  processes,  etc. With  the  objective  to 
control  strategic  alignment  of  information  systems,  we  propose  an  approach  based  on  our  extended 






between business processes  and  activities,  the  resource  interdependence of  entities  and objects of  the 
enterprise,  the  coupling between  the capabilities and  resources, etc. We propose  to use  the COBIT best 
practices for driving  IT processes. Thus we add the abstract concept "objective" which will be specialized. 












an  organization  are  briefly  presented  in  Figure  1.  In  the  objective  to  control  strategic  alignment  of 
information  system,  we  propose  an  approach  centred  on  the  enterprise  meta‐model  ISO/DSI  19440 
extended  (ISO  / 19440 2007). This extension  integrates  the necessary structures  for developing systemic 
tools, based on the structural paradigm  in order to better  lead the evolutions of the  information system. 
The  latter  is  an  important  component of  an organization  and  its  constituents  include  the  software,  the 
equipment,  the  procedures  and  the  persons.  The  information  system  (IS)  coordinates,  thanks  to  the 
information,  the  activities  of  the  organization  and  thus  allows  it  to  achieve  its  objectives.  It  is  the 
coordinator of  the  communication  in  the organization.  Furthermore,  the  IS  represents  all  the organized 
resources to: collect, store, treat and communicate the information. 
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The  strategic  alignment  of  information  systems has  been widely  studied  by  researchers  in  the  last  two 
decades  (Lederer  and  Sethi  1992),  (Earl  1993).  The  research  in  this  area  includes  studies  prescribing 





discusses  the  ISO 19440 meta‐model  to understand  the  facets of  strategic alignment and  integrates  the 
structural  vision  for  the  edification  of  systemic  tools  for  better management  of  the  evolution  of  the 
information system.  In section 4, a variety of algebraic structures  is proposed. For each class of structure 






The  strategic  use  of  information  technology,  better  known  as  strategic  alignment,  has  significantly 
increased due to the extreme dependence of the organization of the activities with respect to information 
systems  and  their  technology  supports.  Strategic  alignment  is  considered  a  key  element  to  improving 
organizational performance in order to increase the effectiveness and efficiency and allow organizations to 
be more competitive  in  their  respective  industries. The  term  "strategic alignment" expresses  the  idea  to 
establish  and  follow  a  course.  This  is  to  coordinate  the  strategy  of  the  information  system  with  the 
company’s  business  strategy  (CIGREF  2002).  Lederer  and  Sethi  (1992)  define  strategic  alignment  of 
information systems as “The process of deciding the objectives of organizational computing and identifying 
potential  computer  applications  which  the  organization  should  implement”.  Other  approaches  define 
strategic  alignment  according  to  the  following  quotation:  “The  alignment  process  refers  to  an 
organizational process where  the mission, goals, objectives, and activities of  the  IS  function  change over 
time in parallel with changes in the organization” (Henderson and Venkatraman 1999) (Ward and Peppard 
2002).  There  are  four  important  goals  for  engaging  in  the  formulation  of  the  strategic  planning  of 
information systems (Lederer and Sethi 1988); (Ward and Peppard 2002) : 
‐ Alignment: identifying computer applications that could help the enterprise achieve its business goals, 







One of  the  first  steps  towards  strategic alignment  is  to have  tools  to measure  it. Current approaches of 
evaluation,  although  primarily  focused  at  the  strategic  levels,  provide  little  delicacy  at  the  tactical  and 
operational levels, which are identified as important areas for achieving strategic alignment. Besides, most 
existing approaches are tested in big organizations and there is little research to evaluate the effectiveness 




The  business  concept,  as  understood  in  the  context  of  business modeling,  refers  to  a  set  of  organized 
activities implemented by sociotechnical resources in the context of an identified purpose. In such systems, 
the  financial  dimension  is  usually  present,  either  in  terms  of  gain,  or  rather  consumption  of  financial 
resources. 
We see the enterprise as a system,  in the systemic sense. The enterprise  is a system that operates  in  its 
environment and pursues goals (profit, power, durability ...), and organizes itself to achieve them (defining 
action plans, budgets…) with management and control structures. The enterprise is also a set of subsystems 
interacting  with  each  other.  Business modeling  is  an  indispensable  study  of  organizations  in  order  to 
improve  their performance as  it can  represent the company, according  to an abstract multi views.  It  is a 
practice  that  guarantees  the  enterprise  to be  able  to  collect  information  and  to  intelligently  pursue  its 
objectives. Research efforts of the 1990s led to a standardized framework to meet the needs of a systemic 
approach of the enterprise. 
Many  languages  and methods  have been developed,  such  as  CIMOSA  (CIMOSA  1996), GERAM  (GERAM 
1988), IDEF  (NIST 1993), GRAI (Schekkerman 2003), BPDM (OMG 2005), Standards : ISO 14258, ISO/15704, 
ISO/TR/10314, ENV/12204, ENV/40003. Currently,  for  the sake of unification, many studies contribute  to 
the  definition  of  a  unified  language  for  enterprise  modeling  (Unified  Entreprise  Modeling  Language) 
(Vernadat  2001) ,  (Gudas  et  al.  2005).  These  modeling  approaches  address  the  organizational, 
informational and human aspects . For example, the standard ISO/14258, concepts and rules for enterprise 
models,  (ISO/14528  2003)  proposes  a  systemic  approach  of  the  enterprise.  The  standard  ISO  /15704 
(ISO/15704  1998),  Requirements  for  enterprise‐reference  architectures  and  methodologies,  (ISO/15704 
2005)  addresses  the  requirements  expected  from  an  enterprise  modeling  architecture;  the  standard 
ENV/12204 proposes an  initial specification of  the necessary elements  for  the modeling of  the  following 




the business modeling  in accordance with ISO 19439. ISO 19440  identifies seven stages  in the  life cycle of 
models:  the  definition  of  the  studied  area,  the  definition  of  necessary  concepts,  defining  business 
requirements, model design, implementation of the model, using the model in the operations, withdrawal 
or cessation of operations. It offers four views on these models the organizational view, the informational 
view,  the  functional view and  the view of  resources. The  informational view  is  the  representation of  the 
Information System data. The organizational view focuses on strategy of the enterprise. The functional view 
focuses on the processes. The view of resources  is related to the resources used by business processes of 
the  enterprise.  The  ISO/DSI  19440  standard  proposes  a  set  of  modeling  elements  to  represent  the 
company. It is oriented towards modeling by process. In this section we present the meta‐model proposed 
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in  the  ISO  / DIS 19440. This model  is  shown  in  figure 2;  it  integrates  the  four points of  view. One  area 





behaviour of a business process. They define  the  constraints on  scheduling, and dependencies between 






The COBIT  referential,  (Control Objectives  for  Information and Technology)  (ISACA 2008) was  created  in 
1996 by  ISACA (Information Systems Audit and Control Association). This referential provides a reference 
framework and a  set of  tools  for  controlling and monitoring  the governance of  the  information  system. 
COBIT is based on a set of good practices, which proposes to establish a process‐oriented steering of the IS 
in  order  to  contribute  effectively  to  the  alignment  of  technology  on  business  strategy.  The  COBIT 



























the original meta‐model. The basic borders of  alignment  are  at  interactions  and  couplings between  the 
different views of  the meta‐model. The  interaction between enterprise business and resource shows  the 
alignment <process, activity | resource>; the coupling business process, enterprise activity and object view 
relate  the  alignment  <process,  activity  |  information>;  the  interdependence  of  resource  entities  and 









driven by objectives  (figure 6). We  recall  that  the construct "objective" has been proposed  in 19440  ISO 
functional aspects; however,  links with decision‐making centers and metric measurement are not explicit. 
We  will  also  add  a  specialization  of  Functional  Entity  to  model  processes  information  technology  (IT 




















has an  important  input from the structural paradigm (structuralism), which  in  its mathematical projection 
gave rise to several unifying structures: algebraic structures  (group, monoid, dioides), structures of order 
(lattice), and topological structures based on the concept of neighborhood. The systemic tools that are the 
basis  of  structuralism  draw  their  representation  strengths  in  these  three  types  of  structures,  or 
combination  of  these  reference  structures    (such  as  algebraic  topology).In  the  best  practices  of  the 





we  propose  the  construction  of  the  structural matrices  and  initiate  analysis  permitted  by  appropriate 
structures. 
The  structures we  suggest  in  this work  are  divided  into  two  categories:  structures  that  allow  a  single 
reading of  the matrix structural analysis, namely the Galois  lattice  (order structure with closure concept) 
and  the method Q‐analysis  (structure  from  algebraic  topology)  (Atkin  1974).  The  other  category  called 
“structural  decomposition”  allows  prioritizing  the  structural matrix  (order  or  pre‐order  structure).  This 
decomposition  uses  the  similarities  or  dissimilarities,  coupling  indices,  and  ranking  algorithms.  In  this 
category  several  decomposition  algorithms  are  referenced:  analysis  of  similarity,  minimum  tree, 
hierarchical  ascending  classification,  etc.. Various  types of  coupling  can be measured: process  / process 
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Galois  lattice L  (C) of  the context C. A Galois  lattice  is a  formal concept derived  from a  relation R.  It  is a 
particular structure of a graph. A  lattice  is a directed graph without cycles and  includes a minimum node 





the  subsets  of  attributes  P(A)  induced  by  the  relation  R.  The  function  Φ  combines  all  the  common 
attributes  to  a  set  of  objects Ψ  ,  the  dual  function  of Φ,  associates  all  common  objects  to  a  set  of 
attributes : 
}{ aoXAaXXAPOP ℜ∈∀∈==Φ→Φ ,/')(),()(: ο             
}{ oaYaOoYYOPAP ℜ∈∀∈==Ψ→Ψ ,/')(),()(:  




‐  )(xx ℜ≤  (ℜ  is extensive) 
‐ si  yx ≤   alors  )()( yx ℜ≤ℜ (ℜ  is monotone increasing) 
‐si  ))(()( xx ℜℜ=ℜ (ℜ  is idempotent) 
An element x of E is closed for ℜ  if and only if   x=ℜ (x) 



















from  structural paradigm. We have  shown how  the Galois  lattice structures can be used  in  this context. 
Other structures have been discussed in this work and are the subject of our current research. Admittedly, 
this  work  emphasizes  only  fundamental  aspects;  we  have  put  in  place  a  strategy  for  deployment  of 




































































the  upstream  and  downstream  supply  chain,  as well  as  in‐store  ones,  can  become more  accurate  and 
simplified even eliminated, returning crucial profits to them. Indeed, some warehouse processes that imply 
significant human effort and time can be amplified due to this arisen technology. This paper refers to the 







new  information  technologies  should  be  perceived  and  positioned  as  a  catalyst  for  better  warehouse 
practices and not as a cost of a business or as a voluntary responsibility.  
Nowadays, the emerging Radio Frequency Identification (RFID) technology is expected to revolutionize the 
warehouse operations. Empowered by  the possibility  to automatically  identify unique product  instances, 
RFID gives a great set of improvement opportunities across different dimensions of the warehouse (such as 
receiving, picking, shipping etc).  It  is  inevitable  for a great number of companies, even  the small ones  to 
stay unaffected by this overwhelming technological wave that occurs in the traditional business processes. 
As  such,  several  companies  (e.g. Metro,  Tesco, Rewe) have pilot‐tested  the  technology or have  already 
started  roll‐out. Moreover,  there  is a  large number of white papers and  reports published  recently  that 
either  focus  on  related  technical  aspects  or  are mainly  qualitative  studies  of  business  cases  for  RFID 
deployment (Angeles, 2005; Jones et al., 2005; Curtin et al., 2007; Attaran, 2007; Reyes and Jaska, 2007). In 




















computer chip with an antenna. Suppliers attach these  tags  to  logistic units  (palettes, cases, cartons and 
hanger‐good  shipments)  and,  in  some  cases,  to  individual  items.  Logistic  units  and  individual  items  are 
identified by the Electronic Product Code (EPC). A RFID reader is used to identify the EPC stored on the RFID 
tag (Loebbecke 2007). The antenna enables the microchip to transmit the object information to the reader, 
which  transforms  it  to a  format understandable by computers  (Angelles 2005). RFID applications  include 
access control systems, livestock management systems, automated toll collection systems, theft‐prevention 




providing  business  cases  for  RFID  deployments.  For  example,  IBM  Business  Consulting  Services  have 
published a series of papers (Alexander et al. 2003) on discussing the impact of RFID technology on supply 
chain performance with a focus on consumer goods and retail value chains. Topics of the white paper series 
range  from  analyzing  the  benefits  of  RFID  in  terms  of  improving  product  availability  at  the  retail  shelf, 
reducing  losses  associated  with  product  obsolescence,  product  shrinkage,  as  well  as  the  inventory 
inaccuracy, to articulating how RFID would affect the DC and store replenishment policies to achieve better 
customer services and at the same time reduce the inventory cost. Other reports of a similar nature include 
Agarwal  (2001)  and  Kambil  and  Brooks  (2002).  Research  on  the  impact  of  RFID  on  supply  chains  using 
analytical approaches  is still at an early stage. Moreover, such papers examine RFID potential  impacts  in 
different  contexts, with  little  attention  being  paid  to  the  exploitation  of  RFID  for  improving warehouse 
operations.  For  instance,  Lee  et  al.  (2004)  used  a  simulation  model  to  quantify  the  indirect  benefits 
provided by RFID  in  inventory reduction and service  level  improvement  in a manufacturer‐retailer supply 
chain  environment.  Similarly,  Fleisch  and  Tellkamp  (2005)  examine  the  relationship  between  inventory 
inaccuracy and performance by simulating a  three echelon  retail  supply chain with one product. Further 
developments in this direction are provided by Atali et al. (2005) who provide an extensive numerical study 
to quantify the potential values of RFID  in providing visibility to the discrepancy and shrinkage reduction. 
Gaukler  et  al.  (2006) propose  an  analytical model  to  assess  the  benefits of  ‘item  level  RFID’  for  a  two‐
echelon  retail  supply  chain. Wang  et  al.  (2008)  focus  on  the  analysis  of  simulated  impact  of  the  radio 





of  RFID  technology  by  analyzing  thoroughly  every  supply  chain  operation  that  is  to  be  redesigned  and 
justifying the RFID investment.  
3 METHODOLOGY 
According  to  McFarlane  and  Sheffi  (2003),  there  are  different  supply  chains  across  industries  and 
companies designed according to discrete product, capacity and collaboration issues. However, all of them 



















As  far as  the adopted methodology  is  concerned,  firstly an attempt  to  stencil  the basic  four warehouse 








and  picking,  it was  assumed  that  decision making  is  related  to  the Decision  Department  or  something 
similar, whereas labour‐ intensive operations like scanning, unloading and checking are associated with the 






the  scanning one, we have used appropriate  symbols. Finally, a  repeated  flow  is  indicated with a  curled 























This paragraph  includes  the  analysis of  the  as‐is warehouse processes. This helps  for understanding  the 
relationships  between  various  activities  and  identifying  processes  that  are  troublesome  and  can  be 
improved  by  the  deployment  of  RFID.  This  is  accomplished  by  interviewing  and  visually  examining  the 
processes –what really happens‐ that  includes queues, bottlenecks, and human errors, and as a result, by 
gaining  insight  into  the  problems  that  are  expected  to  be  improved  through  RFID.  A  description  and 




As  far  as  the  first  crucial  warehouse  operation  is  concerned,  we  assume  that  there  are  two  main 
departments or roles that deal with  it. The first is related to the decisions taken so that the process could 
follow the appropriate alternative flow any time and the second is associated with the staff which executes 
the orders  coming  from  the  former.  The  receiving process  starts when  a  container  carrying products  in 
pallets arrives and stops at the assigned docks outside the warehouse. Then, a check takes place from the 
WMS to find any discrepancy between the Bill of Lading (BOL) and the Purchase Order (PO). Thus, someone 
in  charge makes  a  decision  related  to  the  acceptance  of  the  findings.  The  process  stops  if  all  found 
divergences are  rejected, otherwise  the unloading  initiates. Normally, during unloading,  the products on 
the  bed  of  the  container  are  unloaded  and  delivered  by  a  forklift  truck  to  a  tentative  area  inside  the 
warehouse. Under current bar coding practices, the receiving clerk must scan each pallet. After the end of 
the  scanning,  a  check  takes  place  to  find  possible  discrepancies  between  the  BOL  and  actual  scanned 
pallets. If divergences are found, the labour counts all or a part of the freight in order to reveal or correct it. 








for  empty  picking  shelves where  cases  can  be  stocked.  Simultaneously,  pallets  are  putted  away  to  the 
storage  shelves. More  specifically,  the  latter  comprises  scanning,  loading  and putting away activities  for 
each pallet. After  that, pallets are selected  in order  to be decomposed  into cases and  fill  specific empty 
picking  locations. Hence,  the  storage process depends heavily on  intuition, experience,  spatial  skills and 











Picking process  initiates when orders are  received by a worker. After  their  confirmation gratified by  the 
existing  inventory,  one  responsible  generates  a  picking  list  for  each  store  and  then  for  each  employee 
according to the products’ positions and aisles. To each one is given a specific list which refers to a store’s 
consolidated orders and it could be consisted of more than one pallet. Thus, a recurrent sub‐process will be 
executed  until  all  pallets  are  completed.  This  comprises  labour  intensive  activities  such  as  picking  and 
scanning, which could be  susceptible  to human  intuition and crucial errors. Furthermore,  if a case  is not 
found, the worker will keep a notice and he will check it again at the end of the process. If the case could 



















of manually  scanning  each  unloaded  pallet  and  verifying  it with  the  purchase  order  and  the  shipment 
notification, RFID allows each received load to be identified and checked automatically as it passes through 
the  portal  readers.  Thus,  no  error  in  counting  could  be  occurred  and  the  need  for  double‐check  is 
redundant.  Also,  the  relabeling  of  products  to  continue  the  storage  process  is  not  necessary  anymore. 
Besides, RFID eliminates the incorrect receipt of damaged or covered barcodes since RFID readers are more 
reliable  than  traditional  scanners. As a  result, check‐in  time and  the  labour  intervention are  significantly 













possible  scanning error  and  convert  the process  into a more  accurate  and  less  labor  intense operation. 








the  picking  process.  Complex  stages,  namely  scanning  and  verification  of  the  items  picked  can  be 
automated. Scanning  in the picking process can be regarded as unproductive and duplicative. Verification 
consumes time, additional dock space and labor. RFID alleviates these ill effects of scanning and verification 























The  work  presented  in  this  paper  is  a  preliminary  effort  to  support,  in  a  systematic  way,  the 




of  the RFID  technology  implementation  and  investment. Thus, by  adopting  the AS‐IS  and TO‐BE models 
presented  above,  that  are  associated with  a  general warehouse  case,  one  could measure  time,  human 
resources  and  errors  in  order  to  reveal  the  cost‐benefit  effects  of  the  RFID  implementation.  More 
specifically, some findings could aim to indicate that most of the value RFID generates, when introduced on 
a process, comes from two sources. The first is the effect that RFID has on the internal value metrics of the 
process,  such  as  the  time  to  complete  the  receiving  process  or  the  labour  costs  of  the  warehouse 
processes. Secondly, the use of RFID  in a process can also have an  impact  in the performance metrics of 









































































to be a gap  regarding  the verification of  the efficiency of  tools  for understanding past decisions.  In  this 
paper we  posit  that  the  ability  to  perform decision  reconstruction,  using  a GSS  solution,  can  provide  a 
flexible  solution  to  the  problem,  but  only  if  the  information  model  underneath  it  is  able  to 
support/structure both ways the phases of a decision‐making process. Based on earlier work, we present a 
first  proposal  for  a  general  information model  to  support  the  decision‐making  process,  as well  as  the 
decision reconstruction process. We tested these ideas by setting a case study where we used a prototype, 





geographical  dispersion  of  the  decision  agents  (Power &  Sharda &  Kulkarni  2007).  By  virtualization we 
mean  the  process  of  incorporating  information  and  communication  technologies  and  their  exploitation 
towards  strategic  goals  (Kim  &  Son  &  Kim  &  Kim  2008,  Strader  &  Lin  &  Shaw  1998,  Venkatraman  & 
Henderson 1998).  In this context, group support systems  (GSS) are a natural solution  for the demands of 
the distributed organizations when  it  comes  to  support decision processes  (Bafoutsou & Mentzas 2002, 
Dennis  &  George  &  Jessup  &  Nunamaker  &  Vogel  1988,  DeSanctis  1993,  DeSanctis  &  Gallupe  1987, 
Nunamaker & Dennis &  Valacich &  Vogel & George  1991). GSS  are  recognized  to  facilitate  knowledge 
acquisition  (Kwok  &  Ma  &  Vogel  2000),  improve  decision  quality  and  quantity,  enhance  participant 









this  paper  a  first  attempt  towards  reaching  a  general  information  model  to  support  decision‐making 







In section 2, we  frame our  research problem according  to previous  literature. To overcome  the detected 
problems we define the constructs for a decision reconstruction  in section 3, as well as the details of the 
proposed model.  In section 4, we present the case study, namely  its settings, methodological groundings 
and  the  discussion  of  the  obtained  results. We  dedicate  the  last  section  to  final  remarks  and  future 
research considerations. 
2 DECISION RECONSTRUCTION 
The  importance  of  understanding  the  reasons  of  past  decisions  is  not  a  new  subject,  whether  for 
knowledge or for auditing purposes (Maier 2004, Turoff & Chumer & Hiltz & Klashner & Alles & Vasarherlyi 
& Kogan 2004a, Turoff & Chumer & Van de Walle & Yao 2004b, Turoff & Hiltz & Bieber & Fjermstad & Rana 
1999a).  For  instance,  a  system with  decision  reconstruction  capabilities  seems  particularly  adequate  in 




2005,  Stirton &  Lodge  2001),  empowering GSS  as  tools  for  public  consultation  and  external  scrutiny  of 
decisions.  Such  considerations  are  stated  in  the  European  Transparency  Initiative  (Commission  of  the 
European Communities 2006), as well as in the SOX. Such legislative actions put pressure to organizations in 
order  to  register  every  aspect  that  is  related  to  decision‐making,  namely  its  intervenients,  and 
organizational role, documents, process steps and even tasks that may not have started yet, easing future 
audits (Turoff 2006, Turoff et al. 2004a, Turoff et al. 2004b). 
However,  related  research  seems  to have been directed  to build  and use  visualization  tools  and not  so 
much to verify the efficiency of such tools in understanding past decisions. Research on expert systems also 
expresses the concern  for explaining  (rebuilding) decisions, embedding  it  into the explanation subsystem 
(Turban & Aronson & Liang 2005),  though  the specificity, normative character and development costs of 
such systems do not quite seem to fit the needs of collaborative work. We posit that the ability to perform 
decision  reconstruction,  using  a  GSS  solution,  can  provide  a  more  flexible  solution  to  the  problem. 




A GSS  solution  should  be,  therefore,  able  to  encompass  a multiplicity  of  approaches when  it  comes  to 
support different ways of building a collaborative discourse  (according to Turoff et al. 1999a). Such ways 
range  from  the  simple  question‐reply  pattern  to  more  elaborated  ones,  usually  supported  by 




internal or external  to  the organization,  to understand how a GSS supported group previously  reached a 
decision.  We  also  comprehend  decision  reconstruction  in  lato  sensu,  meaning  that  the  utility  of  the 
construct fits the needs of the organization’s internal users, as well as the external and usually independent 
examiners,  commonly  known  as  auditors. We  find  the  decision  reconstruction  concept  preferable  to  a 
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Beyond  the ability  to structure and support group  interaction  in different modes of group work, we  find 
that more properties are needed when the goal is decision reconstruction. One of the problems in decision 
reconstruction  is  the  incapacity  to  extract  the  details  of  a  discussion,  especially  if  those  details  are 
“flattened”. For instance, in a GSS voting environment, it is usual to expect the initial votes to change as a 
part of  the group process  (Turoff et al. 1999b). Nevertheless, even  if people are allowed  to  review  their 
votes (for  instance, after group discussion), when the decision  is made and results are exhibited, the final 
report  is deficient  in evidencing the progresses, changes of opinions (and by who,  if possible), convincing 
arguments, etc., which were made from the initial state of the discussion to its ending. In this case, a new 
group  iteration  (seen,  for  example,  as  the  moment  of  changing  a  vote)  substitutes  the  earlier  one, 
discarding the previous discussion scenario. 
3 A MODEL FOR DECISION RECONSTRUCTION IN GSS 
We posit  that a general GSS  information model  for decision  reconstruction needs  to be able  to  register 
(document) the in‐between steps of the convergence/consensus building. This type of behaviour resembles 
the capabilities of entity‐based versioning systems. Such systems can create versions of packages, classes, 
and even  individual methods of a complete system, during  its entire  lifespan (Robbes & Lanza 2005). This 
fine‐grained ability to version several types of elements fits the needs of our model, as it allows to perform 
an in‐depth registration of different elements (discussions, topics, convergence procedures, etc.). 
Another perquisite of our model  is  the possibility  to  link  information  among discussions,  as GSS usually 
organize discussions  independently,  though having  the possibility  for “copy/paste” of older contributions 
into a new discussion. The  loss of that association creates a barrier for decision reconstruction. We stand 
that  though  “copy/paste” mechanisms  are easy  to use,  they  should not only present  a duplicate of  the 
information, but, and more important, a link to the discussion where it was originated.  
We describe the proposed behaviour (structuring, versioning and discussion  linking)  in Figure 70.  In order 





In  the  particular  case  of  supporting  discussions  regarding  public  contracting,  a  system  based  on  the 
proposed model needs to guarantee that  information cannot be deleted, to preserve the transparency of 
the process. Instead, contributions need to be marked as “active” or “inactive”, in order to be considered in 
the group  analysis  (as  an  inactive  contribution  represents  a  “deletion” but without  information  loss).  In 










be addressed,  InfoUnits should also be specialized  to  represent users and their  roles during a discussion, 
such as arbitrators, mediators, negotiators, facilitators, etc. (as regarded in Kersten 2004). 
3.2 Meta‐data  
The meta‐data  hold  a  dynamic  list  of  properties,  automatically  generated when  creating  InfoUnits  and 
InfoConnectors,  ranging  from  automatic  indexing  information,  such  as  identification,  authoring,  time 
stamping,  etc.,  to  individual  information  (Losee  2006),  such  as  personal  annotations  or measures  for 
defining the affective value of  information objects  (Lopatovska & Mokros 2008). That sort of  information 
provides the elements needed to establish categorizations  in order to deepen contextual  information and 
to help users to understand, use and extract information, while narrowing possible information ambiguity 
(Lee 2004). Meta‐data also  constitutes  the bridge  to  fill  in  the gap of usual GSS  towards argumentation 
theory.  As  different  discussions  may  require  distinct  argumentation  structures,  Meta‐data  can  be 
specialized in order to encompass different argumentation models. As it is not possible to create InfoUnits 
without  associated Meta‐data,  InfoUnits will  always  comply with  the  selected  argumentation model  or 
template, thus enhancing the possibilities for faster and richer decision reconstruction, as the usual thread 




An  InfoConnector  is  the  “glue”  that establishes associations  among  InfoUnits  (and  their Meta‐data). The 
specialization of  this  element not only  allows  establishing  a multiplicity of  links  in order  to  capture  the 
relationships  among  InfoUnits,  which  can  belong  to  different  InfoConnectors,  but  also  enables 
InfoConnectors  to act as  information containers  (discussions,  topics, categories, etc.).  InfoConnectors can 
also establish  relationships among other  InfoConnectors. Some  types of  relationships among  InfoUnits or 
InfoConnectors  can  be:  response,  dependence,  version, merging,  etc.  This  information  element  is  also 
responsible  for establishing  the  context of  InfoUnits, as  they are  responsible  for establishing  constraints 
(validation  rules)  to  InfoUnits, so  that  the  information of  the  InfoUnits  remain coherent within a defined 
context, thus enhancing the possibilities for reuse and integrate the information. These rules are associated 
with the type of data that each  InfoConnector supports. As  it happens with the  InfoUnits, the creation of 
InfoConnectors implies the creation of associated Meta‐data. 
3.4 Convergence Enabler 
As  different  group  discussions  may  require  distinct  strategies  to  achieve  convergence  (consensus,  or 
agreements, also known as collaborative grounding (according to Hertzum 2007), the Convergence Enabler 
is  responsible  for  implementing  the  convergence  method,  or  methods,  to  be  applied,  for  each 
InfoConnector that holds InfoUnits. The Convergence Enabler needs to be specialized in order to encompass 
existing  converging  techniques  adequate  to  the  problem  (statistical  analysis, mathematical  algorithms, 
multi‐attribute utility  theory, multi‐objective  linear programming,  restructurable modelling, game  theory, 
non‐linear optimization (Kersten & Lai 2007), ThinkLets (Briggs & Vreede & Nunamaker & Tobey 2001), or 
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determine  if  the proposed  information model meets  the needs of decision reconstruction  (model testing 
objective). We  call  this  a preliminary  study because we wanted  to  gain  a more  informed  insight of  the 
problem  in  the  field, before  actually  testing  the  solution  (tool  and model)  in  real  life public  contracting 
decision processes. 
4.1 The case setting 
The  problem  in  hand  regarded  a  past  decision  for  contracting  an  auditing  firm  in  a  public  company, 
according  to national  legislation  requirements. We set up a simulated decision process supported by our 
GSS  prototype. We  divided  the  discussion  into  different  discussion  topics, where  group  discussion  took 




of  the proposals, as  the group  leader  (the mediator) unilaterally  selected  the  referred weight, when  the 
group was not able to solve their differences, to avoid delays. This situation had an impact on the selected 
competitor  (final decision). By  introducing  such  control mechanism, we wanted  to observe whether  the 
discussion elements allowed the subject group to obtain the necessary information to detect that the final 
decision could have been another. 
The case study scenario emulates  the need  for understanding  the  referred decision‐making process by a 
decision agent that was not involved in the process. To do so, we asked seven persons (the subject group) 
to analyze the discussion, in order to study whether they would be able to reconstruct the decision process, 
according  to  the  information provided. These persons were superior  technicians of a research  institution 
with both management and group support systems usage experience. 
After analyzing the situation using the prototype, we asked each member of the subject group to fill  in a 









performance  evaluation  of  artefacts  in  order  to  understand,  explain  and  improve  information  systems. 
There are many descriptions (and diagrams) about the design research process in information systems (see, 
for  instance,  the ones described  in Cole & Purao & Rossi &  Sein 2005, Gregg & Kulkarni & Vinzé 2001, 
Hevner  et  al.  2004, March  et  al.  1995,  Vaishnavi &  Kuechler  2004/5). However, we  adopt  the  process 
defined in Peffers & Tuunanen & Gengler & Rossi & Hui & Virtanen & Bragge 2006). We make such option 
not only because  it  is an eclectic approach, which combines the research steps of other authors  (namely 
Eekels 2000, 2001, Hevner et al. 2004, Nunamaker & Chen 1990, Rossi & Sein 2003, Takeda & Veerkamp & 
Tomiyama  &  Yoshikawa  1990,  Walls  &  Widmeyer  &  El  Sawy  1992)  but  also  because  it  emphasizes 
knowledge use and development along the research.  
1084




for  which  we  developed  two  units  of  analysis  to  be  evaluated:  structuring  capability  and  storytelling 
capability.  





• Structure  awareness  (to  evidence  the  structure  of  a  group’s  discourse,  as  well  as  the  performed 
changes);  




from  previous  discussions.  This  unit  of  analysis  depends  directly  on  the  performance  of  the measures 
obtained  in  the  first  unit, meaning  that  low  quality  regarding  discourse  and  document  structuring will 
probably have a negative impact on discourse storytelling. We decomposed this unit into:  
• Structure storytelling  (to retrieve a discourse  from the structural representation of the argumentation 
elements used within a discussion);  
• Documental  storytelling  (to  retrieve a discourse  from  the visual  representation of  the argumentation 
elements used within a discussion, using the visual map tool);  







out  that each group element  took about 45 minutes  to  learn how  to use  the  tool and  to apprehend  the 
fundamentals of the decision process. When answering the questionnaire, specially the free writing part, all 
the elements needed to reuse the prototype to remember or verify particular issues. The fast and recurrent 
reuses  of  the  tool  were  not  registered,  but  they  probably  explain  the  accuracy  level  of  the  seven 
descriptions regarding the decision process. 
The questionnaire answers  (first part) are not statistically  relevant and we chose not  to present  them  in 
detail  (or  the questionnaire  itself). However,  the obtained  results  for  the different  sub‐units of  analysis 













Note  that  each  of  these  (first  three)  decision  reconstruction  processes  directly  connects  to  one  of  the 
working environments and represents a different cognitive behaviour of the group subjects. Each of them 
complained  about  the  lack  of  re‐structuring  tools  for  the  decision  process  information  (argumentation 
elements and other data) allowing  for his/her own way of analyzing the past situation. To overcome this 




The  importance of understanding  the  reasons of past decisions  is, nowadays, of utmost  importance. The 
European Transparency  Initiative, as well as the SOX Act, clearly states such considerations.  In this paper, 
we presented an  information model that  is able to support a GSS to perform decision reconstruction. We 
tested  this model,  implemented  in  a  GSS  prototype,  by  setting  a  case  study  in  order  to  analyze  and 
reconstruct a simulated public contracting process. The case study was able to show the capability of the 




several  ways  or  forms  of  conducting,  by  allowing  a  very  flexible  structuring  and  argumentation 
environment and, on the other hand, to fully support the decision process reconstruction with a minimum 
of cognitive load. We found that these two objectives are somewhat opposed: too much freedom of style 
on  the decision process makes  its  reconstruction harder. We need  further studying  to achieve a balance 




































































































































































the employment of machine  learning  techniques,  in order  to develop a  rule based system. Results up  to 







is still a  frequent phenomenon  in the grocery retail sector. Out of shelf  rates vary wildly among retailers 
and  their  outlets  depending  on  a  variety  of  factors,  but  the majority  tends  to  fall  in  the  range  of  5‐10 
percent.  In  their  analysis,  which  is  a  compilation  of  many  global  surveys  on  the  extent,  causes,  and 
consumer responses to retail out of shelf situations in the grocery retail sector, Gruen et al. (2002) estimate 
an overall average OOS rate of 8.3 percent.  
However,  in most European countries  levels between 10 and 15 percent are not unusual  (Roland Berger 






discrimination  /  classification  techniques.  In more  detail,  having  available  the  sales  data,  ordering  info, 









not  find  the  product  he/she wishes  to  purchase  on  the  shelf  of  a  supermarket  during  a  shopping  trip. 
1090









other  problems with  the  retailer’s  distribution  centre  (for  centralized  deliveries)  or  the  supplier  (for 
direct‐store‐deliveries). Other upstream causes are the delivery of the wrong product, and the delivery 
of smaller quantity of products. 
The Out Of Shelf problem  is related with stock‐out, where  the  later  is used  in  the pertinent  literature  to 
describe both the situations where the product does not exist in the store. In general a Stock Out certainty 
implies an OOS situation, while the opposite is not always stands. On the one hand the Stock Out problem 































However we  argue  that  through  the  intervention of AI  techniques  it  is possible  to develop  an  adaptive 
system  for detecting  the products  that are not on  the  shelf.  In more detail  this  research objective  is  to 
develop  a  system  in  the  retailer  side  where  at  a  daily  base  will  check  product  sales  and  ordering 
information for every store and produce a list with the products that are not on the shelf. This list would be 
delivered  to  (a)  the store manager  in order  to  take corrective actions  (b)  to  the account manager of  the 
retail chain in order to have an accurate view regarding the product availability performance for every store 
and  (c)  to  the product  suppliers  in order  to  inform  them  regarding  the  status of  their products at every 
store.  
In order  to develop  the  required  application, we  initiate our effort by proposing  a  research model  that 
recognizes  the  independent  variables  (also  referred  as  attributes)  and use  it  as  a  functional  tool  to  the 
Knowledge Discovery  in Database process  (KDD)  (Fayyad et al, 1996). The execution of  the KDD process 
introduces  several  issues  regarding  the  available  data,  the  selection  of  the  appropriate  classification 
scheme etc. The  result of  the KDD  is a  set of  rules  to be applied and validated. All  the aforementioned 
issues are discussed in the next sections. 
3 RESEARCH METHODOLOGY 
For  the purpose of  the  study,  the OOS has been  formulated as a classification problem, where  the class 
variable (Shelf Availability) has two mutually exclusive states. The first state describes the situation where 
the product exists on the shelf (EXIST), while the opposite is the OOS, indicating that the product is not on 
the  shelf.  The  objective  is  to  discriminate  the  EXIST  from  the  OOS  cases,  through  the  utilization  of 
appropriate  classification  algorithms  (e.g. Neural Networks, Decision Trees etc). A  common  approach  to 
handle classification problems is the Knowledge Discovery Process. The next summarizes the main actions 
undertaken within the scope of the KDD process 
Data  Selection: We  selected  nine  representative  stores  from  the  same  retail  chain,  based  on  their  size 
(Small, Medium and Large) and conduct a physical OOS survey. The sample product list included 110 items 
selected  with  the  method  of  stratified  clustering.  Sample  products  were  from  several  categories  like 
Shampoo,  Diapers,  Coffee,  and  Laundry  etc.  Through  store  visits  a  product  availability  list  has  been 




Data cleaning and preprocessing:  In order  to support  the  research model various calculations had  to be 
done. However the fluctuation of the retail operations made the data cleaning procedures essential for the 
progress of  the  research. For  instance due  to  limited shelf space, some products were partially  removed 
from  the  stores  during  Christmas  holidays  and  were  replaced  by  highly  seasonal  items.  However  this 




























































assortments  at  each  store,  the  seasonality  of  some  products  (even  during  past  periods)  and  the 
existence of in store promotions and advertisement products etc.  
• Imbalance class problem because the products exists on the shelf were more than the products missing. 













been conducted, biased  to  the OOS class  (8%) and at  the same  time we  increased  the size of  the set 
about 50%. The idea is to raise the OOS class closer to the average worldwide out of shelf rate in order 
to tackle the imbalance problem (Japkowicz 2000). Trough data resampling it is possible to measure the 










Data  transformation:  The  transformation  of  the  data  had  been  in  line  with  the  research model.  The 




Data mining:  The  selection of  the  variables  related with  the problem  and  the  appropriate  classification 
algorithm had been  the major  issues of  this  task. The  selection of  the variables had been based on  the 
RelieF attribute ranking method  (Kira and Rendell, 1992). After reducing the variables of the problem  for 
every  training  set, we had  to  select  the best  classification  scheme.  In doing  so we  selected 14 different 
algorithms for classification and categorized to Statistical (e.g. Naïve Bayes, Logistic Discriminant) , Decision 
Tree (e.g. C4.5, Alternating Decision Tree) and Rule‐Based algorithms (e.g. RIPPER, RIDOR).  For the Decision 
Trees  pre‐pruning  techniques  were  used  in  order  to  examine  the  resistance  to  the  noisy  data.  The 
comparison  of  the  classification  algorithms  had  been  done  using  the  10x2 Cross‐Validated  Paired  t‐test 
(Dietterich, 1996). The result of this step is on the one hand the variables of the problem and on the other 
hand the classification algorithm  that best  fits  the data. The application of the algorithm  is a set of rules 
that predicts the OOS situations. 





In  the  literature  few classification algorithms exists and  their performance depends on  the nature of  the 
problem. The employment of the 10x2 Cross‐Validated Paired t‐test has been the comparison method. The 
selected  significance  level  has been  very  small  (a=.001)  as  suggested  by  the  literature  (Salzberg,  1997). 











































many OOS situations could be discovered  through  the utilization of a  rule‐based  system.  In practise,  the 
accuracy  of  discovering  OOS  situations  is  calculated  around  55%.  This  means  only  half  of  the  OOS 
occurrences would be detected, which is considered as important, because it could increase the sales of the 
retail chain by 0,7% in the short run. 
Apart  from  the accuracy,  the  reliability performance of  the classification process  is an  important success 




other  hand  the  system  would  lose  the  some  of  detection  capabilities.  This  implies  that  during  the 
development  phase  it  was  selected  to  have  a  bias  system,  while  the  other  option  is  to  increase  the 



































85%, which  is  acceptable  by  the  users.  To  this  end  the  classification  algorithms  seems  to  have  a  good 
accuracy and high reliability.  
The study of accuracy and realibility of the classification algorithms is a mandatory step in order to ensure 
that  these  methods  are  applicable  in  the  problem  of  the  OOS,  but  the  remaining  question  is  which 
algorithms  are best  for every  training  set.  In doing  so,  the  classification  algorithms examined with 10x2 
Cross‐Validated Paired using the F‐Measure (Van Rijsbergen, 1979). The selection of the F‐Measure based 
on  the  idea  that  it  is  a  good  trade‐off  between  accuracy  and  reliability.  The  comparison  between  the 
algorithms  based  on  the  hypothesis  that  the  “x  algorithm  over  performs  the  z  algorithm  using  the  F‐
measure” as a comparison criteria at significance  level a=.01. The  result of such repetitive process  forms 








TS1  TS2  TS3  TS4 
Statistical and Mathematical Algorithms 
Bayes Networks  (2,13,0) (3,8,4) (5,1,9) (3,6,6) 
Naïve Bayes  (0,0,15) (2,3,10) (1,3,11) (2,2,11) 
Logit  (3,12,0) (2,8,5) (1,3,11) (3,5,7) 
Support Vectors  (1,14,0) (0,11,4) (1,3,11) (2,4,9) 
Instance Based Algorithms 
Instance Base‐k  (1,14,8) (0,2,13) (0,1,14) (1,0,14) 
K*  (3,12,0) (8,7,0) (9,6,0) (8,7,0) 
Decision Trees 
AD Tree  (1,14,0) (3,10,2) (5,1,9) (4,9,2) 
C4.5  (2,13,0) (7,8,0) (8,6,1) (6,9,0) 
Logistic Model Tree  (2,13,0) (3,12,0) (8,7,0) (6,9,0) 
NB Tree  (2,13,0) (4,11,0) (8,7,0) (6,9,0) 
Random Forest  (2,13,0) (8,7,0) (11,4,0) (8,7,0) 
Rule Based  
Decision Table  (2,13,0) (5,10,0) (8,6,1) (4,11,0) 
RIPPER  (1,14,0) (4,11,0) (8,5,2) (6,9,0) 
RIDOR  (1,14,0) (2,13,0) (7,8,0) (2,13,0) 
Neural Networks 
MLP  (1,14,0) (3,9,3) (7,1,7) (5,8,2) 
Radial Basis Functions  (1,14,2) (0,2,13) (0,4,11) (0,0,15) 
Table 25.  Comparing classification algorithms with the F‐Measure 
The most  stable  categories  of  algorithms  regarding  the  F‐Measure  are  Decision  Trees  and  Rule  Based. 
Statistical classification algorithms are not appropriate for the OOS problem and this occurred due to the 
imbalance of the data sets. Although Instance based algorithms have the same construction mechanism for 










process of  the  rules.  Instead of  selecting a  single decision  tree,  the approach  to build an ensemble was 
selected in order to increase the detection capabilities of the system. Having the most accurate and reliable 
algorithms  for  every  training  set we  had  to make  a  “fair” mix  of  rules.  Initially we  got  over  400  rules 
referring  only  for  the  OOS  detection,  which  had  been  considered  large  for  the  validation  purposes, 






























the  retailer  were  problematic.  In  more  detail  each  store  maintains  a  list  of  products  (called  Product 
Assortment or Product Mix) which supported by the store. However this  information source  is  inaccurate 
because  it  includes  few  products  that  had  been  in  the  store  and  currently  are  not  supported  (e.g. 
promotional products, seasonal  items etc). The variation between  the number of  records  in  the product 
assortment and the real capacity of the store (means how many different items are in the store) is very high 
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and  for  small  stores  it  could  be  2.000  product  codes,  while  in  large  stores  the  10.000  product  code 
difference is not an exception. 






















Test Set  Confidence Level # of rules Confidence Support 
 
TeS1 
=1  46  1  0,268 
 
[0.8 , 1]  50  0,95  0,27 
[0.5 , 1] 56 0,77 0,279 
 
TeS2 
=1  35  1  0,297 
 
[0.8 , 1] 43 0,91 0,315 







Some  rule examples depict  in  the next  table. The  first  rule  (Rule21)  characterizes  as OOS products  that 
didn’t  sale  for  the  last  three  days  (LastPosDays  >=3),  the  date  of  detection  is  Wednesday  (day  = 
‘Wednesday’),  the  area of  interest  is  only  the  large  stores of  the  retail  chain  (Store_Size  =  'Large'),  the 
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standard deviation of  sales only  for Wednesday  should be  low  (SD_DailyPosAvg <= 2.82) and  finally  the 
products are close to fast moving sales item (FastMovingIdx > 0.76). This rule has a relative high confidence 
but refers only to a small proportion of the total OOS occurring. It is high complex and very difficult for an 



















• Experts are able  to make  similar  rules with  low complexity  form  (such as  rule43) but  the confidence 
level is expected to be low.  
• The nature of  the OOS problem  itself, different  location of  the  stores,  frequent  changes  in product 
assortments, promotional and seasonality effects, are  important obstacles for having a small compact 
set of rules to cover all the OOS instances. 
The  suggested  system was also compared with  the EOI  (European Out Of Shelf  Index)  for benchmarking 
reasons. After a joint effort of retailers and suppliers in the European grocery retail sector, and is referred 
to as  the OOS  Index. Taking  into account only  fast moving  items with  low sales volatility,  the OOS  Index 
monitors  the sales of  the corresponding products on a daily basis;  if  for a given day a product sells zero 





The  initial  result  of  this  research  shows  that  the  application  of  AI  techniques  is  able  to  increase  the 
profitability of  the  retail  chain, by downsizing  the  rate of OOS products. However we  consider  that  the 
initial prototype needs to be  further  improved. Most of the accurate and reliable  rules are based on  the 
fact that  if a product  is not selling for a  long period, then  it  is predicted as OOS. For example  if a product 
with high velocity won’t  sale  for 4 days,  the  fifth day would be detected as OOS  so a next  step  for  the 
system  is  to minimize  the  latency,  through  the  incorporation  of more  reliable  variables  regarding  the 
inventory levels, better handling of the data noise etc.  
At  the moment  the  detection  system  was  tested  with  four  different  retail  chains  following  the  same 
method of work. Every  retail  chain acquired  a different  system  set up based on  the available data. The 
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observed  results  regarding  support  and  confidence  were  close  to  the  aforementioned.  From  technical 
perspective  few  open  issues  are  identified,  like  the  development  of  score  functions  for  the  rules,  the 
development of sophisticated attributes, the creation of clusters between different stores etc.  





































































 This study  looks at organizations’ perceptions of  the  importance of absorptive capacity attributes  in  the 
deployment of  radio  frequency  identification  (RFID)  in a supply chain and  their  relationships with supply 
chain process  integration and  information technology  infrastructure support.   Data  for this pilot research 
study was collected using a survey questionnaire administered online to members of the Council of Supply 






Organizational  learning within  the  supply  chain  context  using  radio  frequency  identification  technology 





of  RFID  in  a  supply  chain  context  and  their  relationships  with  information  technology  infrastructure 
integration  and  supply  chain  process  integration.    RFID  initiatives  are  interenterprisewide  system 
applications  that  require  mutual  buy  in  and  learning  experiences  between  and  among  value  chain 
participants.    As  value  chain  trading  partners  seek  to  pursue  initiatives  of  this  scale,  they  would  be 
embarking in knowledge gaining experiences, with the “conscripted” trading partners following the lead of 
and  learning  from  the hub  firm  introducing  the use of RFID  such  as  the  case of Wal‐Mart.    This  study, 
though, will make  the case  that  firms’ ability  to achieve desired RFID  system outcomes  is dependent on 
certain elements of  its  technology platform  ‐‐‐  specifically  IT  infrastructure  integration  and  supply  chain 
process integration capabilities.   
Forward‐looking  supply  chains  are  evolving  from  supporting  interorganizational  systems  with  a  pure 
transactional focus on operational efficiency to one that  intends to  leverage supply chain partnerships for 
sharing  information  and  ultimately,  creating  market  knowledge,  the  latter  of  which  is  part  of  the 
organizational learning perspective (Eisenhardt & Schoonhoven, 1996).  Absorptive capacity capabilities are 
well within the purview of knowledge management within supply chains that now are increasing their focus 
on  the  integration of knowledge  resources and on knowledge creation  in collaboration with partners  for 
longer‐term advantage (Majchrzak et al., 2000; Malhotra, et al., 2001).  To achieve this higher‐order level of 
performance, electronic partners need  to  (1) engage  in  interdependent business processes  that  support 





The  following are  the  four dimensions of  the  concept of  “absorptive  capacity:” 1) acquisition:  the  firm’s 
capability  to  identify  and  acquire  knowledge  critical  to  its operations  from  sources  external  to  the  firm 
(Zahra  &  George,  2002);  2)  assimilation:  the  use  of  routines  and  processes  that  support  the  analysis, 
interpretation,  and  comprehension,  of  the  external  knowledge  obtained  by  the  firm  (Kim,  1997a;  Kim, 
1997; Szulanski, 1996); 3) transformation:   the  firm’s capability to combine the  firm’s existing knowledge 
base with  the newly  acquired  and  assimilated  information;  and 4)  exploitation:    the  firm’s  capability  to 





assimilate,  transform,  and  exploit  information  resources.    They worked with  the  group  of  concepts  to 
represent  the  application  of  absorptive  capacity  attributes  within  a  supply  chain  context,  which  they 
operationalized  as well  and  tested  in  the  study:  (1)  integrative  interorganizational  process mechanisms 
enabling  acquisition  and  assimilation  consisting  of:  (a)  joint  decision  making;  (b)  interorganizational 
business process modularity; and (c) standard electronic business interfaces; (2) partner‐interface‐directed 
information systems:  enabling assimilation and transformation: (a) memory systems for interorganizational 
activities  and  (b)  interpretation  systems  for  interorganizational  information;  and  (3)  rich  information 
exchange: mediating absorptive capacity outcomes:  (a) extent of coordination  information exchange;  (b) 
breadth  of  information  exchange;  (c)  quality  of  information  exchange;  and  (d)  privilege  information 
exchange  (Malhotra, Gosain, & El  Sawy, 2005).    In  this  study,  the questionnaire  items  for all  absorptive 
capacity attributes were borrowed from the study conducted by Malhotra, Gosain, and El Sawy (2005). 
2.2.1 Routinization 
By routinizing tasks, the firm  is able to spend just enough time to the process of transforming  inputs  into 
outputs (Galunic & Rodan, 1998; Perrow, 1967).  Repetitive and structured tasks are ideal for routinization 
(Hage & Aiken, 1967; Perrow, 1967; Withey, Daft, & Cooper, 1983).  In this study, routinization is expressed 
in  a  number  of  ways:    a)  use  of  interorganizational  business  process  modularity,  b)  use  of  standard 
electronic business  interfaces, and c) the exchange of coordination  information.   “Modularity” allows the 
breaking up of business processes  into subprocesses so that those who support them need conduct only 
the  minimum  amount  of  coordination  communication  while  maximizing  rich  information  exchange 
(Malhotra, Gosain, & El Sawy, 2005).  The exchange of information among firms is facilitated by the use of 




rearrange,  process,  and  interpret  this  information.    “Data mining,"  or  the  process  of  analyzing  data  to 




“Organizational  memory,”  refers  to  the  saving,  representation,  and  sharing  of  corporate  knowledge 
(Croasdell, 2001) that can be used by members of the firm in carrying on regular operations and responding 
to environmental challenges as well (Stein, 1995; Huber, 1991; Walsh & Ungson, 1991; Pralahad & Hamel, 
1990).    In  the  context  of  today’s  complex  supply  chain  activities,  organizational memory  embedded  in 
electronic  datawarehouses,  databases,  filing  systems,  and manuals,  could  support multiple  interrelated 
tasks spanning diverse corporate environments (Ackerman, 1996). 
2.2.4 Partner interaction 
"Partner  interaction,”  is defined as  the extent  to which  the partnering  firms  interact with each other  in 
terms of trust, adjustment, and conflict (Chen, 2004).  Prior studies have recognized the importance of trust 





Sawy,  2005).    To  achieve  “breadth  of  information,”  firms  should  share  more  than  the  standard, 
transactional,  operational  data  and  be willing  to  exchange  information  that  informs  trading  partners  of 






the  consistent  and  high‐velocity  transfer  of  supply  chain‐related  information  within  and  across  its 
boundaries.   This study closely  looks at the  IT  infrastructure  integration  requirements needed to support 
the use of RFID within a supply chain context.  The formative construct introduced by Rai, Patnayakuni, and 
Seth  2006)  was  adopted  in  this  study.    They  define  IT  infrastructure  integration  in  terms  of  two 
subconstructs,  data  consistency  and  cross‐functional  SCM  application  systems  integration.    The  IT 





the  relationships among data entities  that  is  fundamental  in establishing  interorganizational data sharing 
(Van Den Hoven, 2004).    
Cross‐functional supply chain management applications systems integration is defined by Rai, Patnayakuni, 
and Seth  (2005) as  the  level of  real‐time communication of a hub  firm’s  functional applications  that are 
linked  within  an  SCM  context  and  their  exchanges  with  enterprise  resource  planning  (ERP)  and  other 
related  interenterprise  initiatives  like  customer  relationship management  (CRM)  applications.      At  the 
lowest  level,  an  ERP  system  is  essential  in  enabling  the  seamless  integration  of  information  flows  and 
business process across  functional areas of a  focal  firm  ‐‐‐  this  is normally  referred  to as “ERP  I”  (Law & 
Ngai, 2007).   ERP  functionalities are  important control and management mechanisms that are connected 
with the ERP systems of the firm’s trading partner  ‐‐‐ referred to as “ERP  II”.   To obtain optimum results, 
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chain  trading partners.   This  formative  construct has  three  subconstruct  components:    information  flow 
integration, physical flow integration, and financial flow integration (Mangan, Lalwani, & Butcher, 2008).   
This study uses the construct, information flow integration, to mean the degree to which a firm exchanges 
operational, tactical, and strategic  information with  its supply chain trading partners  (Rai, Patnayakuni, & 
Seth, 2006).   The instrument used in this study measures the sharing of production and delivery schedules, 







Financial  flow  integration  is defined  as  the  level  to which  a hub  firm  and  its  trading partners  exchange 
financial  resources  in  a manner driven by workflow events.    In  this  study,  the  financial  flow  integration 
items  measure  the  automatic  triggering  of  both  accounts  receivables  and  accounts  payables.    The 
questionnaire  items  for  both  IT  infrastructure  integration  and  supply  chain  process  integration  were 
borrowed from Rai, Patnayakuni, and Seth (2006). 
3 PROPOSED HYPOTHESES 
This  study  draws  its  theoretical  underpinnings  from  the  emerging  IT‐enabled  organizational  capabilities 
perspective that suggests  that  firms  that develop  IT  infrastructure  integration  for SCM and  leverage  it to 
create a higher‐order supply chain integration capability generate significant and sustainable performance 
gains (Rai, Patnayakuni, & Seth, 2006).  Market knowledge creation, for instance, is a key performance gain 
enabled by  the cultivation of absorptive capacity capabilities.   But digital platforms play a critical  role  in 
managing supply chain activities.  The results of Rai, Patnayakuni, and Seth’s study (2006) demonstrate that 
integrated  IT  infrastructures subsequently  lead to supply chain process  integration, a capability, which,  in 




capacity  capabilities.    Thus,  a  positive  association  between  absorptive  capacity  attributes  and  both  IT 












about  it or may be  implementing RFID  in  the  future.   Since  the organizations have not yet  implemented 
RFID,  the  survey  respondent  was  asked  to  indicate  their  perceptions  of  the  importance  of  the  nine 
absorptive  capacity  attributes  using  multiple  items  per  construct.    The  same  approach  was  used  in 
anticipating their perceptions of the use of the RFID system in achieving data consistency, cross‐functional 




the  results  are  in  conformance  with  Nunnally’s  (1978)  guidelines  of  getting  values  of  .70  or  above.  
Generally  speaking,  the  items  have  internal  consistency  with  values  beyond  the  .70  threshold 
recommended.    The  nine  absorptive  capacity  attributes  showed  the  following  reliability  results:  joint 
decision  making  (Cronbach  alpha=.973);  business  process  modularity  (Cronbach  alpha=.964);  standard 
electronic  business  interfaces  (Cronbach  alpha=  .916);  organizational  memory  systems  (Cronbach 
alpha=.977);  interpretation systems  (Cronbach alpha=.953); breadth of  information exchanged  (Cronbach 
alpha=.961);  quality of  information  exchanged  (Cronbach  alpha=.974); privileged  information  exchanged 
(Cronbach alpha=.944); and coordination information exchanged (Cronbach alpha=.906).  The following are 
the  reliability  results  for  IT  infrastructure  integration  which  consists  of  data  consistency  (Cronbach 
alpha=.944) and cross‐functional application  integration  (Cronbach alpha=.923), and supply chain process 
integration, which consists of    financial  flow  integration  (Cronbach alpha=.880), physical  flow  integration 
(Cronbach alpha=.945), and  information flow  integration (Cronbach alpha=.952).   To establish convergent 
and divergent validity, the item‐to‐total correlations of the constructs were examined and,  in general, the 
specific  items have a  stronger  correlation with  the  construct  than with other  items  (Rai, Patnayakuni, & 
Seth, 2006). 
4.2 Sample Profile Description 
The  convenience  sample  consists of a  total of 104  firms  from  the membership of  the Council of  Supply 









study were measured on a  seven‐point  Likert  scale, using appropriate  low and high anchor points.   The 
hierarchical cluster analysis procedure using the Euclidean distance as a measure of similarity or distance 
was  run  initially.   This was appropriate since all  the variables used  in  this study are continuous variables 
(Norusis,  2009).   A  second  round  of  cluster  analysis was  performed  using  a  non‐hierarchical  procedure 
1106
called the K‐means clustering method which required specifying a number of clusters (Norusis, 2009).  This 
method begins with an  initial set of means and each case  in the sample pool  is associated with a cluster 
where the distance between itself and the cluster mean is the smallest.  Cluster means are recomputed and 
the cases are reclassified based on the newly emerged set of means.   Several  iterations of this procedure 
take place until cluster means stop changing significantly  in successive rounds.   Finally, the means of  the 
clusters are recalculated  in a final round and the cases are, again, reassigned to their permanent clusters 
based on the least distance. The cluster analysis procedures used confirmed both hypotheses H1 and H2. 
In  running  the  cluster  analysis  procedures,  two‐,  three‐,  four‐,  five‐,  and  six‐cluster  solutions  were 




and  IT  infrastructure  integration  and  supply  for  the  variables:    joint  decision  making  (mean=.8061; 
SD=1.19471);  interorganizational  business  process  modularity  (mean=.4048;  SD=.70624);  standard 
electronic business interfaces (mean=.3929; SD=.68440); memory systems for interorganizational activities 
(mean=.4286; SD=.75593); use of interpretation systems (mean=.4286; SD=.75593); breadth of information 
exchange  (mean=.3929;  SD=.68440);  quality  of  information  exchanged  (mean=.4286;  SD=.75593); 
privileged  information  exchange  (mean=.4643;  SD=.84271);  coordination  information  exchanged 
(mean=.4643;  SD=.84271);  IT  infrastructure  integration  (mean=.9613;  SD=1.34515);  and  supply  chain 
management process integration (mean=.9274; SD=1.33349). 
The medium‐value cluster has the following values for the variables:  joint decision making (mean=3.8658; 
SD=1.43745);  interorganizational  business  process  modularity  (mean=.3.6465;  SD=1.33837);  standard 
electronic  business  interfaces  (mean=3.8030;  SD=1.29264);  memory  systems  for  interorganizational 
activities (mean=4.1364; SD=1.18765); use of interpretation systems (mean=4.0202; SD=1.28814); breadth 
of  information  exchange  (mean=3.9697;  SD=1.36467);  quality  of  information  exchanged  (mean=4.8636; 
SD=1.35366);  privileged  information  exchange  (mean=3.5758;  SD=1.60137);  coordination  information 
exchanged  (mean=3.5152;  SD=1.40582);  IT  infrastructure  integration  (mean=4.2601;  SD=1.06373);  and 
supply chain management process integration (mean=4.2662; SD=1.25557). 
Lastly,  the  high‐value  cluster  has  the  following  values  for  the  variables:    joint  decision  making 
(mean=5.8972; SD=.80303);  interorganizational business process modularity  (mean=5.7895; SD=1.03439); 
standard  electronic  business  interfaces  (mean=5.6930;  SD=1.08872);  memory  systems  for 
interorganizational  activities  (mean=5.9561;  SD=.92235);  use  of  interpretation  systems  (mean=5.8012; 
SD=1.02326);  breadth  of  information  exchange  (mean=5.7237;  SD=1.00188);  quality  of  information 
exchanged  (mean=6.3509;  SD=.76161);  privileged  information  exchange  (mean=5.5965;  SD=1.06670); 





in  order  to  remain  competitive  in  the marketplace.   However,  the  firm’s  ability  to  cultivate  absorptive 
capacity attributes depends on both their IT infrastructure integration and supply chain process integration 
resources.   These cluster analysis findings  indicate that there  is a positive association between absorptive 





lower  to higher  levels of electronic  integration with  their  trading partners,  they need  to  implement  the 
appropriate data  architecture  requirements  that will  enable  them  and  their  trading partners  to  achieve 
data consistency  in  their various  information exchanges.    Increasing  levels of cooperation are needed  to 
ultimately reach maximum levels of internal and external information visibility, which can only be enabled 























































































































































































































the  user  responds  to  the  content  ensuring message  delivery  while  system  design  prevents  unwanted 
communication to be circulated. Various relevant issues are discussed,  including the underlying data‐flow, 




Interactive advertising  is clearly an emerging field with high economical potential, as  it  is aided greatly by 
technological advances and the wide availability of networked mobile devices. Their advanced multimedia 
capabilities enable  customised and personalised advertisement  systems  to  infiltrate and establish within 
the advertising market (Petros Kavassalis, 2003). Various reasons are identified as principal factors that lead 




In  this  paper  we  introduce  a  novel  system  design  described  through  a  precise  mobile  advertising 
methodology, designated  to attract  the user’s attention and enable  involvement  through  interaction, an 
approach used  successfully  in  various  other  research  fields  (Biswas,  2008;  Jaimes &  Sebe,  2007;  Leahu, 
Schwenk, &  Sengers,  2008;  Shea,  2008;  Trifonova,  Jaccheri, &  Bergaust,  2008),  educational  applications 
(Deliyannis &  Simpsiri,  2008; Deliyannis,  Vlamos,  Floros, &  Simpsiri,  2008)  and  the  arts    (Biswas,  2008; 
Popper,  2005;  Strapatsakis,  2008;  Trifonova,  et  al.,  2008)  that  require  user  involvement.  The  main 




are  supported.  These  include  prizes  such  as  additional  talk‐time  that may  be  credited  directly  to  the 
subscriber’s  mobile  account,  electronic  coupons  and  other  forms  of  electronic  payback.  We  focus 
particularly  on  the  talk‐time  or  electronic  credit  case,  as  according  to  the  Mobile  Video  Advertising 















mobile phone model. The user  is  subsequently  informed  that  for  further  customisation of  their account 
they may  join  the  system website  in order  to enter personal preferences and other  related  information, 
and  that  it  is possible  to unsubscribe at any  time  from  the  service by  sending an SMS  that contains  the 
word “STOP”.  
Stage 2, Advertising process: The system commences sending messages, one at a  time, according  to  the 
phone  type capabilities. Correct user‐response  rewards  the user‐account with  the  response‐cost and  the 
appropriate additional credit.  Incorrect response credits the user account only with the response cost (or 
cost  of  the messages  sent  by  the  user)  in  order  to  balance‐out  the  communication  cost,  providing  no 
additional profit to the user. In order to minimise the charges originating from a user that may continuously 
send  incorrect  feedback,  the  system  is  programmed  to  lock  the  account  after  a  successive  receipt  of  a 
number of non‐valid responses for an adjustable period of time in order to protect both itself and the user 
respectively. Furthermore in order to minimise its total operating expenses the system will only supply the 
users with a  specific amount of advertisement according  to  their  response  rate. The advertising  formats 
supported range from SMS, to MMS or JAVA‐enabled applications and web pages. User‐system interaction 






to  a  question  raised  in  the  advertisement  content. With  JAVA  applications  interaction  may  be  more 
complex, and  it can  range  from capturing and broadcasting video or audio,  to playing  interactive games. 
The field of interactive advertising and the development of such content is an evolving and interdisciplinary 
























































Two  user‐types  are  supported,  namely  “general”  and  “custom”,  shown  in  table  1a  and  1b.  The  term 
”general” describes a user who communicates via the basic method of SMS messages, no profile details are 
stored within  the  system  and  the only  known data  for  this  type of user  is  their phone number, mobile 
phone model and application date. Data gathered from anonymous users could be used in statistics being 
held about the type and number of correct or incorrect answers, stored under an anonymous user profiles 
that  record  responses  for  further  evaluation.  Anonymous  users  are  not  guaranteed  to  preserve  their 
account in case of change or loss of their phone number. Any rewards credited to a specific account will be 
lost at  the shame  time  the  related phone number expires. On  the other hand,  registered users have  the 




geographical  localisation.  This  presents  the  advertisers with  an  advantage,  as  it  enables  the  delivery  of 
messages that may apply more to the specific user‐profile, in a voluntary basis. Other examples cited in the 
literature achieve similar  results via  indirect user‐observation and derivation of data,  in some cases with 
the use of “indirect” means  including  live reporting of the users’ position  in the cellular network (Mobile, 
2009). On  the  other  hand,  our  proposed  “voluntary”  registration  relies  on  users  to  refine  further  their 





Three  types of advertising  containers  communicated  to  the user according  to  the  type of mobile device 
utilised. The first category utilises SMS messages.  It  is mainly used to send general content and question‐
answer type requests, returning the underlying cost of the message and any additional reward upon correct 
user‐response. A  typical message would  include a question with  fixed and numbered possible  responses 
one of which is correct. The user would have to respond by sending a text message containing the correct 
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The  second  container  introduces messages  in MMS  format, which  in  turn  display  a  typical  audiovisual‐
driven  advertisement. A  correct  response under  this  case may be  flexibly  sent  either with  an  SMS or  a 
responding MMS.  In the  latter case, a typical example  involves an advertising campaign that may request 
the  user  to  send  back  an  image,  sound  or  video  in  an  attempt  to  create  an  audiovisual  logo  or 
advertisement of a product based entirely on user‐images. 
The third container type  involves execution of a computer program, or visiting a website via the browser 









their  accounts;  enter  personal  interests  and  other  relevant  information  updating  automatically  the 
database, while aiding to increase the system security and avoid the transmission of unwanted messages. 
An important system‐specific security issue with cost implications that needs to be addressed is to identify 
that the users successfully  receive and view  the message, before they are rewarded. Take  for example a 
user  that  due  to mobile  device malfunction  or  accidental  key‐presses  due  to  a  stuck  keypad  responds 
incorrectly  in every message sent. This  is clearly an  issue that may  introduce  increased advertising cost. A 
solution  to  this  problem  is  to  set  a  limit  of  continuous  erroneous  responses,  after  which  the  user  is 




































this particular  type of  interactive advertising demonstrates many parallel advantages. These  include:  the 
fact that an advertising agency may beforehand calculate the desired cost of the promotion based on the 
type  of  advertisement;  it  is  possible  to  select  particular  target  groups  in  advance;  each  user may  be 
rewarded individually; users may be targeted directly from their own provider in order to strengthen their 
loyalty programme and reward them, other products may combine this type of advertising with their own 













In  Figure  2  a  theoretical  case‐study  is  presented,  depicting  how  the  proposed model  can  be  adjusted 
temporally  based  on  user  feedback  in  order  to  optimise  the  advertising  cost  through  the  dynamically 
adjustable  redirection  of  advertising  content.  The  figure  presents  the  cost  performance  of  an 
advertisement cycle  for a  theoretical case. The proposed model optimises  the whole advertising process 
through  the  dynamic  redirection  and  selective  targeting  of  the  advertisements  receivers,  based  on  the 
feedback  supplied  by  the  interaction  feature.  For  each  transmission  cycle,  the  total messages  sent  are 
displayed on  the  first  line and  the number of  responses  for each of  these messages  is  recorded on  the 
second  line. The  third  line displays  the  remaining  responses and  finally  the  fourth  is used  to present  the 
remaining funds. This type of presentation may be used to interactively calculate the advertising campaign 
at each stage. 
A  company decides  to  run  an  advertising  campaign using  the  interactive mobile  advertising model.  The 
following numbers are only used hypothetically, to present the case more clearly. The company’s budget is 
set  to 1000€. We  assume  that  the positive  feedback will be 50% of  the  total  recipients  each  time.  The 
transmission cost will be 0,5€ per recipient and the reward for correctly responding to the content will also 
be 0,5€, totalling a cost of 1€ per complete transaction. For every transmission of the advertisement 1/2 of 
the budget  is consumed  for the transmission cost and 1/4  is consumed to reward the correct responses. 




















Total Message Recipients 1000 1250 1312 1327 1330
Total Responses 500 625 656 663.5 665
Remaining Responses 500 125 31 7 1










The  proposed  adaptive  strategy  alters  dynamically  the  advertising  performance  enabling  further 
transmission  of  advertisements  to  new  users  by  taking  advantage  of  the  remaining  capital.  In  case  a 
campaign achieves a high response rate, only a small amount of the starting capital will be left for further 
reuse, but  the campaign will certainly have met  it’s goal  to  reach  the audience efficiently. On  the other 
hand if the total response is low, a significant amount of the starting capital will still be available for further 
use. This enables more users  to be  targeted dynamically,  simulating  a  form of direct advertising.  In  the 
worst  case  scenario where no user will  respond,  the message will  have  reached double  the number of 






access. Never before has a  communications device been  so  close and  trusted by  the user. The  intimate 
nature of the relationship between users and their mobile devices demands advanced understanding and 
research  from businesses  in order  to  successfully deliver  advertising  content and  achieve a high  rate of 
infiltration.  
An  inappropriate  advertisement  delivered  at  an  inappropriate  time  to  the  wrong  user  is  a  waste  of 
resources  and opportunity. This paper  introduced  a novel  advertising  interactive multimedia  advertising 
system  that  may  be  used  for  multiple  purposes,  is  adjustable  and  outperforms  traditional  forms  of 











































of  releasing  the  source  code of  a  commercial  software product. We model open‐sourcing  as  a  strategic 
option for firms that compete in the market for software products. At the core of our model is the effect of 
open‐sourcing on customer values, as well as the relative ease of customizing  the open‐source products. 
We  show  that  open‐sourcing  can  arise  as  an  equilibrium  outcome  in  our  two‐stage  game.  If  the 
enhancement of customer value from open‐sourcing  is moderate or high,  in equilibrium firms may find  it 





We  wish  to  investigate  the  observation,  puzzling  to  many,  that  some  firms  in  the  current  business 
environment  choose  to  open‐source  some  of  their  software products.  In what  follows, we  refer  to  the 
release of a software product to the open‐source community as open‐sourcing. The observation that many 
firms choose to open‐source their products  is at  first sight puzzling because open‐sourcing can hardly be 
seen  as  consistent  with  profit  maximization.  Clearly,  the  commercial  product  and  the  open‐source 




An  increasing number of  firms release  their products,  free of charge. For  instance,  in October 2004,  IBM 
released Cloudscape, a relational database product, to the Apache Software Foundation, an active member 
of the OSS community. It is interesting to note that consistent with what seems to be the norm for this type 
of  situation,  IBM offers  full  customer  support  for  the product  that was  released  to  the OSS  community. 




create  its own competition by releasing a  free open‐source product?   How does open‐sourcing affect the 
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competitive  environment  faced by  software  firms?   And,  importantly,  is  there  an  economic mechanism 
through which open‐sourcing can contribute to software firms enhancing their competitive position?   








An  increased pace of  innovations and  improved security  through  increased exposure are,  indeed,  two of 
the major candidate explanations for the recent pattern of open‐sourcing. But are these sufficient reasons 
to  open‐source  a  product?   We  argue  that  the  answer  is  a  qualified  yes. Open‐sourcing may  result  in 
product  innovation  and  quality.  The  literature  mentions  several  other  reasons  for  open‐sourcing.  An 
important such  reason  is  the use of open‐source products by  firms who wish  to gain an advantage over 
their competitors. Few of  the explanations  in  the  literature, however, discuss  the  impact of open‐source 
products on  the  customer’s perception of  the  commercial and open‐source products. We argue  in what 





can  be  profitable  in  some  situations.  Open‐sourcing  can  arise  as  a  result  of  competition,  despite  the 
reduction in profit that is caused by “customer loss” – i.e., the reduction in market share that may arise as a 
result  of  open‐sourcing. We  show  that  if  the  enhancement  of  customer  value  that  results  from  open‐
sourcing  is moderate, firms may find  it optimal to release open‐source products. When the value gains to 
the customers from open‐sourcing are high, we show that firms cannot take full advantage of these gains. 
The  firm’s  inability  to  funnel  some  of  the  customer  value  gains  into  higher  profits  is  due  to  increased 
competition. Overall, our results  indicate that  it  is the customers, not the firms, who are  likely to benefit 
the most from open‐sourcing. 
Our paper has two  important managerial  implications. First, we show that open sourcing  is more  likely to 
be  an  outcome  of  competition  when  firms  anticipate  that  the  presence  of  an  open‐source  product 
enhances  customer  values  for  the  commercial  product.  This  value  enhancement  may  be  primarily 
attributable to new product features, to bug fixes and to improved security that result from open‐sourcing. 
Second,  as  intuition  suggests,  increased  competition  from  the  free  open‐source  products  of  their 
competitors erodes the profits of the firms that do not release open‐source products. 
The next section provides a review of the relevant literature. Section Error! Reference source not found. 
gives  a brief outline of  the market  for open‐source products. We develop our model  in  Section Error! 
Reference source not found.  and  collect  results  in  Section  Error! Reference source not found.. 
Concluding  remarks are  in Section Error! Reference source not found.. The proofs and calculations are 
relegated to an Appendix that is available by request.  
2 RELATED LITERATURE 




open source contributors  is by far the most popular research topic, perhaps because  it has at  its core the 
puzzling observation that cohorts of talented programmers choose to contribute to OSS projects with no 
apparent  compensation.  Unlike  the  programmers  of  most  commercial  software  projects,  OSS  project 
contributors  are  volunteers  located  in  various  parts  of  the  world.  Topics  concerning  the  governance, 
organization  and  innovation  processes  associated with OSS  constitute  the  second main  stream  of  OSS 
research (MacCormack et al., 2006; Koch and Schneider, 2002). The third stream of research is focused on 
the  competition between open  source  and  traditional,  closed‐source  software  (Casadesus‐Masanell  and 
Ghemawat, 2006; Economides and Katsamakas, 2006; Bonaccorsi et al., 2006; Mustonen, 2005).  
Our paper belongs to the third stream of OSS research. We seek to provide some economic explanations 
for  the  increased  incidence  of  firms  that  compete  by  releasing  open‐source  counterparts  of  their 
proprietary software products. Like our analysis, a few studies examine hybrid business models that include 
proprietary  and  open  source  software  (Bonaccorsi  et al.,  2006;  Krishnamurthy,  2005).  An  important 
motivation in Rossi and Bonaccorsi (2005) is that firms that open their code expect to obtain contributions 
and feedback in order to fix bugs and improve the software. Other explanations for open‐sourcing include, 
as  perhaps  best  articulated  by  IBM’s  Jon  Prial  (2004),  an  increase  in  the  rate  of  innovations  and  the 
resulting increase in demand for a complementary commercial product of the same firm.  
A few studies examine the competition between commercial software and OSS ( Casadesus‐Masanell and 
Ghemawat  (2006),  Economides  and  Katsamakas  (2006)).  These  studies  assume  the  existence of  an OSS 
product without specifically addressing the determinants of a firm’s decision to open source. 
Hawkins (2004) makes an  important point that the release of code may be profitable because  it entails a 
reduction  in the cost of maintaining the code.  In Mustonen  (2005) the  firm’s decision not to support the 
rival software results in incompatibility between its commercial program and the freely available substitute. 
The model  is similar  to ours  in  that  it considers customers who are heterogeneous with  respect  to  their 
valuations of the competing products, but in his model only one firm acts strategically. A similar analysis by 
Sen  (2007) explores  the competition between proprietary software, an OSS product and a commercially‐
supported  offering  of  the OSS  product.  August  et al.  (2007)  consider  a model  in which  a  firm  chooses 
between  open‐  and  closed‐source  architectures.  Profits  are  obtained  from  services  such  as  integration, 
support and consulting associated with the open source product.  
Our work is also related to the literature on the pricing of information goods, in particular, to the work on 







products.  In  the  academic  literature  and  in  the media,  two  stories  seem  to  coalesce  as  the most  likely 
candidate explanations for open‐sourcing. First, the release of open‐source products increases market size, 
so  that  firms benefit  from  the sale of complementary products or services. Second,  the  release of open‐
source products  reduces  the  cost of maintaining  and debugging  the  code.  The  logic of both  arguments 




due  to higher  revenues or  lower costs. We  think  that  in  this particular case  intuition  is misguided.  If  the 
main  consequence  of  open‐sourcing  is  an  increase  in  the  number  of  customers who  use  the  product, 
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market size could also be  increased through  free distribution of closed‐source software. Free distribution 
could  also  result  in  better  testing  and  reporting  of  bugs.  Furthermore,  the  reduction  in  the  cost  of 





factors  are  identified  in  the  literature. Our  contribution  is  to  bring  to  the  fore  an  important,  yet  little 
explored aspect of open‐sourcing: the  impact of open source releases on the customer’s valuation of the 




Hardly  any  online  user  forum  devoted  to  a  particular  software  product  lacks  complaints  from  users 





or  to  go  as  far  as  to  significantly  change  the  product’s  functionality  to  integrate  it  to  the  existing 
information  systems. While users of  closed‐source  software products  are  generally  restricted  to making 
only minor  changes  to  the  product,  they may modify  their  processes  or  practices  in  order  to  use  the 
software more effectively. The time and effort spent incorporating desired functionality into OSS products 
or adapting  to  the  requirements of closed‐source products  is  reflected  in costs  incurred by  the user. We 
believe that, for most products, the cost of customizing an open source product  is  lower than the cost of 
adapting  to  the  requirements  and  customizing,  to  the  extent  possible,  its  commercial  counterpart. 
Intimately related to open‐sourcing is the issue of perception of OSS by the customer. Some customers may 
have a hard  time assessing whether  an open‐source product has  the  same performance as  the original, 





enterprise  edition  can  only  be  acquired  for  a  fee.  Users  of  the  Sugar  software  could  perceive  other 
significant differences between the enterprise and the community editions. The Community Edition  lacks 
the  functionality  required  to  create  teams  or  to  assign  access  levels  to  the  teams  (Farber,  2005).  The 
inability  to keep users  from deleting each other’s  contacts,  schedules,  leads, etc. makes  the  community 
edition  relatively  unfit  for  commercial  use.  The missing  functionality  is  added  in  the  Enterprise  edition. 





to  provide  the  (OSS  ready)  lower  functionality  product.  However,  the  analogy  breaks  down  when  we 






a decision  to open‐source  their output. Prior work by  Sen  (2007)  and August  et al.  (2007)  analyzed  the 
competition  between  an  OSS  alternative  and  a  closed‐source  commercial  alternative.  These  authors 
showed that there may be benefits to open‐sourcing when services are considered in conjunction with the 
software  product.  However,  these  papers  do  not  consider  the  firm’s  incentives  to  open‐source  their 





We model  the  variability  of  the  fit  of  a  software  product  to  a  firm’s  existing  systems  and  needs  using 
Hotelling’s (1938) spatial model of product differentiation. Similar analyses of competition  in open source 
environments  abound;  a  recent  example  is  the  work  of  Gutsche  (2005).  As  it  is  commonplace  in  the 
literature  on  product  differentiation, we  assume  that  the  two  firms  are  located  at  the  ends  of  a  line 
segment  of  unit  length  and  share  a measure  of  customers  that  we  normalize  to  one  without  loss  of 
generality. We also assume that the customers are continuously (and uniformly) distributed over the unit 
length  segment  and  that  a  customer  demands  at  most  one  product. We  interpret  the  location  of  a 
customer  relative  to a  firm as  that customer’s  ideal product  requirement. A customer who  is closer  to a 

















provides additional value  through  the use of proprietary  features  such as  specialized  tools,  clip  art, etc. 
Since  these enhancements are available only  to purchasers of  the  commercial product,  the open‐source 
product  lacks  these proprietary  features. As such,  the open‐source product provides customers with  less 
value than the commercial product. We denote this reduction in value by 3. In addition, we recognize that 
users  of  both  products  (commercial  and  open‐source)  gain  additional  value  from  the  availability  of  the 







its open‐source  counterpart. We view  the open‐sourced product as more  customizable  than  the  closed‐
source product.  Since  the OSS  product  is more  easily  customizable  than  the  closed‐source  product, we 
assume that a customer’s fit cost for the open‐source product is  where 01. It follows that a customer 
located  at  distance  x  in  product  space  from  the  first  firm  enjoys  utility  levels  UC1=(V+1)xP1,  and 
UC2=(V+1)(1x)P2  if  the  customer  buys  the  closed‐source  product  from  Firm  1  and  Firm  2, 
respectively.  If the customer chooses the open‐source alternative of either firm, the customer nets utility 
level UO1=(V2)x, or UO2=(V2)(1x).  Implicit  in our definition of open‐sourcing  is that the OSS 







two  firms  in  our model  are  local monopolies  prior  to  choosing  their  open‐sourcing  strategy when V<. 
Intuitively, the higher the fit cost, the more customers become captive to the firm that is closest to them. If 
the fit cost is high relative to values, some customers would forgo purchases altogether, and thus a firm’s 
pricing decision has no effect on  the other  firm’s profit.  It  is easily  shown  that  a  firm’s profit  in  a  local 
monopoly  configuration  is  equal  to V2/(4). Open  sourcing  in  such  situations may  increase  the market 
share of a firm’s commercial product. In particular, when (i.e, when the difference between the value of the 
open‐source and the commercial products is small relative to the reduction of fit cost as a result of open‐
sourcing),  the market  share of each  firm’s commercial product  is  less  than 1/2,  so  the  two  firms do not 
compete  head‐to‐head  with  their  commercial  products.  Furthermore,  whenever  1+2  also  satisfies 
1+2>V  1, that  is, when the difference  in value between the closed‐ and open‐source products of a 
firm is large relative to value prior to the release of the open‐source version, it can be shown that a firm’s 
profit increases as a result of open‐sourcing. However, we find these situations strategically less interesting 
because  in equilibrium the open‐sourcing decision of a firm that maintains  its  local monopoly status does 
not affect the profits of  its opponent. We thus  focus only on those situations  in which open‐sourcing has 
strategic implications. We discuss next the outcomes of the various modes of competition.  
4.1 Duopoly with closed‐source products  
















2,  and  also  as  a way  for  Firm 1  to  “steal”  some of  Firm 2’s  customers.  It  is  important  to note  that  the 
customer  who  is  indifferent  between  acquiring  the  product  of  either  firm  is  contemplating  a  choice 
between the free open‐source product of Firm 1 and the commercial closed‐source product of Firm 2.  
Analyzing  competition  in  the  presence  of  an  open‐source  product  is  somewhat  complicated  because, 
depending  on  the model  parameters,  three  configurations  are  possible  involving  varying measures  of 












all  customers  located  to  the  right of  y
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When  condition  1  is  satisfied,  we  term  the  segment  of  customers  who  choose  the  free  OSS  version 
“customer loss.”  
No Customer Loss (y11x11) 
If  condition  1  is not  satisfied,  all  customers  prefer  Firm  1’s  commercial  product  to  its  free OSS  version 
available.  Intuitively,  (1)  is more  likely  to be violated  if 1 or 2 – or both 1and 2– are  relatively high, 
implying that the inherent value of the additional features offered in the commercial version is sufficiently 
higher than in the free OSS version. Firm 1’s commercial product still benefits from the release of the open‐













































In  Figure  3,  the  customer  at  x12  is  indifferent  between  the OSS  product  and  the  commercial  product 









customers  located  on  the  right  of  x
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22.  Since  the  firms  are  symmetric,  this  translates  into  a  single  condition 









we  maintain  the  assumption  that  the  release  of  the  open‐source  product  increases  the  value  that 
customers derive  from using  the  commercial version of a product, even  though no  customer  could gain 














first  stage,  the  firms  independently  and  simultaneously  choose whether  or  not  to  release  open‐source 
versions.  In  the  second  stage,  upon  observing  their  opponent’s  open‐sourcing  decision,  the  firms, 





which are distinct, due  to  symmetry. The optimal pricing decisions and payoffs  in each of  these  second 
stage configurations are discussed in Section Error! Reference source not found.. The three main cases of 
Section  Error! Reference source not found.  provide  the  necessary  payoff  values  for  the  first  stage 
problem.  Thus, we  can  evaluate  the  first‐stage  equilibrium  outcomes  using  the  payoffs we  deduced  in 
Section Error! Reference source not found.. The profit of each of the two firms when no firm releases an 
open‐source version we denote byneither. The profit of each of  the  two  firms when both  firms  release 
open‐source versions is denoted by both. In the asymmetric case when one of the firms releases an open‐
source  version, we denote by self  the profit of  the  firm  that  released  the open‐source  version  and by 
rival the profit of its opponent. Table 1 summarizes the payoffs that correspond to the first‐stage actions 
of the two firms.  
The  equilibrium  outcome  can  be  found  by  inspecting  the  firms’  payoffs.  The  outcome  of  competition 
depends on  the  choice of  the model’s parameters  since we  have multiple  solutions derived  in  sections 





    Closed Open
  Closed  neither, neither rival, self
Firm 1   
  Open  self, rival both, both
Table 1. Payoff Matrix Structure. 
Relevant  in  the  computation  of  equilibria  is  the  ranking  of  the  firms’  payoffs  in  different  competitive 
regimes.  By  choosing  different  values  of  the  parameters  of  our model,  the  ranking  of  the  profits  that 
correspond to the first‐stage actions of the two firms changes. Different equilibria obtain that correspond 
to the different ranking of the firms’ payoffs. We explore the parameter space in terms of the value of 1, 
the  incremental  gain  in  the  value of  the  commercial product brought  about by  the  release of  its open‐
source version, relative to the other parameters of the model. We find that the profits that result from the 
two  firms’  first‐stage open‐sourcing decisions  can be  ranked differently depending how  the  value of  1 
compares to the other parameters of the model.  
We start by assuming that 2 and  satisfy 2<. We turn to discuss next the ordering of the payoffs in the 
various parameter  regions.  The ordering of  the payoffs  is  summarized  in  Table  2. We  also  relegate  the 







































Given these parameter  regions and  the ordering of  the  firms’ payoffs  in each region, we can  finalize our 
equilibrium analysis. Figure 4 summarizes the equilibria in each of the regions of the parameter space that 
correspond to Table 2. We note that multiple equilibria co‐exist  in some of the regions of the parameter 
space.  In  region A,  since neitherself and rivalboth,  the  firms’ dominant  first‐stage action  is not  to 
release an open‐source version. Regardless of  its opponent’s action, each firm  is better off with a closed‐











opponent were not  to  release an open‐source version  (since  in  this  region neitherself). However, not 
releasing an open‐source version is no longer the best action irrespective of the opponent’s open‐sourcing 
decision. Given that the other firm has an open‐source product, the best response would be to release an 
open‐source  product  as  well,  rivalboth.  Thus,  opening  the  source  code  can  also  be  part  of  the 
equilibrium. However, both  firms  are better off  in  the equilibrium  that does not  involve  the opening of 
source code.  
As above,  in  region C,  there are  two equilibria  in which  the  firms either  release or do not  release open‐
source versions. Unlike the situation that arises when the model’s parameters fall within region B, in region 
C  the  firms’ payoffs  in both equilibria are  the  same  (so  the equilibrium  that  involves  releasing an open‐
source version is no longer payoff dominated).  
Inspection of  the payoffs  in Table 2  indicates  that, when  the model’s parameters are  in  region D, a  firm 
could profitably  and unilaterally open up  its  code.  In  this  region, selfneither  and bothrival. Thus, 








of  their products. Conventional wisdom  suggests  that open‐sourcing  increases  the  size of  the market.  In 
turn, greater exposure allows firms to reap higher profits through either increased sales of complementary 
products (e.g., hardware) or through reduced future costs of maintaining and managing the software code. 
This  explanation  is  incomplete  and  somewhat  fallacious,  as  clearly  greater  profit  increases  could  be 
achieved  through  limited  releases  of  the  source  code  or  through  free  distribution  of  the  closed‐source 





source product more  valuable  than  it  closed  source  counterpart  as  a  result of  the better  customization 
opportunities.  In  our model,  the  “crimped”  product  competes  head‐to‐head  with  the  products  of  the 
competing firm. As a result, the release of an open‐source version better insulates a firm from the pricing 
strategy of  its opponent. All things equal, this  implies that the firm that releases the open‐source version 
has  a  competitive  edge  over  its  opponent.  Clearly,  the  firm  that  unilaterally  releases  the  open‐source 
version  increases  its profit, provided that  it can maintain  its customer base.  If there  is customer  loss (i.e., 
when the release of the open‐source version causes some of the releasing firm’s customers to migrate to 
the  free, open  version)  the outcome  is  influenced by  the  trade‐off between higher prices and a  smaller 
customer  base. We  have  shown  how  these  trade‐offs  affect  the  firms’  decision  to  release  open‐source 




there  is  a  sizable  gap  between  the  product  valuations  of  the  open‐  and  closed‐source  products  by 
customers. Not  all  firms  in  today’s  software business environment have  included open‐sourcing  in  their 
strategic repertoire. Another  implication of our analysis shows that  in order to stay competitive, software 
firms should consider a strategy to open‐source their products in case a competitor chooses to do so. 
The market  for  software products  and  services  is under  continuous  evolution. Our model  suggests  that 
open‐ and closed‐source software products are bound to co‐exist. However, co‐existence of the two types 
of products  is more  likely when  the open‐source product  lacks  significant  features, or when  the  closed‐
source  version becomes more  valuable as  a  result of better  code maintenance  (like  ridding  the  code of 













































































The  increasing  importance  of  information  in  contemporary  societies,  as  well  as  the  paradoxes  of 
information  and  mainly  the  uncertainty  surrounding  its  value,  raise  several  questions  concerning  the 
valuing  of  information  and  of  information  producers  by  laymen.  In  our  studies we  examined whether 
informational goods are undervalued, compared  to material goods, by potential buyers and sellers. Also, 
we examined the social representations of information, which provide an insight about the lay meaning of 
information.  Finally,  we  investigated  whether  the  undervaluation  of  information  generalizes  to  the 
remuneration of professionals producing pure  information  (invention) compared  to  those who apply  this 
information  in order  to produce material  goods. Results  showed  that, whereas  informational  goods  are 
devalued  compared  to  material  goods,  the  remuneration  of  intellectual  professionals  producing  pure 
information  is  overvalued  compared  to  this  of  intellectual  professionals  applying  this  information  to 
produce  services  or material  goods.  The  investigation  of  the  structure  of  the  social  representations  of 
information  showed  that  the  central  core  of  the  representation  of  information  is mainly  composed  of 
categories  referring  to  traditional media,  functions and  technologies of  information, while contemporary 
functions and technologies are less frequent or absent.  








intangibility  and  reproducibility with  zero  cost  lead  to  a  number  of  paradoxes  concerning  its  economic 
value. Arrow  (1962),  in a pioneer article which  concerns  invention but also applies  to  information,  since 
Arrow defines invention as a new information product, suggests that the value of information is not known 
to the buyer until he owns  it. Thus, the  first paradox  is that possessing  information  is a condition  for the 





Experimental  studies  who  focused  on  the  valuation  of  information  revealed  different  aspects  of  the 
uncertainty  surrounding  information’s  economic  value.  Thus,  focusing  on  risk  attitudes  and  their 
correlation with the value of information, Schoemaker (1989) showed that there is no correlation between 
subjects’  risk  attitudes  and  their  preference  for  probability  vs  payoff  information.  Rauchs  and Willinger 
1133
(1996)  showed  that  individuals  recognize  that perfect  information has value  since  subjects are willing  to 
invest  more  on  a  risky  venture  if  perfect  information  is  available  than  if  it  were  not.  Nevertheless, 
individuals under‐appreciate the value of perfect information because they fail to recognize the importance 
of statistical information in forming judgments (Rötheli, 2001; Meyer & Shi, 1995). Acording to the findings 
of Delquié  (2004) who  examined  the  value  of  information  by  subjects who  had  to make  a  risky  choice 






aims  to  show  the  repercussion  of  the  uncertainty  surrounding  information’s  value  on  its  valuation  buy 
laymen. It also aims to examine the meaning of information for laymen  and the extend to which the social 




experiment,  we  presented  laymen  with  experimental  conditions,  where  they  could  make  profit  by 
purchasing either valuable information or valuable material goods. The expected profit being  the same for 
both material and  informational goods, participants were asked which was the maximum price they were 
willing  to pay  in order  to purchase  the good  (for details on  the experimental manipulation,  sample, and 
results, see Sakalaki, & Kazi, 2007).  
The  findings of this study showed that,  in all conditions under examination, subjects underestimated  the 
value of both material and  informational goods and,  thus, did not behave perfectly  rationally. However, 
what  is  interesting  to point out here  is not  the absolute  value  attributed  to either  the  informational or 
material goods, but their relative valuation:  immaterial goods were systematically undervalued compared 
to material goods (see Table 1). Furthermore, the arguments used to justify valuations differed significantly 
between  informational  and material  products.  Participants  justified  their  valuation  of  information with 
arguments  which  seem  to  incorporate  the  uncertain  character  of  its  value,  effectiveness  and 
trustworthiness, and which therefore suggest the reservations and hesitancy of participants presented with 



































appears  supporting  not  only  the  subjective  judgment  of  individuals  about  the  uncertain  value  of 
information but the existence of a common knowledge about the value of information. Indeed, in order to 
construct a value, sellers must also take under consideration the potential buyers’ willingness to pay,  i.e., 
they must  infer how much buyers will accept  to pay.  In other words, we should  then deal with a  rather 
consensual judgment, a convention or tacit norm shared by all, a common knowledge concerning the value 
of  information: everybody knows  that, and everybody knows  that all  the others know,  that  information 
worth less than material goods, ceteris paribus.  




selling  either  valuable  information  or  valuable  material  goods  (for  details  on  the  experimental 
manipulation, sample, and results, see Sakalaki, & Kazi, 2009). Results have replicated the findings of study 
One,  showing  that material  goods  are  valued more  highly,  especially  in  the  condition  of  high  expected 
profit by the buyer, whereas the opposite pattern appears when the product for sale is information: in the 
condition of high expected profit by  the buyer  the proposed  selling price  for  information  is even  lower. 
When  it comes  to  informational goods,  it seems  that not only  information  is,  in general, sold at a  lower 
price than material products, but that, additionally, sellers of information are even more hesitant to ask for 
a high price when the buyer  is going to earn more and should, consequently, pay more  in order to obtain 





Given  the  results of Study One and Two, as well as previous  findings  (Sakalaki & Thépaut, 2005), which 
showed that laymen tend to undervalue informational goods, it was interesting to investigate if laymen also 
undervalue  the  remuneration  of  professionals  who  produce  pure  information  (e.g.  researchers  or 
inventors),  compared  to  the  remuneration  of  professionals  applying  knowledge  to  produce  material 
products (e.g., practitioners) (for details on the experimental procedure, sample, and results, see Sakalaki, 
& Kazi, 2009). Results of this study have shown that the work of researchers‐inventors, that is information 



















Sakalaki, & Kazi, 2009).  In  this  study we used  the  free evocation  technique. More  specifically, we asked 
participants  to  write  down  the  first  three  words  that  came  to  their  mind  when  they  think  about 
“information”.  We  did  not  give  any  other  specifications  or  instructions  and,  to  our  knowledge,  the 
participants did not have any specific knowledge about management or IT systems. Then, a content analysis 
was  applied  on  the  list  of  words  in  order  to  reduce  this  list  into  conceptually  coherent,  exclusive, 






media.  Most  of  the  peripheral  elements  represent  qualifications,  utilities,  characteristics  or  uses  and 
misuses  of  this  fundamental  function  (misinformation,  illegal manipulation,  reliability,  objectivity,  etc.). 
Although  included  in  the  central  core,  new  technologies  of  information  have  a  comparatively  lower 




































































dimension of  the  representation.   The  findings of  this  research were  slightly different  from  the previous 
one, in that new technologies of information was the most frequently chosen (by 40 participants), followed 
by news  (chosen by 29 participants), TV –  radio  (chosen by 19 participants), press  (19) and knowledge – 
learning  (18). When attributing choice to the majority, the order of  frequency was as  follows: TV – radio 
(63), new technologies of information (45), and news (19).  
7 DISCUSSION 
Our studies aimed to  investigate the valuation of  information by  laymen when they are  in the position of 
buyers  or  sellers  of  valuable  information,  compared  to  laymen  who  are  buyers  or  sellers  of  valuable 
material goods. It also aimed to study if the undervaluation of information generalizes to lay estimations of 
the  remuneration  of  professionals  producing  or  transforming  pure  information  versus material  goods. 
Finally, a structural approach of the social representation of  information  intended to analyze the meaning 
attributed to information by socially constructed knowledge. 
Studies  1  and  2  showed  that  both  buyers  and  sellers  systematically  underestimate  information,  both 
absolutely and relatively compared to material goods. That  is, they sell and buy  information cheaper than 
material  goods.  The  tendency  to  devalue  even  more  the  informational  goods  in  condition  of  high 
involvement,  that  is when  expected  profit,  and  thus  investment  and  risk  for  buyers  are  high,  already 
observed  in  study  1  (Sakalaki  and  Kazi,  2007)  for  buyers  of  information,  is  confirmed  for  sellers,  even 
though  sellers  are  not  directly  affected  by  the  economic  disadvantages  related  to  the  higher  risk 
undertaken  in  condition  of  high  involvement.  These  findings  suggest  that  the  risk  associated  to  the 
purchase  of  information  constitutes  a  common  knowledge:  Sellers,  just  as  buyers,  seem  to  think  that 
information is less valuable, since they lower information’s price compared to the price of material goods.  
The  structural  approach  of  the  social  representation  of  information  (Study  4)  showed  that  the  main 
elements of  the central  core of  the  representation  refer  to  rather ancient  functions and  technologies of 
information like news and audio and audio‐visual media (TV and radio). Moreover, the items related to the 
crucial  social  and  economic  role of  information  (e.g.  knowledge,  learning,  information processing),  are 
situated  in the dynamic zone of the periphery and not  in the central core of the representation. Last but 
not  least, the reference to cognitive processes applying to creative or  innovating uses of  information,  like 
invention, creative  synthesis which  lead  to  scientific knowledge, construction of new  ideas, conceptions, 
symbols or forms, which actually constitute, from an economic point of view, the most valuable aspects of 
information processing are totally absent. In other words, the social representation of information has not 
yet  integrated  some of  the most  relevant  aspects of  information which,  in  the  contemporary  economic 
systems where  the  immaterial primes, endow  information with a more valuable economic status.   Thus, 
social  representations  of  information  provide  insight  into  some  reasons,  at  least, which  determine  the 
undervaluation of information. 
The  results  of  the  third  study  showed  an  inversion  of  the  tendency,  with  participants  overestimating 
remunerations  of  intellectual  professionals who  produce pure  information  in  comparison  to  intellectual 
professionals  who  apply  this  information  in  order  to  produce  material  or  cultural  goods.  Thus,  the 
specificities  and  paradoxes  of  information  do  not  appear  to  generalize  to  the  estimation  of  the 
remuneration  of  professionals  producing  pure  information.  Probably  the  work  necessary  to  produce 
scientific knowledge  is  judged  to be more valuable  than  the work consisting  in applying  this knowledge, 
independently of the materiality of the outcomes produced. In this case, the indirect utility of information 
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primes on the uncertainty surrounding  its value.  It  is also possible that the  lay concept about  information 
does  not  necessarily  include  science  and  production  of  new  knowledge,  although  objectively  these 
categories partly coincide with the concept of information since they all refer to informational ‐ immaterial 
elements.  It  is  noteworthy  that  the  concept  of  science  is  absent  both  from  the  central  core  and  the 
peripheral elements of the representation of information.    
The above questions should be examined in other cultural contexts in order to see if these findings can be 
generalised.  The  interference  between  scientific  and  lay  assumptions  about  information,  as well  as  the 
relationship  between  the  constructs  of  information  and  science  in  lay  thinking  must  also  be  further 
investigated by  future  studies. The undervaluation of  the  former do not generalize  to  the  later, perhaps 
because science and scientific products  incorporate the surplus conferred   by the  long studies required  in 
order  to  produce  or  transform  this  specific  kind  of  informational  good,  independently  of  the material, 
immaterial  or  cultural  nature  of  the  product  issued  from  scientific  activity.  Therefore,  accumulation  of 
knowledge and knowing‐how procedures and activation of this knowledge in order to invent or create new 


































The  information and communication technology (ICT)  industry  is one of the most capital  intensive among 
the high‐technology industries. ICT business analysis, especially after the industry deregulation, has become 








it  is  characterized  by  rapidly  changing  business  and  technology  conditions.  Especially,  after  the 
liberalization of the  ICT markets, the related business activities are not owned exclusively by a single firm 
but rather are shared by many competitors. Examples of ICT markets with a limited number of players are 





penetration,  network  infrastructure  cost,  area  characteristics,  applications  offered,  expected  tariff 
evolution,  customers’  willingness  to  pay,  demand  forecasts,  evolution  of  expected market  shares  and 
investor’s technical skills. Traditional finance theory suggests that firms should use a Discounted Cash Flow 
(DCF)  methodology  to  analyze  capital  allocation  requests.  However,  this  approach  does  not  properly 






fields.  E‐learning  is  the  delivery  and  management  of  learning  by  electronic  means.  Various  devices 
(workstations,  portable  computers,  handheld  devices,  smart  phones,  etc.),  networks  (wireline, wireless, 
satellite,  etc.)  can  be  used  to  support  e‐learning  (Wentling  et  al.  2000).  E‐learning  may  incorporate 











flexibility  of  acting  according  to  changing business  conditions  (Whalen  and Wright  1999, Downes  1998, 
Morgan  2000).  Few  exceptions  of  e‐learning  investment  analysis  using  ROs  include  Angelou  and 
Economides  (2007)  and  Oslignton  (2004)  works.  In  addition,  price  competition modelling  in  a  general 
perspective of the information technology field was considered by Zhu (1999) and Zhu and Wyeant (2003). 
The  present  study  extends  these  works  by  applying  multi‐period  price  competition  under  a  ROs 
perspective.  In  addition,  it  applies  the  proposed  analysis  to  e‐learning  services  provision  focusing  on 
specific  market  characteristics.  Previous  research  on  investment  evaluation  has  applied  ROs  to  ICT, 
pharmaceuticals  and petroleum  fields  (Angelou  and Economides 2009, 2008a, 2008b,  Iatropoulos et  al., 
2004, Mun 2002, Mun 2003). For a survey of options theory applications in the ICT field, the interest reader 
is referred to Angelou and Economides (2005).  





The  industrial  organization  literature  has  investigated  various  circumstances  under which  each  type  of 
competition is more likely to occur. In the airlines’ industry, where fixed costs are all paid before sales take 
place and the firms have capacity to fill many more orders than they may get, price competition is likely to 
occur.  In other cases, where  the production process  takes a  long  time,  firms may commit  themselves  to 






also  assume  that  both  firms'  plants  are  operating  at  full  capacity  (i.e.  they  cannot  produce  any  larger 




competition  will  be  in  prices  (Bertrand)  or  quantities  (Cournot).  Under  these  circumstances,  profit‐
maximizing  firms  (telecommunications  investors)  should  build  networks  just  big  enough  to  supply  the 
output that could occur in Cournot equilibrium. Then, whether they subsequently compete by deciding on 
quantities  (as  in  Cournot's  theory)  or  on  prices  (as  in  Bertrand's  theory)  they  end  up  in  Cournot's 
equilibrium. They cover their total costs and make profits that are less than the profits in a monopoly but 
more than  in a perfectly competitive  industry. When they do reach the Cournot equilibrium, they are not 
tempted  to  cut prices  because  they  are  already producing  at  full  capacity.  The  intuitive  reason  for  this 
result  is  as  follows.  Firms often  recognize  the  self‐destructive nature of  the price  competition  that was 
analyzed  by  Bertrand.  Having  recognized  it,  they  take  steps  to  avoid  it.  They  do  this  by  limiting  their 
capacity to produce. This argument  leads us to expect Cournot's results when demand  is such that  firms 
can just use their capacity, and Bertrand's results when firms unexpectedly (or, as  in the case of aircrafts’ 
airlines, unavoidably)  find  themselves with  large quantities of unused capacity. Thus,  for example, when 
demand  falls  to  unexpectedly  low  levels during  a  recession,  firms will  have  excess  capacity  and will  be 
tempted to engage in price competition that may drive price below average total cost. But when demand is 
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As mentioned before  this study  focuses on e‐learning  service considering price competition. Particularly, 
firms choose products and services with specific attributes and quality to offer to the customers. The firms 




to  find the overall business equilibrium  for the  two players considering price competition modelling.  It  is 
assumed  that  both  players  are  rational  and  have  access  to  the  same  amount  of  business  related 
information. 
In appendix  the analysis  focuses on one‐period game, estimating  the equilibrium  strategies of  the  firms. 
However,  ICT business opportunities usually  last more  than a  single period. This  study assumes  that  the 
investment remains valid  for two periods. All the notations used  in the analysis are given  in Table A‐1 of 
Appendix. The possible decisions,  for  the duopoly case,  for each player are  the  following:  invest  for high 







dynamic programming  technique  to bring back  the values  from period  t  (here  t=2)  to period  t‐1. Finally, 
when having  these  values  for  each period, both  firms  choose  the  equilibrium  strategies.  The  same  rule 
applies  repeatedly  for  more  than  two  periods.  Concerning  a  multi‐period  perspective,  dynamic 
programming and backward induction techniques solve the multiple period game. Particularly, the value of 
the business can be represented by the “Bellman” equation:  
( ) [ ] ( )[ ]⎭⎬⎫⎩⎨⎧ +−= xxVErIExV '1 1,max ιπ  
where V(x) is the value of the business, x is the state variable (here market demand D). I is the investment 










method  to  find  the game equilibrium. Assuming  that  the game has only one period  left,  then  the  single 
period results are valid. If the game has two periods left, then each firm (competitors) has to compare the 
payoffs from each of the possible decision combinations. Particularly, the second period game has to start 
from  one  of  the  following  decision  combinations:  (INAHQL,  INBHQL),  (INAHQL,  INBLQL),  (INALQL,  INBLQL),  (INALQL, 
INBHQL),  (INAHQL, DFB),  (INALQL, DFB),  (DFA,  INBHQL),  (DFA,  INBLQL)  and  (DFA, DFB).  Taking  into  account  the one 
period analysis, given  in Appendix, (IN, DF) and (DF,  IN) are mixed strategies  in the demand region 2 (see 
Figure A‐1). When (IN, IN) set of decisions takes places the game is over and the decisions have been taken 
place. Hence, we only need to analyze the decision combinations (DF,DF). Analytically, if the game reaches 
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Finally,  in case of monopoly conditions, the case where one player  invests while the other abandons  the 
investment the ENPV (ROV) is given by expressions 3.   
[ ] ( ) [ ]{ }
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when both  invest  immediately at  t=0. The  target  is  to estimate  the market demand  level where waiting 
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equilibrium will be (DF, DF) if demand is below the value  ( ) 821N 242 ωkIdh f , (IN, IN) if demand is above this 
level. Hence, the threshold of demand between waiting and investing is given by equation 8.  
( ) ( ) ( )2ΔΤσ2242 kI82 ekI82ukI82d1hN ω=ω=ω=                                                                               (8) 
The same applies for the  low quality case. We assume that  ΔΤσeu = and  ΔΤ-σed =  (Trigeorgis, 1996). The 
investment  threshold  is  a  function  of  the  uncertainty  (here, measured  by  the  volatility)  of  the market 
demand, the coefficient of the development cost and the overall investment infrastructure (one time) cost. 
The competitors will  choose  to wait more  if  the market demand  is more volatile, and  the  infrastructure 
implementation  costs more.  Particularly,  the  uncertainty of  the market demand  increases  the  ROV  and 
provides arguments for waiting more. As  it can be seen  in Appendix,  in case of the price competition the 
competitor  with  the  best  quality  attribute  is  able  to  charge  higher  prices  and  so  experience  higher 













To  illustrate  the proposed analysis we apply  it  to a hypothetical organization  such as a public university 
(PU).  PU  is  interested  in  entering  in  entering  into  the  e‐learning  business  field  and  exploiting  its  high 




and  adults  having  access  to  the  Internet.  The  base  scale  investment  concerns  learning  English. Quality 
attributes may  concern English  for  specific purposes  such as business,  technical, medicine,  literature.    It 
may  also  concern  similar  services  for other  foreign  languages.  The  courses  are developed digitally on  a 
special educational software platform that is purchased to cover the needs of the “PU e‐services” company 
and it is installed on the collocated server. Afterwards the users of our services submit their own personal 
passwords and  ID’s  in order to get connected  to  the server and attend  the  lessons  through the  Internet. 
Competitive advantages of such business model for providing distance‐learning services comparing to the 
conventional syllabus are: i) the absence of traditional classrooms which leads to reduced Operating Costs, 
ii)  the absence of  traditional way of  teaching which  reinforces autonomous  learning,  iii) offering services 
24h a day, 7days a week that leads to maximum exploitation while at the same time it is more convenient 
for  the  users,  iv)  flexible  pace  of  attending  the  lessons,  and  v)  reduced  fees  due  to  the  continuous 
functioning and the reduced operating costs. 
From  PU  e‐services  perspective  a  decision  to  enter  the  e‐learning  business  can  be  a matter  of  timing. 
Particularly, it is examined whether PU can afford to wait or should move rabidly sacrificing uncertainties’ 

























might  increase as customers become more aware of  these services.  In parallel, PU could  take actions  to 
lower  its market  entry  risk  (e.g.  by  seeking  corporate  alliances  for  common  exploitation  of  the  specific 
market). With these concerns  in mind PU  is addressed to the question: how  long should PU wait to enter 
the e‐learning market? A two players’ game is considered where one player is PU and the other player is a 
competitive private educational organization on a national  level. The decision making process has to find 
the balance between  investing now or wait  till  the moment where  the business value  is higher  than  its 





the expected  customers demand  level where  the  expected ENPV  is  the higher possible. Concerning  the 
quality attributes, the analysis focuses on one dimension perspective, while  it may be a subject of further 
work  to  consider multi‐attribute  analysis.  In  general  the most  important  ICT  service  attributes  could be 
reliability,  fit  for  purpose  and  keeping  promises  to  the  customers.  Especially,  regarding  the  e‐learning 
services provision by  institutions  the demand  for quality and accountability  is continuously  increasing.  In 
















The  ICT  industry  is one of  the most capital  intensive among  the high‐technology  industries.  ICT business 
analysis,  especially  after  the  industry deregulation, has become  a difficult  task.  ICT  investments  contain 
uncertainties  concerning,  demand,  technology,  organizational,  financial  and  environmental  aspects.  
Traditional quantitative cost‐benefit analysis concerning investment decisions is by no means sufficient for 
capturing the complexity of the problem in its entirety. In addition, ICT businesses contain growth aspects 







variable  costs. Normally,  fixed  costs  are  sunk  costs, not  recoverable,  if business  fails. Also,  some of  ICT 
business fields may experience significant capacity constraints such as broadband backbone network, while 
in  some  other  ICT  fields  not  so  significant  such  as  e‐learning  activities  and more  generally  information 




price  competition model  for  ICT  business  activities.  For  each  period  of  the  overall  business  game  the 
competitors watch and analyze  the overall market demand and  recognize  the market size as well as  the 
optimum entry point for them. According to the market demand there may be space for one, for two, or for 
none  of  the  players  to  enter  the market.  Also  a  case  study  is,  intuitively,  discussed  regarding  a  public 
university as an interest business investor to enter the e‐learning business field. 
Most  ICT  industries  exhibit  network  effects. Angelou  and  Economides  (2009)  discussed  network  effects 
under qualitative thinking  in the basis of ROs and game theory  integration. Network effects concern both 
sequential and simultaneous decision modes. In a market where ‘tipping’ effects are strong (e.g., computer 
software market,  satellite broadcasting market)  the  first  firm  to establish a base  tends  to dominate  the 
whole market  in due course. In addition,  in some  instances a firm’s  investment project has higher value  if 
another firm also invests; in this case the investments of the two firms are said to be complementary. For 
example,  as  long  as  competitive  effects  are  not  too  strong,  a  firm  may  benefit  from  the  advertising 
expenditure of other firms to the extent that this creates demand for the product class as a whole, not just 
the  output  of  the  particular  producer.  Finally,  simultaneous  investment may  involve  strategic  alliances 
benefits which may include the allocation of complementary resources from all parties. If both players act 
(invest)  simultaneously  they  can  achieve  an  aggressive  market  entry.  Someone  may  examine  in  a 
quantitative way all  these aspects and how  they can  influence  the decision equilibrium of  the proposed 
analysis.  Another,  extension  of  the  analysis  could  be  the  assumption  that  in  the  first  period,  only  low 
quality  of  investment  is  possible, while  in  the  second  period,  both  high  and  low  quality  investment  is 
available.  Furthermore,  investment  cost  can  be  lower  for  the  second  period  (Demirhan  et.  al.  2006, 







However,  this  paper  adds  in  the  overall  competition modeling  dimension beyond  that  by  introducing  a 
multi‐period competition perspective by integrating ROs and game theory analysis. In addition, it is the first 
time where ROs and game theory are integrated in the e‐learning field under price competition modeling.  
It  examines  the  two  players’  game  (duopoly  case).  Duopoly  provides  a  starting  point  for  research 
investigating  strategic  impacts  of  ICT  investments.  Particularly,  in  telecommunication markets  there  are 
normally two or three strong players and a number of weaker players that normally follow the strong ones. 
One perspective of our analysis could be the case where the game concerns two parties, one is the firm of 

































































ω  Coefficient  factor  that  is  related  the  service  (product)  value  for 
the customer 
Table A‐1: Notations Used in our Model 
We  index  the  customers’  types with  the variable  t. We  consider  that  t  is uniformly distributed over  the 
interval [l,h], where h>l>0. Customers with t=h have the higher interest in the service (product), while with 
t=l have the less interest in the product. The density of customers is N per unit of the type index. Hence, the 
total number of  customers  (overall market  size)  is N(h‐l). Customers  choose  to buy  the  services  if  their 
utility  (or net  value)  is positive. Particularly, we define  the utility  value  for  customer  t  for product with 
attribute u (u>0) at the price p to be the difference between the value of this (i.e. quality in our case) and 
the price p that the customer pays.  
( ) ( ) putVputU tcustoemer −= ,,,                 (A‐1) 
Where  














( )u/phND ω−=                               (A‐3) 
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We  assume  that  the  marginal  cost  of  producing  each  unit  (e.g  a  new  student  enrolment)  is  c.  The 
development cost is ku2. Hence, the overall cost function C is  
( ) cDkuD,uC 2 +=             (A‐4) 
where k may be the coefficient of the development cost. It is related to the technology used to develop the 
service (product). Particularly, for e‐learning software products, k  is related to the programming platform 
for  the  application  development  as  well  as  to  the  personnel  cost  development.  The  quadratic  term 
represent that the marginal development cost  increases as the quality of the service  (product)  increases. 
The time order of events  is as  following. First, the competitors pay an  investment cost  in entering the e‐
learning market, then they choose the qualities (attributes) of their respective service (product) and then 
they compete  in  the price domain. The competitors choose whether or not  to make a  fixed,  irreversible 
investment  to enter  the market. At  the end of  this  choice, each  competitor  recognizes his  competitors, 
which  have  entered  and  which  have  not.  Second,  each  competitor  chooses  the  quality  attribute  per 
enrolment  type  (e.g.  business  English,  academic  English,  engineering  English).  Higher  bit  rate  requires 

































prior  leader.  To  find  the  game  equilibrium,  we  first  start  with  the  final  choice  of  the  price  selection, 
considering that each player knows the decision of his competitor and the attributes of his products. First, 
the  two  competitors  simultaneously  choose  service  (product)  attribute  (e.g. bandwidth provision).  Then 
each competitor, having recognized the other firm’s choice, simultaneously chooses a price for its product. 




0ptu iii >−ω and  jjjiii ptuptu −ω>−ω , where i#j 
If tk is the type of customers that are indifferent between product (u1,p1) and (u2,p2), then 























  where  customers  buy  nothing,  buy 
product u1, and buy product u2 respectively.  

























































( ) ( ) 0uu4ku2u7u4uNh 312112222 =−−−ω ,  ( ) ( ) 0uu4ku4uu3u2Nh2 3122221212 =−−+−ω            (A‐19) 






































11 ==== indicating  that  the 
two  competitors would  support  78.75%  of  the  overall market.  As  seen  in  the  present  analysis  the  two 
competitors  choose  different  qualities  because  if  they  choose  the  same  service  attribute  (quality) 
bandwidth, they compete strictly on price and price will fall to marginal cost, which for telecommunication 
services goods is almost zero, so fail to recover their development, sunk, irreversible costs 0.  
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Real  Options  that  this  kind  of  investment  can  lead  to.    However,  studies  on  the  evaluation  of  other 
Information Systems have acknowledged  the  importance of  these options as  they create  future business 
opportunities or give to managers the opportunity to take actions that could favorably influence the future 
direction  of  an  investment  in  response  to  external  or  internal  events.   Drawing  on  literature  from  the 
Financial Field (Real Options theory) and Information Systems (IT investment evaluation), this paper has the 





Radio  Frequency  Identification  (RFID)  is  the  generic  name  for  technologies  that  use  radio  waves  to 
automatically  identify  individual  items  that  carry  such  identification  tags  (Jones  et  al.  2004).    This 
technology dramatically  increases  the  ability of  an organization  to obtain  an  enormous  amount of data 
about  the  location movement  and properties of  any entity  that  can be physically  tagged  and wirelessly 
scanned (Curtin et al., 2007). Supply chain management, anti theft systems, asset tracking, airline baggage 
handling, electronic tolling, and facilities management (ex. libraries) are examples of areas where RFID can 
be  applied  to.    Widespread  adoption  of  this  technology  is  observed  in  the  retail  industry.    In  this 
environment,  RFID  can  support  a  range  of  applications  from  upstream  warehouse  and  distribution 
management  to  retail‐outlet  operations  including  shelf  management,  promotions  management  and 
















characteristics,  namely  synergies  that  these  projects  can  have.      According  to  the  literature  on  the 
evaluation  of  information  systems,  exploiting  these  synergies  can  result  to  the  decrease  of  total 
expenditures and  increase of benefits (Santhanam and Kyparisis, 1996).   These synergies can be the basis 
for the generation of growth opportunities  (“Growth options”) of an  investment.   The  importance of this 




this  study  has  the  aim  to  consider  RFID  applications  rather  as  interrelated  that  can  result  to  follow‐on 
investments than as independent.  The above issue has been highlighted as further research by Curtin et al. 
(2007).   According  to  them: “Researchers could  test  the notion  that  infrastructure  technologies  (such as 
RFID) may  not  be  the  primary  drivers  of  business  value  themselves  but  rather  create  real  options  for 
additional follow‐on investments”.   








The basic  trait of RFID  technology, which  involves  the automated and wireless unique  identification of a 
tagged  item,  is  essential  in  environments  such  as  supply  chain management,  anti  theft  systems,  asset 
tracking, airline baggage handling, electronic tolling, and facilities management (ex. libraries), where a non‐
line of sight system  is  required  to extract  information about object movement.   Retail supply chain  is an 
area where  RFID  is mainly  adopted.    In  this  environment,  RFID  can  serve  a  range  of  applications  from 
upstream warehouse and distribution management to retail‐outlet operations including shelf management, 
promotions management and  innovative consumer services, as well as applications  for  the whole supply 
chain such as product traceability (Pramatari et al. 2005).  
An RFID system is composed of three layers as it is depicted in the Figure 1: (i) a tag which is attached to or 
embedded  in a physical object  to be  identified,  (ii) a  reader and  its antennas which allow  the  tags  to be 
interrogated and (iii) a software equipped with a middleware application that controls the RFID equipment, 
manages  the data  and  interacts with other enterprise  applications  such as ERP, CRM or WMS  (Asif and 
Mandviwalla, 2005 ; Wamba et al. 2008).  An RFID reader identifies any tagged item within its interrogating 



























































































































































































































































































































Altering  the  form of  the above RFID  traits can  lead  to different business  functions and applications.   For 
instance, assume that a reader is located in an inventory room at a store to identify automatically the stock 
of the products.  If a manager decides to place an additional reader at the check out points of the store in 
order  to  identify  the  sold  products,  then  another  business  function  occurs.    Through  the  automatic 
identification of the sold products and the necessary software adjustments, the inventory of the store can 
be updated  and decreased  automatically by  the number of  the purchased products.    This  is  a  result of 
adjusting  the  location  of  the  readers  and  the  software  of  the  system.    Thus,  modifying  the  basic 
components  of  the  RFID  system  can  result  to  different  implementation  options  and  RFID  enabled 
applications.  “Whenever an IT project has flexibility about which applications and functions to implement 






inventory  and warehouse  activities.    Studies based on  several  tools  such  as mathematical or  simulation 
models    (Doerr et al., 2006; Fleisch and Tellkamp, 2005; Kok et al., 2008; Rekik et al. 2008; Wang et al. 
2008), assess the  impact of the technology on  inventory management and more specifically on  inventory 
replenishment,  inventory  inaccuracies, product misplacement errors and shrinkage.    In addition, research 
based on financial, simulation or hybrid approaches (Bottani and Rizzi, 2008; Karagiannaki et al. 2007; Kim 
et al., 2008; Subirana et al. 2003; Wamba et al. 2008) has evaluated  the use of RFID  for warehouse and 
logistics operations  such as  shipping, orders  receiving and put away processes, concluding  that RFID can 










the  scale  of  a  project,  implementing  it  into  sequential  stages  or  exploiting  it  as  a  platform  for  future 
projects (Tiwana et al. 2006).  These types of options entail value for an investment.  If not considered, then 
the  evaluation may  lead  to  ambiguous  results.   However,  the  literature  on  RFID  investment  evaluation 
disregards  this perspective.   The need  for  identifying  the kind of options  that an  investment  in RFID can 
entail is underlined by Curtin et al. (2007) as an idea for further research.     
One kind of option that has been neglected by the literature on RFID  investment evaluation is the growth 
option,  referring  to  the  future  business  assets  that  an  initial  investment  can  lead  to.          This  is  a 
consequence of the fact that the RFID projects in the literature are mostly considered as independent and 
stand‐alone.   However,  synergies  among  these  applications  exist  as  they  share  common  characteristics, 
such as the implementation cost resources.  Previous literature (Iniestra and Gutierrez, 2008; Lee and Kim, 
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2000;  Santhanam  and  Kyparisis,  1996;  Verma  and  Sinha,  2002;  Liesio  et  al.  2008)  has  supported  the 
importance  of  exploiting  these  synergies  among  IT  projects,  as  they  can  result  to  sharing  valuable 
resources, the decrease of total expenditures and the increase of benefits (Santhanam and Kyparisis, 1996).  
Exploiting  synergies,  investment  projects  can  be  considered  as  a  ‘bundle’  of  interrelated  investment 
opportunities,  the  earlier  of which  are  prerequisites  for  others  to  follow  (Panayi  and  Trigeorgis,  1998).  
However,  this perspective  is neglected by  the  literature on RFID  investment evaluation.   As Curtin et al. 
(2007) argue,  interesting opportunities  for  research on RFID emerge: “Researchers could  test  the notion 
that  infrastructure  technologies may not be  the primary drivers of business value  themselves but  rather 
create real options for additional follow‐on investments”.  
4 RESEARCH AIMS AND RESEARCH DESIGN  
The aim of this research  is to apply Real Options thinking to the RFID  investment evaluation.   The goal of 
this  research  is  to  use  Real Options  as  a  tool  to  understand  better  the  flexibility  that  is  yielded  for  a 
company which  decides  to  invest  in  this  technology.    In  contrast  to  the  previous  studies,  this  research 








related  to  the  case  of  RFID.    The  applicability  of  these  types  of  options  to  other  kind  of  information 
technologies (CRM/ERP) as it is described by the literature is used as a guide.  In addition, the taxonomy of 
these  types of options as  it  is discussed  in  the  literature  (Trigeorgis, 1996; Benaroch, 2001)  is used as a 










The  approach  that  considers  for  the  value  assessment,  the  flexibility,  the  alternatives  and  the  possible 
follow‐on projects that an  investment  in an  IT project can  lead to,  is the Real Options (RO) Analysis.   This 
approach finds its origins in the financial management field.  The main idea underneath this approach is the 
fact that an investment embeds several types of options that should be considered during the assessment 





























































One  set  of  studies  (Dos  Santos,  1991;  Taudes,  1998;  Taudes  et  al.  2000,  Panayi  and  Trigeorgis,  1998; 
Bardhan et al. 2004; Benaroch et al.2006) has evaluated investments in IT projects which  lead to “Growth 
Options”.    This  research  field  supports  the  notion  that  an  early  investment  in  an  IT  project  such  as  a 
software platform  can be  seen as a prerequisite or a  link  in a  chain of  interrelated projects opening up 
future  growth  opportunities  (Trigeorgis,  1996)  and  applications  such  as  e‐commerce,  electronic  data 
interchange (EDI).  Thus, the cost of the initial investment is viewed as the premium that a company have to 
pay  to  buy  the  option  to  invest  in  other  related  investments  in  the  future.    The  growth  and  follow‐up 
options are viewed in some parts of the IS literature (Taudes et al. 2000, Bardhan et al. 2004, Benaroch et 
al. 2006)  as  sequential multi‐stage options,  called  as  “nested options”, where  the  value of each project 
consists of its own asset and the value of the option that it leads to (Benaroch et al. 2006).     
Based on the Real Options thinking, all the infrastructure investments can be considered as a sequence of 
interrelated  applications  (Trigeorgis,  1996).    If  RFID  technology  is  considered  as  an  infrastructure 
technology,  initial  investments  in one  initial  application  type  can  lead  to  related  follow‐on  investments. 
Thus, not  considering  this  kind of option would undervalue  the  initial  investment.   RFID  technology  can 
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support  simultaneously  many  applications  (Violino,  2005)  with  common  characteristics,  goals  and 
synergies.  Exploiting these synergies an investor can consider how an initial investment can lead to a future 
related application and create value.   The employment of these synergies can offer business benefits and 
cost  decrease  (Santhanam  and  Kyparisis,  1996).    An  example  of  this  option  for  the  RFID  case  is  the 





The  second  set of  the  studies  (Benaroch and Kauffman, 1999; Benaroch and Kauffman, 2000; Benaroch, 
2001; Taudes et al. 2000; Kumar, 2002; Wu et al. 2008; Benaroch 2002) evaluates IT investments measuring 
the value of  their “Operational options”.   These options  refer  to  the actions  that managers can make  to 
reduce the potential for losses or increase the potential for gains on an initial investment project (Tiwana et 
al. 2006).   They give management  the opportunity  to adapt  traits  (timing,  scale,  scope) of a  technology 












the environment and the pilot are  fruitless.    In addition, the type of the tagging (case/item  level tagging) 
can  generate  the  above  types of options.    For  instance,  a  company  can  initially  invest  in  the  case  level 
tagging and then tag each  individual product  item.   This action can yield  to a scale up, a stage option or 
even a growth option.  Furthermore, another characteristic of this technology that justifies the flexibility of 
such an  investment  is the number and the  location of the devices that read a tagged product.    Increasing 




(Benaroch,  2001).  In  the  case  of  RFID,  the  cost  of  tagging  and  the  readers  can  lead  to  this  option.    A 
company can defer an investment in the RFID technology and wait until the prices of the tags or the prices 
of the reading devices fall down.  A firm can avoid the high cost if it defers a current investment in the RFID 










A  compound  option  is  a  collection  of  various  options  (Trigeorgis,  1996).    RFID  technology  can  offer 
“multiple  interacting  options”.      For  instance,  an  initial  investment  in  RFID  technology  can  offer  future 
applications  leading to a growth option. At the same time, this  investment can be broken up  into several 
steps, offering  the option  to  stage  the  employment of  the RFID  technology.    If one  stage proves  to be 
successful then a company can go further to the following  implementation stage.  On the contrary,  if one 
stage is fruitless then the firm can decide to dispose the RFID project without going further to the next step.  























































































































































































































service which  is tested within a current European project  is going to be used as an example.   The project 
has the goal to support intelligent business networking and consumer services in the retailing sector based 
on  the  use  of  RFID  technology.    The  examined  service  has  the  aim  to  utilize  RFID  technology  for  the 
management of in‐store promotions. 
The  company where  the  service  is  applied  to  is  a  European  retailer with 200  stores‐supermarkets  from 
which the 150 stores run promotions.  The retailer cooperates with 80 suppliers for the execution of all the 
product  promotions.    One  of  the  purposes  of  the  project  is  to  evaluate  the  utilization  of  the  RFID 
technology regarding its impact on the business processes for promotions held in the stores.  To do so, the 






performance  in  a  store.    Every  time  a  supplier  sends  to  a  retailer’s  store  a  case with  the  products  for 
promotion,  an  RFID‐enabled  system  identifies  and  checks  the  tagged  case  and  all  the  products 
automatically,  as  they  pass  through  the  portal  RFID  readers which  are  located  at  the  entrance  of  the 
backroom.  In this way, manual scans and verifications with the purchase orders and shipment notifications 
are avoided.   At  the same  time,  through  the RFID  readers which are placed at  the promotion  stand,  the 
availability of the products on the stand is checked in‐order to avoid out‐of stock occurrences.  In addition, 








the description of  the  flexibility  and  the uncertainty  that  the  specific project  includes.    In  addition,  this 






retailer  can  decide  to  proceed  to  the  implementation  of  one  stage  only  if  the  previous  stages  prove 






and  the  stock of  the products on  the  stand.    If  this  step proves  successful,  an  additional  investment  in 
another reader placed on the shelf can add some value on this investment.  The retailer or the supplier can 
check on  the availability or  the  sales performance of  the products on  the  shelf and  compare  them with 
these on the stand.   
The location of the readers and the type of applications which are traits of the RFID technology can lead to 
this  stage option.    Investing  further  in additional  reading devices  can  result  to  the  support of additional 
business processes  from the  inventory monitoring to that of the promotion stand and the shelf.   Each of 
this  stage  has  its  own  benefit  and  cost  and  creates  the  option  to  proceed  to  a  following  stage  of 
investment.    There  is  uncertainty  in  each  stage  regarding  its  successfulness  and  the  benefits  that may 
occur.   These benefits are contingent on several risk  issues such as the  level of the users’  involvement to 
utilize the RFID technology for the promotions management, resistance to change the current process, and 
technical issues.  This risk issues can be overcome, through a staged investment as it creates the flexibility 









































































































































































































































Except for the above “operational options”, this  investment  in the RFID technology can  lead to a “growth 
option” (Figure 2).  The RFID infrastructure utilized for the above mentioned backroom activities can work 
as a basis for future applications such as promotion offerings to the consumers, displayed on a screen every 












flexibility  for  a manager  to  implement  the  future  business  RFID  enabled  projects  in  different ways  and 
functions.    A manager  for  instance  can  run  a  service  only  for  giving  information  to  a  consumer  about 
products  characteristics  on  a  screen  or  alternatively  for  offering  promotional  recommendations  to  the 
consumer.   Flexibility also occurs based on the variety of the choices regarding the type of the reader.  For 
instance  a  consumer  can  use  a  handheld  device  or  a  fixed‐mount  one  which  can  be  placed  on  the 
promotion stand.   The embedded option and  the  flexibility  that  the manager has  to grow  its  investment 
add value to the initial investment in RFID and should be considered for the evaluation of the investment.    
7 DISCUSSION AND CONCLUSIONS  
In  contrast  to  previous  research,  this  study  suggests  another  perspective  for  the  RFID  investment 
evaluation that of the Real Options approach.    
From a  theoretical perspective,  this study seeks  to  fill  the  identified gap  in  the  literature concerning  the 
identification of  the different  types of options  that  an RFID  investment  can  lead  to.    In  contrast  to  the 
previous  studies on  the RFID  investment evaluation,  this paper aims at  identifying  the different kinds of 
options that an RFID  investment can entail.   As  it  is supported by research on evaluation of other kind of 
information technologies (Benaroch, 2001, 2002; Benaroch and Kauffman, 1999, 2000; Kumar, 2002; Wu et 
al. 2008), these types of options entail value for an investment.  Thus, if not considered, the evaluation may 








as  RFID,  as  options  for  follow‐on  investments.    Although  the  importance  of  this  issue  has  been 
acknowledged by the literature (Trigeorgis, 1996; Panayi and Trigeorgis, 1998), it has been neglected by the 
literature  on  RFID  investment  evaluation  as  RFID  applications  are  assessed  as  independent  projects.  
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Drawing  from  the  literature  for  the  IS  evaluation  (Iniestra  and  Gutierrez,  2008;  Lee  and  Kim,  2000; 
Santhanam and Kyparisis, 1996; Verma and Sinha, 2002; Liesio et al. 2008), the study exploits the synergies 
that RFID projects can have as trigger points for the  investment of  interrelated projects leading to growth 
options.    It  is  concluded  that  an  investment  in  the  RFID  technology  can  be  considered  as  a  bundle  of 
sequential investments which have common characteristics such as their business aim or their resources.     
The  implications  of  this  research  for managers  are  important.    Traditional  project  appraisal within  the 
context  of  capital  budgeting,  in  contrast  to  the  Real  Option  analysis,  ignores  the  value  of managerial 
flexibility  to  react  to  future uncertainties  (Brach, 2003:4).   Traditional project appraisal assumes  that  the 
project implementation will take place regardless of the occurring conditions in the market.   In the case of 
the  RFID  investment,  the  manager  has  the  flexibility  to  adjust  to  the  environment  by  deferring  or 
abandoning  the  investment  if  fruitless conditions  for  the RFID  technology emerge  (ex. prices of  the  tags 
increase).   Not taking  into consideration this opportunity can underestimate the value of the  investment.  
This study aims at underlining this  flexibility that the managers can exploit  for enhancing the value of an 
RFID investment.      
In  addition,  this  study  encourages managers  during  the  evaluation  of  RFID  technology  to  consider  an 
investment  in  this  technology  as  an  initial  investment  in  an  infrastructure  that  can  offer  future  growth 
opportunities, such as additional RFID applications.   Based on Panayi and Trigeorgis (1998) research on  IT 
infrastructure evaluation, when a firm invests in an information system, it would not gain so much from the 
direct  inflows  but  rather  from  follow‐on  projects.      In  the  case  of  RFID,  which  can  be  seen  as  an  IT 
infrastructure,  this  flexibility  gives  value  to  the  investment,  which  can  be  estimated  through  the  Real 
Options approach.  Otherwise, if this flexibility is ignored by the managers, the investment appraisal can be 
inadequate and  lead to ambiguous results.   Managers can deploy this  idea for  justifying more adequately 
the encouragement of RFID investment projects.    
However, although Real Options thinking gives the chance to a manager to consider RFID  investments as 
opportunities  for  further  investments,  it has  its own disadvantages.   One of  the main  shortcomings  that 
have to be discussed  is the fact that Real Options may require systems to operate  in parallel which might 
add to the overheads or opportunity costs of the  investing company.   One example  is the growth option 










of  the  RFID  investment,  it  does  not  include  an  empirical  quantified  evaluation  example.   However,  the 
scope of the research is exploratory as it investigates the applicability of this approach to the case of RFID.   
The  aim of  the  study was  to  identify  the  kind of options  that  an RFID  investment  can  lead  to.    Further 
research can use data  from an organization  in order  to estimate  the  impact of RFID  investments on  the 




Future  studies  can  test  how  the  different  types  of  Real  Options  influences  the  likelihood  of  the  RFID 
adoption.  
In addition, the study is not comprised of a comparison among the different kind of the identified options 
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the  server  engine.  In  recent  years,  there  have  been  a  great  number  of  such  exploits  targeting  web 
applications.  In this paper we propose an approach that prevents a specific kind of code  injection attacks 
known as xpath injection in a novel way. To detect an attack, our scheme uses location‐specific identifiers 




Most  developers  have  been  trained  to write  code  that  implements  the  required  functionality without 
considering its many security aspects (Howard & LeBlanc 2003). As a result, most vulnerabilities derive from 
a relatively small number of common programming errors that  lead to security holes (Kuang et al. 2006), 
(Younan  2003).  It  is  very  common,  for  a  programmer,  to  make  false  assumptions  about  user  input 
(Wassermann & Su 2004). Assuming only numeric characters will be entered as input, or that the input will 
never exceed a certain length are some classic examples of such presumptions.  
There  is  a  great  variety  of  malicious  attacks  that  derive  from  such  vulnerabilities.  One  of  the  most 
important  and  damaging  class  of  attacks  that  must  be  taken  into  account  when  designing  and 





• XPath Code  Identification All  the possible  XPath  code  that exists  in  the  application,  is  identified  and 
associated with unique  I Ds. Based on this, our mechanism prevents  the execution of unwanted XPath 
code. 
• Detailed  Logging  All  XPath  code  execution  is monitored  and  logged.  Logs  can  be  reviewed  later  to 
identify weak spots in the application.  



























































































































































development of every modern web application    (Su & Wassermann 2006),  (Howard & LeBlanc 2003). For 
instance, many applications have  interfaces where a user can  input data to  interact with the application's 
underlying relational database management system RDBMS. This input becomes part of an SQL statement, 
which  is  then executed on  the RDBMS. A  code  injection attack  that exploits  the  vulnerabilities of  these 











(Cannings et al. 2007). This  is because of the  loose typing nature of the XPath  language (Benedikt & Koch 
2008), (Kimelfeld & Sagiv 2008), (Benedikt et al. 2005). XP I As can be considerably dangerous since XPath 
1.01 not only allows one to query all items of the database, but also has no access control to protect it.  




























Without any proper  input validation a malicious user will be able  to  select  the entire XML document by 
entering the following value: 
’] | /* | /anything[bar=’ 
With  a  simple  request,  the  attacker  can  steal personal data  for  every  customer  that has  ever used  the 
application. XPath statements do not throw errors when the search elements are missing from the XML file 
in  the  same way  that  S QL queries do when  the  search  table or columns are missing  from  the database. 








All XPath queries of an application can be  identified combining three of  its characteristics, namely:  its call 
stack  trace,  its nodes,  their  corresponding axes and  the  various operators. The  stack  trace,  involves  the 
stack of all methods from the method of the application where the query  is executed down to the target 
method of our mechanism. The nodes of  the statement,  is a set  that  includes various kinds of keywords 
like: attributes, elements, text etc. The XPath axes are particular keywords that define a node‐ set, relative 
to a specified node. Finally, the operators are the functions that operate on values or other functions. 






query with a  identifier Q  is considered  legal  iff QאI. Obviously, a query cannot be singularly  identified by 
using just one of the above characteristics. 
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To combine  these characteristics, when a query  is about  to be executed our mechanism carries out  two 
actions.  First,  it  strips  down  the  query,  removing  all  numbers  and  string  literals.  So  if  the  statement 
presented  in Section 2.1  is being executed  the  corresponding values  for  cId and pFilter will be  removed 
from the query string. The mechanism also traverses down the call stack, saving the details of each method 
invocation, until  it  reaches  the  statement’s origins. The association of  stack  frame data with each XPath 
statement is an important defence against attacks that try to masquerade as legitimate statements. 
3.2 Proposed Architecture 
The proposed design  is practically a proxy  library  that contains  the default  implementation of XPath and 
has the security features of our approach. Figure 2 depicts our design as a UML class diagram.  










our  secure  layer  to  record  all  the  valid  queries.  These  are  stored  in  the  registry  and  are  used  in  the 
production mode for the query validation. 
3.3 Injection‐detection Scheme 
Figure 3  illustrates  the proposed  injection detection scheme as a UML activity diagram. The XPath proxy 
library accepts the request to execute XPath code  from the application.  If the training mode  is activated, 





all  entries  in  the  registry  for  validity.  If  not,  specific  details  regarding  the  invalid  call  are  logged. Upon 











































The  appropriate  XPathFactory  initialises  the  XPath  implementation  parser.  Then  the  compile method  is 
used  to  instantiate  the  XPath  query.  The  XPathFactory  is  the  implementation  of  the  Factory  Pattern 
(Gamma et al. 1994), which permits with an elegant way to support many XPath library implementations.  
Our implementation uses this facility to introduce the security library without any significant changes in the 











The  training mode  of  the  library  is  activated  through  the  XPathFactory.setFeature() method, which  is  a 
















XPath  language  is  usually  combined with  XSLT  applications,  thus we were  unable  to  find  a  simple  yet 
realistic example  to  test our  library  in  terms of accuracy.  In addition, XP  I As are  relatively new3, hence 
there aren’t any real‐world web applications that have a record of being vulnerable to this kind of attacks. 
The prototype  implementation4 of  the proposed  XPath  library  introduces  functionality  that  repels  code 
injections, but also adds significant overhead at runtime.  
The  secure  XPath  library  was  tested  in  laboratory  for  performance  against  the  standard  XPath  library 
shipped  with  the  Java  Development  Kit  (JDK).  We  have  to  note  that  the  secure  XPath  library 
implementation  depends  on  the  JDKs’  library.  Consequently,  the  time  difference  between  was  clearly 




















There  is also work  that  intends  to cover more  than one subsets of code  injection covering  in an  indirect 
way,  the  XPath  injection  issue. One  of  the  first  approaches  to  be  introduced was  the  one  that  utilizes 
intrusion‐set  randomization  (Kc et al. 2003). By creating an execution environment  that  is unique  to  the 
running process the authors claim that the application is protected against any kind of an injection attack. A 
promising  scheme  that  includes  the  usage  of  syntax  embeddings  was  recently  proposed  to  prevent  a 
number of DSL‐driven  injection attacks  (Bravenboer et al. 2007). Other approaches  include  the usage of 
software dynamic translation  (Hu et al. 2006),  intrusion block signatures  (Milenkovic et al. 2005) and the 
diversifying of native APIs (Nguyen et al. 2007). 
Due to the wide use of XPath language, which is embedded into several languages for querying and editing 
XML data,  the problem of efficiently answering  such queries has  received  increasing attention  from  the 






XPath  statement  can  be  identified  using  its  location  and  a  stripped‐down  version  of  its  contents.  By 
analyzing these characteristics during a training phase, we can build a model of the  legitimate queries. At 
runtime our mechanism  checks all  statements  for compliance with  the  trained model and can block  the 
ones that contain additional maliciously  injected elements. The distinct advantage of our approach  is that 
by associating a complete stack trace with the root of each query can correlate all queries with their call 











































































































typically  achieved  by  finding  alternate  services  that  are  functionally  equivalent  to  the  ones  originally 
specified  in the program and whose QoS characteristics closely match the requirements, and  invoking the 
alternate  services  instead of  the originally  specified ones;  the  same  approach  can also be employed  for 
tackling  exceptions.  The  techniques  proposed  insofar,  however,  cannot  be  applied  in  a  secure  context, 









requirements  regarding  the QoS parameters  (Kareliotis, Vassilakis, Rouvas and Georgiadis, 2008). To  this 
end, adaptation techniques have been proposed, according to which the choice of the actual service to be 
executed  is  deferred  until  the  actual  execution  of  the  application,  at  which  stage  the  concrete  QoS 
requirements for the particular execution are known. Adaptation techniques typically employ a middleware 
layer, which undertakes the task of  intercepting requests  for service  invocations, typically complemented 
with QoS specifications, and then extracting from a service repository those that are equivalent to the one 
being  invoked;  the  information  retrieved  for  each  service  from  the  repository  includes  at  least  the 
information needed to  locate and  invoke the service (e.g. endpoint address) and the QoS parameters  for 
the service. Then, the middleware matches the QoS parameters of each service against the requirements 
included in the request, and the service providing the closest match is selected and invoked; the results are 
received  by  the middleware  and  forwarded  back  to  the  requesting  client  (Zeng,  Lei,  Jeng,  Chung  and 
Benatallah,  2005; Moser,  Rosenberg  and Dustdar,  2008).  In  some  cases,  the middleware may  cater  for 





This approach, however, cannot be used  in  the context of  invocations placed  in a secure context  for  the 
following reasons: 
1. if SSL/TLS  (Network Working Group, 2008)  is used as a security provider  (i.e.  the communication 
between the client and the service provider is realized using secure socket layer connections), then 
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chosen  to  be  invoked,  the  encrypted  portions  of  the message will  be  unusable  by  the  chosen 
service,  since  they  will  be  encrypted  using  the  originally  specified  service’s  public  key  and  (b) 
modifications  to  the message  payload  (such  as  changing  the  namespace  to match  that  of  the 
selected service and alterations to the message structure to bridge syntactic differences) will break 
the  message  integrity  assertion  mechanisms  within  the  message  [e.g.  XML  signatures  (Oasis, 
2006)]. 
3. the option of using unprotected messages  in  the  client‐to‐middleware  communication  path  and 
protecting only  the middleware‐to‐service portion  is unacceptable  in  the general  case,  since  this 




address,  as  is  the  case  of web  services  being  invoked  from within  database  stored  procedures 
(Kurtvm, 2008). 
In this paper, we present a framework for providing adaptation for invocations placed in a secure context. 
This  framework again uses a middleware  layer which undertakes the task of  (a) determining which  is the 
service  that best matches  the QoS  criteria  specified by  the  client  in  the  context of  the  request  and  (b) 
compiling a  list of transformation rules that need to be applied to the original payload so as to align  it to 
the requirements of the chosen service (and similarly for the reply). However, contrary to the approaches 
dealing  with  adaptation  in  an  unprotected  context,  the  middleware  does  not  either  apply  the 
transformations or place  the  invocation  to  the chosen service:  instead,  it  returns  this  information  to  the 
client, delegating to it the tasks of payload preparation and invocation placement. In this manner, the client 
is able  to encrypt relevant message portions and produce signatures using the appropriate keys  for each 
particular action. The  framework has been designed so as  to not  require any alteration  to programming 
techniques  (at most  programmers  need  to  declare  certain  objects  as  instances  of  framework‐provided 
classes), allowing programmers to maintain their development environments and techniques; additionally, 
if certain system libraries are replaced by framework‐provided libraries, the change in variable declarations 
above  is not required, while the enhanced functionality  is readily  incorporated even to already developed 
programs. 
The  rest of  this paper  is organized as  follows:  section 2  surveys  related work  in  the areas of adaptation 
techniques and secure service invocations. Section 3 overviews QoS parameters that are considered in the 




AgFlow  (Zeng,  2003;  Zeng,  Benatallah,  Ngu,  Dumas,  Kalagnanam  and  Chang  2004)  is  an  approach  to 
adaptation according to which the execution plan is revised to ensure that it adheres to the QoS constraints 
specified by the user. AgFlow may consider either local optimization, where each web service invocation is 
considered  individually,  or  global  planning,  in  which  case  the  whole  execution  plan  is  reviewed  and 
modified.  VieDAME  (Moser,  Rosenberg  and  Dustdar,  2008)  adapts  BPEL  (Business  Process  Execution 
Language)  scenarios  taking  into  account QoS parameters;  adaptation  in VieDAME  is  implemented  using 
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extensions  available  only  in  the  ActiveBPEL  engine  (Active  Endpoints,  2007),  being  thus  platform‐
dependent. In the work presented by Baligand, Rivierre and Ledoux (2007), end‐user specified policies are 
introduced  through QoSL4BP, while BPEL  transformers  arrange  for  incorporating policy  interceptors and 
QoS  monitors  in  the  BPEL  scenarios.  Cao,  Jin,  Wu  and  Qi  (2006)  present  a  BPEL  extension  and  a 
correspondingly extended BPEL engine, to deliver QoS‐based adaptation. 
An  indispensible  requirement  for providing  fully automated adaptation,  is  the ability  to  identify  services 
which are functionally equivalent to a given service and retrieve the QoS parameters of each service. The 
METEOR‐S  project  (Kochut,  1999;  Verma,  Sivashanmugam,  Sheth,  Patil,  Oundhakar,  and Miller,  2005), 
combined  with  WSMX  (Web  Services  Execution  Environment)  (Cimpianet,  Moran,  Oren,  Vitvar  and 
Zaremba,  2005)  is  the  most  widely  adopted  underpinning  for  this  functionality.  The  selection  among 
functionally equivalent services can be performed in various ways, ranging from simple “always the first” to 
multi‐criteria  selection of  variants  (Feier, Roman, Polleres, Domingue,  Stollberg  and  Fensel,  2005). Non‐
functional properties of  services  (QoS parameters) are usually  represented  through DAML+OIL or OWL‐S 
(The OWL Services Coalition, 2003) shared ontologies. 
2.2 Secure service invocation 
Initially,  the  only  method  for  performing  securing  service  invocations  was  to  employ  a  secure 
communication  channel  for  all  data  exchanges  between  the  client  and  the  service  provider;  typically, 
communication  in  this  channel  is  encrypted  following  the  SSL/TLS  standards  (Network Working Group, 
2008).  This  technique  however  has  been  identified  to  present  performance  problems,  as  it  requires  to 
encrypt the whole bulk of the transferred data, regardless of the secrecy/authenticity requirements of each 
portion  of  the message  (e.g.  in  a  forum  registration  service,  it  suffices  to  encrypt  the  user’s  password 
whereas  the user’s  avatar  image  can be  transmitted without  encryption), while we must  also  take  into 
account  that  in  the  web  services  environment  peer  connections  are  often  short‐lived,  and  under  this 
scheme the cost of establishing and breaking SSL connections can be too high (Progress Actional, 2008). A 
more important consideration however is that SSL does not fit well in workflow environments, since it only 




application  of  securing mechanisms.  The  predominant  approach  is  nowadays  the WS‐Security  standard 
(Oasis, 2006), which includes provisions for ensuring message integrity and confidentiality through inserting 
and  verifying  security  claims  in  the  SOAP  (Simple  Object  Access  Protocol)  message.  The  mechanisms 
provided by the WS‐Security standard can deliver end‐to‐end message level security: this means that when 
a message traverses multiple applications (one or more SOAP intermediaries) within and between business 
entities  (e.g.  companies, divisions  and business units)  is  secure over  its  full  route  through  and between 
those business entities  (as opposed to SSL, where the message  is secured between communication peers 
only). 
When  applying  provisions  from  the  WS‐Security  standard,  it  is  the  responsibility  of  the  application 
programmer to ensure that the appropriate techniques are suitably used; since this is an additional burden 
for  the  programmer,  the  software  industry  has  produced  appropriate  software  libraries  that  allow  the 
programmer  to easily  insert and verify security claims  in a SOAP message;  the Metro Web Services  (Sun 
Microsystems,  2008)  in  the  Java world  (a  successor  to Web  Services Development  Pack)  and Windows 
Communication  Foundation‐WCF  (Microsoft  Corporation,  2008)  in  the  .Net  domain  are  the  most 
widespread software libraries for developing secure web services. The programming paradigm for securing 
a web service  invocation  is similar  in both environments, and  follows  the pattern  illustrated  in Figure 74 
(the Java syntax is adopted in this figure). 
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As  can  be  seen  in  the  code,  after  building  the  SOAP message,  the  client  requests  that  the message  is 
secured  by  invoking  the  secureOutboundMessage  method.  This  method  reads  a  configuration  file 
(associated with  the  cprocessor variable) which  indicates which parts of  the body need  to be encrypted 
and/or  signed. A  sample  of  such  a  file  is  illustrated  in  Figure  75. Afterwards,  the  call  is placed  and  the 





































Besides  their  functionality, services are characterized by qualitative attributes  that describe various non‐
functional,  yet  important,  aspects of  their observed behaviour. These qualitative  attributes  are  typically 
referred to as QoS attributes or QoS characteristics, and the most usually considered QoS attributes include 
response  time,  security, cost, availability etc.  In  the context of adaptation,  it  is essential  to consider  the 
services’ QoS attributes, since (a) user policy is typically specified by means of QoS attribute values and (b) 
using a  replacement service with very different QoS characteristics  than  the originally specified one may 
have  undesirable  side‐effects,  e.g.  using  a  bank  transaction  service with  low  security may  lead  to  the 
leaking of credit card numbers, or using a service with much higher cost will  lead to excessive charging of 











• Reputation,  qre,  reflecting  a  measure  of  its  trustworthiness,  mainly  dependent  on  end  users’ 
experiences of using  the  service.  This  is  an  indication on how  credible  the  service’s  advertised QoS 
parameters are. 
• Successful  Execution  Rate,  qsuc,  depicting  the  probability  that  a  request  to  the  particular  service  is 















ci qqqqqqSQoS = . Clients designate their QoS requirements by specifying minimum 
and maximum values  for  the different QoS attributes, while clients may additionally specify a weight  for 
each  attribute,  indicating  the  attributes’  perceived  importance.  Extension  of  the  framework  to  include 
more QoS attributes is straightforward. 
4 FRAMEWORK ARCHITECTURE AND OPERATION 
The  proposed  framework  introduces  two  additional  components  in  the  secure  service  delivery  and 
invocation  environment.  The  first  component  is  the  equivalent  service  locator,  which  is  deployed  and 
maintained  independently  of  the  services  and  the  clients.  The  second  component  is  a wrapper  library, 
which  is  installed at client‐side, and arranges for  liaising with the equivalent service locator component to 
identify services that can be used as a replacement to the originally specified one, and placing invocations 
to  the  service  considered  more  appropriate.  The  wrapper  library  can  replace  the  respective  libraries 
provided  by  the  development  environment;  in  cases  that  this  is  not  possible  (or  desirable),  programs 
needing  to  incorporate  adaptation  should  be modified  so  as  to  use  specific  classes  of  the  framework 
instead of the classes provided by the development environment. The framework classes are subclasses of 
the  respective  development  environment  classes,  so  substitution  can  be  performed  by  simple  textual 
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Recall  from section 2.2  that when a secure  invocation needs  to be placed,  the client  initially creates  the 
message payload  (as  it would  in  a non‐secure  environment)  and  subsequently  secures  the message,  by 
invoking  a  suitable  method  in  the  software  library;  this  method  applies  the  appropriate  techniques 
(encryption and/or signing)  to portions of  the message, as designated by a configuration  file. Finally,  the 
message  can be  sent  to  its  destination,  a  reply  is  received  and  the  security  claims  therein  are  verified, 
before  the  reply content  is used by  the client.  In  the proposed  framework,  the client  follows exactly  the 
same steps, but requests for message securing, invocation placement and reply verification are intercepted 
by a wrapper library, which arranges for: 







The  choice  of  the most  suitable  service  to  be  invoked,  takes  place when  the  client  actually  places  the 
invocation.  At  this  point,  the  wrapper  library  transmits  to  the  equivalent  services  locator  a  request 
containing  (a)  the  service  that  the  client has  asked  to be  invoked  [in WSDL  terms,  the  service  endpoint 
(Newcomer and Lomow, 2005)] (b) the QoS constraints and selection policy and (c) the configuration file, 
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If  the client program has been developed  in a QoS‐aware  fashion  (i.e.  the programmer  is knowledgeable 
about  the QoS parameters, constraints and selection policy, and employs programming constructs  to set 
them  explicitly),  then  these parameters  are used;  if on  the other hand,  the  client  application has  been 
developed  in  a  QoS‐unaware  fashion,  then  constraints  and  selection  policy  can  be  set  at  a  program 
execution granularity level (i.e. the same constraints and selection policy will apply to all service invocations 




specifies  that  within  the  scope  of  executing  Application.class,  all  replacement  services  should  have  a 
response time of 20 ms  (or  less) and employ encryption using a key of  length 256 bits  (or more). For the 
services  that have qualified,  the equivalent services  locator  then computes a suitability score considering 






(Moser,  Rosenberg,  and  Dustdar,  2008;  Kareliotis,  Vassilakis,  Rouvas  and  Georgiadis,  2009).  Syntactic 
difference means practically that the same payload information can be wrapped using different XML tags or 
different tag nestings, as shown in the example in Figure 77. To tackle these cases, the equivalent services 




























Having  received  the  reply  from  the equivalent  services  locator module,  the client application  transforms 
the original payload to the one required by the selected service, by applying the XSLT transformation within 
the  reply;  after  the  XSLT  transformation  is  applied,  the  resulting message  is  secured  according  to  the 
configuration file that was attached to the reply, and at this stage the selected service  is  invoked and the 
reply is received. 
One  issue that  is worth noting here  is that  in the secured service  invocation programming pattern (Figure 
74) message  securing  (execution of  the  secureOutboundMessage method) precedes  the  invocation of  the 








this  is achieved by having  the wrapper  implementation of  the  secureOutboundMessage method  to 
returned an  instance of WrappedSOAPMessage  (a subclass of SOAPMessage), which –besides the 
secured message– contains the plaintext copy of the message. 
2. the  connection.call method  as  implemented  by  the  library,  extracts  from  its  first  parameter  (the 
instance  of  the  WrappedSOAPMessage  class)  the  plaintext  version  of  the  SOAP  message; 
subsequently,  it  uses  the  XSLT  template  and  the  configuration  file  contained  in  the  equivalent 









has  failed, no exception  is raised at this point; the exception  is caught and stored, to be re‐thrown when 
the client invokes the verifyInboundMessage method for the reply: this arrangement ensures that exceptions 
are raised when the client expects them according to the secure service invocation programming paradigm. 







In this paper we have presented a  framework  for  introducing adaptation to web service  invocations that 
are placed  in a secure context. The framework  includes two modules, one of them being an  independent 
1188
software  entity  that  undertakes  the  tasks  of  locating  the  “most  appropriate”  service  and  providing  the 




Future  work  will  focus  on  completing  the  implementation  of  the  wrapper  library,  and  evaluating  the 







































































providing  an  automated  black‐box  reversing method  for  web  applications.  These  techniques  focus  on 
detecting  changes  in dynamic  content  that  can produce  false  positives. Our  goal  is  to  identify different 
execution paths that an application may follow. Such information on the structure of a web application can 




Web applications can be  found nowadays  in websites whose main purpose varies  from entertainment or 
social networking to business and professional services. The ease of installation and deployment makes the 
development and use of web applications very attractive to organizations and web designers. At the same 
time, due  to  their nature  they  suffer  from  several  security  issues which  are often exploited  to  result  in 
information  leaks.  Inevitably,  a  lot  of  focus  is  being  drawn  to  techniques  for  testing web  applications’ 
security.  
In general, we can distinguish two types of software testing in terms of vulnerability analysis: black‐box and 
white‐box  testing. Black‐box  testing  refers  to cases where  the software’s source code  is not available,  in 




great  improvements on  the way testing  is performed on programs with access either to  the source code 
(Cadar C., 2006) or the binary  (Godefroid, 2008), web application testing remains  in a relatively primitive 
state. Acquiring the binary executable files of a closed source program in order to check for vulnerabilities 
is  often  a  simple matter.  Contrarily,  although  web  applications  appear  often  in  various  websites,  the 























and particularly  applications with  large databases,  the  input  values  that will be  found  for  each  variable 
usually have a very large range. However, most of them will correspond to the same execution path being 
followed  by  the  program.  This  will  result  in  sending  a  large  number  of  useless  requests  that  actually 
correspond  to a  single execution path. Secondly,  some vulnerabilities  require  crafted  input values  to be 
passed  into more  than  one DEP.  Trying  all  possible  combinations  to  all DEPs  identified  for  a  particular 
script, would make the fuzzing process inefficient from a time perspective. 
In  this  paper,  we  address  these  issues  by  proposing  automated  black‐box  reversing,  a  technique  for 
automatically reverse engineering web applications by using fuzzing techniques that analyze the responses 
to various  requests. This novel approach  is used  to discover changes  in  the program’s execution  flow by 
analyzing  the output  that  is produced  in  response  to crafted  inputs.  In detail, we define  the problem of 
automated black‐box reversing as: given a set of inputs for a program, we need to determine how many of 
these  inputs  follow a different execution path, without any access to the source code or the binary. Our 
goal  is  to  determine  with  the  greatest  possible  accuracy  the  different  execution  paths  that  a  web 
application  may  follow.  This  insight  in  the  structure  of  a  web  application  can  reveal  additional 
vulnerabilities that would lied undetected if traditional methods of application analysis were used.  
The most  important  challenge  in  successfully  reverse engineering a web application  is handling dynamic 
content.  The majority of modern web pages are mainly dynamic; their content and structure may change 
periodically or according to user  input. Additionally we need a way to detect and analyze the conditional 
branches  and  loop  constructs  of  the  application.  The  following  sections will  describe  in  detail  how we 
intend to deal with these problems.  






produces  false positives  in web  application analysis. We distinguish  two different  categories of dynamic 










Black‐box  application  analysis  is  solely based on  the  various  results  that different  inputs  produce when 
inserted  in  an  application. Consequently, dynamic  content  in web pages  is of  great  importance when  it 
comes  to web application analysis  (Artzi, 2008). Differences  identified  in output  that has been produced 
from a dynamic page may result in false positives if identified as a result of change in execution flow, rather 
than a change in the content only. Successful identification of such dynamic content is essential for efficient 
black‐box  analysis  as  it  will  eliminate  false  positives  and  will  lead  to  the  discovery  of  additional 
vulnerabilities.  In  this  section we  categorize  dynamic  content  according  to  the  frequency  that  changes 





• Two  identical  requests may  produce  different  output  without  necessarily  having  followed  different 
execution paths. 
• Two different requests may produce identical output, possibly following different execution paths.  
In  addition,  several  applications’  content  changes  frequently  and  sometimes  regularly, with  data  being 
added  or  removed,  as  for  example  in  web  applications  that  are  used  to  broadcast  news  or  weather 
information.  Black‐box  reversing  is  based  on  analyzing  responses  that may  also  contain  such  dynamic 
content.    In order  to more efficiently determine  the application’s  structure  it  is  important  that dynamic 
content  is  properly  detected,  identified  and  isolated  or  even  discarded  before  further  analyzing  the 
provided response.  
Here, we distinguish two different categories of dynamic content, according to how frequently alterations 
are  observed  and,  consequently,  according  to  the  effect  that  these  alterations  can  have  on  black‐box 
application analysis: 
• “Minor”  dynamic  content  includes  data,  attributes  or metadata  that may  be  different  between  two 
identical requests, or requests that are executed in a short period of time. Such data may be originated 
from  small  fields  (e.g.  fields  indicating  date,  time)  or  data  containers. Usually  changes  that  indicate 
dynamic content as “minor” are rather frequent and should not be a result of execution path change.  




In  several occasions minor  changes may be  characterized as major  if  they have a greater  impact on  the 
application data. For  instance, a short change  in a  time variable  is considered a “minor” change  in most 




An  automated  black‐box web  application  vulnerability  scanner may  be  configured  to  first  identify  and 
discard  “minor” dynamic  content, and  then decide on  the  importance of  “major” dynamic  content. This 
may be  implemented  for example by conducting several similar or  identical requests  in a short period of 
time,  in  order  to determine  “minor”  changes  in  dynamic  content.  Repeating  the  same  requests  after  a 
while can point out more important, “major” changes in application data. 
Changes  that  occur  in  “minor”  dynamic  content  are  often  regarded  as  false  positives  in  regard  with 
identifying different execution paths. In detail, identical requests that produce small changes in the output 





black‐box  reversing web  applications.  Even  though  classic  text diff‐ing  algorithms may  be  appealing  for 
detecting minor changes between consecutive outputs, they are proved to be inefficient  in the context of 
web  application  vulnerability  scanning  (Jung, 2008). This  is mainly due  to  the  fact  that  text differencing 
algorithms are unable to detect any form of structure in the text. Furthermore, they usually perform a line 
by  line  analysis  in which  a  large  amount of  data  that  is  static  has  to be  discarded. Apparently,  a more 
intelligent method is required in order to properly identify changes in application outputs. 
Other suggested solutions include comparing the linear ASCII sum of characters in the response (Hotchkies, 
2004). While  such  techniques may  successfully detect  the presence of dynamic  content  they would also 
discard any  form of structure  in the produced output and thus, make  further analysis  inaccurate. We are 
currently researching some approaches used  in the  field of program analysis and clone code detection  in 
order to maximize the accuracy of dynamic content detection. 
After having eliminated minor dynamic content,  it  is essential to  identify false positives that may occur as 
changes  in major dynamic content. During the application analysis changes  in major dynamic content can 
occur that may be falsely identified as being the result of a change in the execution path. This can be due to 
the  fact  that  significant  amounts  of  data which  are  normally  infrequently  altered  have  been  changed. 
Normally, discovering a false positive like this would discard all previous findings and the analysis should be 
started  over,  taking  into  account  the  new  information  that  came  up.  The  execution  paths  that  were 
previously  identified  may  have  been  false  positives  as  only  changes  in  major  dynamic  content  have 
occurred.  
In  order  to  detect  such  infrequent  changes  that  do  not  indicate  a  change  in  the  execution  path  we 
introduce  the  concept of  guard  requests.  In  regular  time  intervals during  the web  application  reversing 
process,  each of  the discovered  execution  paths  are  verified  using  specific, predetermined  inputs.  Each 
time  the  same,  predetermined  input  is  submitted,  the  same  output  should  be  produced,  as  a  specific 
execution path is followed. This output that corresponds to the predesigned input is recorded and saved for 
each execution path that has been detected, in order to be verified during future checks. When during such 























conditions  in  the  application’s  runtime. Moreover,  such  a  brute‐force  technique  will  oppose  a  heavy 






• String variables  can be  changed  to hold an empty  string  (“”) as web applications usually  take  special 
actions for such cases. 









of  the  header  usually  change  using  specific  programming  functions.  Examples  in  the  PHP  programming 
language  include the header()  function which changes the  fields of the HTTP header, and  the setcookie() 
function used to change browser cookies. We accept that changes detected  in the HTTP header  field are 
evidence that the submitted input caused a change in the execution path that was followed. 














far.   Subsequently,  if significant differences are found, they can be analyzed  in order to determine  if they 
are  the  result of a  loop.  Finally,  if  the  loop analysis does not detect any  loop  then  the new  response  is 
classified as a different execution path. 
3.3 Loop analysis 
As with  the execution  flow analysis  that we described  in  the previous  section,  loop analysis can only be 
performed when every iteration of the loop construct produces an output. In such case, pattern recognition 
algorithms  can  be  used  in  order  to  further  analyze  a  loop  construct.  More  specifically,  we  need  to 
determine  the  output  that was  produced  in  different  iterations.  Apparently,  such  data will  have many 
similarities  in  its structure or even content. Thus, a properly designed pattern matching algorithm can be 
used  to  detect  such  similarities  in  a  web  application’s  output.  For  example,  when  we  identify  that  a 
database  record  is  printed,  we  can  then  try  to  match  its  pattern  against  the  remaining  output.  If 
repetitiveness  is observed then a  loop has been  identified. As many algorithms for pattern matching have 









the  importance of efficiently  identifying dynamic content  in the output of web applications. We provided 
some  theoretical  means  to  detect  dynamic  content  according  to  a  categorization  that  we  suggested. 
Furthermore,  we  proposed  algorithms  for  detecting  different  execution  paths  within  an  application 
towards a fully automated black‐box reversing of web applications. 
Although our  focus  is mainly on web  applications, black‐box  reversing  could  also be useful  to  analyzing 
other  applications  whose  source  code  or  even  binary  are  unavailable.  This  challenge  is  encountered 
frequently during the analysis of remote procedure calls (RPC) or any other not publicly available network 
application. Moreover the analysis of such programs that operate  in network  level  is theoretically simpler 
because of the lack of dynamic content which is often encountered in web applications. 
Currently, we are  implementing  the proposed algorithms  in order  to observe  their effectiveness  through 
real  life  testing. We  intend  to  test  them  in publicly available and open  source web applications  that can 
provide us with input on the accuracy of the discovered execution paths. Various techniques for identifying 














































Drawing on  recent  theorisations on  the  information  society/knowledge‐based economy  (IS/KBE) and  the 
transformation of the roles and functions of the nation‐state, the paper argues for the  importance of the 
state  and  its mechanisms  for  the  sustainability of  the  IS/KBE.    In doing  so,  it  supports  the  claim  in  the 
literature,  also  proven  by  the  empirical  reality  in  different  national  contexts)  that  the  state  has  been 
transformed  towards a generic model of  ‘competition  state’  involved  in  the establishment of  the  IS/KBE 
paradigm. Nonetheless, surpassing  this model,  this paper argues  that  the state  is called upon  to operate 
also in a developmental way, at least in certain national contexts, if a sustainable IS/KBE is to be achieved. 






guaranteeing  property  rights,  developing  legal  and  monetary  systems;  regulating  the  economy  and 




being  predominantly  regarded  as  too  small  to  address  the  global  context,  but  also  too  big  to  see  to 
increasingly  complex  and  differentiated  local  problems,  as  Daniel  Bell  has  remarked  in  his  The  End  of 
Ideology (Bell 1988). Hyperglobalists argue that the nation‐state is a political entity not capable any longer 
to  address  the  challenges  presented  by  economic  globalization.  They  subscribe  to  the  argument  of  the 
‘retreat  of  the  state’  from  the  national  and  international  political  scene.  Arguments  on  the  impact  of 




to control such  information  flows. Law enforcement and  taxation of electronic commerce are  two of  the 
challenges  that  states  seem  to  face.  In  international  relations,  neo‐realists  stress  threats  to  national 
security and  the  formation of online communities  that operate  in parallel with state authority as  further 
dimensions of the new state of affairs. In political sociology, ICTs are said to annihilate time and space and 
transform  the  landscape  of  power  away  from  the  state,  as  social movements  and  a  number  of  actors 
broadly  belonging  to  civil  society  are  given  the  opportunity  to  become  politically  active  using  new 
technologies  and  thus  resist  established  power  arrangements,  expressing  identity  and  engaging  in  new 
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forms of politics  (Sassen 2002). Power  is seen  in  these approaches as embedded  in the practices, which, 
reproduced over  time  and  space,  constitute  the material  social  structures of  the  information  age  (Nash 
2000), and  is  linked with the capacity to control global networks, which are put to different uses (Castells 
1996, 1998).  











They  claim,  for  instance,  that  while  indeed  there  have  been  significant  processes  of  liberalisation 
worldwide, these developments are more moves towards re‐regulation and regulatory reform, rather than 
simple de‐regulation processes (May 2002). The  implications for state mechanisms seem to have  included 
shifts  to new practices,  roles and  functions and new areas of  regulation,  rather  than  the diminishing of 
state roles as such; a model of regulatory state has been proposed to account for these changes (Thatcher 
2002). 
Critical approaches,  then, stress the continuing relevance of  the state as mediator between  international 
flows and national contexts, as a mechanism  for  integrating  the national economy and polity  into global 
arrangements and as a link between the rise of sub‐national actors and the intensification of supranational 
arrangements.  In  this  respect,  the  national  state  retains  considerable  capacities,  in  strategic  terms  in 
domains like the economy, in political terms as guarantor and defendant of the rights of its citizens, and in 




based economy  (IS/KBE) as a set of new societal arrangements has  implications  for the role of the state, 
redefining  it  in  line with new demands for economic reproduction, governance, social cohesion and social 
sustainability.  
2 THE TRANSFORMATION OF THE STATE AND THE IS/KBE 
Just  as  the  state  established market  society  in  the  19th  century  (Polanyi  1957),  under  globalisation  the 
contemporary  state  is  being  instrumental  in  the  realisation  of  a  framework  for  the  operation  of  the 
capitalist system in the 21st century. For Steinberg and McDowell, the emerging information society is not 
so  a matter  of  the  technological  imperatives  of  ICTs,  but  rather  of  the  policies  of  leading  states  (and 
international  institutions) seeking to reconcile capital’s mobility demands (translated  in the growth of the 
world economy through the annihilation of space), with capital’s fixity requirements (resulting in increased 





Barry  also  sees  a  reconfiguration  of  the  space  of  government  due  to  the  centrality  of  technology  in 
contemporary society and conceptualises the practice of government as operating  ‘not  just  in relation to 
spaces defined and demarcated by geographical or territorial boundaries but  in relation to zones  formed 
through  the  circulation  of  technical  practices  and  devices’  adopting  practices  ‘oriented  towards  the 
problems of defending, connecting, and reconstructing such technological spaces’ (Barry 2001, p.3). In this 
respect, the promotion of  information society through the diffusion of ICTs  in the national context can be 
seen as a top‐down attempt to  ‘produce’  informational capitalism as a transnational  ‘space’ that  is to be 
governed. 
If  governance  is  the  framework  in  which  a  21st‐century  national  state  will  be  functioning  and  if  this 
governance  regime  involves  ICTs and  the  information  society at  large  then  the extent and  type of  state 







social democratic political  regimes  in Europe as supportive of  the Fordist  regime of accumulation, which 




social  transformation  towards a new, post‐Fordist accumulation regime, which has been emerging  in  the 
1990s  through political  strategies  towards  the establishment of  a  Schumpeterian Workfare Postnational 
Regime (SWPR). These strategies emerge in the wake of the crisis of Fordism from, roughly, the mid‐1970s.  
A  core  element  of  the  post‐Fordist  accumulation  regime,  according  to  Jessop,  is  the  knowledge‐based 




political  and  social  restructuring,  owing  to  the  importance  attributed  to  knowledge  in  the  post‐Fordist 
socio‐economic regime (Jessop 2005). 
The post‐Fordist paradigm and the KBE, Jessop argues, bring major repercussions on the role of the state 




State  (KWNS).  The  new model  of  the  state,  according  to  Jessop  is  a  ‘Schumpeterian  competition  state’ 
operating within the above mentioned post‐Fordist SWPR, which comprises the following dimensions: 
a. In  terms of capital accumulation,  it  is Schumpeterian, as  it promotes  innovation and  flexibility  in 
open economies by supply‐side  interventions to achieve structural and systemic competitiveness; 









c. In  terms  of  the  spatial  and  temporal  scales  involved  in  its  activities,  it  is  postnational,  as  the 
national scale has become less important in what concerns economic and social policies, which are 
increasingly managed  by  new multilevel  governance  regimes;  this  relativisation  of  scale might 
involve  international  organisations,  intergovernmental  fora,  arrangements  like  the  EU  and  its 




of  policies  are  administered  by  non‐state mechanisms  and  actors;  these  include  public‐private 




Historically, new growth  trajectories have  relied on  increased state direction  for  the management of  the 
socio‐economic  transition  (Perrons  2004);  the  Schumpeterian  competition  state,  as mentioned,  plays  a 
significant role both in the realisation (in material and discursive terms) of the globalised KBE, as well as in 
its governance. Despite the predominance of the economic in the post‐Fordist paradigm, these governance 
functions  that  the  state  is  called  upon  to undertake  are  not  only  economic,  but  essentially  involve  the 
socio‐political sphere  in the  light of new problems of social cohesion and social conflict as they appear  in 
the transition to the IS/KBE (Jessop 2005). 
As  knowledge  is  central  in  the  IS/KBE,  states  are  keen  to  promote  its production  and  diffusion,  and  to 
exploit and expand the provision of intellectual resources. In addition, knowledge management becomes a 
significant  function  in  governance  processes.  This  involves  the  management  of  the  idiosyncratic  and 
contradictory character of information/knowledge, which can be taken both as a factor of production and 
as a public good: on  the one hand,  intellectual property  is  the key source of profit  in  the  IS/KBE, on  the 




States  are  therefore  called  upon  to  promote  the  commodification  of  knowledge  (through  patents, 
copyright, licenses) so as to turn it into a source for profit, but also to guarantee an  intellectual commons 
basis for achieving competitive advantage of the economy on the whole and for building social capital and 
the  learning  society.  It  is  in  this  vein  that  some  or  all  of  the  following  functions  of  the  state  can  be 
understood: development of  infrastructures  (including broadband),  content  and  services  for  the  IS/KBE, 
regulation  of  activity  in  cyberspace,  transformation  of  national  utility  structures  to more  flexible  and 
competitive arrangements,  links between university  research and business needs, provision of platforms 
for  education,  lifelong  learning  and  knowledge  skills  (Jessop  2005). Moreover,  states  assume  discursive 
functions  (including advertising campaigns, pilot projects etc).  related  to  the promotion of  the  IS/KBE as 
‘imagined community’ (Anderson 1991)  
Different states assume different knowledge management policies, others promoting  intellectual property 




This  suggests  that  within  the  SWPR  and  the  competition  state  model  there  are  certain  degrees  of 
differentiation.  Jessop  indeed  acknowledges  the  variable  positioning  of  different  states  as  far  as  the  IS 
project  is  concerned,  as well  as  the  different  institutional  arrangements  in which  the  IS/KBE  project  is 
encased. He  recommends  empirically  informed  research which would  unravel  in  a  national  context  the 
structural coupling between each type of Fordism and the character of the national state, the complexities 
of  the capital  relation, as well as,  the problems occurring when  the  state does not have  the capacity  to 
manage the transition (Jessop 2002, p.139).   
Drawing on  these points,  I argue  that  the  ‘competition  state’  is a necessary but not sufficient model  for 
capturing  the  role of  the  state  in  the  information age. Specifically,  I  claim  that  if a  sustainable  IS/KBE  is 
understood  as  a  socio‐economic  formation  characterised  by  economic  development,  but  also  social 
cohesion (as often emphasised  in the  IS rhetoric), then the state  is called upon not only to function as an 
agent of competition, but,  in different  terms,  to operate also  in a developmental way, at  least  in certain 
national contexts.  
As  a  measure  of  the  effectiveness  of  the  state  as  developmental  agent,  I  am  using  the  concept  of 
‘embedded autonomy’, coined by Peter Evans, which purports to overcome a perceived division between 
state  autonomy  and  state  embeddedness  into  the  social  structural  context.  In  this  conceptualisation, 
autonomy refers to the degree to which state elites and bureaucracies shape policies that are above the 
interests of their members; Evans claims that the more state bureaucracies approach Weber’s  ideal type 
(i.e.  based  on  meritocratic  recruitment,  secure  careers  and  rewards,  independence  from  external 








vary  significantly  and  this  impacts  on  the  role  of  the  state  in  the  economy,  which  can  be  either 
developmental or detrimental  to economic development  (or a mixture of both).   Further, he claims  that 
successful state involvement in the economy presupposes an understanding of the limits of state action, as 
well as a realistic positioning in the global economy with close societal links (Evans 1995).   
In the  light of the above, then,  I am  interested  in evaluating the role of the Greek state  in the recent    IS 
policies which  can  be  taken  to  demonstrate  the  IS/KBE  project  in  Greece,  by  taking  advantage  of  the 
analytical value of both  the  competition  state  framework and  the developmental  concept of embedded 




The seeds of a Greek  IS agenda  in the making date back  in the 1980s, when the so‐called ‘Mediterranean 
Integrated Programmes’  (1983‐1993) were used  for  IT  funding.  In  this context, 25 billion drachmas were 
invested with the  intention of  ‘jumping on’ the  IT bandwagon. During this period, mainly universities and 
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research  centres but  also  to  some extent  the public  sector,  as well  as  SMEs became  aware of  the new 
technologies.  




Greece.  It was mainly  concerned with  the  inadequate  national  infrastructure, which  limited  electronic 
transactions and access to new products and services both for firms and for households in comparison with 
the other EU countries. Most of its actions were funded by the 2nd Community Support Framework (CSF), 
including  the  development  of  a  national  infrastructure  linking  universities,  technological  institutes  and 
public  research  institutes  and  the  promotion  of  an  e‐commerce  environment  for  business  with  the 
establishment of a National Committee on Electronic Commerce (Constantelou 2001). 
The operational programme Kleisthenis (1994‐2000) run by the Ministry of Interiors, Public Administration 
and Decentralisation  and with  a  total budget of  100 billion drachmas was  the main  IS  initiative of  that 
period. The central aim of the programme was the modernisation of public administration (both in terms of 
hardware procurement  and  regarding  services  and  training of  employees).  The  programme  adopted  an 
integrated approach to IT, including development of infrastructures, applications and training in the design 
and  implementation  of  each  separate  project.  In  the  case  of  large  projects,  project management was 
supported by large consultancy firms. Information systems for municipalities, fiscal administration (TAXIS), 
the stock market, customs, as well as training of public administrators were some of the basic initiatives. In 
parallel,  digitisation of  the  public  telecomms operator  (OTE)  network,  the  development  of  certain  fibre 
optic rings, and the creation of the national network  for research and technology  (EDET) were  important 
initiatives  at  the  level  of  telecommunications  infrastructure.  During  this  period  a  small  number  of 
significant  IT firms developed, while the  IT sector was consolidated and entered the Athens stock market 
(Papakonstantinou 2005). 
The  main  development  related  to  ICTs  in  the  1990s  in  Greece  was  the  liberalisation  of  the 
telecommunication sector. Until the  late 1980s the telecommunication sector  in Greece (and  in Europe at 
large), had been based on a state monopoly in the provision of telephone and telecommunication services 
provided  by  the  incumbent  Greek  Telecommunications  Organisation  (OTE).  Following  the  early  EU  IS 
documents, a series of laws carried forward the liberalisation of telecommunications, beginning with value‐
added  services  and mobile  telephony  services  (Law  1892/90  and  2075/92);  after  31 December  2000  all 
restrictions  including  those  on  the  provision  of  voice  telephony  and  the  network  infrastructure  were 
removed and full competition was officially established (although OTE kept a de facto dominant position in 
fixed  telephony),  under  the  supervision  of  a  new,  independent  regulatory  authority,  the  National 
Telecommunications and Post Commission (EETT) (OECD 2001). 
In April 1999, a second White Paper was prepared by ten policy experts and advisors to the Prime Minister, 
based on  international experience and  feedback  from the Ministries regarding the actions and steps that 
had been taken vis‐à‐vis the  IS. This was more strategic and comprehensive and was titled  ‘Greece  in the 
Information  Society:  Strategy  and Actions’.  It  emphasised  the potential of  ICTs  for  competitiveness  and 
better  public  services,  present  in  the  early  EU  documents,  together  with  the  requirement  of  building 
human  skills  to  take  advantage  of  these  opportunities.  The  imperative  of  universal  access  and  the 
prevention of new  types of social exclusion,  reminiscent of similar concerns  in EU documents, were also 
highlighted (Hellenic Republic 1999). 
The EU  Lisbon  summit  in March 2000 emphasised  the  challenges of a  transition  to a knowledge  society 




convergence  in Europe by means of  ‘knowledge policies’, namely policies  regarding: knowledge  creation 
(supporting basic and applied research, the culture  industries, promoting  interchanges between different 
cultures  and  groups);  knowledge  diffusion  (promoting  broadband  networks,  Internet  access,  content 
industries,  education  reforms);  knowledge  utilisation  (supporting  product  and  process  innovation, 
knowledge management  and  learning  in  firms  and  public  organisations,  international  partnerships  for 
innovation)  (Rodrigues  2003).  These  aims  were  subsequently  expressed  in  the  ensuing  eEurope  2002, 
eEurope 2005 and i2010 plans. 
In  order  to  achieve  the  above  goals,  the  Lisbon  summit  established  a  new  open method  of  inter‐state 
coordination  for the acceleration of the translation of European goals  into national policies. This method 




Following  from  the  White  Paper,  the  Lisbon  summit  and  the  Feira  summit  of  June  2000,  the  Greek 
government proposed a systematic  ‘Operational Programme  for the  Information Society’ (OPIS),  linking  it 
to funds within the structure of the third European Community Support Framework. This was an innovative 
horizontal  programme,  involving  a  number  of  government  departments,  and  aiming  to  implement  the 
essential features of the 1999 White Paper. Reflecting the EU rhetoric, as expressed  in the Lisbon agenda 
and  the  eEurope  initiative,  the OPIS  set  as  objectives  over  the  period  2000‐2006:  a)  to  provide  better 
services  to  the  citizen  and  improve  the  quality  of  life  through  the  deployment  of  ICTs  in  public 
administration, health and welfare, transport and the environment, b) to promote development and build 
human  potential  through  actions  to  increase  competitiveness  and  employment  and  to  put  into  place  a 
suitable educational  system  (Constantelou 2001). To do  so,  it  sets out  the  following  four  lines of action 
(with the corresponding shares of the total national and EU funding):  
• Education and culture  (17 per cent), which addresses  issues of  IT  infrastructure and content,  Internet 
connectivity for all primary and secondary  institutions by 2001, training for teachers  in  IT resources as 
educational tools, promoting Greek cultural heritage 





for high‐tech business  start‐ups,  intensifying university‐industry  links,  introducing  ICT‐related  training 
programmes for the wider population, creating digital content 






During  the period 1998‐2006, and  through  the  introduction of  the OPIS  the Greek  state has   acted as a 




a. has attempted to promote  innovation by supply‐side  interventions and has played the key role  in 
material and discursive promotion of the globally‐informed IS/KBE 
b. has  sought  to  accommodate  labour  market  flexibility  and  economic  competitiveness,  and  in 
particular has placed  great  emphasis  on  education  and  training with  the  intention of building  a 
knowledge‐skilled workforce, as well enterprises competent  in the KBE both at the central and at 
the municipal and local level 
c. has  been  postnational,  constructed  around  the  EU  and  its member  states,  so  as  to  promote  a 
European  IS/KBE  in  accordance  with  the  Lisbon  agenda  and  the  related  eEurope  policies  and 
adopting an open method of coordination  leaving  important  steps  to be decided at  the national 
level, as well as involving other international institutional arrangements and sub‐national and local 
actors and institutions 
d. has  been  a  governance,  rather  than  a  government,  regime,  involving  as  it  has  non‐state 
mechanisms,  corporate  and  industrial  actors  (e.g.  IT  firms  and  their  representative  association 
SEPE, civil society organisations, professionals, and other experts). 
The Greek  state  can  be  seen  as  an  entity within  this  SWPR,  or more  specifically,  as  a  ‘Schumpeterian 
competition  state’ within  this  SWPR. Through  its  IS policies  in  the period under examination,  the Greek 
state  has  played  the  key  role  in  promoting  the  IS/KBE  in  the  national  context  both  in material  and  in 
discursive terms and has attempted to manage the socio‐economic transition to the IS/KBE. In doing so, it 





demonstrated  in the 1999 White Paper and the OPIS)  the  international shifts  in economic discourse that 
have been  taking place  since  the 1990s:  emphasis on  flexibility,  lifelong  learning,  and most  importantly 
emphasis on knowledge as an engine for growth and productivity. Moreover, the Greek state has provided 
new regulatory frameworks which are taken to be more suitable  in the new economic order. This process 
has  involved adjustment to EU regulatory  imperatives and directives, albeit with difficulties and delays  in 
certain  cases,  not  least  regarding  the  telecommunications  liberalisation  framework  and  the  resistances 
generated  by  the  incumbent  OTE.  Further,  it  has  institutionalised  new  and  autonomous  regulatory 
institutions, notably  EETT.   
Further, and in accordance with Jessop’s outline of the role of the state in the IS/KBE, the Greek state has 




Our empirical  study has  shown  that  as  far  as  its  IS/KBE  strategy goes,  the Greek  state has been paying 
attention not only  to  ‘competition’ aspects, but also  to more developmental sides of  the  IS/KBE project. 
The  acknowledged  importance  of  knowledge  has  indeed  been  demonstrated  in  the  centrality  of  the 
management of knowledge  through  IS policies. The approach of  the Greek  state has been one  trying  to 
balance  the  commodification  of  knowledge,  through  emphasis  on  intellectual  property  regimes,  with 
intellectual commons, the social basis and public availability of knowledge.  
Indeed, there have been cases showing that the Greek policy‐makers have promoted the social character of 
knowledge and  its availability  to all. The example of education has been characteristic  in  this  respect, at 
least as  far as  infrastructure  is  concerned, as all primary and  secondary  institutions have been provided 
with PCs and have been connected  to the  Internet early on  in  the programme. Moreover,  in  the area of 
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higher education the deployment of the infrastructure of EDET on the one hand, together with equal access 
to  funding  granted  to  all  universities  and  technological  institutions  has  resulted  in  state‐of‐the‐art  ICT 
infrastructure  for  all  such  educational  institutions,  regardless  of  their  geographical  location,  prestige  or 




the  broadband  market  by  means  of  appropriate  policies:  ‘The  rapid  development  of  appropriate, 
generally  accessible  and  affordable  broadband  infrastructure  and  the  development  of  relevant 
applications and services must be set as a top priority for the State. The above national  infrastructure, 












relevant  research  group  on  IS/KBE  at  the  National  Technical  University  of  Athens  and  PETA  SA,  a 
consultancy firm for local development. There have also been examples of ‘digital cities’ where a digital 
platform has been in use, notably the cities of Trikala (e‐trikala.gr) and Amaroussion (maroussi2004.gr). 
The Greek  state has  also demonstrated  considerable eagerness  to help enterprises enter  the digital era 
(through  the  ‘Go‐Online’  and  ‘eBusiness’  initiatives)  and  thus  to  stimulate demand  in  the private  sector 
through public procurement processes. In 2003 92 per cent of firms with 11‐250 employees possessed PCs 








serious  implementation problems  (Caloghirou and Constantelou 2006). These have been  reflected  in  the 
following picture of ICT diffusion in Greece, as captured by some basic indicators. In 2006 Greece presented 







cent),  which  was  the  lowest  percentage  even  in  the  EU‐27  (i.e.  including  also  Romania  and  Bulgaria) 
(Eurostat 2007). 
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Moreover,  in  2006,  the  overall  Internet  use  in  the  Greek  population  presented  certain  digital  divide 
patterns in terms of sex, age, educational level and geographical location: 
i) The percentage of 36.1 per cent for men was contrasted with 24.4 per cent for women.  






In Peter Evans’s  conceptualisation,  the  ideal  type of  the developmental  state  incorporates  the pillars of 
‘embeddedness’ and  ‘autonomy’, which Evans link in his notion of ‘embedded autonomy’ (Evans 1995). In 
his  discussion  of  the  IT  sector  in  Korea,  India  and  Brazil,  Evans  attributes  the  different  technological 
trajectories to different state structures and different state‐society relations. In the case of Korea, a robust 
and coherent bureaucratic apparatus and its dense ties to private industrial capital is seen as the source of 




state  was  better  connected  with  local  entrepreneurs,  but  its  fragmentation  presented  obstacles  in 
following a programme of transformation and in using the links with local firms effectively; while individual 
state agencies were cohesive, the overall state apparatus was ‘badly divided’ as a result the Brazilian state 
was not autonomous enough and this was exemplified  in  its  inability to prevent  free rider activity  (Evans 
1995). 
While embeddedness  in  the above examples  refers  to  links between bureaucracy and private  capital,  in 
Evans’s  subsequent  reconceptualisation  it  is  extended  and  includes multiple  groups  (i.e.  civil  society  as 
well).  
Following  Evans’s  approach,  the  state  structures  and  the  state/society  relations  in  Greece  have  been  








implement  certain  IT  projects,  due  to  limited  experience  on  the  part  of  the  design,  implementation, 
monitoring  and management mechanisms,  as well  as  in  the  unbalanced  distribution  of  personnel  and 
resources. As a central figure of the OPIS Management Authority remarked, “The most obvious reason for 
this has been  the  lack of project management personnel both capable and aware of  the contours of  the 
Greek reality that could navigate through a labyrinth of problems and procedures”. On the other hand, as a 
senior member of a large IT firm put it: “Implementation has also been  impeded by the complexity of the 
legal,  administrative  and  institutional  framework  for  IT  projects. Certain  administrative  procedures  (e.g. 
procedures  for  acquiring  funding)  have  continued  to  be  quite  complicated”.  This  seems  to  have 
characterised  public  procurement  mechanisms  as  a  whole,  reflecting  the  fragmentation  of  public 
administration that has been formed historically.  
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Overall,  the  public  sector  has  presented  inadequacies  as  provider  of  digital  products  and  advanced 
applications, as well as consumer of digital products and services. According  to a  former member of  the 
Special  Secretariat,  “there  has  been  fragmentation  within  public  organisations,  perpetuation  of  quite 
obsolete structures (e.g. different departments  for telephony,  IT and  Internet, and different departments 
dealing with  procurement  for  those  technologies),  inflexible  institutional  frameworks which were  only 
suitable for  large public projects”.  Incorporation of a project  in the daily administrative routines has been 
particularly difficult as lack of understanding and motivation on the part of employees.  
Secondly, state/economy relations have been historically characterised by over‐regulation and strict  legal 
frameworks on  the one hand, while  suffering on  the other  from  relations of mutual dependence which 




majority  of  small  and  very  small  enterprises.  The  IT  sector  has  not  been  competitive  and  capable  of 
developing  integrated  IT solutions; the relationships of dependence of  firms on the state observed  in the 
industrial era have been reproduced  in phenomena whereby the IT firms, have relied extensively on state 
promises  for  funding. As  an  advisor  to  a  former  Special  Secretary  remarked,  “In most  countries,  the  IT 
sector pushes the public sector forward, while here this does not happen, on the contrary often the public 
sector needs to make the  IT sector aware of developments. This  is reflected  in the way the market deals 
with projects: it does not create its own dynamic, but expects the state to generate projects”. Moreover, as 
a  former OPIS Management Authority  expert  remarked  “a  vicious  circle  between  the  IT  sector  and  the 
public procurement system” has been observed, dominated by phenomena of micro‐corruption, “whereby 





by  the  complexity  of  the  legal,  administrative  and  institutional  framework  for  IT  projects”  (but  also 
characterising  public  procurement  mechanisms  as  a  whole).  Certain  administrative  procedures  (e.g. 
procedures  for  acquiring  funding)  have  been  quite  complicated,  reflecting  the  fragmentation  of  public 
administration. 
Thirdly, formal civil society (measured in terms of organisations and participation rates) has been arguably 
limited and  its organisations often dependent on  state mechanisms;  importantly,  interest mediation has 
been characterised by a potent rent‐seeking behaviour from sectional interests, which reveals a civil society 




As a  result,  there has been a  lack of social consensus as  to what  the  information society  involves at  the 
societal  level and what  its objectives are. This  is owing to the generally recognized fact that there has not 
been  so  far  a  social dialogue between political  authorities  and  implementation mechanisms on  the one 
hand and citizens, firms and social forces on the other for identification of goals and priorities in a kind of 
consultative  process. And  this  seems  to  be  a  historical  trend  as well,  as  it  has  been  observed  that  the 
programmes  of  all  CSFs,  including  the  OPIS,  have  been  operating  through  the  interaction  of  state 
mechanisms and experts with IT sector players, but without clear priorities regarding the societal level and 
without  the  building  of  social  consensus  towards  these  priorities.  Notwithstanding  the  role  of  certain 
professional  associations  that  have  promoted  IS  developments  in  Greece  (e.g.  the  Greek  Technical 
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Chamber  TEE,  or  the  Greek  Association  of  Information  Technology  and  Communications  Scientists  and 
Professionals  EPY)  and  enthusiastic  individuals  (e.g.  the  team  behind  EDET),  these  activities  have  not 





of the  IS/KBE.  In particular,  it has drawn on a generic model of  ‘competition state’ and has attempted to 
outline  the ways  in which  it  is  involved  in  the establishment of  the  IS/KBE paradigm. Going beyond  this 
model, however, I have also argued that the imperative for a sustainable IS/KBE (present in the IS/KBE, not 
least in the EU) calls for a more developmental role for the state. 
Empirically,  the paper has drawn on  the Greek  case of  IS/KBE  ,which has been  in  the making  since  the 
1980s, but notably since 2000, when a comprehensive  IS strategy was put  forward by  the Greek state  in 
deliberation with the EU administration and following the EU policy objectives. My research has revealed a 
picture of limited ICT diffusion and deployment at the societal overall compared to the other EU countries, 
despite  a  clear  articulation  of  a  strategy  and  despite  an  active  ‘competition  state’  operating  within  a 
Schumpeterian Postnational Workfare Regime, namely  the  EU,  in  Jessop’s  theorisation.  This picture has 
also shown the  limitations of the ‘competition state’ model  in accounting for the establishment of a solid 
IS/KBE  at  the  national  level.  This model  has  therefore  been  complemented  by  deploying  that  of  the 
developmental state, as conceptualised and applied by Evans, and by examining the state/society coupling 
in Greece. This has provided an explanation of the current situation of IS/KBE in Greece, which through the 
language of  ‘embedded  autonomy’,  can be  summarised  as  follows: on  the one hand  implementation of 
policy has been enmeshed  in various personal and  institutional  interests, clientelistic relations and micro‐
corruption (lack of autonomy of the state from society); on the other hand the IS project has been designed 
top‐down without social dialogue and with subsequent limited mobilisation of civil society, while the links 




the  role of  the  state  in  the process.  In doing  so  it has ultimately  claimed  that  the  role of  the  state  in a 























































































of  the  Information  Society  raises  important  issues  of  how  various  stakeholders  perceive  potential 
innovations and the role of technology  in political activities. The connection between people, technology 
and politics  is  a  concept usually  referred  to  as  eDemocracy.  Its practices  span  from  systems developed 
within  the  sphere of eGovernment  to non‐institutional  initiatives which emerge  through experience and 
mobilize political expression using ad hoc online means, such as blogs and social networking groups. This 
paper  identifies  this  diversity  and  discusses  explanatory  findings  on  different  perceptions  of  key 
stakeholders,  examining  how  the  concept  of  democracy  as  an  online  activity  is  compatible  with  their 
experiences and  interests. At the next step,  it suggests that research should compare and evaluate these 
diverse  practices  by  importing  concepts  of  stakeholder  thinking.  The  outcome  of  this  research  would 
provide  important  added  value  into  exploring  and  balancing  different  opinions  and  objectives  towards 
sustainable development of the eDemocracy agenda within Information Society’s policies. We present our 




Electronic  Democracy  has  emerged  during  the  last  decade  as  a  multidisciplinary  topic,  stimulating  a 
controversial  debate  over  the  relationship  between  modern  politics  and  the  underlying  technical 
infrastructure of the Information Society. A perfect exploitation of this relationship still remains to a  large 





and  Information  Systems  literature  and  is  generally  defined  as  the  use  of  ICTs  to  support  democratic 
decision‐making processes (Chee, 2008; Macintosh, 2006). Furthermore, eDemocracy  is conceptualized as 
part  of  eGovernment,  consisting  of  two  areas:  eVoting  and  eParticipation  (Macintosh,  2004).  The 
eParticipation  term  was  mainly  established  by  the  European  Commission  as  an  approach  to  the 
eDemocracy research within the institutional settings of eGovernment and the associated funded projects 




the  term  includes  normative  accounts  of  how  democracy  should  or  ought  to  develop.  Coleman  (2004) 
addresses eDemocracy within this context, as an instrument of changing democratic culture and processes. 
In  practice,  versions  of  eDemocracy  span  from  public  sector  Information  Systems,  such  as  petitions, 
consultations,  deliberations  or  panels  (Demo  Net,  2006)  to  non‐institutional  forms  of  new  media  for 












gradual  depreciation  of  political  life,  resulting  in  the  phenomenon  known  as  the  “democratic  deficit” 
(Bekkers  et  al.,  2007).  Due  to  this  deficit,  the  political  system  struggles  to  effectively  capture  public 
sentiment  and  innovation  through  technology  potentially  constitutes  an  important  opportunity  to 
strengthen democracy. Certain vision statements have even been expressed about technology succeeding 
in  closing  the  historical  cycle  between  modern  democracy  and  the  direct  democracy  of  the  ancient 
Athenian agora. However, this idea is perhaps based on an oversimplified approach on how the relationship 
between technology and democracy could be exploited.  
The  interactive  capabilities  of  Web  2.0  have  created  new  dimensions  in  terms  of  the  participatory 
potentials  of  technology  (Cammaerts,  2008;  Lilleker &  Jackson,  2008) which  has  in  turn  influenced  the 




although  eDemocracy will  not  solve  all  historical mistakes  of  politics  it  could  be  a  source  of  authentic 
legitimacy, account‐giving and account‐taking representation as an on‐going deliberative process, providing 
an opportunity  to  create more user‐friendly practices  for dialectical political discourse  (Coleman, 2004). 
Dutton  (2009)  characterizes  the  Internet  as  the  central  part  of  a  “fifth  Estate”,  which  constitutes  an 
independent  source  of  social  accountability  and  increases  the  accountability  of  the  others  estates,  by 
allowing its users to seek information, analysis and professional opinions.  
These policy objectives  form a basis upon which the eDemocracy agenda could be developed  in order to 
inspire efforts of modernization of  the democratic process without challenging  fundamental  institutional 
power. In the literature, there is an on‐going discussion about the relation between technology, democracy 
and  representation,  for  example  Bentivegna  (2006),  Best  &  Krueger  (2005)  and  Kubicek  & Westholm 
(2005). Two  significant  initiatives aiming at strengthening  relevant  research and practice  focusing on  the 
European eParticipation policy (European Commission, 2008) are the Demo Net and the PEP‐NET 59.   







expression with which  is usually  familiar  from  its everyday  Internet use  experience.  This dual nature of 
online democracy  indicates  that coordinating efforts of exploiting  the potential benefits of  technology  in 
democratic decision‐making probably needs  to  reconsider how  stakeholders perceive  the whole venture 
and  the  ways  in  which  “informal”  practices  should  be  integrated  into  political  processes.  Initiatives 
emerging  through  experience  in  many  cases  sustain  significant  content  and  interaction  providing  a 
potential  bridge  between  public,  institutions  and  politicians  on what  Coleman  (2005a)  describes  as  the 






Attempting  to  analyze  the  behaviour  of  key  stakeholders  with  regards  to  the  eDemocracy  concept 
interprets to a large extent the existence of diverse practices. As mentioned above, citizens tend not to be 
very  eager  to  engage  in  complex  participatory  processes  leading  to  more  direct  versions  of  modern 
democracy. The  reasons of  this behaviour may  lie  in  issues of  trust,  low digital  literacy or other  societal 
divides that pose barriers.  It reveals  low  intention to circumvent traditional representation and take over 
political  action,  despite  an  on‐growing wish  to  participate.  Additionally,  it  incorporates  a  difference  of 
opinions  on  how  and  to what  extent  technology  should  be  used  and  how  it might  deliver  online well 
established traditional activities, such as democratic decision‐making.  
The public  rather prefers  to engage  in  focused  involvement, because  their actions and decisions are not 
usually driven by visions of democracy or technological innovation, but just reflect the ways in which they 




which  is  to  accept  or  refuse  their  representatives  (Coleman,  2005b).  According  to  the Oxford  Internet 
Survey  (Dutton & Helsper, 2007) online participation  is still  less common among  Internet users  in the UK 
compared to e‐commerce, although it is more popular than relevant offline activities, e.g. petition signing.  
Politicians and political parties view eDemocracy as a rather “awkward” situation (Mahrer, 2005). Although 
they are concerned about  their new  role with  regards  to changes,  they need  to appear compatible with 
new  technologies  and not  yield  advantage  to other parties. During  the  last decades,  the whole political 
system has been adjusted more for television consumption with politicians and political parties tending to 
adopt an e‐commerce attitude towards the new media as instruments of political marketing, particularly in 
terms  of  advertising  and  campaigning  (Ward  &  Lusoli,  2005).  In  many  cases,  politicians  question  the 
appropriateness and potentials of experimenting with  the use of  ICTs under  the  scope of  their activities 
(Miller, 2009; Ward et al., 2007).  
Obama’s  successful online  campaign  in  the USA 2008 presidential elections mobilized extensive political 
support though everyday web initiatives such as social networking groups and mobile promotion on what is 
believed  to have  contributed  to his winning, especially  in  comparison with McCain’s more  classic online 
approach  (Anderson, 2009). The  successful outcome was mainly  related  to  increasing  voter  turnout and 
raising financial support but did not incorporate an equally important policy discussion aspect. However, it 
did  indicate  that  technology  cannot  be  ignored  anymore  or  treated  as marginal  in  relation  to  political 
decision‐making.  
Governments and  institutions prioritize public sector  reform, efficient service delivery and  financial gains 
(Chadwick & May, 2003). When  it  comes  to  citizen engagement  they develop applications  that  in many 
cases communicate an undefined message of how participation is achieved and sustained. Coleman (2004) 
comments  that applications which demonstrate a “have a say” message  to  the public “only discredit  the 
relationship between the Internet and democracy”. Parvez and Pervaiz (2006) believe that improvements in 
democratic participation  from  ICT projects driven by managerialist agendas  should not be expected. The 
final  report of  the Digital Dialogues  review  conducted  by  the UK Hansard  Society  (2008),  analyzed  and 
evaluated  how  ICTs  can  promote  public  engagement  in  democratic  processes,  and  one  of  its  main 
conclusions was that successful initiatives require the combination of careful planning, clear objectives and 
appropriate marketing with  the development of  reflexive engagement  strategies. The  institutional  cases 




the UK  to  consult  key  stakeholders  about  their  experiences  and  the  future  challenges  in  developing  e‐






In  an  attempt  to  transfer  and  compare  these  findings  from  the UK,  apart  from  technology diffusion  or 
eGovernment readiness indicators (UNPAN, 2008), there are certain issues to be considered with regards to 
key stakeholders and  the broad  social context. One of  them  is  the  role and  relationship of civil  servants 
within  the  political  system,  whose  key  role  in  developing  eDemocracy  infrastructures  has  been 
demonstrated  in a  series of  case  studies  (Gronlund, 2003). The UK  civil  service has a  strong  tradition of 
detachment from political affiliation as servants, whichever party comes to power. This stability has been 
able  to  support  and  sustain  projects  over  a  lengthy  period  of  development  and  public  acceptance. 
However,  it  can  also  lead  to  anodyne  non‐political  style  that may  decrease  effectiveness.  In  contrast, 
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potentially  successful  innovative  initiatives probably need  to be approached  centered within  their broad 
environment.  The  fact  that  trust  and  usage  of  internet  technologies  in  general  is  strongly  affected  by 
experience has been demonstrated by  the Oxford  Internet  Survey  (Dutton &  Shepherd, 2006). Relevant 
questions were also addressed by  the empirical  study presented  in  (van de Graft &  Svensson, 2006),  in 
which eDemocracy development by governments was connected with the political colour of the dominant 
party, voter turnouts and other social factors. Based on this explanatory discussion, we believe that future 
research  should  aim  in  acquiring  a  better  understanding  of  how  stakeholders’  views  could  converge  in 
exploiting the relation between technology and democratic decision‐making through mutual gains. 
3.2 Stakeholder Thinking 




al.,  2008).  Stakeholder  thinking  or  analysis  could  be  defined  as  the  process  of  examining  various 
stakeholders’ views, perspectives, actions and objectives when developing a policy or a project. Under this 
scope, a stakeholder could be defined as someone who is influencing or being influenced by that particular 
policy or project. Pouloudi  (1999)  reviews  in detail  the definition and use of  the  stakeholder  concept  in 
Information Systems research. 
Stakeholder  thinking  has  been  previously  introduced  in  eGovernment  and  Information  Society’s  policy 
development.  Flak  and  Rose  (2005)  reviewed  Stakeholder  Theory  and  proposed  its  introduction  in 
eGovernment research with the purpose of acquiring scientific rigour and a better understanding of who is 
affected by eGovernment initiatives and how. They explained the appropriateness of this introduction and 
presented  a  research  agenda  for  Stakeholder  Governance.  Scholl  (2001)  had  previously  discussed  the 
possible  benefits  by  emphasizing  that  citizens  do  not  need  to  be  “managed”  by  governments,  but 
effectively  understood.  Kolsaker  and  Lee‐Kelley  (2009)  examine  in  practice  the  impact  of  internal 
stakeholders  in a UK  local government authority during the development of an e‐government portal as a 
vehicle for e‐democracy, revealing a lack of shared purpose and motivation among them. Further attempts 





been  proposed  (Pouloudi,  1999)  as  ethical  and  appropriate  in  terms  of  providing  a  holistic  view  for 
capturing requirements and modelling human activity. It has also been connected with Checkland's (1981) 
Soft Systems Methodology  (Vidgen, 1997), which examines different world views on not well  structured 
problems  which  require  a  better  understanding.  Stakeholders  and  the  integration  of  their  multiple 
perspectives are  considered a vital element  in various  Information Systems development methodologies 
such as the Multiview (Avison & Fitgerald, 2006).  
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Even  if  it  is debatable for corporate ethics and profitability to consider multiple stakeholder perspectives, 
when it comes to democratic decision‐making all stakeholders’ views indisputably need to be captured and 
balanced as efficiently as possible. Exclusion can be considered a failure by definition, as in the case of the 
modern  democratic  deficit,  which  reveals  the  rationale  behind  exploiting  the  role  of  technology  in 
strengthening  democracy.  Stakeholder  thinking,  as  a  human  activity  understanding  set  of  concepts  and 
tools,  constitutes  a  natural  way  of  developing  and  examining  initiatives  under  the  presence  of  the 
democratic dimension and  its omni‐participatory  implications.  In the next section, we present the case of 




and application examples can be  found  in  (Demo Net, 2006, p. 34). E‐Petitioning demonstrates a case  in 





known  pioneer  in  experimenting with  ePetitioning  has  been  the  Scottish  Parliament  (Macintosh  et  al., 
2002).  








200  signatures,  a  commitment  for  response  is  generated  and  the  petition  is  passed  to  the  relevant 









The  ePetitioning  system  has  drawn much  attention,  expressed  by  high  usage  and  an  on‐going  debate 
around its current and potential role in democratic decision‐making. In an attempt to assess its impact and 
discuss its innovation, controversial opinions can be found, also taking into account the general perceptions 
on  ePetitioning.  Critics  of  ePetitioning  express  their  concerns  that  it  constitutes  a  politically  anodyne 









these  institutions  and  high  public  expectations.  The  facts  indicate  that  petitioning  is  by  far  the most 
common online political activity among Internet users in Britain and does make a difference in comparison 
with offline  channels  (Dutton & Helsper, 2007).  The  volume of  ePetitioning users  speaks  for  itself:  “8m 
signatures  from  over  5m  unique  email  addresses,  representing  something  like  10%  of  the  entire  UK 
population”.  
In  response  to a petition  supported by millions concerning  road pricing, Tony Blair himself published his 
official  response  (Blair,  2007),  stating  that  the  ePetition  stimulated  the  necessity  to  frame  a  long‐term 
informed debate as a clear case of the web being healthy for democracy. Even in this case, ePetitioning did 
not manage  to determine policy making, but provided  an  important outlet  for  its  supporters. However, 
there  are  some  cases  of  ePetitions  shaping  policy  (Miller,  2009).  Within  our  context  of  examining 
stakeholders’  views,  this  particular  system  and  the  activity  of  ePetitioning  in  general  allows  for  some 
important observations: 
• From  the citizens’ point of view, ePetitioning provides a channel  for participation without  involving a 





the exact  response process  is not known,  responses are not always satisfactory and many see  it as a 
case  of  the  officials  not  actually  listening  to  the  voice  of  the  public,  the  high  volume  of  users,  the 
transferability and the whole discussion around its potential has made it popular among the public.  
• From  the  Prime  Minister’s  and  government’s  point  of  view,  ePetitioning  is  a  mean  of  increasing 
transparency  and  accountability  without  imposing  particular  actions  or  threaten  their  institutional 
power. Additionally,  it  allows  them  to  capture  public  sentiment  and  since  in most  cases  answers  to 
petitions link to existing policies, it could also be argued that it assists in disseminating the government’s 
work.  For  example,  the  road  pricing  petition  provided  a  case  of  the  Prime Minister  listening  and 
responding to the public as a result of massive public  input. The relatively  low minimum of signatures 
(200)  required  to  generate  a  response  shows  that  even minority  voices  are  taken  into  account.  In 
addition,  it clearly  indicates a governmental effort  to  take advantage of  the benefits of  technology  in 
order to enhance to democratic decision‐making. 
Therefore, despite controversial opinions stated, we can conclude  that  the ePetitioning system has been 
considered  successful  in  the  sense  that  it  more  or  less  balances  the  objectives  and  interests  of  the 
stakeholders  it  involves.  It doesn’t  imply an  intention  to deliver public decision‐making online, also given 







it.  Our  exploration  demonstrated  diversity  in  practices,  views  and  objectives  within  the  broad  socio‐
technical dimensions of eDemocracy, as  for example  in the role of the civil service  in the UK. Within this 
context,  we  suggested  that  a  stakeholder  thinking  approach  provides  a  better  understanding  of 





need  to  converge  in  the  policy  agenda  of  the  Information  Society.  In  particular,  there  is  a  need  to 
understand how  individual  initiatives have emerged and  the ways  in which stakeholder engagement was 
achieved and sustained. This research should aim to integrate them into formal policy making mechanisms 
not  by  transforming  them  into  formal  engagement  tools,  but  by  approaching  them  as  means  of 
understanding, listening and assessing the public opinion.  
For example,  the UK Prime Minister’s  ePetitioning  system was developed by mySociety which  is  a non‐
profit organization based on charity. MySociety has also developed other important initiatives, such as the 
TheyWorkForYou  and  the  HearFromYourMP.  The  first  allows  users  to  monitor  the  activities  of  their 
representatives  in  terms  of  their  public  speeches,  voting  records  or  official  expenses.  The  second 
coordinates  efforts  of  communicating  with  them.  They  are  both  important  examples  of  how  non‐
institutional initiatives emerge from Internet users and developers through experience.    
Further  research  should  elaborate  on  this  investigation,  include  a  roadmapping  aspect  towards  future 
factors and various socio‐economic scenarios  (Kubicek & Westholm, 2005) and compare perceptions and 
behaviors in different cultures and organizational contexts. This research will also address one of the most 
important open  issues  in  current practices,  sourcing  from  the  lack of  fundamental understanding of  the 
eDemocracy  complex  stakeholder  environment;  the  coherent  and  systematic  evaluation  of  initiatives 
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(Demo  Net,  2008).  Its  outcome  will  hopefully  assist  in  developing  more  efficient  next  generation 
eDemocracy  initiatives  in  terms  of  their  integration  into  the  societal  sphere  and  compatibility with  the 
dynamics of human activity.  




































































































































The aim of this communication  is to present new focuses for research  in the field of  Information Systems 
and Ecology.  In the first part, we will present, through a review of the  literature, the rather negative role 
played by ICT on the environment: paper, transportation, consumption, waste… The aim of the second part 
is  to  discuss  the  rather  positive  role  played  by  ICT  with  regard  to  knowledge  of  the  environment: 
simulation, traceability, information… Many questions about research are then liable to be developed, and 





we have never  known  till now. What we do  in  the next  twenty  years  could have  a  vital  impact on  the 
climate  of  the  second  half  of  this  century  (Intergovernmental  Panel  on  Climate  Change 
http://www.ipcc.ch/) With the report written by Nicholas Stern, former Vice‐President of the World Bank 
(http://www.hm‐treasury.gov.uk),  it  is  now  not  only  scientists  who  are  raising  the  alarm,  but  also 
economists  and  financiers.  If  there  is no  immediate  and possible  reaction  (that  is,  taxes on  carbon  and 








impact of our various  lifestyles.  Information and Communication Technologies  (ICT), however, have  long 





Another  series  of  questions  on  the  potential  for  ICT  must  also  be  envisaged,  that  of  protecting  the 






that  is more respectful of the environment,  is this directly  linked to the behaviour of those who use  ICT? 
What  is  the  ecological  responsibility  of  businesses?  What  legitimacy  do  sovereign  states  and  non 







transportation  (as well as  the  transportation of goods  thanks  to electronic  trade) and  this  in  turn would 
help reduce the pollution associated with travel as well as reduce the consumption of the planet’s natural 






whilst Canada, the world’s number one exporter of paper, has more than doubled  its sales  in the  last 15 





study  conducted by  Ispos Global  thus  estimates  that  43% of  French people print up  to  50 pages  a day 
thanks to easy access to  information, 20% admit to printing out all the documents they receive, and 38% 
admit to printing out all the electronic mail they receive so as to be able to read it on paper. In the private 











Although certain studies that take an  interest  in the  impact of telecommunications on travel have  indeed 
been able to show that telecommunications have a “replacement effect” on travel, Moktarian (2003) shows 
that  these  studies,  as  they  are  limited  in  their methodological  approach  (short  term  and  focusing  on  a 
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single application), have missed the more subtle, long term and indirect effects that can be found in studies 























case),  but  on  the  contrary  a  significant  loss  of  energy  because  of  the  packaging  (much more  costly  for 
electronic trade than traditional trade).  
2.4 The rather negative role played by ICT on electricity: the poor hypothèse of very low consumption  




depending on  the energy  saving measures adopted between now and  then  (Langrock et al., 2001). At a 
more  local  level, Gard  and  Keolian  (2003), who  studied  in detail  the  energy  consumption of  an on  line 
university  library,  showed  that  the  infrastructures  of  the  networks  ultimately  had  little  impact  on  the 
system’s total energy consumption. According to their analyses, only  less than 0.2% of an on  line  library’s 
total energy  consumption pertains  to  the electricity needed  to operate  the various machines  (gateways, 
servers, stations, etc.). 
However,  in  2007,  the  Institut National  de  la  Consommation  (French  national  consumer  institute,  INC) 
became concerned about the electricity consumption of the “multiservice boxes” provided by broadband 
operators  as  these  boxes  are  never  turned  off  and  consume  between  143  and  263  kW/h  per  year, 
depending on the model. According to the INC, all such boxes taken together consume a total of 1.51 billion 
kW/h per year  (the equivalent of two and half months’ production  for a nuclear reactor). Rakesh Kumar, 




















form  of  pre‐treatment  (Fichter,  2003). Many  of  the  pollutants  found  in municipal  dumps  come  from 
electrical or electronic equipment (CEC, 2000), and from this electrical or electronic waste, 12% comes from 




Environmental  groups  such  as  the  Silicon Valley  Toxics  Coalition,  Friends  of  the  Earth,  the Basel Action 
Network, Greenpeace, etc, have made headlines  recently,  reprimanding  the manufacturers of electronic 
equipment  in  general,  and  Apple  in  particular  (arsenic  and  mercury  used  to  manufacture  Macintosh 
computer  screens,  chlorinated  plastic  and  brominated  flame  retardants  used  in  the  iPhone  mobile 
telephone…).  The negative  impact of  such documents on  consumers  is now  taken  seriously.  They draw 
attention to the growing mountain of computers, mobile telephones and other toxic electronic waste found 
in waste storage areas. They encourage companies to explore the “Green IT” market, and they encourage 
governments  to  support  scientific  projects  and  adopt  “green”  regulations.  In  France,  these  regulations 
come  in  two  levels.  The  first, which  is  part  of  the  ROHS  (Restriction  Of  the  use  of  certain  Hazardous 





obliged  to propose a  recycling  service.  In addition,  there must be  institutional  communication  regarding 
these elements  (an obligation  for companies on  the stock exchange, dictated by  the French  law on New 
Economic Regulations). 
Conclusion of  this  initial analysis:  there are no data  that make  it possible  to show  that  ICT play a part  in 











consequences  of  trial  and  error  and make  learning  of  the  “learning  by  simulating”  type  possible.  For 
example, since 2006, the supercalculator TERA‐10 (50,000 billion operations per second), the radiographic 
machine Airix and  the Megajoule  laser  thus make  it possible  to  simulate nuclear  tests under  laboratory 
conditions,  with  the  aim  of  continuing  France’s  nuclear  rearmament  programme  (despite  the 
Comprehensive  Nuclear  Test‐Ban  Treaty,  CNTBT  and  the  Non‐Proliferation  Treaty,  NPT).  But  is  this 
calculation power a positive aspect (or at least an ambiguous aspect) of the information technologies used 
to  predict  and manage  environmental  risks?  The  report  produced  by  the GIEC‐ICCP  demonstrates  very 
clearly  that  technological  innovation  cannot,  on  its  own,  provide  a  solution  on  the  horizon  of  2100 
(http://www.ipcc.ch/). Nevertheless, several  types of simulation  tool do have a certain positive aspect  in 
terms of managing the environment and natural resources: 
‐  certain  barometers  provide  users  with  the  possibility  of  measuring  their  own  contribution  to  the 
greenhouse  effect,  the  use  of  a  common  resource,  water  pollution,  etc.  The  software  Phyt’Amibe, 







resources.  An  agent  is  a  computer  programme  that  perceives  and  acts  in  an  autonomous manner,  in 
relation to its “experience”. In multi‐agent systems, the agents share common resources and communicate 
with  each  other.  At  the  CIRAD,  for  example,  Cormas  simulates  the  effects  of  a  modification  to  the 
environment,  a  decision‐making  rule,  the  behaviour  of  the  agents,  etc.  and  couples  this  social  and 
environmental  model  with  a  learning  process  for  users  confronted  with  using  or  regulating  natural 
resoucres http://cormas.cirad.fr/; 
‐ “Virtual reality” systems put users  in the place of someone using a resource (or even  in the place of the 
resource  itself)  and  guide  them  in  their  explorations:  for  example,  the  European  Alarm  project  on 
biodiversity (http://keralarm.c3ed.uvsq.fr/), or the European project Virtualis on learning about ecosystems 
and  natural resources (http://www.virtualis‐eu.com/); 
‐  finally,  “Geographical  Information  Systems”  (GIS) make  it  possible  to  represent  and  process  data  and 
meta‐data  referenced  in  a  given  geographical  area.  GIS  make  it  possible  to  study  and  control  the 
environment,  anticipate  evolution  (climatology,  geology,  town  planning,  employment,  transport, 







Beyond  the  aspects  of  digitisation  and  calculation,  the  fact  of  generalised  connections  via  the  Internet 
network  is  a  second  aspect  of  ICT  that  may  play  a  positive  role  in  knowledge  of  the  environment, 
particularly thanks to the traceability of objects and vigilant controls by certain NGO. 
We  are now  entering  the  era of  the  Internet of objects. As bar  codes  are being  replaced by  intelligent 
radiofrequency  labels, all goods and merchandise will progressively be connected  to  the  Internet via  the 
ONS,  the Object Naming  Service, which  is  a  new  technology  derived  from DNS  (Domain Name  System) 
domains and which today manages only the addresses of individual computers. Geographical tracking (that 
is,  localising a product, a dossier or a person) and historic  tracing  (reconstituting a history, an origin, an 
activity, a control…) will  then be envisageable permanently on  the  Internet. This  traceability will make  it 
possible  to control  the use of chemical products,  the dismantling of nuclear power stations,  food safety, 
pharmaceutical  safety and more. To  sort and manage WEEE  it will be possible  to know  immediately, by 
reading the electronic labels, exactly where to store these products or recycle them. 
But  ICT  are  not  only  communication  infrastructures  that  convey  content,  they  are  also  vectors  for 
relationships where the key players are involved. The Internet has thus become a vigilance network that is 
accessible to all citizens, a source of  information  for the media, a surveillance network  for sites at risk, a 





On  the Greenpeace website,  for  example,  there  are  petitions  and many  contributions:  “Stop  the  illegal 
wood trade in France”, “Working for greener computing”, “Lay down your challenge for industry”, etc. For 
this alterglobalist NGO, as well as  for  the NGO  that work  to preserve  the environment,  the  Internet has 
become  a  tool  used  to  mobilise  people,  from  “proximity  gateways  for  citizens”  to  major  world 
demonstrations  such  as  Porto  Alegre.  The  Aarhus  convention,  signed  in  1998  by  39  States,  focuses  on 
access to information, the participation of the public in decision‐making processes and access to justice in 
terms  of  the  environment.  The  directives  stipulate  that  all  collectivities  (including  the  sovereign  States 
involved) must give access to any information they have about the environment to anyone who so requests 
it.  
Conclusion of  this  second  analysis:  although  ICT  cannot, on  their own, provide  a  response  to  ecological 
challenges, they do encourage knowledge of the environment and the mobilisation of the key players. 
4 IN FAVOUR OF RESEARCH INTO THE PRINCIPLE OF RESPONSIBILITY 
Two German  philosophers  have  highlighted  the  principles  of  low  legitimation  and  responsibility, which 
could open up new avenues for research into the links between ICT and ecology. 
For  J. Habermas  (2001),  a new  regime of  global governance has now  appeared  in  the  transition  from  a 
regime  of  high  legitimation  to  one  of  low  legitimation.  (Klein  and Huynh,  2004).  In  the  first  case  (high 
legitimation), the various partners in a traditional nation‐State could count on their past experience in the 
motivations and preferences of their other partners to  interpret them and form the basis for trust. In the 
second case  (low  legitimation),  this  reference  to a world of common experiences  is  impossible.  It  is  thus 





by technoscience  is an  issue to which a new form of responsibility must respond. It  is to this new form of 
responsibility, both  individual and collective, that all men must adhere, making  it  forbidden to undertake 
any action  that could put  into danger either  the existence of  future generations, or  the quality of  future 













exists  only  because  of  the  behaviour  of  users,  who  determine  their  consumption  in  relation  to  the 
possibilities provided and not in relation to their real needs, in a society that encourages this way of acting. 
For  this  reason,  it  appears  derisory  to  search  only  for  technical  performance  as  a  means  of  solving 
ecological problems. 
If we take the example of the management of computer waste, more efficient management of this waste 
runs  the  risk of producing  a  rebound  effect:  increasing  consumption with  a  clear  conscience. Why  limit 
one’s consumption as the computer will be recycled once  it has been thrown away. What can be done to 
reduce this ecological footprint? Should we choose the “sustainable development” route by searching for 
efficiency as Saar and Thomas  (2003) describe  for waste management? Or  should we  rather  choose  “to 
decrease”, by changing our consumption or indeed our way of life, as proposed for example by M. Elgan in 




change  identified  by  Watzlawick  et  al.  (1975).  These  researchers  from  the  famous  Palo  Alto  school 




can we  reduce  the  energy  used  by  ICT? How  can we  use  bar  codes  for more  efficient management  of 
waste? Can we use recycled paper when we print? Other research questions can be classified as being type 
2, the aim of which  is to distance oneself from the logic of the system that is dysfunctioning: How can we 
encourage a change  in users’ attitude? To what economic system can  the environment adapt? Does  the 
development of  ICT represent a new  form of world colonisation? Should we  talk of responsible usage or 
appropriation? What share of the responsibility can individuals take within associations and NGO? 
4.2 The “CSR”: the Corporate Social Responsibility  
The  concept  of  the  Social  Responsibility  of  Businesses  is  strongly  linked  to  the  concept  of  sustainable 
development.  The  law on New  Economic Regulations  in  France  and  in particular  its  article  116 make  it 
obligatory  for businesses  to publish  information on  the  social  and environmental  consequences of  their 
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activities. Today, businesses are thus asked to  justify their acts and their behaviour, and to reflect on the 
social,  economic  and  environmental  consequences  of  their  actions.  But  “responsible”  does  not mean 
“guilty  party”.  This  expression  (“responsible  n’est  pas  coupable”)  became  famous  in  France  during  the 
scandal of the contaminated blood affair. For sure, businesses are asked to prove that they are responsible 
and  to  “demonstrate”  it  by  increasingly  legalised means.  Yet  the  notion  of  guilt  in  the  face  of  possible 
social, economic or environmental deterioration  is not at stake. A report published by the NGO, Christian 
Aid,  (http://www.christian‐aid.org.uk/indepth/0401csr/index.htm),  and  which  is  highly  critical  of 
communication practices  regarding  the SRB,  suggests  that  there  is a  risk  that  the SRB will end up being 
nothing more than a “branch” of the Communication and Public Relations department. And the study by 
Vitari  et  al.  (2008)  showed  that  with  regard  to  large  companies,  and  despite  the  availability  of  new 
generation ICT,  communication on the SRB still remains a showcase that is not particularly favourable for 
debates and interactivity. A study conducted on 124 businesses in the United States and Europe thus shows 









Beyond  the  SRB,  new  research  avenues  are  thus  opening  up  to  researchers  in  the  field  of  Information 
Systems as a means of going deeper  into the principle of business responsibility  in  ICT: the polluter‐payer 
principle,  the  precaution  principle,  the  prevention  principle  and  the  negotiation  principle. What  is  the 













of  public  services.  In  1998,  the  WTO  agreement  was  the  consecration  for  the  opening  up  of  the 
telecommunications market.  In  1994,  the  project  for  global  information  highways was  launched  by  the 
Clinton  administration,  and  in  2000  the G8  summit  in Okinawa  finally  launched  a  charter  for  a  “global 
information society” (even  if one third of humanity still does not have access to electricity…).  It was thus 
“quite natural” that the UN entrusted the piloting of the WSIS (World Summit on the Information Society) 
held  first  in Geneva  in 2003 and  then  in Tunis  in 2005  to UIT,  the UN agency  representing  the  technical 
vision  for  telecommunications  (with  the  following  key  words:  information  highway,  new  economy, 
globalisation,  access  logic, merchandisation,  deregulation,…),  and  not  to  UNESCO,  another  UN  agency 
competent  in  “information  and  communication”  (but more  political, more  sensitive  to  the  respect  of 
human rights, cultural and cooperation imperatives, less focused on the interests of private operators and 
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free  exercise  of market  rules…  and  which  also  prefers  the  concept  of  knowledge  societies  to  that  of 
information society). 
It  is  also  essential,  in  line  with  Rodhain  and  Llena  (2005),  to  raise  questions  about  the  concept  of 
Sustainable Development and how it has been adopted by every institution. As development as we know it 
at  the present  time and  in  light of how  it  is practised  is,  in essence, not sustainable, attaching  the word 
“sustainable” to it becomes an imposture that irritates a large number of ecologists, activists, intellectuals 
and even former senior officials from international institutions such as the World Bank or even the IMF. Is 
the  term sustainable, when attached  to a  term  such as development, not merely a means of not asking 
questions about the urgency of the matter? This new concept appears to be heaven‐sent, to the extent that 
it makes  it possible  to  stop asking questions  and  to  stop debating precisely what needs  to be debated: 
development  itself.  According  to  Latouche  (1989),  when  we  talk  of  sustainable  development  “we  are 
dealing with a verbal monstrosity because of the mystificatory antinomy of the expression” (page 51). 
“The  American way  of  life  is  not  negociable”.  This was  the  famous  declaration made  by  the  American 
president George W. Bush  in  reference  to the Kyoto protocol. At  the same  time,  the United States were 
officially advocating access for “under‐developed” countries to the American way of life on the basis of the 
consumer society. Yet, if the world population as a whole were to adopt the American way of life, we would 
not  need  one  but  seven  planets  to  satisfy  our  consumer  needs.  De  Rivero  (2003)  explains  how 
development,  as  relayed  by  media  power  and  scientist  power,  via  the  West’s  desire  for  ideological 
domination, has progressively imposed itself as the ultimate objective for all the world’s peoples. In short, 
as Serge Latouche (1989) says, development is the westernisation of the world. Rahnema (2003) thus states 
that wretched poverty chases poverty  in the countries of the South.  In the  face of “the arrogance of the 
economist”  (Latouche, 1989)  and  the  instrumentalisation of  the  concept of  sustainable development by 
productivist thought, the question of decrease and reflections on how to achieve it thus seem pertinent: a 












particularly  in the  field of  IS,  is  for the moment relatively poor and the themes covered are done so  in a 
relatively succinct manner. The first two parts of this communication have nevertheless shown the rather 
negative role that ICT have on the environment and the rather positive role they have on knowledge of the 
environment. We  thus  proposed,  in  the  third  part,  three work  areas  for  covering  in  greater  depth  the 
concept of responsibility: at the level of individuals, businesses and those who govern. 





To  conclude,  it  appears  to  us  that  individual  responsibility  is  the  most  fundamental  aspect.  Raising 
awareness  at  the  level  of  nations  would  have  no  impact  if  there  were  not  first  and  foremost  raised 



















































































































With web  contents being generated and  shared  at an ever‐increasing pace,  a number of approaches  to 
effectively  control  and  retrieve  contents  have  been  developed.  Social  tagging  is  a widely  implemented 
method for classifying contents resulting from the dispersed activities of users. Social bookmarking services 












web  contents.  Just  how  users  come  together  in  communities  and  how  they  make  use  of  communal 
activities to make such platforms sustainable has long been an interesting topic. (e.g. Chiu et al., 2006; Law 
and Chang, 2008  )   User motivation  is  reflected  in different designs of services and  types of contents  to 
share. Much  research  focusing on participant motivation has been conducted on a number of platforms 
such  as  in  social  networking  services  (Hu  and  Kettinger,  2008;  Boyd  and  Ellison,  2006),  photo  sharing 
services (Nov and Ye, 2008), movie review sites (Beenen et al., 2004), and so on. 
Not  only  contents  like  articles,  photos  and movies  but  also metadata  attaching  to  these  contents  are 
transacted  and  shared  among  users  on  social  computing  platforms.  A  tag  is  a  kind  of metadata which 
consists of  a  short  text,  i.e.  “keywords”, used  to  classify  contents. A  tagging  system  stands  for  the web 
service  implementing  function  of  using  such  tags  (Golder  and  Huberman,  2005).  While  Golder  and 
Huberman (2006) analyzed the flow of tagging activities and the effect of tags on changes in the popularity 
of contents, tagging is not only implemented for web services in this sense. For example, one source code 







where  individual users store personal website  links but access entire collections of these  links created by 

















SBM  is  a web  service which  is designed  somewhat  analogous  to  the bookmarking  function of  a private 





been  storing,  together with  links  to  his  or  her  account.  You may  also  be  able  to  profile  user  interests 
according  to  the portfolio of URLs he or  she has  recorded. While  I made  the point  that  the  information 
accumulated on SBM  is not directly generated by users  themselves, SBM users can nevertheless express 
their views by their choice of URLs and they may add information to them by attaching tags and comments. 
Whether  the  function  of  SBM  should  be  viewed  as  “personal”  information  management  or  as 
communication directed at others may be affected by user motivation. 
2.3 Effectiveness as information or knowledge management tool 
If  SBM  is  regarded  as  a  tool,  no  one  will  propose  to  use  it  unless  it  is  more  convenient  than  the 
bookmarking  function of a personal browser.  In  fact, one of  the convenient  functions SBM offers  is data 















the  other  hand,  SBM  requires  no  hierarchy  among  URLs  classified  with  tags  and  there  is  no  need  to 
recognize  relationships among  tags. Users can  search URLs with  tags directly by searching on words,  i.e. 
keywords.  In other words, users can easily “appropriate”  the methods of classification of other users by 
using their tags. There  is some research about SBM  in enterprise knowledge management  illustrating this 
point (Millen et al., 2006).  
Vocabulary used  for  tagging on  SBM  represents  the  “categorization”  requirements of  the users. Hence, 





as  folksonomies was  to establish an  information distribution  system. Using  tags generated by others  for 





















SBM  for personal  information retrieval. Choices relating to communication with others came to  less than 
20%. Few users were motivated to share or diffuse contents generated by others. 
 










for  information management,  the  intention of  attaching  tags  is not primarily  related  to  communication 
among users. 
These results indicate that SBM may be regarded as a tool for information retrieval. Most users appear to 















use popular bookmarks  lists and nearly 25% of  them  indicated  they  refer  to  the  tag  clouds of all users. 




We  realize  that  there  are  a  variety  of ways  of making  use  of  SBM  and  that  only  less  than  20%  of  the 





























Nearly  80%  of  subjects  using  SBM  answered  that  they  refer  to  annotations  and URL  lists  posted  by 
others.  In  short,  data  accumulated  on  SBM  helps  individuals  with  information  retrieval  and 
knowledge management. 
6 CONCLUSION 
Our  survey  shows  that  SBM  is,  in  fact,  regarded  more  as  a  knowledge  management  tool  than  a 
communications platform. Even  though  the  function of SBM  is  to  rationalize management of one’s own 
personal  information, many users make use of  information available thanks to the activities of others.  In 
this  regard SBM differs  from other  social computing platforms  such as SNS and photo  sharing  sites. The 









SBM users has been  increasing quite markedly. What  is now needed  is an analysis of  the effects of  this 
increase. 
Besides user motivation, several other aspects of SBM require analysis. Even though our survey shows that 
users  refer  to  information  collected by others,  the effectiveness of  these  collections  for  individual users 
must be determined. Further qualitative surveys like interviews or observation of service usage would assist 
a detailed analysis of both user motivation and benefits of SBM. Whether sharing annotations of websites 
enables users  to handle  information more effectively as hitherto must be  taken  into consideration when 
evaluating the architecture of platforms like SBM. 
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the  Faroese  integrated  healthcare  information  system,  using  a  framework  based on Giddens´  theory  of 
modernity.  The  framework  theorizes  dynamic  elements  of  the  evolution  of  trust,  not  previously 
investigated in this context. The data collection involves 4 actors interviewed twice in 2006 and 2007; and 
the  data  analysis  strategy  is  content  analysis  using  Nvivo  software.  A major  contribution  is  that  if  an 
implementation project  interacts with many or  complex  abstract  systems,  the managers must  focus  on 
continuous  embedding  and  re‐embedding  by  interacting  directly  with  representatives  of  the  abstract 
systems in question to maintain trust. Also we observe that actors’ perceptions of trust relations influence 
future  actions,  and  in  this way  have  both  negative  and  positive  consequences. We  also  conclude  that 




The  implementation  of  large  scale  standardized  information  systems  (Enterprise  Resource  Planning 
systems,  Customer  Management  Systems  and  Integrated  Healthcare  Information  Systems)  is  often 
reported  as  problematic.  There  are many  reasons  for  these  difficulties,  but  one  issue  discussed  in  the 
context  of  critical  success  factors  for  implementation  projects  (Akkermans  &  Helden,  2002;  Somers  & 
Nelson,  2001;  Sun,  Yazdani, & Overend,  2005)  is  trust.    Trust  influences  co‐operation  and  commitment 
among actors (Rajiv, 1999; Salam, Iyer, & Srikantan, 2001), and is therefore crucial to establishing positive 
results  during  implementation  (Lander,  Purvis, McCray, &  Leigh,  2004;  Scott &  Kaindl,  2000;  Somers & 
Nelson, 2001; Wang & Chen, 2006). The presence of trust is shown to reduce project failure rates. Trust is 
“important  for  ERP  customization  clients  in  determining  their  assessment  of  the  relationship  with  the 
vendor, because the customization of such complex software typically entails vulnerability and dependence 
on  the  vendor”  (D.  Gefen  &  Keil,  1998).  Somers  and  Nelsen  (2001)  argue  that  “the  successful 
implementation of ERP systems requires a corporate culture that emphasizes the value of sharing common 
goals  over  individual  pursuits  and  the  value  of  trust  between  partners,  employees,  managers  and 
corporations“. The absence of trust, or mistrust,  in an  implementation project typically necessitates extra 






1) People‐based  trust  (“to  keep  one’s word”) where  there  is  no  developed  connection,  history or  ties 
between the truster and the trusted 
2) Knowledge‐based  trust  (“based on predictability –  relies on  information”) where  there  is a  common 
history but no obvious sharing of values, e.g. when a buyer enters into an implementation project with 
a supplier with a good reputation. 
3) Identification‐based  trust  (“the parties effectively understand and appreciate other people’s wants – 
act for each other”) where there is a shared history and the parties are interlinked, e.g. sharing a set of 
technological frames (Wanda J. Orlikowski & Gash, 1994). 
Lander  concludes  that  “development  of  trust  at  one  level  enables  the  development  of  trust  at  the  next 
higher  level;  a  violation  of  trust  can  also  reduce  the  level  of  trust,  and  therefore  also  change  the 
mechanisms used to develop trust”.   Trust can be developed by means such as  intensive communication, 
coaching, delegation of responsibility, personal care and attention (Jarrar, Al‐Mudimigh, & Zairi, 2000).  An 
important  factor  in  the  establishment  of  trust  is  whether  the  supplier  acts  in  accordance  with  client 
expectations  (David Gefen, 2002, 2004; David Gefen & Ridings, 2002). Zucker states  that  there are  three 
general modes of trust creation (Zucker, 1986): 
1) Process‐based  ‐ where  trust  is  created  through  the  process  itself  (e.g.  the  supplier  delivers what  is 
expected ) 




This  article  studies  trust  relationships  in  the  context  of  a  large  scale  implementation  of  an  Integrated 
Healthcare Information Systems (IHIS) on the Faroe Islands.  The investigation forms part of a longitudinal 
study of the  implementation from 2005 to 2009, though the focus  is here upon events that took place  in 
2006. At this time, the project was in considerable difficulties and trust relationships were problematic. The 
present article seeks  to understand  the  trust perceptions of several of  the main actors  in  the project,  to 
understand how  these varied during  the period of  study, and  to  suggest possible explanations  for  these 
variations.   The data analysis method  is content analysis  (Krippendorf, 2004).   The theoretical  framework 
for trust has not previously been used in the IS field ‐ it is based on concepts from Anthony Giddens’ theory 
of  modernity.    This  framework  offers  several  advantages  in  the  study  of  the  dynamics  of  trust  in 
implementation projects which will be discussed later. 
The paper will be organized as follows. After the introduction we present the research approach in section 




of abstract  systems  can  lead  to  further  insight and propositions are given about  trust aspects. The  final 




Trust  perceptions  are  subjective  phenomena,  dependent  on  historical  and  social  contexts,  for  which 
interpretative  studies  are  well  suited  (Walsham,  1993).  According  to  Klein  &  Meyer  (1999,  p.67, 





that  lacks  generaliseability  is  not  useful  (Lee  &  Baskerville,  2003).  Social  structures  (such  as  trust 
relationships) do not exist  independently of the human agents that  form them through their actions and 
interpretations, and the natural science methodological precepts of reduction, repeatability and refutation 
are  not  necessarily  applicable. Walsham  (1995,  p.79)  therefore  introduces  the  concept  of  “generative 
mechanisms” and argues that they should be “viewed as ‘tendencies’”. These can be used to explain future 
situations,  but  are  not  fully  predictive.  Conceptualised  in  this  way,  “generalizabllity  need  not  have  a 
quantitative or statistical dimension” Lee & Baskerville (2003). 
Data collection relied on three sources: participant observation,  individual semi‐structured  interviews and 
document  studies.  The present  analysis  forms part of  a  longitudinal  study where  17  actors,  selected  to 
represent the principle IHIS project stakeholders, were interviewed twice a year from the summer of 2005 
until early 2009. All  interviews were  transcribed. One of  the authors was  the  consultant  to  the  Faroese 
Healthcare Minister  on  IS  strategy  and  procurement  of  information  systems  from  1998  to  2004.    The 
researcher was a non‐participant observer of the system  implementation, attending project meetings and 
significant  events.  Observations  and  semi‐structured  interviews  were  supplemented  by  informal  social 
contact with the participants and review of written materials. Semi‐structured  interviews were conducted 
at all levels of the organization ‐ with senior managers, such as the deputy minister and hospital directors, 
with  the  IHIS  implementation  project  manager,  members  of  the  implementation  group,  the  internal 
consultant, super‐users and regular users. In all seventeen actors have been interviewed twice a year from 
spring 2004 until autumn 2008. 
The  present  study  concentrates  on  a  sub‐set  of  four  of  the  principle  management  actors  who  were 





(2004) defines  content analysis as  ‘a  research  technique  for making  replicable and  valid  references  from 
data to their contexts’. To do this, the researcher first of all develops a set of categories or concepts. These 


















































applies  concepts  from Giddens’  later  account  of modernity  (Giddens,  1990)  (which  nevertheless  shares 
























































Dis‐embedding  is  the  process  of  lifting  social  relations  away  from  a  local  interaction  context  and 




deposit  it.   Giddens  specifies  two  types of dis‐embedding mechanisms, symbolic  tokens  (such as money) 
and  expert  systems  ‐  collections  of  practices,  procedures,  expertise  and  technologies.  Abstract  systems 
employ  both mechanisms.  A  dis‐embedded  social  relation  can  be  re‐embedded  –  that  is,  it  can  again 
become  localised, personal  and  immediate, however  temporarily. A bank  customer may  take a meeting 
with his adviser  to discuss a difficult  transaction. The adviser  represents  the expert abstract system, and 
such  re‐embedding  is  important  for  the  maintenance  and  re‐establishment  of  the  trust  relationship 
between lay person and expert system.  Places where lay actors meet and interact with the expert system 
are  termed  access  points  by  Giddens.  Access  points  are 
described by Giddens  in terms of two forms of commitment 
– facework commitment and faceless commitment. Facework 
refers  to  interactions  in  co‐presence,  such  as  the meeting 
with  the bank adviser, where  the expert  representative can 
be  expected  to  exhibit  a  professional  and  trustworthy 
demeanour.  Faceless  commitment  describes  non‐personal 
forms of  interaction  at  access points,  such  as  a withdrawal 
from  an  automatic  cash  dispenser.  Re‐embedding  and 
facework and  faceless commitments are made necessary by 
our  modern  habit  of  chronic  reflexion,  where  reflective 
evaluation  of  our  situation,  our  actions  and  their 
consequences  is  a  constant  feature  of  our  social  practice. 
This  implies  that  trust  in  persons  or  abstract  systems  can 









• Time‐Space distanciation –  the ability of a social  system  to  function over  time and  space without  the 
physical co‐presence of its social actors, sustained by trust 





Figure 79: An abstract system 



























• Ontological  security  ‐ confidence  in  the  robustness and sustainability of self‐identity and belief  in  the 
continuity of social practice, sustained by trust in people and abstract systems. 
 
As  seen  in  the  introduction  trust  is  an  important  aspect  in  IS  implementation  and  the  implementation 










The  Faroe  Islands  are  a  self‐governing  part  of  the Danish National  Community with  48,000  inhabitants 
distributed across eighteen small  islands. They  lie  in the North Atlantic Ocean between the Shetlands and 
Iceland with one third of the  inhabitants  living  in the capital, Torshavn. Three hospitals and twenty‐seven 
general  practitioners  (GPs)  report  to  the ministry  of  health.  General  practitioners  are  in  principle  self‐
employed, but work  in clinics  supplied by  the  local authorities. They  invoice  the private  sickness benefit 
associations  and  co‐operate with  the  hospitals. Discussions  about  establishing  an  integrated  healthcare 




The  contract  also  included  licenses  for  users working with  home  and  elderly  care.  The  implementation 
project is one of the largest IT projects in the Faroese public sector ever, involving the complete health care 
system throughout the community.  Implementation commenced  in January 2005, and was planned to be 
finished  at  the  end  of  2006;  however  the  project  ran  into  difficulties.  In  December  2008  the ministry 
extended the project by at  least two more years. Technology competence  in the Faroe  Islands  is a scarce 
resource, and the ministry is dependent on external consultants, both for day‐to‐day issues like maintaining 
the existing  infrastructure and also  for delivering more  tactical and  strategic advice. They  contracted an 
external consultant as project manager and in mid‐2005 recruited a Chief Information Officer (CIO).  
The main  difficulties meet  during  the  implementation was  related  to  issues  such  as  a  general  lack  of 
workforce, the standard IHIS  lack of correspondence to work practices  in the clinical systems at the Faroe 
Islands and problems to integrate the many groups of staff involved into one coherent project organisation. 




the  remaining  wards.  However  the  system  did  become more  stable.  In  early  2007  it  was  decided  to 
implement the IHIS in the emergency room at the National Hospital, where all GPs in greater Torshavn take 
shifts during night‐time. This  led to five more GPs deciding to adopt the system  in their own surgeries. To 







party  for  all  actors was  arranged  to  celebrate  this major  achievement.  In  2007  the ministry  bought  a 
laboratory  information  system,  a  blood  bank  system  and  a  digital  x‐ray  system  to  be  installed  at  the 
national hospital and  to be  integrated with the  IHIS system. When management  recognized the progress 
with GPs’  trust  in  the project, and  the end users’ generally  increased  trust  in  the configuration progress, 
they  decided  to  formally  accept  delivery  of  the  IHIS  from  the  supplier.  Trust  had  returned  and  was 
celebrated with a huge party.  
In  the  autumn  2007  the  project  organization  began  to  collapse.  The  workload  to  finalise  the  (local) 
configuration of the IHIS was heavy, the money for compensating staff from the wards for taking part in the 
local configuration was used up, and the centrally placed IHIS coordinators (e.g. nurses assigned full‐time to 
the project)  felt squeezed between demands  from  the wards and  loyalty  to  the  implementation project. 
This  led  to  conflicts  between  local  staff  and  central  project management.  Staff  from  the  surgical ward 




Staff problems during the autumn and the resignation of the project manager  led,  in  late 2007, to a huge 
crisis  in the management group’s belief  in the  future of the project  ‐ an all  time  low  level of  trust  in  the 
project. 
5 ANALYSIS 







specializations  and  expertise  (surgery,  physiotherapy, 
pathology,  psychiatry).  It  is  served  by  many  supporting 
services  of  an  administrative  character,  such  as  secretaries 
maintaining medical records. Principal focus: patient care. 
• The  regulative  AS  (managers  and  administrators,  civil 
servants,  politicians,  regulatory  bodies  such  as  the  data 
protection  authorities).  Principal  focus:  resource 
distribution,  administrative  regulation,  political 
accountability. 
• The  technical  AS  (suppliers,  system  developers, 
programmers,  system  administrators).  Principal  focus: 
technical  system  engineering,  programming,  system 
development 
Figure 81:  the interacting abstract systems
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Part of the project team’s  job  is to act as  intermediaries between the three expert AS’s – to develop and 
maintain trust between the various expert representatives, and to develop and maintain trust  in a fourth 
abstract  system,  the  project  itself.    The  project  manager  explains  this  in  terms  of  her  various 
responsibilities: 
”as I see it I have three roles. On the one hand I’m the general project manager, which means that I 
have  responsibility  for everything  to do with  software  releases  from  the  supplier.............I’m also 
involved with  the project’s  financial  side...........I  feel  I’m also ultimately  responsible  in  this  area. 
..........Moreover  I  am  responsible  for  the  system.........for  how  the  system  can  and  should  be 




primarily a  relation with  the  regulative AS  (where  the abstract  system  tokens are money), and  the  third 
responsibility is to the clinical AS. 




discuss  how  the  standardised  system  should  be  adapted  to  fit  practitioners’  clinical  needs.  The  project 
manager acts as the person with some knowledge of both sides – the intermediary.  It is a complex system 
and  there  are  many  different  clinical  practices,  so  this  task  is  bound  to  be  exhausting.  Nor  is  there 
necessarily much  agreement between different  representatives of different parts of  the  clinical AS over 
what is important:  
“general  practitioners  are  very  focused  on  their  everyday  concerns  –  their  patient  records, 
invoicing, patients’ growth patterns......e‐prescriptions and on‐line connections to health insurance 




in  the  absence  of  full  and  complete  knowledge.  The  regulative  AS  must  understand  that  the  large 
investment  made  on  behalf  of  society  is  used  wisely.  The  clinical  AS  must  understand  that  their 
commitment will eventually result  in better patient care. The technical AS must undertake relatively  large 
adjustments  to  the  IHIS  to make  it  fit  the Faroese  context. The  large  investment of human and material 
resources depends on a mutual trust in the outcome. 
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As  confidence  in  the  project  begins  to  fade,  the  project  manager  switches  consciously  to  facework 
commitments:  
”Special treatment means I need to go to them now and work on their attitudes, talk things through, 
tell  them what’s happening and get  them  to  think positively  instead of negatively.  It’s vital  I get a 

















At the  first  interview point, the major ontological concerns of the actors are related to two  factors.   The 
first is their ability to meet the work demands: 
 “in  reality  I’m  responsible  for  the whole system configuration and  to a certain extent, also do  it 











project management.....and  i  think myself  that my project management  is getting worse.  I don’t 
really have time to focus on what I think is most important – realising the project” (PM31).  
This observation  is backed up by  intense discussions  in the steering committee as seen  in the resumes of 
the meeting in this period of time. 
However  they also  feel  that  their qualifications and  judgments are viewed with  suspicion by  the  clinical 
professionals they work with:  
“there’s an impression that it’s the health department’s project and they’re forcing it though…. The 
consultants are  in principle autonomous…they  think  it’s something  they should decide……not  the 
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perfect knowledge of the workings of other abstract systems, trust  is extremely  important  in maintaining 
their  interactions.  The  team’s  ontological  security  is  sustained  by  trust  –  as  this  begins  to waver,  their 
confidence  in  their  own  abilities  also  declines.  The  PM  shares more  of  this  chronic  reflection with  the 
interviewer  than  the  other  team  members.  A  particular  serious  consequence  of  the  breakdown  of 





Ontological  security  is  confidence  in  the  robustness  and  sustainability  of  self‐identity  and  belief  in  the 
continuity of social practice, sustained by trust in people and abstract systems. Giddens states that trust in 
abstract  systems  cannot  replace  intimacy  offered  by  personal  relations,  and  dependence  on  abstract 
systems  in modernity  therefore  introduces a new  form of psychological vulnerability  (Giddens, 1990). An 
explanation for deteriorating trust and ontological security in the implementation project can therefore be 
the  complexity  and  resource  demands  of  continuous  dis‐embedding  and  re‐embedding mechanisms  in 
interactions with three different abstract systems (clinical, regulative, technical). 
The case provides many examples supporting this claim. The lack of proper dis‐embedding is addressed by 
the CIO who addresses  the problematic  interlinking between  the project and parts of  the  regulative and 
clinical abstract systems:  
“the biggest problem we have is that there is an overall organisation that has to manage things for 
quite  a  lot  of  other  units....there’s  one  organisation  that  runs  the  project  and  another  that 
implements it.............there’s a lack of ownership and commitment” (CIO33).  
The project manager  is clearly overwhelmed by the extent of the dis‐ and re‐embedding work  involved  in 




The  lack of proper re‐embedding mechanisms  is recognised by the management team  in their reflections 
about the lack of co‐ presence (“facework commitments”) during the project:  
“my  rollout  role  is difficult  to carry out when  I’m  located  in a different place  than  the  team.....it 
means there’s practically no progress in the project team” ....” I can’t really function as the overall 
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project manager without contact with  the CIO, or  the  steering committee.  If  I’m  in  the hospital, 
that’s fine, I can at least manage the rollout, but I can’t be the overall project manager in the health 




a meeting  with  the  suppliers,  where  we  also  brought  in  our  lawyer............do  we  stick  to  the 






the  team say  that’s  the way  it ought  to be –  then  that’s what we do......we don’t  really get  that 
here” (PM31). 
The analysis points  to  considerable  complexity  for  the project  team  in managing dis‐ and  re‐embedding 
processes  in  relation  to  the  regulative,  clinical  and  technical  AS’s.  The  facework  commitments  and  co‐
present situations are shown to be missed if they are absent, and important for re‐establishing trust. They 
also consume many resources. Difficulties  in managing these relationships are  implicated  in trust  failures 
and in deteriorating ontological security. 
6 CONCLUSIONS, IMPLICATIONS AND FURTHER RESEARCH 
In  this article we  investigated  the  implementation of an  integrated healthcare  information system  in  the 
Faroe Islands. We focused on trust, using an analytical framework based on Giddens’ theory of Modernity. 
In the study period we could observe a serious deterioration  in trust  in the project, and  in the ontological 
security  of  at  least  one  of  the  principle  actors.  This  deterioration  is  caused  by  previous  events  and 
relationships in the implementation, but also has serious consequences for it‐ a dynamic process.  We also 
establish  that  the project must  interact with  three  complex abstract  systems and  that  this  complexity  is 
implicated  in declining trust  levels. The  interaction  is dependent upon trust and upon the dis‐embedding 
and  re‐embedding  mechanisms  that  Giddens’  describes.  Actors’  ontological  security  and  trust  in  the 
abstract  systems  they  interact  with  go  hand  in  hand;  when  the  PM’s  self‐confidence  disappears  she 
becomes suspicious about the actions and motives of clinicians and administrators, and loses faith with the 









• Perceptions of trust relations  influence future actions, and  in this way have both negative and positive 
consequences. 
We also conclude that Giddens’ theories of trust provide a promising  insight  into the dynamic aspects of 
trust  relations  in  implementation projects, which  go  further  than  trust  theories  currently used  in  the  IS 
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field.   They also provide an extended  language that can be used to analyse perceptions of trust and their 
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This  research has  investigated a broad  range of  issues associated with  the use of mobile  information 
systems  in  Australian  utility  companies.  In  particular,  special  consideration  has  been  given  to  the 
existing  infrastructure,  business  processes  and  information  systems  used  in  the  participating 
organisations to support its field workers. This research has used a Technology, Organisation & People 
(TOP) multi‐perspective model to conduct  five case studies obtaining various technical, organisational 




Utility  companies  such  as  water  and  power  generators  and  distributors  in  Australia  are  often 
responsible  for  critical  infrastructure.    Australia’s  large  area  and  rugged  landscape  means  that 
organisations of essential services such as utilities are usually  large and are required to manage assets 
dispersed over  large areas both  in metropolitan and  regional areas. Thus, a  significant proportion of 
employees  is  required  to operate  remotely, often  travelling hundreds of kilometres  to complete one 
maintenance job. These are  referred to as the field workers. 
The  current  asset  maintenance‐related  systems  such  as  work  event  management  systems  are 
backboned by the geographic information systems (GIS). However, these information systems have not 
been extended  to  the  field workers, which caused many delays  in dealing with emergency cases. For 
example, the length of some pipelines is measured in Kilometres. Without the ability to obtain accurate 
GPS location from the centre system in the field, the field workers may need to drive along the pipeline 
to  visually  inspect  the  fault.  Often  when  they  reach  the  fault  area,  the  inability  to  obtain  the 
infrastructure design diagrams and other asset history  information may  result  in wasting of effort by 
digging  in  the wrong place  for example.  In order  to  resolve  these  instances and better manage  their 









as  smartphones  and  Ultra  Mobile  PCs,  an  increasing  number  of  organisations  are  aware  of  the 
possibility  to  extend  their  traditional  client  and  server  based  information  systems  from  desktop  to 








Location‐awareness  technology  (usually  through GPS) has been adopted  in many  fields. For example, 
See (2007) suggests that logistic fleet management using mobile communication infrastructure with the 
GPS technology enables real‐time transportation status information transfer. As mentioned previously, 
utility companies  rely on  the GIS  system  to manage  its distributed assets. Thus,  it  is anticipated  that 
these companies will benefit from the latest location tracking technology. However, Tummala and Jones 
(2005) argues that despite the already considerable value of this technology, one aspect in which it can 




in a personalised and context‐sensitive manner  is one of  the challenges  that organisations are  facing 
when adopting mobile information systems. 
Despite of the recent improvement to the mobile devices, it is still true that the modern mobile devices 
have  not  reached  a  same  level  of  processing  power  as  the  desktop  computers  used  in  the  office 
environment. Especially,  limitation such as  input and display, battery  life, etc  imposed by the physical 
hardware has not satisfied users’ needs. Zhang et al  (2006) suggest that mobile handheld devices are 
often  featured  with  small  screens,  possibly  making  presentation  of  most  Web  pages  or  data 
aesthetically unpleasant, un‐navigable, and in the worst case, completely illegible. Thus, the success of 
mobile  information  system  also  relies  on  the  ability  of  organisations  tailoring  the  information  in  a 
readable format through a mobile‐friendly client (referred as “hands‐free” by Afonso and Silva, 2004). 
It must be noted that mobile  information systems  for personal use and for corporate use share some 
commonalities. However,  the  study by Papavassiliou et al  (2002)  shows  that one of  the most critical 






Pointed out by Bonigk  and  Lubinski  (1996)  that  the   mobility   of   users,   devices,    and    information  
produces  new  challenges  for  processing  of globally  distributed  information. Consequently there is a 
need  for  developing  an  adequate  research  framework  for  the  selection,  access  and  exchange  of 
information  in  a  mobile  computing  environment.  In  this  research,  the  research  design  has  taken 
considerations from various studies. 
The aim of this research  is to examine how Australian utility companies adopt the mobile  information 
system  in their daily operations. Given the scope (utilities companies  in Australia), the  initial research 
design was  inspired  by  Chau  and  Turner  (2006)’s  case  study  on  the  utilisation  of mobile  handheld 












• The  personal  perspective  (P)  focuses  on  individual  concerns.  For  example,  the  issues  of  job 
description and job security are some of the main concerns in this perspective. 
Despite of the relevance of the TOP framework, the TOP perspectives are too broad to develop precise 
research  issues  to be  investigated  in the participating organisations.  In this study, the  research  issues 
were  emerged  from  various  research  paper.  The Ngai  and Gunasekaran  (2007)’s  review  for mobile 
commerce  research  has  summarised  the  important  research  issues  from  leading  journals  and 





















































































































































































































found  that  the  transistion  cost  (mostly  hardware)  to move  from  the GPRS  network  to  the  advance 












this can compromise how well they work  for the corporate application  (some  instances  that  the self‐
installed games crashed the corporate application were reported). 
Change Management 












Company  A’s  approach  to  involve  the  users when  developing  the  screen  designs  for  the  PDA’s  has 













• Better  work  monitoring  leading  to  more  efficient  scheduling  and  allocation  of  all  work  (less 
inefficient travelling for field crews).  
• Immediate updating of information for customer service.  






Company  B  is  responsible  for managing  rural water  resources  for  a  half  of  Australian  largest  state. 
Company B’s responsibilities include: 
• Headworks – Dam and Weir Management 










Three mobile  information systems have been developed:  (1) Total  Irrigation Channel Control which  is 
using  radio  frequency  to  regulate  the water  flow  for  irrigation by opening and closing of  flume gates 
remotely.  A Melbourne  based  software  vendor  provides  the  solution  for  the  Total  Channel  Control 
system;  (2) A  special  tool was developed  as  a mobile  application  to  allow  field workers  to plan  and 
record meter  installations,  including  not  only  their  location,  but  also  a  range  of  textual  data  and 
sketches. This application synchronises with corporate databases to allowing project managers to plan 
their  resource  tracking, meter procurement and  installation and program  reporting;  and  (3) Another 
mobile computing project being trialled is a tracking program which allows via a web page to constantly 
track  the whereabouts of  field  crews  and  individual  fieldworkers  for  occupational  health  and  safety 
reasons.  With this system, Company B is able to know the whereabouts of its fieldworkers at all times, 
1261
is useful  information for a  lot of reasons such diverting field crews and  individuals to critical  incidents 
that require urgent attention, being able to truly cost out the labour costs for specific projects.  
Communication 










Generally  speaking mobile  technologies  and  applications have been  embraced by Company B’s  field 
workers.  Especially,  the  change management  strategy  has  specified  that  Company  B’s  fieldworkers 
should  be  involved  in  the  development  of  mobile  applications  to  ensure  that  their  end  user 
requirements have been met and  they have ownership  in  the mobile  applications being used  in  the 
field.  
Training and education 
The software specific training  is provided. Since  the main applications are  running on windows‐based 
desktop environment (on laptops), no specific mobile device‐based training is provided. 
4.2.4 Perceived benefits in using mobile information systems 
It  is acknowledged  that  significant  time  savings have been  realised  in Company B  through of mobile 
information systems. It is estimated that these mobile information systems have freed up fieldworkers 
from  previous  paperwork  which  used  to  take  1  ½  days  of  each  field worker’s  time.  In  general,  IT 
Manager  believes  that  the  use  of  mobile  technologies  have  empowered  the  Company  B’s  field 
workforce to perform their tasks more efficiently and effectively. 
4.3 Case Study C 










etc are  input  in response to downloaded scheduled questions.  The driving aim  is to replace all paper 




















Company  C  considers  change  management  to  be  a  very  important  issue  as  the  use  of  mobile 








things  that  could  have  been  done  before.  Key  mobile  information  systems  have  become  critical 
applications  for Company C  in order to meet  its compliance and reporting obligations to the Essential 
Services Commission.  
4.4 Case Study D 
Company D  provides  electricity  related  services  to  around  600,000  customers  across  one Australian 




















are used  login  into the secure corporate network using checkpoint VPN.  In the move  from the CDMA 





IT  based  business  change  is  considered  as  the  major  challenge  particularly  with  the  entry  of 
transactional  data  in  the  field  as  historically  this  information  has  been  recorded  and  entered  in  an 
adhoc manner by the field workforce. The use of mobile devices will enforce discipline  in the entry of 
transactional data. 
Phased  approach  has  been  taken  to  the  adoption  of  mobile  devices  in  the  field  initially  focusing 





Mobile computing will  involve major business change  for Company D’s  field  force. Company D has a 
field workforce of 3000 most of whom are  in their mid 40s and have been with the organisation all of 
their working  life.  IT  literacy was found to be much higher than anticipated and there  is eagerness by 


























System A – Registered electricians are able  to book online  for properties  to be  connected  to  the SA 







management  system,  one  screen with  a  list  of  prioritised  unplanned  jobs  is  presented  to  the  field 
worker. 
Communication 
Company  E  considered  three  different mobile  network  providers  (3  Network, Optus,  Telstra  CDMA 
network/Next  G  network).  Company  E’s mobile  network  coverage  is  achieved  by  a  combination  of 
Telstra  CMDA  network.  satellite  and  WiFi.    ETSA  is  using  WiFi  to  upload  and  download  data  ‐ 

























extended  lost of power. So  to a  large extent their outage management system  is driven by customer 
service and compliance obligations.  
5 CONCLUSION  
This paper has conducted  five case  studies  in Australian utility companies  (including both Water and 
Power  Suppliers). Using  the  TOP model,  the  researchers  are  able  to  categorise  the  issues  emerged 
during the design, development and implementation of mobile information systems. These findings are 













• The  impact and the associated change management  issues of the adoption of mobile technologies 
must not be underestimated and needs to be managed carefully; 





This  research has  shown  that many Australian utility  companies are aware of  the  importance of  the 
mobile  information system use  in their daily operations. Among which, the primary focus  is placed on 
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the use of mobile information systems for achieving better efficiency in the field workforce. The current 
popular  application  is work‐event management. Despite of  the  functionalities of mobile  information 
systems, the current adoption of mobile systems  is considered to be relatively under‐utilised. Benefits 
such  as  reducing paper work and  are  regarded  to be  low‐level. Advance usages  such  as dynamically 
routing workforce  according  to  the  current  locations  and mobile  knowledge management were  not 
found  in any participating organisations. Thus,  it  is  suggested  that  these organisations  should exploit 










































information and  zero  switching  costs are  the norm.   This  study examines  the  role of  free  comments 
given in a commercial information service through the lens of the expectation‐confirmation theory and 
continuance.   Data from the Google Answers web site  is analyzed by structural equations modeling to 
test  the  theoretical  model  whereby  customer  satisfaction  is  key  to  continued  use  of  the  service.  
Customer satisfaction, in turn, is shown to relate to social interaction that takes place on the site.  The 
model  is  supported by  the  field data  retrieved  from  the  site.   The data  show  that people came with 
equal expectation, received equal service and continued to use the system if they were satisfied with it.  
Satisfaction was predicted by conversation.  Free activity emerges as an integral part of the service in a 




Keywords:  Information  Markets,  Incentives  for  Participation,  Expectation‐Confirmation  Theory, 
Satisfaction, Continuance 
1 INTRODUCTION 
Customer  retention  in  internet‐based businesses  is especially  challenging because usually alternative 
service  or  product  providers  abound  and  switching  costs  are minimal.      This  is  particularly  true  for 









emerges  as  an  important  driver  of  actual  satisfaction  and  continued  use  of  the  Q&A  site.    The 
contribution of  this paper  is  twofold:  first, we extend  the  theory on  information user  satisfaction by 
adding  a  social  dimension  to  it,  and  second,  we  examine  actual  satisfaction  in  real  information 
transactions by using unobtrusive field data collection and analysis.  The rest of the paper proceeds as 











However,  satisfaction  on  the World Wide Web  is  not  identical  to  known  principles  in  the  offline 
marketing world because  the nature of  interaction and communication  in digital markets  is different 
than  that  in  physical  markets.    Customer  retention  in  web‐based  business  and  particularly  in 
information markets  is  challenging  because  the  competition  is  open,  explicit,  and  information‐rich.  
Prior  research  addressed  the  link  between  satisfaction  and  consumer  intention  to  keep  on  using 
products  and  services  (R.  E. Anderson,  1973;  Taylor &  Todd,  1995).  The  IS  use  literature  dealt with 
similar  questions  (Bhattacherjee,  2001a;  Davis,  Bagozzi,  & Warshaw,  1989).    Another  study,  which 
focused  on  an  e‐learning  service,  proposed  that  users’  continuance  intention  was  determined  by 
satisfaction, which  in  turn was  jointly determined by perceived usability, perceived quality, perceived 
value,  and  usability  disconfirmation  (Chiu, Hsu,  Sun,  Lin, &  Sun,  2005).  In  summary,  the  connection 
between satisfaction and continuance  is well‐established  in consumer research and  in  IS research, but 




disconfirmation  theory  (EDT),  satisfaction  depends  on  meeting  the  pre‐usage  expectations  of  the 
consumer (Oliver, 1980).   The expectations are compared with the post‐usage perceived performance 
leading to a cognitive assessment which results in the affective state of satisfaction.  When expectations 
are met satisfaction  is higher  than when expectations are disconfirmed.   The assumption of ECT/EDT 
seems to be that satisfaction is derived from product or service performance.   
Information  is  an  experience  good  (Shapiro  &  Varian,  1999;  Van  Alstyne,  1999).    Before  using 
information the user may know about some technical features such as the  length of the text, when  it 
was created, name of author and so on.  A user may use these attributes and other heuristics to form 
expectations  prior  to  actual  consumption.    Then,  the  actual  use  of  information  is  a  subjective 
experience which  leads to the formation of  impressions translated  into a degree of satisfaction which, 
in  turn,  is  one  of  the  central  constructs  of  information  systems’  success  (Delone & McLean,  2003).  
Satisfaction  is  a  person’s  attitude  toward  a  variety  of  factors  of  a  situation  affecting  the  person’s 
subsequent behavior and repurchase  intention.  The literature on information system user satisfaction 










is  inversely related to satisfaction with services, however, this relationship  is not obvious  in regard to 












which may  influence satisfaction.   For example,  in  the area of  information  transactions, conversation 
may occur and influence the level of satisfaction.  Earlier research has shown the importance of the user 
experience and specifically of social presence and conversation in e‐commerce web sites explaining the 
importance of  social activity  to business  (Jiang, Wang, & Benbasat, 2005; Kumar & Benbasat, 2002).  
Virtual presence  in online English and Dutch auctions was shown to encourage more efficient markets 
(Rafaeli & Noy,  2005).    Research  in Q &  A  sites  (Author,  2008)  exposed  the  finding  that  individual 
information  producers  are  motivated  to  some  degree  by  conversation  even  in  the  presence  of 
monetary  incentives.    Conversation was  found  to  promote  persistence  in  providing  information.    In 
addition, it has been established that users contribute more online when they feel a social environment 
rather than contributing to a database (Connolly & Thorn, 1990).   
Taking  together  the earlier  studies about presence  in e‐commerce and  the effect of conversation on 
information producers,  it stands to reason that their market counterparts, the  information consumers 
who  are  their  conversational partners, may  also  factor  social  interaction  into  their overall  feeling of 
satisfaction,  and  tend  to  continue  using  the  information  service.    Therefore,  in  the  current  study 
conversation  that  occurs  before  a  paid  answer  is  taken  as  an  antecedent  of  the  users’  expressed 
satisfaction with the answer.  Further support for conversation as an explaining variable is based on the 
assumption  that  conversation may  contain parts of  the desired  information  thus enhancing  the paid 
answer.    This  raises  the question whether  conversation  is  a  predictor  of  satisfaction which  leads  to 
continuance  or whether  conversation  is  a  direct  predictor  of  continuance.    Figure  1  shows  the  two 
possible cases which will be tested. 
In the present study the  interaction  is between an  individual  information consumer and the potential 
service providers as well as other visitors of the web site.  The interaction occurs within a larger system 
that mediates  the  entire  Q  &  A  service  and  is  believed  to  be  an  antecedent  of  satisfaction.    The 
approach is to look at the actual expressions of satisfaction following real information transactions.  The 







Google at the end of 2006 with no official explanation.   Maybe that Google simply  lost  interest  in this 
small‐scale project in order to promote other projects which were at a higher priority for the company.  
Another  reason  for  the shut‐down may have been  the opening of Yahoo Answers, a  free question & 
answer site.  Regardless of the reason for discontinuing the service, Google left all the data online in the 
public domain and it serves as an interesting source for field data thanks to the unique combination of 
free  social  exchange  of  information  and  fee‐based  service.   Given  this  unusual  business model  it  is 
intriguing  to  learn what makes  online  question  askers  re‐use  the  site.    This  question  is  particularly 
interesting  in  light of  the popularity of  the discussion about  free  information  (C. Anderson, 2008).    If 
free is so great, and search engines have always been free, why do people use paid search services? 
In order to study the tendency to continue using the Q&A service we examine the difference in the first 
encounter with an  information market  (described  later) between one‐time users and  returning users.  
The first encounter between a user and an  information system  is crucial as  it  is  likely to  influence the 
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decision  to  continue  using  the  same  system.    This  continuance  decision  is  based  on  perceived 









real  information  consumers who go  through  a  full  cycle of providing a price bid  for  the  information 
needed, engaging in conversation, obtaining the paid answer, and expressing their satisfaction by three 
specific mechanisms.    The price  bids  represent  the  askers’  expectations  about  the  effort  needed  to 
provide a sufficient answer.  The answer providers see this signal and respond by a corresponding level 
of effort represented in this study by the amount of time needed to provide the answer.  In the mean 





































This  study  is  based  on  analyzing  field  data  from  actual  transactions  that  took  place  in  the  Google 
Answers (GA) Q & A web site during the course of four years of the site’s activity.  Although the service 
was discontinued by Google as of Dec. 1, 2006  the entire data  is  freely available via  the World Wide 
Web  (http://answers.google.com).    Using  field  data  from  real  transactions  is  a  unique  aspect  and 
contribution of the current study as compared to previous studies that used self‐report questionnaires.    




Google  as:  "a  way  to  get  help  from  Researchers  with  expertise  in  online  searching" 
(http://answers.google.com). GA was selected  for this research because  it was a unique hybrid, social 
and  economic,  information  exchange  service which  enables  to  see  the way  askers  interact with  the 




would  lock  the question and search  for  information  to  form  the answer.   During  the  time  it  took the 
GAR  to  produce  the  paid  answer  (Response  Time),  any  system  user  could  submit  comments, which 
were free‐form conversation, not part of the economic transaction.   Once the answer was submitted, 
payment was  transferred  (Google  collected 25%)  and  the  asker  could provide  feedback  to  the GAR.  





the  answer  and  as  an  estimate  of  the  value  of  the  answer  to  the  asker.    It  expresses  the  asker’s 
expectation  from  the  answerer  in  terms  of  time  invested  and  quality  of  answer.    The  price  bid  for 
answers was  not  normally  distributed.   We  observed  that  people  evidently  preferred  to  use  round 














Tip:  a  socially‐motivated monetary  reward  expressing  gratitude  and  indicating  that  the  answer  has 
exceeded  earlier  expectations  which  were  previously  expressed  by  the  price.    Based  on  the  tip 
distribution, the tip was recoded into 5 ordinals groups – $0, $1‐4.99, $5‐ 9.99, $10‐99.99 and $100. 
Tip Text: another social feedback mechanism providing a comment to accompany the monetary tip. 













To  summarize  the  variables,  there  are  three  pre‐answer  variables:  Price,  Response  Time,  and 





the GA service, meaning  that  they have asked only one question and did not continue using  the  site 
(N=19,770). The other 27.8% of the population asked more than one question at the GA site (N=7,598) – 















Response  Time:  On  average,  one‐time  askers  got  an  answer  in  25.63  hours  (sd=61.76)  and  the 




scale. A  chi  square  test  indicates  that  there  is  a  connection  between  the  number  of  comments  per 
question and the tendency of the asker to be a one‐time asker or a continuing asker (chi2=61.49, df=10, 
p<0.001). While more than half of the one‐time askers did not receive any comments (55.2%), 51.7% of 
the  continuing  askers  received  no  comments.  Moreover,  continuing  askers  tended  to  get  more 
comments than one‐time askers at any other  level of the additional 9  levels of comments.       The first 
question of  the  continuing  askers  invariably  received more  comments  than  the  first question of  the 
one‐time askers. 















To  summarize  the  descriptive  statistics  section,  at  the  start  of  the  Q  &  A  process  there  are  no 
differences between  the  two groups with  regard  to  the price bid and  response  time  for obtaining an 
answer.    A  first  difference  between  the  two  groups  emerges  during  the  question  processing  and 
answering and  is expressed as a difference  in number of comments provided for the questions posted 
by  each  group  of  askers.  Finally,  the  feedback  provided  following  the  receipt  of  an  answer  differs 
between the two groups in all three variables, Tip, Tip Text, Rating.   
3.2 Research Model 
The  theoretical  research model proposed  in Figure 1 was  tested using  the AMOS Structural Equation 
Modeling  (SEM)  software  version  6.0.  Fig.  3  depicts  the  structural  relationships  among  the  study’s 
variables. A  latent variable,  labeled  “Satisfaction”,  represents  the  shared variance of  three  indicators 
that capture users’ feedback after receiving an answer (tip, tip text and rating). The rest of the variables 
in the model were directly observed: initial price, response time, spontaneous comments by non‐expert 
users  in  response  to  initial questions, and user’s  return  to submit another question. Only statistically 


























This  study  drew  upon  the  expectation‐confirmation or  disconfirmation  theory  (ECT/EDT)  in  order  to 
suggest  that when  information  is  the product or  service  in  the market,  social  interaction  is  a  crucial 
antecedent  of  satisfaction  which  ultimately  leads  to  re‐purchase  (continuance)  in  the  market  for 
information.  In other words, social activity promotes the sustainability of this information market. The 





out  compared  to  the  others:  price  predicts  response  time,  conversation  predicts  satisfaction,  and 
satisfaction predicts continuance.  The latter two connections mean that social interaction (comments) 
leads  to  increased  likelihood  of  the  asker  to  keep  on  using  the  Q&A  service  mediated  by 
satisfaction.Conversation has a direct effect on continuance but a stronger effect which is mediated by 
satisfaction.    Interestingly,  the  direct  effect  between  price  and  satisfaction  is  weak,  in  contrast  to 
ECT/EDT.    This may  be  the  result  of  the  unique  nature  of  information  services  compared  to  other 
services which relates to the perception of response time.   For example,  in a fast food restaurant one 
expects fast service, however, when asking a question, one may perceive a long response time as a cue 
for effort  in preparing a  thorough answer.   The  strong positive  relation between price and  response 






used,  and  as  such  it was  not  filtered.    Had  the  data  set  been  trimmed  by  certain  parameters,  for 
example,  by  taking  only  those  Q&A  sets  that  received  feedback,  the model may  have  resulted  in 
stronger  links.    The weak  link  for  the  known  relationship,  satisfaction‐continuance,  implies  that  the 
weak link of the new relationship, concersation‐satisfaction, has practical significance. 
The model  suggests  several  interesting  observations  and  thoughts  about  the  bid  price.    The  price 
offered by  the asker affects mostly  the  response  time  for  receiving answers  (β=0.19). The higher  the 
price of the question the more time  it takes the GAR to answer the question. This finding  is not trivial 
because we may have expected  the GAR  to answer  faster as  the monetary  incentive  increases.   The 
positive correlation between the question price and the response time suggests that the askers are able 
to correctly estimate the complexity of the questions and effort that the answerer will need to make in 




askers,  to  provide  added  value.    Looking  at  the  askers’  satisfaction  in  Figure  3  we  see  no  direct 
connection between  the  response  time of  the  answer  to  the  tendency  to  keep on using  the Q & A 
service, however, there is a weak negative connection between the response time and the satisfaction 
of the askers (β=‐0.06). Faster response time generates higher asker satisfaction. This weak relationship 




submission of  comments  is a  social process which  is more  conducive  to  information  sharing  than an 





Research  that  relies  on  a  real  data  from  a web  site  can  be much more  accurate  and  valid  than  a 
research that relies on surveys and other methods of self report due to the unbiased nature of the data.  
On  the other hand, using data of  this  kind  lacks  the  ability  to observe  additional  variables  that  can 
explain  some of  the  variance  in  the  tendency  to  continue using  an  IS,  such  as personality,  cognitive 
beliefs, affects, motivations and socio‐demographics variables. This  lack of data  is  likely the reason for 
the low but significant correlation in our research model. Future research may combine those variables 
with  field data or  field experiments  to obtain  a more detailed picture of  the  factors  at play  in  such 
hybrid information exchange environments.   





As  indicated earlier, even  links that are known to be strong  in the  literature (satisfaction‐continuance) 
are much weaker  in the present work.    It  is suggested that the weaker  links  (price‐satisfaction, price‐
continuance, conversation‐continuance) be more closely and specifically examined  in  future  research, 
possibly a controlled study of information consumption. 
4.2 Conclusion 
The  present  findings  show  that  there  was  no  a  priori  difference  between  one‐time  askers  and 
continuing askers in terms of their price bids and in terms of the time devoted to the answers provided 













people who  tend  to  use  such mechanisms  are more  socially‐oriented  and more  used  to  the  online 
environment and the tools it offers them.   
The  important  outcome  of  this  study  is  that  people  came with  equal  expectations  (represented  by 
price), received equal service (represented by response time) and continued to use the system  if they 
were  satisfied with  it.    Satisfaction was  improved  by  conversation.    Referring  back  to  the  opening 
paragraph,  free  activity  is  an  integral  part  of  the  service  even  in  a  fee‐based  information market.  































































to  figure  innovative  responses  to  crisis  in  a  short  delay.  Still,  our  knowledge  on  how  improvisation 
develops  cognitively  is  scarce.  As  a  result,  managers  miss  tools  that  would  support  improvisation 
cognitively.  This  paper  aims  at  responding  to  this  need,  by  reviewing  literature  on  crisis  and 
improvisation  to develop an artifact and deduce  requirements  for  technology. We  rely on  the  Image 
Theory developed by Beach  (1998)  to conceptualize  improvisation as a double step cognitive process 






Improvisation  in management  has  been  growingly  attracting  researchers  and  refers  to  decision  as 
action  unfolds  (Moorman,  Miner,  1998).  Improvisation  has  been  frequently  associated  with  crisis 
situations (Hutchins, 1991; Ciborra, 1996; Rerup, 2001), even if the concepts of improvisation and crisis 
response remain loosely coupled conceptually. Improvisation enables organizations to figure innovative 
response  in  a  context  of  strong  time  pressure,  complexity  and  uncertainty  (Crossan,  Cunha,  Vera, 
Cunha, 2005) and also because planning  is not always  relevant  in  that every crisis  is unique  (Waugh, 
Streib, 2006). 
In fact crisis has been defined as a threatening situation for organizations (Hermann, 1963) and can be 
triggered by  a  large  panel of  unanticipated  events,  coming  from  financial  crises  to  natural  disasters 
(Pearson,  Claire,  1998).  In  spite  of  an  extended  literature  on  crisis  response,  our  knowledge  on 
Information  and  Communication  Technology  remains  under‐developed  and  technology  has  been 
criticized.  Even  if  technology  has  been  evidenced  as  a  crucial means  for  updating  and  transmitting 
information  (Comfort,  2007),  it  is  not  always  reliable (Dawes,  Creswell,  Cahan,  2004),  needs 
improvement  to address emergent  coordination  (Gonzalez, 2008) and  to  support quick  reflection on 
alternate actions from plans (Mendonça, 2007). 
Undoubtedly, managers  lack more appropriate  tools  than  the ones  they use nowadays. Recently, an 
ongoing  stream  of  research  has  been  responding  to  that  need  by  framing  new  artifacts  to  support 
improvisation  in  crisis  response  (Mendonça, Beroggi, Wallace, 2003; Mendonça, Wallace, 2007). This 
stream of research has been focusing on cognitive processes that compose  improvisation during crisis 
response. This research deserves more development in that we still need to clarify boundaries between 
improvisation  and  other  type  of  decision‐making  (Mendonça,  Wallace,  2007)  and  therefore  seek 
additional theoretical foundations to define cognitive processes that take place during improvisation. 
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This  study  aims  at  responding  to  this  need.  By  doing  so,  it  addresses  the  two  following  research 
questions: 
• "How to understand the cognitive processes that structure improvisation in crisis response?" 
• "What are  the  IT  requirements and  IT artifacts  that will  cognitively  support  improvisation  in  crisis 
response?" 
This study aims at gaining new  insights on cognitive processes and suggests a new approach based on 
the  Image Theory developed by Beach  (1998).  Image Theory asserts  that decision‐making  relies on a 
screening  process  (i.e.  compatibility  test)  among multiple  candidates  (e.g.  solution  to  the  crisis).  By 
viewing this screening process as a part of improvisation, we propose a new IT artifact that focuses on 
the confrontation between  internal  images and  representations  from  the external world as source of 
improvisation.  In  this  study,  we  use  ontologies  and  semantic  distance  to  reify  this  confrontation. 
Indeed,  the  generation  of  new  ideas  is  supported  by  new,  expected  or  unexpected  components  of 
possible solutions to the crisis, as well as their relationships. 
We  expect  two main  contributions  from  this  research.  First, we  gain  new  insights  on  the  cognitive 
dimension  of  improvisation  in  critical  situations. We  suggest  the  image  theory  as  a  new  source  of 
inspiration for further reflection on  improvisation. Also, we account for requirements regarding future 
development  from  our  artifact.  In  future  research  we  aim  at  translating  our  artifact  into  a  tool. 
Therefore we aim at better support to improvisation for crisis responders. 
2 IMPROVISATION AND CRISIS RESPONSE 
In  this  section, we  argue  that  improvisation  relies  on  a  two  step  process  that  includes  the  creative 
formulation of alternatives to plans and their quick selection. As we present therein, we suggest image 
theory  is  a  relevant  theoretical  basis  to  understand  the  cognitive  dimension  of  improvisation.  In 





Organizational  crisis  is  a  critical  experience  that  threatens  organizations  major  goals  and  values 
(Hermann, 1963). In spite of important time and emotional pressure organizational crisis requires quick 
and  innovative  response.  Organizational  crisis  implies  not  only material  but  also  social  cost  (Perry, 
Quarantelli, 2005). 





Improvisation  has  been  frequently  associated  with  crisis  situations  (Hutchins,  1991;  Ciborra,  1996; 
Rerup,  2001),  even  if  the  conceptual  ties  between  improvisation  and  crisis  response  remain  loosely 
coupled. Improvisation refers to a strictly limited delay between acting and planning (Moorman, Miner, 
1998), which  results  in  a  seemingly  extemporaneous  action.  Also  improvisation  includes  novelty  of 
action,  also  called bricolage  (Kamoche, Cunha, Cunha, 1999).  Improvisation occurs  in  crisis  response 
because of strong time pressure, complexity and uncertainty (Vera, Cunha, Crossan, Cunha, 2005) and 
also  because  planning  is  not  always  relevant  in  that  every  crisis  is  unique  (Waugh,  Streib,  2006). 
Improvisation was described as a convenient way to respond to the  lack of relevance of plans  in crisis 




Improvisation  stems  from a  subtle mix of  knowledge exploration and knowledge exploitation  (Clegg, 
Cunha, Cunha, 2002; Joffre, 2007). Cognitive structures such as routine, scripts, patterns of action, are 
useful  for  improvisation  (Feldman, 2000).  Individuals  rely on  them  to maintain order and a  coherent 
collective  action.  Creativity  also  participates  in  improvisation  and  boils  down  to  the  emergence  of 
alternatives to planned procedures. 
Johnsons  Laird  (2002),  cited  by Mendonça  and Wallace  in  2007,  refers  to music  improvisation  to 
understand how  ideas emerge and are selected. Such an approach  is relevant for us  in the sense that 
both  improvised  performance  and  crisis  improvisation  imply  time  pressure,  emotional  stress  and 
thriving. Improvisation is therefore structured in a two steps process. As Mendonça and Wallace explain 
(2007),  the  first  step  to  improvisation  consists of bringing up and developing new  ideas. The  second 
step refers to choose which of the emerging solutions is the most adequate. 
As we  explain  here  in,  idea  development  is  a  built‐in  process  of  improvisation.  Ideas  development 
enables to find alternates to established usage for the sake of victims of the crisis (Crossan, 1998). To 
explain new  idea development, authors have  largely referred to the terms of creativity (Sawyer, 1999; 




Improvisation  subsumes  not  only  idea  development  but  also  their  experiencing  and/or  selection. 
Interactions with  co‐improvisers and  their knowledge  foster  idea development and  selection  (Weick, 
1998; Zollo, Winter, 2002). Thanks to that selection, actors do not do whatever they like and maintain 




We  inspire  from Mendonça's work  (2007)  to  present  here  some  requirements we  extract  from  our 
literature review on crisis and  improvisation and represent them  in table 1. First, emotional and time 
pressure  requires a user‐friendly and  intuitive  interface  so as  to  facilitate  information  treatment and 
alleviate  additional  stress  that may  be  due  to  technology  use.  Second,  improvisation  is  a  two‐step 
cognitive process that requires support to creativity and selection. Creativity can be supported by the 
enrichment of existing knowledge by other sources of knowledge. We view selection can be completed 





















an  influential decision‐making theory  that has been used  in the  IS  field  (Niederman, Sumner, Maertz, 







on only one  solution  (i.e.  loosening her  foot),  she  finally drowned. What  should have been done  to 
avoid the swimmer’s drowning?  
3.2 Image  




mask, quickly  available  and  that  could be  easily brought  to  the  swimmer.  Therefore,  this  image has 
several constituents (e.g. oxygen bottle, availability, ease of reach).  
3.3 Type of decision  





Beach  and  Connolly  define  violations  as  “negations,  contradictions,  contraventions,  preventions, 
retardations, or any similar form of interference with the realization of one of the standards defined by 
the images’ constituents" (Beach, Connolly, 2005, p.165).  
For example,  if no oxygen bottle could be found  in the next 5 minutes, this  is considered as an  image 
violation (IV), i.e. the images’ constituent: “bottle of oxygen available in the next 5 minutes”.    
3.5 Screening process and compatibility test  
In  Image  Theory,  the  screening  process  (also  called  the  “compatibility  test”)  eliminates  the 
unacceptable candidates based on  screening “the  relevant  constituents of  the  three  images”  (Beach, 
1998, p.14). Actually, this test seeks to identify incompatibility (I), whereby compatibility “decreases as 
a function of the weighted sum of the number of its violations of the images where the weights reflect 
the  importance of  the violation”  (Beach, 1998, p.15). Each  identified violation  is either all‐or‐nothing. 
Image Theory calculates whether the “weighted sum of the violations exceeds some absolute rejection 




solution  to  the  crisis),  according  to  the  screening  process,  this  constituent  can  be  deleted  from  all 
potential  solutions  found  by  the  software.  Therefore,  future  candidates  will  not  contain  this 
constituent.  
For example,  if there  is no oxygen bottle quickly available  in the swimming pool, any solution  initially 
suggested by the software requiring an oxygen bottle will be deleted from future appearance.  
3.6 Profitability test  
The  process  of  screening  the  set  of  images  (in  our  case,  potential  solutions  to  solve  the  crisis, 
automatically  generated by  the  software) may  result  in  considering  several  “candidates”  (options or 
choices). In such a case, the next test to perform is the profitability test, to sort out the most profitable 
candidate,  (Beach,  1998).  However,  as  a  situation  of  crisis  is  also  an  emergency  situation,  if  one 
candidate  is  considered  as  a  good‐enough  solution,  the  users  may  just  stop  there  and  apply  it. 
Therefore, in a crisis situation, the existence of multiple candidates is less likely to be found compared 































In  sum,  Image  theory,  through  the  screening  process  allows  the  users  to  access  to  select  the 
appropriate  solution  amongst  multiple  candidates.  However,  how  do  we  suggest  those  multiple 





Our  artifact  includes  notions  of  ontology  and  semantic  distance  that  stimulate  new  associations 
between concepts and allows  representing and manipulating  them. That way,  idea development and 
selection that structure improvisation are supported.  
The first element we bring in the artifact is ontology. An ontology is useful to describe the traits of one’s 
world,  (Weber, 1997).  It has been defined as an  index of  formalized notions  that are  interrelated  to 
each other's semantically. Ontology gradually appears as a crucial resource for crisis response in that it 
supports  data  classification,  knowledge  expansion  and  information  flows  representation  (Guarino, 
1998; Gruber in Guarino, 1998). In design science, search for some automative extension of ontologies 
in  crisis  response  between  rescue  forces  and  civilian  population  is  growing  (Segev,  2008).  In  our 
research, once  the  crisis  is described,  the ontologies are queried and  relevant keywords  (hypernyms 
and hyponyms) can be used. 
More specifically, the artifact we propose  includes hinges the users’ ontology to an external ontology. 
The  former  refers  to a  specific ontological basis developed within  the organization previously  to  the 
crisis response. The latter refers to an external ontology ThoughtTreasure (http://www.signiform.com), 
"One  of  the  3  major  common  sense  large‐scale  generic  knowledge  bases  of  commonsense",  (Liu, 
Lieberman,  Selker,  2003). As  a  commonsense  database,  ThoughtTreasure  is  flexible  in  use  (Mueller, 
1997) and general. On the contrary, we expect the user’s ontology to be more partial and centered on 
the  users’  domain  of  knowledge.  In  that  sense  the  external  ontology  and  the  users’  ontology  are 
complementary.  Associating  an  internal  and  specific  ontology  to  an  external  and  general  ontology 
opens a new window on new semantics so as to bring up new ideas for improvisation. Another example 
is  the World Wide Web  as  a  multiple  users  set  of  ontologies  (Gligorov,  Alekovski,  Ten  Kate,  Van 
Harmelen, 2007).  
We use  in our research the semantic distance to evaluate how connected two notions are. The use of 
ontologies  and  semantic  distance  intensifies  the  diversity  of  likely  relationships  between  ideas, 
therefore  nourishes  improvisation  (Woodman,  Sawyer,  Griffin,  1993).  In  our  research,  the  artifact 
searches additional keywords based on the crisis description; the selection of those keywords is directly 








































World Wide Web or Picture repository (e.g. Google Image)
External ontology (e.g. ThoughTreasure)
Users ontology (specific to the 
organization, the occupational 
group, etc).












































































































































































































































































































to  generate  emotions.  The  design  is  composed  of  a  basic  two‐group  posttest‐only,  randomized 












development  of  a  prototype  for mobile  devices  to multiply  opportunities  of  use  thereby  facilitating 
appropriation of the tool and its spontaneous use when crisis triggers. Also, implementing the tool on a 
collaborative platform would help collective  training  to use  the tool as well as  the enrichment of  the 
users’ ontology. 
In  the  short  term,  we  believe  the  artifact  will  support  improvisation,  thereby  complementing  BCP 





































































































may  introduce  vagueness  to  the  results. We  present  a method  to  assign  the  results  of  criteria  to 
linguistic terms that have semantics like “good” or “poor”. Since it is often relevant to have exactly one 
characteristic  to  compare applications  to each other, a  fuzzy  rule  system approach  is presented  that 










In  order  to  fulfill  business  requirements,  organizations  must  improve  the  quality  of  landscapes.  
Therefore, a well documented application  landscape  is essential  for corresponding stakeholders to be 
able to manage the current and plan the future state. There are approaches that focus on modeling and 
documenting the landscape and their interconnections with the hardware infrastructure as well as with 
the  business  elements  (cf.  Frank  2002,  Lankhorst  2005,  or Winter  and  Fischer  2006).  Besides  these 
results from academia, commercial tools to support these  issues exist. An overview of major tools can 
be  found  in  (Technische Universität München, Chair  for  Informatics  19  (sebis)  2008,  James  2008, or 




each other  in order  to determine  the one  that best  suits  the  landscape, other  instruments must be 








That  aspect  is  important  for  evaluations  since  properties  of  applications  can  influence  further 
applications’ properties. For instance, the response time of an application can depend on the response 











support  enterprise  application  evaluations  is  required.  In  our  previous  work  we  present  such  a 





stakeholders. We consider  the underlying  fuzzy  logic as suitable  for evaluations  if vague  relationships 
between measured  values  and expected evaluation  terms exist.  Stakeholders  applying  this  approach 
are able to use linguistic terms that are more intuitive than numerical values.  
The  remainder of  this paper  is  structured as  follows: The  following  section  introduces  some  relevant 
terms  for  enterprise  application  evaluations.  A  presented  diagram  will  additionally  visualize  the 
relations  between  those  terms.  In  section  3,  the  context  of  enterprise  application  evaluations  is 
introduced. While  the  fourth section gives basic  information on  fuzzy  logic,  the  fifth section presents 
the  fuzzy  control  language, which bases on  fuzzy  logic.  FCL  is used  to  infer overall  indicators  for  an 
application’s quality  regarding  its  landscape context. After  that,  the  sixth  section briefly presents  the 
underlying  evaluation method,  before  the  following  section  states  a  brief  example  scenario  of  the 
approach’s practical utilization. The last section gives a brief summary and presents future work. 
2 TAXONOMY 
Before  we  present  our  approach  we  will  introduce  some  basic  terms  in  order  to  give  a  better 
understanding  of  this  contribution  and  the  overall  context.  Figure  1  visualizes  the  terms mentioned 
below and their relationships to each other. This  information model  is based on (Addicks and Steffens 
2008); however,  it  is only an extract of  the overall  information model  for our enterprise architecture 
dependent application evaluation approach (cf. Addicks 2009). We consider this extract to be adequate 
for the scope of this paper. 
The basic  term  for  the presented approach  is artifact. An artifact  is a business  relevant object of  the 
enterprise.  Artifacts  are  connected  to  each  other  via  relations.  Artifacts  as  well  as  relations  have 
attributes  like an  identifier or a  title. An  important  term  is application, which  is a  software  technical 
artifact.  The  composition  of  all  artifacts  and  their  relations  is  the  enterprise  architecture. With  this 
definition  we  differ  from  other  definitions  like  the  one  of  Lankhorst  (2005),  since  we  distinguish 
enterprise architectures as discipline from enterprise architecture as architecture.  
In order  to evaluate  applications  the CIO has  to  specify assessments which  contain  all  criteria  to be 
regarded.  Criteria  can  be  versatile  and may  focus  on  all  artifacts  of  the  enterprise  architecture.  For 
example criteria  that evaluate applications  regarding  the number of business processes  they support 
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may be chosen. Furthermore some criteria evaluate applications regarding monetary aspects like their 





certain  application.  For  example,  a  key  figure might  be  “80%”  for  an  application  a1  regarding  the 
concrete  criterion  “availability”.  Key  figures  are  assigned  to  indicators,  which  are  linguistic 
representations of key figures. The key figure “80%” for “availability”, as an example, can be assigned to 
the  indicator “average”.  Indicators belong to criteria, which have specifications of mappings  from key 
figures to indicators. Specializations of metrics are application landscape metrics that regard all kinds of 
artifacts of the enterprise architecture to calculate a key figure of an application.  




delivers  a  linguistic  overall  indicator. With  a  semantic  like  “good”,  such  an  output  value  becomes 
interpretable by our method as well as by people.  
3 CONTEXT OF ENTERPRISE APPLICATION EVALUATIONS 
Due  to  the  increasing number of heterogeneous applications,  interwoven by numerous  relationships, 
many organizations are faced with a challenging complexity. IT architects as well as CIO have to manage 






(EA)  in general. One part of an EA  is the documentation of the  landscape  (Lankhorst 2005). Common 
functionality  regarding  landscapes  usually  covers  the  analysis  and  visualization of  interdependencies 
between  individual  applications  as well  as  their  connections with  logical  business  elements  and  the 







































supported  in an appropriate manner. As a result, whenever a new  IT project  is  initialized, one has to 
analyze and document the current state manually.  
In  preparation  of  the  procurement  of  an  application,  or  for  the  conceptual  design  of  a  piece  of 
individual  software  respectively,  CIOs  have  to  compare  all  possible  alternatives  and  weigh  the 
requirements  to  find  the  best  fitting  application  for  the  existing  landscape,  or  at  least  check  for 
properties which do not  fit with critical requirements. For example,  if the  recoverability of the whole 
landscape  is  critical  for  the business, an application  that does not allow  for  fault‐recovery  can  cause 
high expenses. CIO ought to regard all relevant requirements and decide whether the new software  is 
appropriate for the existing landscape or not. Due to the complexity resulting from the high number of 
applications and  interconnections,  this  task  is nearly  impossible without adequate  support. Today,  in 
larger  software  integration projects,  time‐consuming as‐is analyses are generally performed up‐front. 
Such analyses take much effort and the results will often not be used again after the end of the project.  
Furthermore,  enterprise  application  evaluations  are  required within  IT  consolidation  projects.  After 
mergers or acquisitions the application  landscape contains several redundant applications. Redundant 
applications  are  these  applications  that  are  different  but  have  similar  functionality.  IT  consolidation 
projects have the objective of removing such redundancy in order to reduce the overall complexity, to 
reduce  interfaces between  applications,  and  to  increase  the  consistency of data.  The  consistency of 
data  is  getting  down  whenever  it  is  impossible  to  fully  synchronize  data  modifications  between 




liaison.  EAM  tools  can  use  indicators  as  operating  figures  for  analyses  and  reports,  and  evaluations 
implementing  our  approach  benefit  from  documented  landscapes,  application  data,  and  the 
possibilities to visualize results (cf. Wittenburg 2007). 
4 FUZZY SETS 
Fuzzy set  theory was  introduced by Zadeh  (1965)  in 1965.  In classical set  theory, every element  x   is 
either completely in a set s ( sx∈ ) or not ( sx ∉ ); however, fuzzy sets do not have such sharp borders. 
In fuzzy logic, every element  x  is allowed to be in a set s partially. A responsible membership function 
μs(x) does not only assign 0 ( sx ∉ ) and 1 ( sx∈ ) to an element x, but additional all real numbers  in‐








This  function assigns all values which are  less  than 100 to the set cheap. What about a price of 101? 




set  theory, whereas  the  right  one  represents  the  fuzzy  one.  The  filled  area  under  the  right  graph 
indicates values that are assigned to the set cheap with a certain degree.  







In  the  following paragraph we present  some  relevant  terms which are popular  in  fuzzy  logic. Sets  in 




linguistic  terms  like good, bad, and average by using  fuzzy  technology.   The  conversion of numerical 
values  into a degree of membership  to certain  linguistic terms  is called  fuzzification. Complementary, 
the  conversion  of  the  degree  of  membership  to  linguistic  terms  into  a  numerical  value  is  called 
defuzzification. Further definitions are given in (IEC 61131‐7). 
5 FUZZY CONTROL LANGUAGE 




language can be  found  in programmable controllers  for certain hardware. Saritas et al.  (Saritas, Etik, 






given  line numbers are only  for explanation and not part of  the FCL  syntax. First of all,  the  involved 
variables have  to be  defined.  The  example  in  listing  1  shows  the  definition  of  three  input  variables 




























the  use  of  such  a  graphical  representation  as  an  interface  for  adapting  the membership  functions. 
Changing  the  functions  by  dragging  and  dropping  the  associated  points  and  thereby  redefining  the 
function graphically ought to be more intuitive than textual definitions (cf. listing 2).  
The definition of an output variable score  is shown  in  listing 3. Linguistic terms and their membership 
functions for output variables can be defined  in a similar manner to that of  input variables (cf.  lines 2 


















to  those  used  in  rule  based  systems  and  expert  systems  (cf.  e.g.  Hayes‐Roth  1985).  In  line  2  the 





Every  rule has  an  identifier,  a  condition block,  and  a  conclusion block.  The  condition block  contains 
variables and linguistic terms. The concatenation of those pairs and the operators AND, NOT, and OR as 
well as parenthesis build up the assertions of a rule, which control the conclusion block. The conclusions 
assign a  linguistic  term  to  the output variable.  In  line 4 and 5,  for  instance, a  fuzzy  rule  is defined.  It 
assigns the term poor to the output variable score if the variable availability is fuzzified to the term poor 
OR the variable performance is fuzzified to the term poor (cf. listing 1). Note that the OR operand uses a 
selected  algorithm  and  is  not  a  Boolean OR  (IEC  61131‐7).  It  is  possible  to  explicitly  not  assign  the 
output to a certain term  (see  line 7);  furthermore,  the degree of membership, as the conclusion of a 
rule, can also be adapted by using a weighting factor (cf. line 11).  
We  consider  the  definition  of  such  rules  as  intuitive.  Stakeholders who  are  not willing  to  use  and 


















In  this  section we  briefly  present  our  fuzzy  logic  based  evaluation method, which  extends  the  one 
described in (Addicks and Steffens 2008). We explicitly focus on the aspects of fuzzy aggregation and do 
not  explain  the  general method  in  detail.  To  infer  an  overall  indicator  for  the  quality  of  a  single 
application, the CIO has to define relevant criteria, which connect certain application attributes as well 
as other aspects of the application’s context. An example of such a criterion  is BIO criticality, which  is 
covered  in  detail  in  the  next  section. All  criteria must  be defined  as  FCL  input  variables,  as  seen  in 
listing 1. 
The  CIO  defines  fuzzy  membership  functions  for  each  criterion  (cf.  listing  2).  These  membership 
functions are used  in  the  fuzzification process  to determine  the  fuzzy  sets and  the  related degree of 
membership.  Since  these  sets  are  linguistic  terms  like  good,  poor, or  average,  the  results  represent 
quality  indicators  for criteria. The difficulty of  the exact  specification of membership  functions varies 
from criterion  to criterion as well as  from organization  to organization. When  there are no  reference 




contain  assertions  that  consist  of  input  variables  and  related  fuzzy  terms  like  “availability  IS  good” 































In  a project with  an  industrial partner, we had  the  task  to  generate  an  IT  city plan of  the partner's 
























IF c1 IS good AND c2 IS good 
THEN result IS good
IF c2 IS poor THEN result IS poor














and  a metric  to determine appropriate values. We  require  information on which BIO  is managed by 
which applications, which application has the data sovereignty over which BIO and which BIOs are being 
transferred via defined interfaces and data transfers. This criterion is a good example of the importance 




BIOs of  the  landscape  in  the header column. A cell contains a grey element when  the corresponding 





Given  that  information we  can  use  a metric  to determine  values  for  each  application  regarding  the 
criterion  BIO  criticality.  The  BIO  criticality 
BIOC   of  an  application  a  depends  on  four  aspects  with 
different weighting factors:  ,,, γβα  and δ . Each aspect uses a particular function as listed below:  
• )(adata s : returns the set of all BIOs over which a has the data sovereignty and therefore a  is the 
leading system  
• )(atransfer auto :  returns a set of all BIOs which are used by a and which are synchronized with  the 
BIO’s leading system automatically  
• )(atransfer man :  returns a set of all BIOs which are used by a and which are synchronized with  the 
BIO’s leading system manually  
• )(adata :  returns a  set of all BIOs which are used by a and which are not  synchronized with  the 
BIO’s leading system 
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discussed. An overall  indicator  for an application can be  inferred by applying  the  fuzzy  rules concept 




similar  thresholds  are  considered  to  provide  a  good  information  base  for  defining  membership 
functions. 
The prototype of our evaluation tool that  is used for  inferring overall  indicators for applications bases 
on jFuzzyLogic (cf. http://jfuzzylogic.sourceforge.net). jFuzzyLogic is an open source fuzzy logic package 
written in java that supports FCL. For this scenario we use the previously presented FCL definitions. The 






We  use  linguistic  terms  in  order  to make  application  assessment  transparent  for  stakeholders.  For 
people it might be more intuitive if we use terms like good, poor, or average instead of values like “12”, 
“50%”, or “1.25”.  
With  the  declarations  and  definitions  from  the  above  presented  listings  we  have  performed  an 
exemplary evaluation with a  small  set of applications. Each application has been  rated according  the 
linguistic  terms which  represent  the  natural  language  semantic.  Since  visualization  are  often more 
 
 
δγβα ∗+∗+∗+∗= )()()()()( adataatransferatransferadataaC manautosBIO   (2)
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expressive than textual representations, we map the indicators of each application with a certain color. 
We  assign  the  colors  green,  yellow,  and  red  to  the  linguistic  terms  good,  average,  and  bad. 
Furthermore,  as  an  additional  feature,  we  map  the  membership  degrees  the  terms  to  the  RGB‐ 
components of  those  colors.  The quality of  an  application  is  represented by  gradual nuances of  the 
colors from green (good) over yellow (average) down to red (bad). Those colors can be used to colorize 




the quality of applications regarding their  landscape. This approach uses fuzzy  logic  in order to handle 




The  presented  approach  uses  FCL  and  fuzzy  logic, which  is  one  possibility  to  implement  the  above‐
mentioned aggregation function. In the future, further alternatives can be implemented and compared 
to the one given.  
We  are  currently  setting  up  a  project with  another  industrial  partner with  the  primary  objective  of 




























































This paper describes the dynamics of  IT  related expertises as social  learning distributed  in space. The 
case of an  Italian  local government organization using an ERP software designed  for the public sector 
has been analyzed.  Data on distinctive locational patterns of organizational resources concerning post‐
implementation enhancements of  the  system were gathered  through  interviews and observations of 
the system  in use. Four different locational patterns of IT related expertise have been identified in the 
case  across  different  time  periods:  the  ‘implementation  team’  period  (1998‐2001),  the  ‘era  of 
personalization’  (2002‐2005),  the  move  from  the  in‐house  software  enhancement  to  external 




Considerable  attention  has  been  placed  in  recent  years  to  the  dilemma  user organisations  can  face 
regarding how much to adapt and enhance the ERP package they have acquired, as this may prejudice 
maintainability  and  ability  to  take on board  future  enhancements  and upgrades  (Brady  et  al.,  1992; 
Fincham et al. 1995). However,  the development of  inter‐operable add‐ons developed by  third party 
vendors  to  cater  for  specialised  requirements  not  supported  by  the  ERP  vendors,  changes  the 
parameters  for  this  choice.  User  organisation  transfers  to  that  third  party  the  responsibility  for 
developing the interfaces, and testing the module’s compatibility with the ERP system and its upgrades. 
Furthermore,  the  connections  between  implementation  choices  and  issues  of  post‐implementation 
maintainability  underline  the  need  user  organizations  may  have  to  address  the  whole  package 
implementation  lifecycle  with  technologies  such  as  ERPs.  The  career  of  the  package  within  the 
implementation arena of its organisational users (the ‘project’ life cycle) represents only one moment in 
a bigger picture  in the evolution of the technology  itself (the ‘product’  lifecycle), alongside the further 
development of  the  software by  vendors. These observations point  to  important processes of  social 
learning  that  reach  beyond  the  organizational  boudaries  as  an  initially  generic  software  suite  is 
appropriated or domesticated in extended periods (Williams, 2005).  
In this research paper I attempt to contribute to the development of theoretical approaches focused on 
long‐term social  learning processes  in  the appropriation of ERP systems  in  the space between supply 
and  use.  My  case  study  highlights  how  implementation  choices  depend  upon  the  distribution  of 
responsabilities  for  the  realization  of  the  software  across  diverse  intermediary  actors  in  the  space 
between supply and use at different times  in an  italian public sector organization  ‐  let us call  it Dante 
Province. 
I draw on and extend contemporary thinking about ERP systems appropriation, and social  learning  in 
technological  innovation  (SLTI)  by  foregrounding  the  spatio‐temporal  aspects  involved  in  knowledge 
formation  about  the  appropriation  and  domestication  of  an  ERP  system  within  a  particular 










revealed some  instances  (representing a minority of  implementations)  in which organisations, having 
identified gaps between the package and their organisation’s ways of doing things, decided to just live 
with these gaps or re‐engineer their business processes to meet the requirements of the package. More 
frequently  (and  in the majority of  implementations), there was an extensive process of customization 
and adaptation of  the software systems. These adaptations could  take various  forms: configuring  the 
package  (Clausen & Koch, 1999; Pollock & Cornford 2004), customising the package (Davenport 1998; 
Soh & al., 2000; Brehm & al. 2001; Richmond & al. 2006), partial, selective implementation of package 
(Davenport  1998;  Liang  &  al.,  2004;  Clemmons  &  Simon,  2001),  add‐ons,  bolt‐ons  or  ‘extension 





grapples  with  the  affordances  of  these  enormously  complex  systems  for  their  own  purposes. 
Managerial  guidelines  for  how  to  achieve  successful  outcomes  from  ERP  implementation  place 
increasing  weight  on  the  post‐implementation  phase  (Somers  &  Nelson,  2004;  Wei  &  al.,  2005).  
Implementation choices becomes not so much a question of depth of technical expertise but more of 
identifying  interactions between  third  party participants  affecting/intermediating  the user/developer 
relationship  in  the  development,  implementation  and  post‐implementation  of  packaged  software  at 
different  times.  In many  cases,  the  issue  is  not  to  reveal  available  choices  and  analyse  the  forces 
determining which designs are eventually adopted.  Instead, the situation  is often characterised by an 
apparent absence of choice, and the problem  is to account for this ‘absence’.  In doing so, attention  is 
focused on  the  ‘real’  limiatations on  choice which are  located  in  the wider  social  system, and which 
bear  in  upon  specific  contexts  in which  technical  change  is  taking  place.    Resolving  these  calls  for 
extensive,  and  by  implication  shallower,  knowledge  of  the  enormously  wide  array  of  potential 
interactions between  their product and other elements of  the broader  socio  technical  infrastructure 
affecting implementation choices, it creates issues about how such knowledge can be represented and 
managed in extended periods.  
In  this paper  I  respond by proposing a  theoretical approach  that develops a spatial  focus upon social 
learning processes  in ERP  implementation and provides  insights  into  the  relationship between supply 
and  use  for  implementation  choices  concerning  ERP  systems  in  extended  periods.  Theorizing  the 
geographical  dimension  of  social  learning  in  implementation  choices  is  fundamental  to  identify  the 
distribution of  responsabilities  for  the  realization of  the ERP  software beyond  the boundaries of  the 
single organization. Therizing  its historical dimension  is crucial  to understand  its changes over  time.  I 
author  four  locational  patterns  of  user/developer  relationship  identified  during  my  analysis  that 
highlight the relational and historical nature of technical knowledge formation guiding implementation 
choices. My  conclusions  suggest  that  the  creation  of  representations of  ERP  systems uses  and  their 
translation  into  technological  designs  and  organizational  actions  depend  upon  organizational moves 
taking place in an extended situation, involving constiutencies taking form in the wider inter and intra‐
organizational  design/use  interactional  space.  Furthermore,  the  creation  of  representations  of  ERP 









for social  learning  in ERP  implementation? Locational patters I describe during a ten‐years ERP project 
highlight that both the distribution of actors in space and their changes in interactions over time count 
as a resource for social learning. 
My  spatial  turn within  social  shaping of  technology  and  social  learning provides  insight  into popular 
notions such as ‘trajectories of development’ (Fleck et al., 1990), ‘sociotechnical constituency’ (Molina, 





The  Social  Learning  in  Technological  Innovation  approach  addresses  in  detail  the  intricacies  in  the 
positioning  of  the  variuos  intermediaries  and  intermediation  that  transform  technologies,  uses  and 
qualities  in both use and development domains,  and explicates  the bridges and gaps  that exist with 
different  locational patterns  in  the  space between design  and use  (Williams et  al., 2005).  Space has  
been a concern  in  information system  research  in  (1)  the network and embeddedness perspective  in 
economic  and  organizational  sociology,  and  in  (2)  the  actor‐network  analysis  in  science  studies. 
Network  is  the  notion  established  by  the  organizational  literature  and  by  the  economic  sociology 
literature to capture the phenomenon that business  firms are  interacting  in complex and cooperative 
ways throughout geographic distributions (Di Maggio 2001, p.21; Filgstein 1990). However,  in network 
approaches, networks are sparse social structures, and  it  is difficult to see how they can fully account 
for what we observe  in the course of  inter‐ and  intra‐organizational relations  in terms of  intense and 
dynamic  conversational  interactions,  knowledge  flows  and  temporal  structures. Network  approaches 
have been criticized  for containing no sense of  the specific processes and mechanisms of knowledge 
transfer  and  the  consequences  these may  have  for  technology  choices  and  their  societal  outcomes 
(Knorr Cetina and Bruegger, 2002: p. 910). A closer look is needed to capture the interactional means of 
structuration that are embedded in post‐local forms of service sourcing. However,  the assumption that 
have  characterized much microsociological  thinking  in  the  past  ‐  those  of  the  relative  autonomy  of 
micro‐orders and their confinement to physical setting ‐ are seen as theoretically no longer adequate in 
a world  in which  interactions  can  also  be  disembedded  from  local  settings,  in which  space may  be 
separated  from place  (Giddens 1990, p.18). Places  can  thus be  imagined  as  ‘articulated moments  in 
networks of social relations and understandings’ (Massey, 1991, p. 28).  
Concerning  the  actor‐network  analysis  in  science  studies,  STS  research  in  IS  and  elsewhere  has 
concentrated on the emergence of IT as black boxes (Quattrone and Hopper, 2006). Networks of actor‐





networks  where  translations  are  perfectly  accomplished  and  stabilized,  where  the  entities  are 




(often  judged  in  terms of  success or  failure). However,  in our  case we want  to  illustrate how  (here 
passing  regimes)  the ERP system changed continually and differently across various spaces and  times 
between design and use, to meet emergent development‐in‐use and use‐in‐development demands. In 
other  word,  the  space  demarcated  by  the  network  in  our  case  is  a  ‘space  of  negotiation’  where 
1305
technology  is  emerging  through  a  complex  interaction  between  many  diverse  players  (within  the 
organization, in the client‐consultant relationship, among different public administrations, among public 
organizations  of  different  sectors)    with  their  own,  often  differing,  perceptions,  commitments  and 
interests.  In  this “technological  ferment”  it  is very difficult  to achieve “closure”. These processes not 
only shape technology, but can have dramatic effects on the structure of the  innovating network, the 




on  distinctive  locational  patterns  of  organizational  resources  concerning  post‐implementation 
enhancements of the SAP system were gathered through interviews and observations of the system in 
use.  In order  to  access  the  field,  I  identified  a  singular  SAP module  as  a  starting point  ‐  the Project 
System module (PS). The idea of selecting a single module as a starting point was to be able to identify 
SAP  system  usage  across  different  organizational  functions,  beyond  the  Accounting Division  (Hislop, 
2002; Westrup,  2005).  Representatives  of  each  organizational  unit  concerned  with  SAP  have  been 
interviewed.  Providers  of  technical  support  on  the  SAP  system  have  also  been  identified  and 




i. organizational processes supported by  the SAP system: norms, characteristics of  the planning 
activity; scope of the SAP modules; 
ii. organizational  actors  involved  in  the  process  supported  by  SAP:  role  of  the  organizational 
structures involved;  
iii. description  of  SAP:  SAP  advantages,  critical  aspects  of  SAP  personalizations,  integration, 
trasversality; 
iv. post‐implementation  technical  support  on  SAP:  module  introduction,  tests,  responsibilities, 
role. 
Some aspects of the activities accomplished by the key actors on the system have been also observed. 





IT‐related expertise  locational patter.  In the  first period that  I provisionally term  the  ‘Implementation 
Team’ period, the functional analysis expertise, the programming and the accounting competence were 
found together in the same place within the implementation team. There were no external consultants 
working  in  the  team.  The  Dante  Province  at  that  time  was  the  first  Italian  public  administration 
implementing  a  SAP  version  for  the  public  sector.  A  second  period,  described  as  the  ‘era  of 
personalizations’,  describes  the  period  following  the  implementation  team  quit.  A  product  support 
chain  was  built  including  the  appointment  as  key  users  of  internal  staff  services  employees.  As 
mentioned before, internal Staff Services employees were not direct users of the system. Staff Services 
role was  to monitor  the  coherence  and  regularity of  the data  input  in  the  system by  the Operative 
Services. At  that  time, the  IT  in‐house company started  to outsource programming  functions  to small 
external consultants able  to program  the system, while maintaining  feasibility and  functional analysis 
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in‐house.  In  the  third  period,  feasibility  studies  and  analyses  have  been  also  outsourced  to  the 
technology supplier consultant. Other public administrations  started  to  learn how  to  implement SAP.  
Consultants started to have experiences on the implementation of that system in the public sector. The 
fourth period presented concerns  the  issuing of a Consortium  for  the  implementation of new system 
modules in the stead of the SAP consultants. Despite Dante Province wanted to continue with the SAP 





It  was  the  1998  when  SAP  was  first  introduced  in  the  Dante  Province.  SAP  italian  version  of  the 
verticalization for the public sector had  just come out the year before. At that time, SAP  in the public 
sector was  implemented  in  Spain  and Austria,  but  there were  neither  italian  public  administrations 
implementing  SAP  nor  consultant  knowing  how  to  implement  SAP  in  the  italian  public  sector.  A 
temporary ad‐hoc  implementation  team has been empanelled by Dante Province  for  the purpose of 
first introducing SAP. It was formed by a project reference person, internal employees and by members 
of the  in‐house company, at that time performing  the  fasibility study, the  functional analysis and  the 
programming  of  new  pieces  of  software. One  of  the most  relevant  aims  for  introducing  SAP  in  the 
Dante Province was  to decenter  accounting  services. Accounting  services previously performed by  a 
centralized  group  of  30  accountants were  going  to  be  distributed  over  400  people.  As  it was  first 
introduced, the SAP modules were in a standard version that is without customizations: 




The  modules  served  the  management  of  14  long‐terms  plans,  each  corresponding  to  a  relevant 
organizational Unit. Organizational Units  in  the Trento Province are divided  in Staff Services and Line 












Lately,  this  team has been dissolved. The SAP project  reference person has been moved  from  the  IT 
Division  to  the Accounting Division.  In addition,  the programming  tasks  (e.g. writing with ABAP code) 
have been outsourced by the in‐house company to small external consulting companies. In the stead of 
the  expertise  found  together  in  the  ad‐hoc  implementation  team,  a  process  where  Staff  Service 








as an  important  role  in  the post‐implementation period of  the biography of  the ERP project. The key 
user has  the  role  to  represent employee  requests of  technical  support  to  the  IT maintenance group, 









authorization,  balance,  allocations.  The  private  sector  does  not  have  such  rigid  constraints.  The 
standard  version  of  the module  did  not  have  cross‐controls;  there was  no  integration,  neither with 
administrative provisions, nor with the accounting. Then  it was as having  information  in separate and 
totally unrelated boxes” (Key User Planning Division).  
A  number  of  personalizations  took  place  starting  from  that  period.  An  important  aspect  of 
personalizations  concerns  the  relevant  decision  process.  In  the  Dante  Province,  all  decisions  about 
personalization were taken in meetings between the Planning Division and the Accounting Division key 
users with  the maintenance  group  of  the  in‐house  IT  company.  Planning  and  Accounting  are  Staff 
divisions. They do not directly use the system. Their role  is to monitor what Operative Service do with 
the  system. Only when  decisions  taken  by  Staff  Services  key  users  required  personalization  costing 
more  than  10 working  days  from  the maintenance  group,  they were  submitted  to  the  IT  Division. 
Otherwise, the IT Division was not involved in the decision. 
Customizations taking place during that period (that we term the era of personalizations) are presented 
by  the key users as  required because  “informatics must be coherent with  the provisions”    (Key User 
Planning  Division).  Each  of  the  14  different  Operative  Services  long‐term  budget  plans  include 
management  particularities  mandated  by  the  law  according  to  the  specific  service  they  provide 
(highway  administration,  emergency management  have  specific management  requirements  that  are 
not  shared  by  other  kind  of  Operative  Services).    Thus,  in  order  to  be  fully  compliant  with  the 
regulation, the overall customized version in use  included all the possible exceptions that are found  in 
each Operative Service:  
“There  are  some  plans  that  can  directly  commit.  They  do  not  have  to  book  funding.  They  are  the 












have  to  put  the  hands  on  all  the  previous  personalizations.  Then  every  time  is  like  it  is  a  new 
implementation project” (IT Analyst).   
4.2.2 Accounting key user ‐ planning key user 
Conversations  highlights  that  the  amount  of  the  personalization  required  presents  an  unbalancing 




The key user of  the Planning Service  tells  that during  the analysis phase of  the SAP module  that her 
service was going to use (the Project System ‐ PS ‐ module) they often met with the Accounting Service 
key user, because many planning aspect  required “the sharing and  the agreement by  the Accounting 
Service”  (Key  User  Planning  Service).  The  relation  of  key  user  with  each  others  shapes  the 
implementation  and  the  post‐implementation  aspects  of  the  module  in  different  ways.  In  the 
implementation phase, their decision implies the amount of cross‐controls between the Accounting and 
the Planning modules. Typically, cross‐controls are  in place when at stake  is to control the coherence 
and  the  regularity  of  the  Line‐Services  inputs.  Automatic  controls  generate  blocking  messages  on 
Operative Services operations if their are not compliant with both the restrictions set on the system by 




sosmething  and  something  happens  somewhere  else  in  the  system  that  you  did  not  expect” 
(Accounting key user). This generates problems with the  identification of who  is responsible  for what 
when  it  is  to  identify problems,  try  to  solve  them or  report  them  to  the maintenance group:  “Since 
accounting and planning modules are  two  integrated modules,  it  is not always  immediate  to  identify 
what can be a problem. When you notice a problem you are not able to understand: is this a problem of 
the planning module, or  is  this a problem of accouting...And  then who  to address  for  this”  (Key User 
Accounting). 
4.2.3 Key users ‐ final users 










requires  the  Line  Service  operators  to  duplicate  their  efforts  to  comply  with  the  Staff  structures 
monitoring requirements. They have to provide different types of document containing the same data 
to  different  Staff  Structures:  some  of  these  documents  even  include  the  use  of  additional  software 
extra‐SAP. An  illustration of  this  is  that while  the Planning key user  is content with  the  report  that  is 






Line  Services  themselves  are  also  keeping  external  data  records  on  spreadsheets,  due  to  a  lack  of 
project management  functionalities  of  the  SAP module.  The  PS  format  requires  that  once  data  are 
inserted  for  each  budget  item,  the  total  should  immediately  correspond  to  the  financial  coverage. 
According to our observations, employee simulate the plan in a spreadsheet before including it into the 
PS system: “In Excel abbiamo simulato il piano, abbiamo fatto vari tentativi per impegnare al meglio le 
risorse  disponibili,  spostando  e  compensando  vari  costi  e,  dopo  aver  trovato  la  soluzione migliore, 
abbiamo detto:  ‘ok, dal punto di vista contabile così può andare bene’.  In PS non  si può  fare questo 




supplier  external  consultancy.    From  June  2005  in,  Dante  Province  feasibility  studies  about  the 
introduction of new SAP modules are made by SAP consultants. According to the project responsible, 





that  by  doing  everything  in‐house,  they  also  did  some  errors.  The  in‐house  company was  strongly 
conditioned by  the Accounting Department. Her  role as a project manager at  that  time was  to tell  IT 
people from the in‐house company to insist when an adaptation was not feasible. But when the Head of 
the Accounting Department raised her voice, the  IT people did everything she needed,  increasing the 









Accounting Department were  constantly  avoided.  In order  to modify  the  current  situation  ‐  that we 
termed the ‘era of personalizations’ ‐ the project manager then decided that the partnership between 
the  in‐house company and the technology supplier was to be better exploited by involving technology 
suppliers  consultants.  The  reason  was  just  that  in  1998  there  was  neither  a  public  administration 
implementing  SAP  nor  a  consultant  knowing  the  public  sector  as  an  implementation  context.  After 
some  years,  other  administration  started  to  implement  SAP.  As  a  consequence,  consultants  were 
around  having  experiences  of  SAP  implementation  in  the  public  sector.  While  direct  reuse  (e.g. 
duplication)  of  software  was  unlikely,  since  each  local  administration  had  its  own  regulations,  the 
sharing of experiences (and even of names of reliable consultants) started to be a value for the public 
administration  having  implemented  SAP.  In  2004,  a  Public  Sector User Group  has  been  held  at  the 
national  level to share  implementation experiences. The User Group experiment did not  last  for  long, 
since  the effectiveness  to  share experience on  the  information  system ws highly undermined by  the 
degree of difference between each local government regulatory framework. However, local experiment 
of  reuse  between  different  organization  took  place.  In  the  Dante  Province  case,  a  consultant  that 
already  worked  for  a  neighbour  local  administration  in  the  implementation  of  the  Material 
1310
Management module (MM) has been hired for the same purpose. He made an industrial version of the 
customized  module,  setting  some  parameters  to  be  adapted  to  each  single  user  integration  or 
regulatory  requrements.  The  same  consultant  worked  for  two  neighbour  regional  administrations, 
providing a standard version of the SAP module and the consultancy for adaptation and maintenance in 
addition to it. At the same time the key users of the two different admnistrations were talking to each 
other,  trying  to  do  the  same  interpretations  of  the  integration  and  regulatory  requirements  and 
triangulating with a common consultant serving them both.  
4.4 From the SAP consultant to the a multi‐partner Consortium (2009‐) 
Despite  the different  advise  from  the  ERP  diffusion  project manager,  in  the  case  of  the Real  Estate 
Management module, a consortium made by academic partners, consultants and the in‐house company 
has been appointed to provide consultancy. Consultancy provided directly by the technology supplier is 
not provided any more. The ERP project manager describes  the  situation as a pity. According  to her 
advise,  the best  choice would  have been  instead  to  go  for  the  consultant  knowing more  about  the 
system.  Knowing  less  about  the  system  and  not  having  experience  about  implementation  of  that 










Province  in  term of  the  locational patterns of  the  interactions  taking place  in  the design/use  space, 
putting a special focus on the structure of the innovating network, the consitution of the organizations 
involved  and  the  identities  of  the  actors.  The  Social  Learning  in  Technological  Innovation  (SLTI) 
framework will  be  applied  for  data  interpretation  (Stewart  and Hyysalo,  2008). My  effort will be  to 
contribute towards the depiction of the evolution of the space of social learning in the biography of ERP 
projects  in Dante Province, presenting  a  synoptic  chart of  the  locational patterns  that  took place  at 
different times.  
5.1  The technological experiment 
The  first  locational pattern  (Fig.1)  is charaterized by a unity between the project management needs, 
the technical point of view and the organizational needs. The technical point of view is represented by 
both  the  in‐house  IT  consultants  and  by  representatives  of  the  IT  department  as  well.  All  are 
represented  and  work  together  in  the  implementation  team.  Feasibility,  functional  analysis, 
programming and  implementation are performed  in close connection by a group of people working  in 
team.  In this pattern, the emerging feature of the technological solution  is one of a standardized SAP 
that  represents  the  “official”  source  of  data.  The  tasks  concerning  the  particular  work  of  each 
organizational unit  is proposed  to be  carried on by  the operators by using other  legacy applications. 
According  to  the  Social  Learning  in  Technological  Innovation  (SLTI)  framework,  this  is  the  typical 
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providing more  reliable  feasibility  studies  than  the  in‐house  IT  company  people  that  do  not  have  a 
comparable  expertise  on  the  specific  topic,  and  are  prone  to  accept  any  requirement  from  their 
customer.  Being  able  to  travel  from  an  user  site  to  another,  consultants  also  act  as  intermediaries 
between  different  user  organizations,  in  ways  that  overtake  internal  struggles  between  competing 
”proxy users”, allowing re‐use of solutions.  
But together with the major role of the consultants as intermediaries, user organizations innovate their 
intermediating space as well. Public organizations can employ more  indirect forms  in order to  impose 
their standards over other public administrations through the consultants. Being first first adopters of 
new modules becomes to be perceived as a value instead of a problem, like  it was at the beginning. It 
allows  to have consultants build  in  the  software modules  their procedures as a best practice  for  the 
public sector at large. 




do  similar  interpretations  and  to  minimize  the  initial  costs  of  consultancy.  The  content  of  the 
collaboration is both the reuse of the code and the comparison of performace of the consultant, in term 
of contracts as well as of  less  formal aspects of the relation. Public Sector user groups take place not 
only  to exchange experiences of  technological procurement but also of  consultancy procurement on 
technology procurement, adaptation and maintenance.  
5.4 Generification 
The  fourth  pattern  corresponds  in  Dante  Province  case  to  the  strategic  objective  to  enhance  the 
systemic  relations between different  local public administrations, both  from  the production  side and 
from the use side,  in order to allow organizational  information systems as well as organizational best 
practices  concerning  accounting,  procurement,  human  resource  management  to  travel  from  an 
organization  to another  in  the  region. From  the production  side,  the  idea  to move  from  consultancy 
provided by the technology supplier to a Consortium that  includes the  local  in‐house  IT company and 
other, more  generic,  consultancy  companies  corresponds  to  the  idea  that best practices  have  to be 
formed, exchanged and reused  locally by different public administrations  in different domains (health 
care, education, energy, etc...). From the use side, the  idea  is to bring the diffusion of SAP within the 





some  others  and  give  centrality  to  different  intermediations.  Each  period  description  enphasizes 
different  layers  of  granularity  of  the  problem.  In  the  first  space,  the  unity  of  project management, 
technical and organizational point of view allowed an interpretation of SAP as a standard system, with 
fewer personalizations. At the same time, learning was limited to a small group of people, without the 
opportunity to design the system  for specific uses. Design  for specific uses was not even perceived  in 
the production space as an opportunity leading to best practices formulation and reuse. In the second 
time‐space configuration, that I described as a “proxy/intermediary user centred design” the presence 




distance  of  the  IT  Department  from  the  resources  for  decision  making  on  SAP  implementation  ‐ 





to  indirectness  has  been  noticed.  The  content  key  users  relations  moved  from  issues  related  to 
technology  procurement  to  issues  of  procurement  of  consultancy  for  technology  procurement. 
Intermediaries of the adoption end surrendered their space to intermediaries from the production end. 
With this escalation to  indirect decision making,  the  role of top management becomes as relevant as 
never before:  controlling  the expenditures on  consultancy on  technology procurement  is an  issue of 
their own.  In continuity with this move to  IT decision as strategic decisions  ‐ with political visibility as 
well, in the fourth period a Consortium of consultants becomes the key actor shaping the space of the 
network  and  the nature of  the  technological  solution.  The  SAP  system  is  enacted  in  this  space  as  a 
resource for local development.  
In  each  space  domain  the  different  granularity  of  the  problem  description  produces  an  umbalance 
towards some aspects of  the problems connected with  the adoption of  the  technological solution.  In 






of  control on  the production  space. Management  started  to be  involved,  since  the  issue of external 
consultancy  started  to  raise  as  political  issues.  As  a  consequence,  the  fourth  space  focuses  on  the 
benefit  the  region  can profit  from  the adoption of  complex organizational  systems  like ERP  systems. 
While keeping the evolution of the overall social learning taking place is a difficult task to be managed, 
focussing on a single corner of the design/use interactional space can mislead implementation and post‐










































































































This  study  investigates  the  process  of  acceptance  and  use  of  Enterprise  Resource  Planning  (ERP) 
systems  by  its  users,  in  order  to  understand  the  reasons  behind  their  behavior.  The  Technology 





the  TAM  constructs  such  as  perceived  usefulness  and  perceived  ease  of  use.  Unlike  these  prior 
research, we assume that affective commitment directly also affects both  the behavioral  intention to 
ERP  system use and  it moderates  the  relationships between perceived usefulness, perceived ease of 
use, and behavioral  intention. A  survey methodology was used  to gather data  from an  Italian public 
transport firm. Findings show the  importance of affective commitment  in determining acceptance and 
use behavior by users. In particular, our results highlight that affective commitment does not moderate 
the  relationships  between  perceived  usefulness,  perceived  ease  of  use,  and  behavioral  intention. 
Moreover,  results  shown  that  affective  commitment  affects  behavioural  intention  to  IT  use  trough 




Enterprise  Resource  Planning  (ERP)  systems  are  comprehensive  packaged  software  solutions  that 
support all business processes and integrate the various functional areas (Davenport 1998; Gable et al. 
1998).  These  systems  reduce  operating  costs  and  improve  business  management  by  sharing 
information within and around the organization (Aldwani 2001). Its implementation is accompanied by 




Some  firms  consider  the  adoption  of  ERP  systems  to  be  an  instrument  for  promoting  and  realizing 
organizational  and managerial  changes.  Organizational  change  has  been  defined  as  an  attempt,  or 
series of attempts, to modify an organization’s structure, goals and  technology or work  tasks  (Carnall 
1986). Some authors (Robey & Sahay 1996, Davenport & Stoddard 1994, Davenport 1998) have argued 
that technology has the potential to transform organizations. However, organizational transformation 
arises  not  only  through  the  installation  of  new  systems,  but  also  depends  upon  a  combination  of 
technical and social influences which cannot always be controlled (Robey & Sahay 1996), such as users’ 





ERP  implementation  is  often  associated with mechanisms  of  rejection  by  potential  users,  such  as  a 
sense of confusion and inability to achieve their innovation potential. User acceptance was found to be 
one of the main factors contributing to ERP implementation success (Aladwani 2001, Amoako‐Gyampah 
&  Salam  2004, Wang  et  al.  2005).  Also,  it  is  very  important  consider  user  resistance  because  the 














and  technology  acceptance  by  users.  Some  authors  (Malhotra  &  Galletta  1999,  2005,  Magni  & 
Pennarola  2008,  Kwahk  &  Lee  2008)  have  highlighted  the  key  role  of  commitment  in  determining 
perceived usefulness, perceived ease of use, and, in turn, the behavioral intention to use an Information 
System  (IS)  in  general. However,  affective  commitment has  not been  investigated  in  respect  to  ERP 
systems,  a  special  category  of  IS,  characterised  by  high  complexity  and  very  high  failure  rates. 
Therefore,  the aim of  this study  is  to analyze  the  role of affective commitment  in determining user’s 
ERP  acceptance.  In  accordance  with  prior  research,  we  assume  that  perceived  ease  of  use  and 
perceived  usefulness  positively  affect  behavioral  intention  and,  furthermore,  we  also  assume  that 
perceived usefulness is also determined by perceived ease of use. Moreover, we assume that affective 
commitment positively affects the TAM constructs such as perceived usefulness and perceived ease of 
use.  Unlike  previous  studies,  we  assume  that  affective  commitment  positively  affects  behavioral 
intention  to  ERP  system  use  and  it  also moderates  the  relationships  between  perceived  usefulness, 
perceived ease of use, and behavioral intention. 
2 THEORETICAL BACKGROUND 













of  a  specific  behavior  (Venkatesh  2000).  According  to  Fishbein  and  Azjen  (1975),  an  individual’s 
behavior  is determined by the behavioral  intention (BI) to perform a behavior. BI  is a “measure of the 
strength of one's intention to perform a specified behavior” (Fishbein & Azjen 1975, p. 288). BI is in turn 
determined by  two  constructs:  attitude  towards  a behavior  (A),  “an  individual’s positive or negative 
feelings about performing  the  target behavior”  (Fishbein & Ajzen 1975, p. 216), and subjective norm 
(SN), “the person’s perception that most people who are  important to him think he should or should 
not perform the behavior in question” (Fishbein & Ajzen 1975, p. 302). 
The TAM  is one of the broadest theoretical bases to explain an  individual’s acceptance of  information 
systems  (Lee et al. 2003, King & He 2006). According  to Davis  (1986, 1989),  the  intention  to use an 
information system is determined by two dimensions: perceived usefulness (PU) and perceived ease of 










1999).  Later  studies have  focused on  antecedents  of  PU  and  PEOU  (Venkatesh & Davis  1996,  2000, 
Venkatesh 2000). Particularly, the most commonly discussed external variables in literature are gender 
and  ICT  experience  (Venkatesh & Morris  2000, Taylor &  Todd  1995a, 1995b),  training  (Igbaria et  al. 
1997, Davis 1999), educational level (Agarwal & Prasad 1999), and involvement (Jackson et al. 1997). 
From this point of view, Venkatesh and Davis (2000) extend the TAM, explaining perceived usefulness 
and  usage  intentions  in  terms  of  social  influence  and  cognitive  instrumental  processes.  Particularly, 
TAM2  identifies  cognitive  instrumental  (job  relevance,  output  quality,  result  demonstrability,  and 
perceived ease of use) and social influence (subjective norm, voluntariness, and image) as determinants 
of perceived usefulness and behavioral intention. 
Other  researchers have applied motivation‐oriented perspectives  to understand  technology adoption 
and use. In particular, Davis and his colleagues (1992) examined the importance of the role of extrinsic 
and intrinsic motivation on behavioral intention to use technology. Extrinsic motivation was considered 











Organizational  commitment  is  “the  relative  strength  of  an  individual’s  identification  with,  and 






involved  in,  and  enjoys  membership  in,  the  organization”,  2)  normative,  or  “a  belief  about  one's 
responsibility to the organization”, 3) continuance commitment, or “a tendency to engage in consistent 
lines of  activity based on  the  individual's  recognition of  the  costs  (or  lost  side‐bets)  associated with 
discontinuing the activity”.  
Many  scholars  (Reichers  1985,  Mathieu  &  Zajac  1990,  Meyer  &  Allen  1991,  Morrow  1993)  have 
highlighted  the  construct  of  organizational  commitment  affecting  work  attitudes  and  individuals’ 
behavior.  Information  systems  studies  on  individuals’  acceptance  and  use  behavior  regarding  new 
technology have mostly  focused on the affective dimension of commitment. Affective commitment  is 
the most  consistent predictor of  the psychological  link between  the  individual  and  the organization, 
which may  influence workplace behavior, such as attendance,  retention, citizenship behavior and  job 




to  use  of  an  information  system  represents  the  perceived  fit  of  the  system  use  to  the  users’  value 
system; particularly, psychological attachment  is drawn  from O’Reilly and Chatman  (1986)’s affective 
commitment,  based  on  internalization  and  identification  constructs.  Subsequently,  Malhotra  and 
Galletta (2005) developed the new construct of user commitment: users’ psychological attachment to 
system  use.  Particularly,  they  assumed  that  user  commitment  affects  the  volitional  acceptance  and 
usage of the system and, therefore, the following aspects of the TAM: PU, PEOU, A, and BI.  
Some authors (Kwahk 2006, Kwahk & Lee 2008), on the other hand, have investigated the links between 
Allen  and  Meyer’s  (1990)  organizational  commitment  (affective,  continuance,  and  normative)  and 
organizational  change.  On  this,  Orlikowski  (1993)  argued  that  IT  adoption  and  use  should  be 
conceptualized as a form of organizational change. Kwahk and Lee (2008) showed that the  individuals 
with  favourable  attitudes  toward  change  believe  that  using  the  system  could  improve  their 
performance. Therefore, they assumed that organizational commitment affects users’ attitudes toward 
change that, in turn, affect the TAM’s constructs (PEOU, PU, and BI). 
Other  authors  (Thatcher  et  al.  2002, Magni &  Pennarola  2008),  instead,  have  argued  that  affective 
commitment may be positively related to user beliefs. People with a high level of affective commitment 
are  more  likely  to  understand  the  perceived  ease  of  use  and  perceived  usefulness  of  newly 
implemented  IT. Results of Magni and Pennarola’s  (2008) study showed that affective commitment  is 
positively  related  to perceived  usefulness,  but  its  is  not  positively  related  to  perceived  ease  of  use. 




influenced  by  organizational  commitment  (affective  and  calculative  commitment).  They  defined 
affective commitment as “a  situation  in which an end user demonstrates an affective and emotional 





Overall,  in  literature  there are  few studied  that  focused on  the  role of Affective Commitment  (AC)  in 
determining the process of acceptance and use of technology by users. Of these studies, none shows a 
1321
direct  relationship between affective commitment, as emotional attachment  to  the organization, and 
user’s behavioral intention to use a new technology and, particularly, an ERP system. 
2.3 Research model and hypotheses 









greater  usefulness.  Thus,  we  assume  that  both  perceived  ease  of  use  and  perceived  usefulness 





Moreover,  we  believe  that  affective  commitment  plays  a  key  role  in  determining  user  technology 
acceptance and use. Some previous research have highlighted the role of affective commitment on  IT 
adoption.  Particularly,  these  studies  have  shown  that  affective  commitment  affects  the  behavioural 
intention  to  use  the  IS  manly  through  the  two  basic  TAM  constructs:  PU  and  PEOU.  Affectively 
committed  users  believe  that  the  implementation  of  new  technology  could  represent  an  important 
change within  the organization,  improving  individual and organizational performance, and,  therefore, 
they are more likely to understand the perceived usefulness and perceived ease of use. Moreover, users 








use  the  new  system  with  affection,  happiness,  and  pleasure  because  they  know  that  the  IT  use 





perceived  ease  of  use,  and  behavioural  intention  to  use.  Users  who  perceive  the  new  system’s 
usefulness and easy, and with a high  level of affective commitment, will be characterized by a higher 
level of behavioral  intention  to use  a new  information  system.  In  fact, beyond  the user’s perceived 
usefulness and perceived ease of use, a high degrees of affective commitment to the goals and values 





intention,  such  that  the  positive  effects  of  perceived  usefulness  become  stronger  as  the 
affective commitment increases.  










We  administrated  a  questionnaire  to  250  ERP  users  belonging  to  different  departments,  namely 
administration,  security,  legal  and  insurance,  information  systems,  human  resources,  marketing, 
network  infrastructure,  operational  planning  and  engineering  and  investment.  Of  the  250  users 
surveyed, 172 returned questionnaires (response rate 68.8%). 
86.8% of the respondents are men and the average age  is about 50 years while the  level of education 






























Table 1 also  shows  the mean,  the  standard deviation,  the Cronbach’s a  coefficients  for  the variables 
(composite  reliability), and  the Average Variance Extracted  (AVE) as well as  the correlations between 
constructs.  The  Cronbach  Alphas  (0.91  PEOU,  0.94  PU,  0.76  AC,  0.79  BI)  for  the  items within  each 
construct are sufficiently high. Moreover, the results do not show high levels of correlation between the 















Providing  support  for hypotheses 4 and 5, AC  is positively associated with PU  (β=0.151; p≤0.05) and 
PEOU  (β=0.366;  p≤0.001). Moreover,  results  show  that AC  is  positively  associated with  BI  (β=0.253; 
p≤0.001), thus supporting H6. 
Mean SD Reliability AVE 1 2 3 4 5 6 7 8
1. Age 50.30 7.75 ‐ ‐ ‐
2. Gender 0.13 0.34 ‐ ‐ ‐0.35 ‐
3. Educational level 13.31 2.87 ‐ ‐ ‐0.33 0.22 ‐
4. ICT experience 12.21 8.30 ‐ ‐ 0.13 ‐0.02 0.35 ‐
5. AC 3.82 1.48 0.76 0.76 0.16 ‐0.27 ‐0.08 ‐0.12 ‐
6. PEOU 4.01 1.59 0.91 0.77 ‐0.16 0.05 0.13 ‐0.06 0.38 ‐
7. PU 4.50 1.04 0.94 0.84 0.03 ‐0.04 ‐0.13 ‐0.16 0.38 0.61 ‐





PLS  results  show  a  good  explanation  of  users’  behavioral  intention  to  use  variance  (BI  R2=0.479). 
Moreover, the contribution of independent variables on BI has been tested through Path analysis. Path 
coefficient  technique  “involves  a method  of  partitioning  correlation  coefficients  into  direct  effects 






path  analysis  results  show  that AC  is more  explanatory  than  PEOU.  In  fact,  in our  study  PLS  results 




the  TAM, we  analyzed  the  relationships  between  perceived  ease  of  use,  perceived  usefulness,  and 
behavioral  intention. Unlike previous  studies, we highlight  the  role of affective commitment as a key 
variable  in determining the process of acceptance and use of new technology such as ERP system.  In 
particular,  we  assumed  that  affective  commitment  both  positively  affects  perceived  usefulness, 






a  mediator  variable  between  perceived  ease  of  use  and  behavioral  intention.  These  results  are 
consistent with a lot of research  investigating technology adoption based on Davis’s TAM (Legris et al. 
2003).  In  fact, many researchers had shown  that perceived usefulness affects  IT adoption, but others 
had mostly failed to do so regarding perceived ease of use (Gefen & Straub 2000). Users believe that IT 
use will  increase their  job performance and, therefore, they will be more willing to use  it (Davis 1989, 
Davis  et  al.  1989).  Davis  (1989)  already  failed  to  find  a  direct  linkage  between  PEOU  and  users’ 
behavioral  intention,  and  he  argued  that  “ease of use operates  through usefulness”  (Davis  1989, p. 
332).  For  this  reason,  some  authors  (Keil  et  al.  1995,  Gefen &  Straub  2000)  have  investigated  the 
importance of PEOU in IT adoption. Particularly, Ma and Liu (2004) conducted a meta‐analysis based on 




Moreover,  our  results  show  that  affective  commitment  positively  affects  user’s  beliefs  such  as 
perceived usefulness and perceived ease of use. Previous studies had shown that affective commitment 
is directly and indirectly related to beliefs on technology acceptance (PE and PEOU). Particularly, Kwahk 





study had  shown  that  affective  commitment  is  positively  related with perceived  usefulness, but  the 
relationship  between  ease  of  use  and  affective  commitment  is  not  significant.  In  agreement  whit 
previous study, we argue that affectively committed users perceive the ERP system as a tool to improve 





behavioral  intention  to  use  ERP  system.  Particularly,  affective  commitment  is  directly  and  positively 
associated  with  user’s  behavioral  intention.  However,  results  show  that  the  effect  of  perceived 
usefulness  and  perceived  ease  of  use  on  behavioral  intention  is  not  moderated  by  affective 
commitment. Employees may perceive  the  implementation of  a new  information  system as either  a 
threat  or  an  opportunity.  IT  implementation  is  often  associated  with  mechanisms  of  rejection  by 
potential users,  and  a  sense of  confusion  and  inability  to  achieve  their  innovation potential. On  the 








information system  is the “right thing”  to do  (Kwahk & Lee 2008),  increasing their  intention  to adopt 
and use it.  
In  summary, our  findings  show  the  key  role of  affective  commitment  in determining  the process of 
acceptance  and  use  of  ERP  system.  Compared  with  previous  research,  our  results  highlight  that 
affective  commitment affects behavioural  intention  to  IT use  trough user’s beliefs  such  as perceived 




of  technology  by  users  is  a  necessary  condition  to  achieve management  and  organizational  change 
induced by new technology. 
Our results indicate that affective commitment contributes to explaining ERP adoption by users. PU and 





choice  to change,  such as  implementing an ERP  system. Mayer and Herscovitch  (2001, p. 322) argue 





that  affective  committed  users might  be more  inclined  to  adopt  new  technologies  to  achieve  such 
important organizational objectives.  
The importance of affective commitment emerges from our results. Therefore, organizations may adopt 




politics  may  include  participative  decision  making,  perceived  pay  equity  and  information  sharing 




core  values,  beliefs  and  behaviors  that  represent  the  organizational  culture  and  reflect  the 
organization’s  identity  (Cole & Bruch 2006). Other  important practices  include  intensive  socialization 
experiences,  shared  corporate  events  and  conventions,  cultural messages  signalling  teamwork  and 
inclusion of  individuals  in  the  firm,  social  support and other  inducements,  including  those under  the 
influence  of  charismatic  leaders  (Rousseau  1998).  Particularly,  the  quality  of  exchange  relationships 




remain with  an  organization  (Rhoades &  Eisenberger  2002).  For  example, managers  can  adopt  fair 
procedures  and  practices  (Masterson  et  al.  2000)  and  offer  more  development  opportunities  to 
employees  (Wayne  et  al.  1997)  in  an  effort  to  increase  employees’  POS  and,  subsequently,  their 
commitment.  Moreover,  development  appraisals  and  equitable  rewards  affect  the  relationship 
between  perceived  organizational  support  and  organizational  commitment  (Whitener  2001). 
Researchers have  found  that procedural  justice and distributive  justice are both positively  related  to 
POS  (Cropanzano  et  al.  1997,  Masterson  et  al.  2000,  Wayne  et  al.  2002).  Fair  treatment  by  the 
organization represents a signal to employees of their value for the organization to which they belong. 
A wide range of organizational politics and procedures are shown to affect employees’ perceptions of 
fairness on  the part of  the organization.  For example, organizations  should encourage employees  to 
participate  in  setting performance goals. Providing employees with  feedback about  job performance, 
rewarding good performance, or helping employees to correct poor performance (thought training) are 
likely  to make  those  employees  feel more  valued  as members  of  the  organization  (Hutchinson  & 
Garstka 1996). 
This study has several limitations. The first limitation comes from having tested our hypothesis within a 
single  firm that was  implementing a SAP R/3; moreover, we have not conducted a  longitudinal study, 
thus, we cannot compare  results over  time. TAM’s  constructs are dynamic and not static  from  initial 
adoption  to  extended  use.  Concerning  the  TAM  and  TAM2,  the  field  studies  were  longitudinal 




technology  acceptance  by  users.  Particularly,  additional  research  could  also  make  a  comparative 
analysis  between  voluntary  and  mandatory  use  of  technology  verifying  the  role  of  affective 
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(IS)  are  developed,  distributed  and  implemented.  The  success  of OSS  in  the worldwide market  for 
operating  systems, web  servers,  and  other  infrastructure  software  is  substantial. However,  it  is  still 
infrequent in ERP type application domains, which are said to be impossible to design from an OS angle. 
While a significant number of research investigate aspects of OS, few researches were dedicated to OS 
ERP. Based on a  review of  the academic and professional  literature,  this paper aims  to  improve our 






into enterprises, providing evidence of  its capacity to operate crucial parts of the  firm’s  IS  (Fitzgerald, 
2006).  A  European  Commission  report  shows  that  in most  cases  surveyed,  the  use  of OS  software 
generates  long‐term economies however  tremendous the  investment, specifically  in  terms of training 
(Ghosh, 2006). The OS phenomenon is certainly no boogieman warned about by developers, it is a sea 
change that should be reckoned with. However, in the above examples, it appears that the stars of OS 
are essentially  technical  tools  that are designed  for and used predominantly by computer specialists. 
What about business applications that are critical to any enterprise’s routine and forms the daily tasks 
of an accountant, inventory manager, sales manager, etc.?  
Today,  the  battle  between  the  proprietary  world  and  OS  is  moving  from  infrastructure  layers  to 
application  domains.  These  applications  are  crucial  to  the  success  of  an  organisation  because  they 
handle  valuable  business  processes  and  logic  through  which  their  main  revenues  are  generated. 
Analysts  think  that we will  see more use of OS ERP  in  the enterprise. A  Forrester Research  analysis 
(2006) concluded that “Although fewer than half of the  large enterprises  in Europe and North America 
are actively using or piloting open source software, a majority of those are using  it  for mission‐critical 









its  resources with  the possibility of halting  the project at any  time, and especially  to be  independent 
from the vendor and migrations. The OS ERP, therefore, could become a credible alternative and would 
be part of the host of possible choices for the company’s senior managers. In this respect, proprietary 
vendors  would  be  forced  to  provide  real  added  value  to  their  new  products  to  respond  to  the 
competition  of  these  new  entrants  and  keep  their  customers.  However, while  the  switch  to  OS  is 
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this new phenomenon by analyzing  the  community  that develops  it  (Gossain, 2003),  their  incentives 
and  mode  of  organization  (Jin  et  al.,  2005;  Stewart  and  Gossain,  2005),  development  methods 
(Jørgensen 2001),  the  comparison with  the proprietary world  (Boulanger 2005), etc. However,  there 
have been  few studies dealing with OS  in the application world and specifically the ERP environment, 
which  is said to be  impossible to design from an OS angle. With the marketing rhetoric of proprietary 
vendors who go  to great  lengths  to downplay the breakthrough of OS, as well as the newness of  the 
phenomenon and the poor media hype of its evolution, it is appropriate to rationalize and deal with this 
issue  and  initiate  academic  research  to  improve  our  understanding of  the  significance  of OS  ERP  in 
organizations.  
How to respond to this new model that pushes software freeness to the fore? Should OS ERP systems 


















not  systematically mean  “free”,  free  software  is predominantly distributed without  license  costs. By 
contrast, the traditional market operates on the basis of the sale of operating  licenses. The software, 
developed  and  sold by  traditional  vendors,  is  called  “proprietary”  because  the  source  code  and  the 




The OS phenomenon has attracted  the attention of  researchers  from various  fields  such as  IS,  social 
psychology, economics, software engineering, management, etc. For example, part of the literature has 
addressed  the  incentives  of  the different  actors participating  in OS projects  (Hann  et  al.,  2005),  the 
social  structure  of  these  projects  (Crowston  and  Howison  2005)  and  the  governance  mechanisms 
(Sagers 2004). Lerner and Tirole  (2002), who explain the benefits of such participation, point out that 
developers  improve  their  knowledge  and  skills  and  achieve  recognition  from  their  peers.  Those OS 
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projects differ  from traditional software development projects  in  that they are reliant upon a host of 
voluntary developers,  and  these  form a decentralized  community around  a  virtual network  (Gallivan 
2001; Markus  et  al.  2000; Harvey  et  al.  2005). What many  software  project managers would  have 
deemed a nightmare  in terms of organization and ability to ensure results has turned out to produce 









et  al. 2002).  The  results  and  viewpoints  are  contradictory. Kuan  (2001)  and  Klang  (2005), who have 
worked  on  the  specific  features  of OS  products  and  projects,  believe  that OS  software  is  of  better 




security  and  reliability  problems  (Shell  2005).  Besides,  some  projects  on  innovation  show  that  OS 
products are not dramatically different from the proprietary world. According to Bower and Christensen 
(1995),  technological  changes must  come with  a  range  of  new  functionalities  that  can  change  the 
nature of competition in the market. Despite differences in terms of design processes (Bonaccorsi, Rossi 
2003; Scacchi et al. 2006) and drivers of innovation and technological development, OS is still similar to 
proprietary  software  (Von Hippel  and Von Krogh 2003). Most packages  so  far have  copied  the basic 
functionality  of  pre‐existing  proprietary  software  and  are  based  on  an  incremental  improvement 
process and ultimately offer the same functionalities.  




Conventional  wisdom  says  that  there  are  some  areas  like  ERP  applications  where  there  is  a  real 
difficulty to develop a serious OS solution capable to compete with SAP and others products (Dreiling et 










proprietary  ERP  systems  off  their  pedestal.  The  latter  have  reached  a  high  level  of maturity  to  the 
extent that they play a key role  in  integrating enterprise  IS (El Amrani et al. 2006). Ever since the  late 












them  as  the worst management  tools  ever:  too  expensive,  frequently  delayed  deadlines,  exploded 
budgets and an economic input difficult to assess (Kallinikos, 2004)!. In addition, following purchases or 
groupings,  the number of surviving proprietary software vendor  is getting smaller and smaller, which 
shows  that  no  vendor  can  guarantee  their  solution  is  a  lasting  one.  This  results  in  an  almost 
monopolistic situation, which is very detrimental to both the developments and the costs, and reducing 
the  choice  for  businesses.  OS  ERP  systems  grew  partly  out  of  this  lapse,  with  solutions  offering  a 
credible alternative to proprietary vendors’ traditional offerings.  
Today, the emergence of OS ERP as a viable market challenger to proprietary software products is real 
(Dreiling et  al., 2005).  The  research  firm Gartner  (2006)  forecasts  that demand  for OS ERP  software 
should grow significantly in the next few years, spurred by free licenses and the desire not be bonded to 
a vendor. This situation marks one step closer to changing the applications business long dominated by 







still presumably skeptical about. Many mid‐market  firms are now  tapping  into OS ERP,  for  reasons of 
cost  (because  it’s  free)  and  flexibility. They want  a  system  they  can  adapt  to  their business without 
astronomical  cost.   By  saving  licensing dollars with OS ERP,  they  could  redirect monies  to additional 
customization efforts and getting a better fit at the end, for the same outlay as commercial software. 
However, no matter its source, ERP software would require significant customization effort.  
Proprietary  ERP  Software  prioritizes  large  enterprise  accounts  and  provides more  functionality  than 
firms need at a price they can’t afford. Result, small businesses that can’t afford Oracle or SAP are now 
interested  by  OS  application  companies  like  Compiere,  SugarCRM,  Tiny  ERP,  ERP5,  etc..  The most 
prominent  OS  ERP  system  and  which  has  already  gained  recognition  worldwide  is  Compiere.  The 
company says it broke through the 1,2 million mark of downloaded software. This solution was born in 
Germany and devised by a former engineer of SAP and Oracle.  It spans several management domains 
(finances,  customer  relationship,  logistics,  e‐commerce,  etc.). Much  like  the  inception of  proprietary 
ERP  systems,  certain  domains  are  left  out  of  the  functional  coverage  of OS  software  packages,  like 
production management and payroll. The complexity of the former and the national characteristics of 
the  latter are hampering  the development of  such an offering. However,  this gap should be put  into 
perspective because not  all businesses need  to deal with  this  issue. What’s more, many proprietary 
vendors, depending on their specialty, do not offer such specific modules either; and some OS vendors 
are  now  developing  certain missing modules  with  new  functionalities  within  customer  companies. 
These will build their offerings and then be turned over to the community for improvements.  




system  to  replace homemade development or a software package now  to difficult  to upgrade. Some 
companies have found themselves in “blocked” transition with proprietary market vendors because of a 
purchase project, or even,  sometimes, because  the vendor was unable  to ensure upgrades and  thus 
dropped out of the market. Other companies are moving toward an OS ERP solution because they need 
a  flexible  solution  that can  fit  their activity. These  companies  think  that proprietary ERP  systems are 






OS  world  and  have  already  deployed  OS  applications  (linux  or  appach,  for  example)  within  their 
organization. The resort to an OS ERP system thus flows from an IS strategy based on OS software and 
represents a sign of trust in the free software world which has a good track record in several domains. 
Finally,  there are  certain OS‐prone  corporate  customers  that wish  to use  it  like a brick  in  their  IS  to 
support  their  internal  development.  OS  ERP  is  viewed  as  yet  another  element  in  the  general 
computerization process of companies without related basic change.  
Finally, OS ERP proponents seem  to say  that companies are driven by  the assumed  flexibility of  their 
products and also by the software improvement services through the pooling of their development and 
distribution of maintenance costs. However,  this will  to share  (turn any  software change over  to  the 
community’s development repository) raises some doubts, not  least when the enterprise makes some 
specific  changes  to  its business  core  giving  it  a  competitive  edge. The  risk  is  that  a  competitor may 
adopt  the  same  technology. This  tension and  this paradox of wanting  to  take advantage of OS while 
limiting access to the advanced source code (desire for protection) might cause some problems.  
2.3  OS ERP: the advantages of a model that depends solely on service and support 
Open  source  software goes a  lot of good  things.  It’s  inexpensive,  shared, and  creates alternatives  to 
monopolistic  proprietary  software. While  the main motive  at  the  start  of  free  software  originated 
essentially  from  the  reaction of a  few  to  the monopolistic model of proprietary  vendors,  companies 
today  are  encouraged  by  the  free  license,  the  distribution  of maintenance  costs  as  well  as  by  an 
appropriate response to their specific needs due to the availability of the source code (Wichman 2002). 
To stand apart  from traditional software packages and attract companies, OS vendors are banking on 
how easily  their solutions adapt  through  free availability of  the source code. Public availability of  the 
source  code  brings  some  flexibility  to  how  the  ERP  system  adapts  to  companies’  business 
characteristics. With support from a specialized integrator or in‐house computer skills, the software can 
be  tailored  to  the  enterprise’s  characteristics.  Yet,  some  similar  arguments made  in  the  past when 
proprietary ERP systems came along were not easy  to put  into practice  (Soh et al. 2000). Companies 
could not randomly work on the source code without  jeopardizing the reliability of the  larger system, 
and without permission from the proprietary vendor. A number of technical and organizational skills are 
necessary to make this operation successful.   Direct  intervention on the source code  is highly advised 
against by proprietary vendors who do not advocate modifying  their ERP. Many proprietary software 
product  licenses  include  clauses  that  forbid  any modification  of  the  product  without  the  vendor’s 
permission.  To  introduce  changes  in  the  source  program  of  the  ERP  system  to  tailor  it  to  the 
enterprise’s organization  is  likely,  they argue,  to undermine  the  tool performance  and  the promised 
integration; and also bring about future problems related to maintenance and upgrades. Instead, they 
recommend  a  global  adaptation of  the  enterprise’s organization  to  the best practices of  ERP, which 
means  that  the  enterprise  will  be  compelled  to  engage  in  a  program  to  change  its  organizational 
processes.  
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Still, OS  ERP  vendors  fit  their  strategy  around  the  opening  up  of  the  source  code, which  they  have 
presumably  much  to  benefit  from.  However,  the  risk  is  to  lapse  into  the  flaws  of  the  specific 
development model whose great flexibility could be costly  in terms of maintenance and create a high 
dependence for its designer (Brehm et al 2001). Such latitude short of certification from consultants can 









buy  a  new  one  with  each  upgrade.  With  OS  ERP,  there  is  no  license  and  the  upgrades  are  not 
mandatory. The absence of  fee‐based  license contracts does not put the vendor under any obligation 
toward  their customers. All the  rights and duties of each party are  laid down  in the support contract 
signed concurrently with the software houses.  Its conclusion  is therefore critical to a professional use. 
This  independence  is  not  complete,  however,  because  the  enterprise  will  remain  bonded  to  the 
community in charge of developing the tool.  
In  terms of project management, OS  ERP development  comprises  the  same procedures  and  risks  as 
their proprietary counterparts. Although the operating license is free, the process for expressing needs, 
customization,  tests  and  change  conduct  would  not  change  for  all  that.  The  difference  lies  in  the 





that  the product meets  the needs of  the organization. With a proprietary ERP system,  the enterprise 
must have a license prior to embarking on a pilot project. According to OS ERP proponents, the modules 
are  interchangeable.  It  is  thus  possible  to  remove  one  or  several modules  and  limit OS  ERP  use  to 
certain modules. This was the point made by the proprietary world  in  its early stages. Experience has 
revealed  the difficulties encountered by businesses when  they decided  to backtrack and/or back out 
(Markus et al. 2001).  
Besides,  this  free‐of‐charge  use masks  some  hidden  costs  that  are  passed  on  to  service. Once  the 
package  is  bought  or  the  distribution  downloaded,  sophisticated  skills  are  frequently  necessary, 












The OS world  has  an  important  asset,  it  does  not move  based  on  the  profitability  constraints  of  a 
vendor  but  rather  based  on  the  needs  of  a  user  community.  This  community  is  dynamic  and 
international and consists of individuals, companies, universities and service companies.  
OS ERP draws largely upon a movement of virtual collaborative development. Virtual teams have their 
own  modes  of  management  and  control  of  distributed  teams,  different  cultures,  technological 
incompatibilities as well as  language barriers  (Gallivan 2001). By remaining available and open  to any 
input  from new actors, OS projects could obtain an unlimited  flow of pioneering  ideas  (Markus et al 
2000). Although each OS project  is different,  the  IS  literature has highlighted a number of  recurrent 
characteristics  (Crowston,  Howison  2005).    Governance  relies  on  the  legitimacy  of  skills  and 










partner specialized service or support providers companies  that has been growing steadily  in  the  last 
few  years. These partners are  certified and offer OS ERP  systems  in  their  catalogues,  complete with 
tailored services (implementation, training and support services to users). Some traditional integrators 
attempting to retain their business portfolio are also positioning on these markets.  In some  instances, 
they  handle  the  promotion  of OS  directly with  their  customers  to  position  themselves  as  pioneers. 
However, although some businesses in Europe and especially in the United States have installed them, 
the market  is primarily geared  toward small and middle size businesses. Over  the past  two years, OS 
ERP  systems  have  partly  caught  up  and  vendors  like  Tiny,  ERP5,  Compiere  are  raking  in  customers, 
essentially small and middle size companies and industries so far.  
The  network  of  Compiere  partners  is  not merely  a  distribution  network;  it  is  the  key  part  to  the 
operation  of  its  ecosystem.  Partners  are  consulted  about  the  development  priorities  and  receive 
proactive  information as well as extensive support. Finally,  to bring a core competency  to  its partner 
network, Compiere  runs every year  four advanced  technical  training  sessions  for  its partners,  letting 
them deepen their knowledge of the Compiere OS ERP application. 
Finally,  visibility  is  a  key  principle.  Anything  that  is  produced,  whether  it  is  the  code  or  the 




The OS ERP world has not been understood by all enterprises.  It  is  still  synonymous with  risk‐taking 
(Ghosh 2006). A great deal of enterprises will  likely be reluctant to this evolution. Such reluctance can 
be  explained  by  compliance  with  and  adherence  to  legislations,  security  or  preservation  of  data 










up against  the necessity  to have considerable and consistent human and  financial means  to  improve 
their  services and comply with  regulatory and social constraints. Based on  that,  the core message of 




















preconceived  idea,  it  is  important to walk a fine  line between community development and economic 
development.  Paradoxically  enough, OS  advocates who promoted  open  code  turn  out  to  be merely 
interested  in  its  freeness. The utopia of  totally  free software would not materialize simply because a 
model based on free resources  is not viable over the  long term. To shift OS from the status of option 
over  to  that of  IS strategic guideline  requires a more efficient promotion of  technical support service 







applications technologies or else  it  is doomed to  lose the battle. For example, ERP experts say that  if 
vendors and companies switch rapidly to SOA (Service‐Oriented Architecture) and web services,  it will 
the end of  the ERP market as we now  know  it  and  it  represents  an opportunity  for OS ERP.  If  they 








investing massively  in R&D. For example, SAP decided  to  invest over 900 million euros  in a  five‐year 
span to develop its offerings to SMEs. ERP proprietary companies are also fighting back on freeness. As 





German vendor SAP went  so  far as  to hand over  its database  (MaxDB)  to  the  community MySQL  to 
reinforce  the  chances  of  this  database  to  become  a  serious  alternative  to Oracle, which  is  its most 
threatening  ERP  competitor.  Through  this  agreement,  SAP  is  letting  go  a  bit  more  of  its 
suppliers/competitors, Oracle and Microsoft, without causing a qualitative drop of its offerings. Finally, 
it  should  be mentioned  that  proprietary  software  vendors  sometimes  resort  to  OS  bricks  in  their 
development, on upgrade ability and cost grounds. But few of them agree to make it public.  
5 OS ERP RESEARCH AGENDA  
Papers  reporting  the  research  results on proprietary ERP have been published extensively. However, 
until today there has been very little reported research specifically on OS ERP. We still lack information 
and data. Numerous articles related to OS ERP have been published in non‐academic magazines. Many 
practitioners believe  academic  IS  research  findings often do not have direct or  immediate  relevance 
(Benbasat and Zmud, 1999). Result, they are  ignoring our production.  I believe that we (IS academics) 













particularly  important  in understanding  the maturity of OS. The main questions are clustered around 
the basics such as:  
• What  is available? The characteristics of SMEs  implementing OS ERP as their primary solution and 
the number of large firms implementing OS ERP as an alternative solution in a specific business area. 
• What is the implementation process? 
































are  today  the  top  players  of  software  packages.  Salesforce.com  and Compiere may be  some  of  the 
winners in the years to come.  
Clearly, the new model will not supersede the old one within a few months but the rules of the game 




OS  and  the  self‐congratulatory  discourses  of  free  software  players. OS  ERP  systems  are  still  a  small 
market share for enterprises, however fast growing. One should not be deluded by the colossal figures 
given  by  OS  vendors  regarding  the  number  of  downloads  of  their  applications.  The  millions  of 
downloads  announced  by  these  are  therefore  not  significant  because  they  do  not  automatically 
translate into maintenance contracts, which are essential to a professional use of the solutions.  
In the years to come, it will be interesting to look at how OS software packages will handle the paradox 
between  “cultivating”  informal  structures  and  handle  them  conventionally  by  offering  commercial 
packages.  However,  there  is  a  significant  difference  between  getting  access  to  software  and  the 
possibility to profit from it in a business context. It is not the tool that provides value but how it is used. 
To this day, OS has carved out a path through the IS infrastructure of enterprises and ERP‐type business 
software are  likely to follow suit. There  is a gap between access to OS and use, and  it can be filled by 
checking out how OS ERP applications are installed and used by enterprises. We still lack hindsight and 
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patterns  and  proposes  an  initial methodological  framework  for  the  discovery  and  reuse  of  business 





Business  modelling  is  assuming  increasing  significance  in  information  systems  (IS)  development.  
Evidence of this phenomenon  is highlighted, for example, by the  introduction of a business modelling 
phase in methodologies like the Rational Unified Process, the recent definition of the Business Process 
Modelling Notation  (BPMN) and  the emergence of  service‐oriented approaches  in which  services are 
combined  to  realize  business  processes.  Despite  these  positive  signs modelling  business  processes 
remains  problematic  due  to  the  evolutionary  nature  of  organizations.  Business  processes  evolve 














some of  it has  focused on modelling business‐related patterns  (Kaisler, 2005). This paper provides  a 
contribution in this sense. More specifically, this study focuses on business process patterns. A pattern 
is a reusable model of a solution to a recurrent class of problems. It offers a solution based on previous 
success  in  resolving  a  similar  type  of  business  problem.  The  aim  of  this  research  is  to  develop  a 
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methodological  framework  for  empirically  deriving  ontological  patterns  of  business  processes  from 
organizational knowledge sources. 
Given the above, this paper presents early outcomes of research in progress, which develops a research 










and Cunningham  (1987)  initially  introduced patterns  in  software programming by adopting  ideas and 
principles first described by Alexander et al. (1977) in the field of civil architecture.  The pattern concept 
was developed further and introduced at a design level. Examples of initial design patterns modelled by 
Coad (1992)  included  ‘item description’, ‘time association’ and  ‘event  logging’. Coad et al. (1999)  later 
adopted the term archetype to  indicate “a  form  from which all classes of the same kind more or  less 
follow” (p.3). Design patterns finally became a mainstream architectural technique thanks to Gamma et 
al. (1995) who systematically compiled a catalogue of over 20 design patterns.  
Subsequently patterns were  introduced by Hay  (1996)  to  represent  generic  data  structures  typically 
used to model the information requirements of business organizations. Similarly to Hay, Fowler (1997) 
defined  a  set of  analysis patterns with  the  intention of  reflecting  “conceptual  structures of business 
processes  rather  than  actual  software  implementations”  (p.xv).  The works  of  both  Hay  and  Fowler 
mainly  focused on  structural patterns  (data/information). Some process patterns can be  identified  in 
Fowler,  but  these  remain  underdeveloped.  Furthermore  Fowler’s work  tends  to  be  directed  toward 
software designers. As  a  result his  analysis patterns  in many  areas  refer more  to  software  artefacts 
rather than to generic business domain structures and behaviour. 
Eriksson and Penker (2000)  later developed a set of business patterns, which came closer to a generic 
representation of organizational  structures  and processes. Although  these patterns  like  the previous 









languages.  However,  as  Thom  et  al.  (2007)  justly  point  out,  these  workflow  patterns  are  relevant 
toward  the  implementation  of  workflow  management  systems  rather  than  identifying  business 
activities  that  a modeller  can  consider  repeatedly  in  different  process models.  In  fact  the workflow 
patterns of van der Aalst et al. (2003) (2000) are patterns of reusable control structures (for example, 
sequence,  choice  and  parallelism)  rather  than  patterns  of  reusable  business  processes  subject  to 




be  identified.  In  the  patterns  literature  the way  in which  patterns  are  discovered  is  not  clear.  The 
literature states that patterns derive  from experience and that a model constitutes a pattern  if  it has 
been  used  in multiple  instances  to  resolve  the  same  type of  problem. Within  the  business  domain, 
knowledge and experience tends to be dispersed among diverse and numerous sources  (e.g., people, 
documents,  legacy applications, designs and data, etc.). Often such knowledge  is  implicit and/or even 
informal and business behaviour is not just designed, but is in good part emergent. 
With more and more researchers and practitioners recognizing the importance of reusability in business 
process modelling  (Di  Duo,  2007),  it  is  essential  to  explore  new  viable  solutions  that  can  provide 







This  paper  proposes  a methodological  framework  for  the  semantic  discovery  and  reuse  of  business 
process patterns. Patterns are initially discovered from legacy sources and then applied during business 
modelling. The  framework  is based on a dual  lifecycle model as proposed by  the domain engineering 
literature  (Prieto‐Daz,  1990).  This model  defines  two  interrelated  lifecycles  (Figure  1):  (1)  a  lifecycle 
aimed at generating business process patterns and (2) a  lifecycle aimed at producing business process 
models.  To model  an  organization  in  terms  of  its  information  rather  than  simply  the  data  flowing 
through  it requires understanding of the meaning of that  information,  its semantics. Semantics play a 
key role in this framework and are modelled through ontologies. While ontologies are used to represent 












observations,  etc.), which  provides  confirmation  of  the  existence  of  certain  behaviour  and  types  of 
behaviour  in  an organization. For example,  from organizational documentation of a bank  a modeller 
may elicit behaviour corresponding to the withdrawal of money from an account. This behaviour can be 
detailed into a series of steps that lead to a certain outcome (e.g., an account being debited). 








types which  have  been  previously  and  demonstrably  adopted  by  organizations  and/or workflow 
systems can be modelled and become part of  the patterns  repository. Therefore, acquiring  legacy 
assets and organizing them in a repository is an essential initial step. 
• Segmentation of Legacy Assets (SLA): Before any type of semantic analysis of the  legacy assets can 




In  SA  business  process models  are  extracted  from  the  legacy  asset  fragments.  These models  are 
typical process flow diagrams such as UML activity diagrams or BPMN diagrams. The elements of the 








indicative.  An  organization  can  adopt  any  business modelling  process  it  prefers  but  such  a  process 
should  then  be  tailored  in  order  to  include  essential  reuse  activities  such  as matching  the  business 
requirements  specifications with existing business process patterns and adapting  such patterns  (e.g., 
through specialization) to the specific requirement. The SRL  is dependent on the SDL only  in terms of 
the patterns that are produced by the SDL. The two lifecycles are, for all other purposes, autonomous 
and  can  be  performed  by  different  organizations.  In  this  case  the  organization  performing  the  SDL 
would  be  specialized  in  the  management  and  supply  of  process  patterns,  while  its  clients  would 
consume the discovered patterns. The typical phases of the SRL are as follows:  




requirements  specifications  are  matched  against  existing  business  process  patterns  in  order  to 
identify patterns that can help to model and provide proven solutions to the requirements. 
• Pattern  Specialization:  The  patterns  selected  as  possible  template  solutions  to  the  specified 
requirements are  then adapted  to meet specific aspects of  the problem space represented by  the 
given requirements.  
• Model Production: Models are produced as a solution to the business requirements. 
• Model  Validation:  The models  are  validated  (tested)  against  the  business  requirements  until  the 





reuse    (SDR)  of  business  process  patterns.  The  framework  defines  a  dual  lifecycle model.  The  first 
lifecycle  is  aimed  at  deriving  business  process  patterns  from  legacy  content  through  the  use  of 
ontologies. The second  lifecycle  is aimed at business modelling and reuses the patterns defined  in the 
previous lifecycle.  
The  SDR  methodological  framework  overcomes  two  limitations  of  previous  research  on  business 
process patterns. Firstly, the workflow patterns defined by van der Aalst et al. (2003) model common 
control structures of workflow  languages are not aimed at modelling generic processes of a business 
domain  (like an  industrial  sector). Secondly,  the patterns  research  community  to date has dedicated 
limited attention to the process of patterns discovery. The unique features of the SDR methodological 
framework  are  its  dual  lifecycle model,  its  use  of  semantics  and  the  grounding  in  real world  legacy 
models and data to derive the patterns. This last point is of particular importance because it underlines 
the fact that the modelled patterns must be based on evidence of their actual existence. 
The work  presented  here  is  ongoing.  The  following  phases  of  our  research will  be  to:  (1)  continue 
discovering business process patterns  from  legacy  systems;  (2)  continually  test  the  existing patterns 
against legacy models and data and (3) define a maturity model of business process patterns based on 





















































Business  Process Management  (BPM)  in  recent  years  has  become  a  highest  priority  area  for most 
organizations.  Since  this  concept  is multidisciplinary,  success  in  this  endeavour  requires  considering 
different factors. A number of studies have been conducted to identify these factors; however, most are 
limited to the  introduction of high‐level factors or to the  identification of the means of success within 
only  a  specific  context.  This  paper  presents  a  holistic  framework  of  success  factors  as  well  as  the 
associated  means  for  achieving  success.  This  framework  introduces  nine  factors,  namely  culture, 
leadership, communication, Information Technology, strategic alignment, people, project management, 
performance  measurement  and  methodology.  Each  of  these  factors  are  characterized  further  by 
defining some sub‐constructs and under each sub construct  the means  for achieving success are also 






and Rosemann 2007). While Process orientation  is rising  in  importance,  it  is not a new concept. Many 
organizations  used  process‐oriented  transformation  for  organization  renovation  but  only  a  few 
organizations  that  could  completely  integrate business  functions,  to  form end‐to‐end processes,  and 
gain  efficiency  with  process‐based  activities  (Spanyi  2003).  Even  these  businesses,  have  found  the 
process of achieving this very challenging (Hammer 2007). Despite of high failure rates and criticisms, 
there is a common consensus that if business process management projects are implemented correctly 










of the role of  Information Technology  in the context of BPM project success. Very  limited exploratory 
analysis have been  reported  to understand    the underlying  reasons behind business process project 




Other  than  the  direct  BPM  success  studies,  BPM maturity  studies  have  emerged  in  recent  years  in 
relation to BPM progress. Different models which are  introduced by Hammer (2007), Curtis and Alden 
(2007) and de Bruin, Rosemann et al (2006) are some examples of such. These studies have attempted 
to  identify areas  in which the organizations need to develop capability to support BPM  initiatives. the 
link between the maturity of an organization and the success of BPM initiatives is clearly acceptable (de 
Bruin,  Rosemann  et  al.  2006;  Melenovsky  and  Sinur  2006),  However,  most  of  these  studies  are 
predominantly  focused  at  an  overarching  organizational  level  and  do  not  explain  factors  and  issues 
related to success at the level of individual projects.  
As presented  in  the  introduction, while  there  is no dearth  in BPM  success  studies,  limitations within 
these  are many.  A  single  coherent  framework  of  BPM  success  factors  that  is  (i)  generalised  yet  (ii) 
detailed enough, (iii) that can be easily adopted by future research, (iv) which also describes  ‘how’ to 




The  resulting  framework of  this study  is designed  to be applied within  individual BPM  initiatives as a 
normative  set of  guidelines  that will point  to  the essential elements  to pay  attention  to.  It will  also 
provide  prescriptive  guidelines  on  how  one  may  achieve  these  elements.    ‘Success’  is  a  complex 
phenomena (Seddon, Staples et al. 1999). Success in the context of this study is defined as the resulting 
status  of when  the  intended  goals  of  the  BPM  initiative  are met  to  a  satisfactory  level.  Following 
(Rockart 1979; Magal, Carr et al. 1988) success factors within the context of this research are defined as 
those key areas where ‘things must go right’ in order for the BPM initiative to proceed efficiently and be 









theories  (Meredith 1993; Seuring and Muller 2008). BPM  is a  relatively new emerging discipline with 
only  a  few dedicated BPM  resources. While BPM  Success has been published prior,  they have been 
scattered  across different disciplines  and  outlets  hence warranting  the need  to  conduct  a  literature 
review to consolidate such findings. Prior published  literature on BPM success was used as secondary 
data in this research.  A synthesised literature review using content analysis techniques was applied to 
extract, evaluate and  interpret  the data published on BPM success  factors,  to build  the BPM success 
factors framework.  
The resource collection procedures should be properly defined and delimitated (Mayring 2000). BPM is 
a multidisciplinary domain; with  its  key  concepts  incorporating organization, people,  and  technology 
tied with  the process  concept  (McCoy, Hill et al. 2008). Majority of past BPM  literature  is published 
under  general  Business  or  Information  Systems  literature. Hence,  databases  that were  dedicated  to 
these disciplines were used as the primary sources for extracting past literature Articles that have been 
published between 1990 and 2008 were investigated. The abstracts were then analysed in detail by the 
principle  researcher  to  extract  those papers  that were  relevant  to  this  researchA  second  researcher 





































it would  not  be  accepted  by  either managers  or  employees.  Since,    organization  culture  cannot  be 
changed in a short period of time (Grugulis and Wilkinson 2002), therefore its characteristics should be 
seen  as predecessors  for  success BPM project.  In  fact,  some  cultural  characteristics  in organizations 





o Business  planning  has  been  propagated  in  the  organization  and  all  the  stakeholders  were 
informed. 
o There is a tendency of planning for future. 
















o There are  suitable procedures  to  find out and  solve political  issues among  the employees and 
managers. 
o Middle  managers  have  an  important  role  in  solving  the  issues  and  conflicts  among  the 
employees. 





















Existing  literature specifically  recognized  the vital  role of  leadership  in BPM efforts  (e.g. Ahadi  (2004) 
and Sutcliffe  (1999)); the role of leadership in driving, monitoring and controlling the activities related 
to  the  change  is very  important. Hammer and Champy  (1993)   mentioned obstacles  in  leadership as 
reason for most of the failures in business process changes. Elimination of the political issues between 
organizational frontiers, providing a suitable structure for compensations, solving the conflicts between 
managers  and  leading  IT  in  organizations  only will  take  place with  senior management  effort. High 
power  of  senior management  can make  an  effective  start  and  lead  implementation.  Leadership  is 
important  in  different  aspects  and  phases  of  implementation  and  some  of  its  affects  have  been 
mentioned  widely  in  different  research.  Leadership  in  a  BPM  Success  context  can  be  further 






















o Management should have an estimation of approximate budget and  resources  that  the project 
needs and be ready to provide this. 




o Management  team  should  share  their  viewpoints  and  expectations  with  the  implementation 
team. 












o Management  team  should  have  a  thorough  understanding  and  agreement  about  the  target 
outcomes of the BPM initiative(s). 
o Management  team  should  have  a  thorough  understanding  about  the  role  of  BPM  in  their 
business strategies. 
3.3 Communication 
The  result  of  the  McKinsey  survey  in  the  change  management  area  shows  that  the  successful 
organizations have focused on the clear and comprehensive communication (McKinseyQuarterley 2006; 
2008).  Communication  refers  to  the  interaction  between  different  people  in  different  levels  and 
different  functional  departments,  which  can  be  conducted  by  activities  such  as  providing  an 
environment  for  exchanging  ideas; holding open meetings,  and  using different media  to  collect  and 
distribute  information.  Suitable  communication  in  organizations,  not  only  provides  a  suitable 
environment  for  implementing  the  project  but  it  also  facilitate  the  deployment  of  the  project.  In 
addition,  by  effective  communication,  the  fears  and  insecurities  of  employees  (which  is  often  the 
reason of their resistance and unwillingness to change), will be cleared (Sockalingam and Doswell 1996). 
The importance of communication in different phases of the BPM project has been mentioned in prior 
studies. Communication can be described by  the  following  sub‐constructs, under each sub construct, 
means for achieving success have been mentioned: 
• Provide effective communication channels 
o An  adequate  plan  should  be  designed  for  delivering  a  suitable  communication  campaign 
throughout the organization. 
















o Communication  channels  should  be  provided  for  receiving  partners’,  suppliers’  and  other 
stakeholders’ viewpoints.  
o Management  team  should  share  their  viewpoints  and  expectations  with  the  implementation 
team. 
o Managers  and  implementation  team  should  have  clear  negotiation  about  the  new  process 
authorities and responsibilities. 
1354
o Communication  between  information  technology,  and  BPM  implementation  team  members 
should be made effectively. 









o Management  should  try  to  discover  the  reasons  of  employee  fear  by  brainstorming  and 
conducting open meetings. 





The  important  role of  IT  has been discussed by  the  early  founding  authors of BPM  (e.g   Davenport 
(1993)). It has been further discussed that the best use of IT would be in applying IT capabilities to make 
business  processes  more  effective,  rather  than  just  to  automate  the  processes  (Hammer  1990; 
Akhavan, Jafari et al. 2006). Different roles for IT in BPM projects have been mentioned; an enabler of 
the  business  process  change,  a  facilitator  during  the  designing  phase  and  an  implementer  in  the 
deployment phase (Al‐Mashari and Zairi 2000; Attaran 2004). Care must also be taken when applying IT, 
as  it can have a considerable negative effect  in business process  improvement and be an obstacle  for  

























h. making  good  communication  between  and  within  employees  and  stakeholders  (e.g. 
suppliers, distributers, partners etc.), and 
i. evaluating employees` performance. 




























Methodology  is  an  organized  collection  of  the  procedures,  techniques  and  tools  which  has  been 
developed for addressing the life cycle of one project to lead to its objective and decrease the problems 
and  difficulties  (Valiris  and  Glykas  1999;  Al‐Mashari  and  Zairi  2000).  Different  methodologies  for 
supporting  the business process projects have been developed  (Mansar, Marir et al. 2003). However 





























Lack of  suitable project management  is one of  the  important problems  that organizations  are  faced 
during the project  implementation. Project should  include a detailed scheduling with clear milestones 
(Sarker and Lee 1999). Resource management is another essential part of the project. Resources include 
financial  resources,  technical  resources,  human  resources  (Wells  2000).    Role  of  the  different 
stakeholders  in  the  project  should  be  identified.  Risk management  also  is  an  integrated  part  of  the 
managing the project (Shin and Jemella 2002; Khong and Richardson 2003). Due to the  importance of 
process change  in a BPM project  implementation, occasionally project management disciples are not 






































o Different  plans  such  as  implementation  schedule  and  IT  development  schedule  should  be 
coordinated to each other adequately. 
3.7 Strategic alignment 
Strategic  alignment of BPM  is defined  as  “the  continual  tight  linkage of organisational priorities  and 
enterprise processes enabling the achievement of business goals” (de Bruin and Rosemann 2006, p.3). If 
business  process management  goals  are  established  based  on  the  strategic  direction,  it would  help 
organizations  to achieve  long‐term benefits  (O`Neill and Sohal 1998).  In  fact, BPM  in  this way can be 
seen as a tool for execution the strategy (de Bruin and Rosemann 2006). Different researchers indicate 
the  role  of  alignment  between  business  objectives  and  the  goal  of  the  BPM  efforts  as  an  essential 
element  for  the  success  of  projects.  As  de  Bruin  (2006,  p.  1) mentioned  “Despite  this wide‐spread 
support,  little  is known about how  the  strategic alignment of BPM  can be actually operationalised.”. 
Strategic  alignment  is  characterised  further  by  following  sub  constructs  and  means  for  achieving 
success have been mentioned under each sub construct: 
• Discover process opportunities  





























The  people  in  BPM  context  refers  to  the  individuals  and  groups  in  the  organization  that  will  be 
influenced  by  BPM  effort.  People  are  one  of  the most  important  elements  in  the  business  process 
change since processes should be conducted by people in organization. If people were not encouraged 
and would  not  agree with  the  change,  then  resistance would  emerge  (Paper  and  Chang  2005).  In 
addition,  the  reason  of  the  resistance  can  underlie  the  lack  of  trust  towards  the  organization  and 
managers, fear of the loosing jobs or etc. (Attaran 1999). Change resistance can influence the failure of 
the  BPM  project.  Based  on  the  process‐oriented  concept,  peoples’  attitudes  in  organization  should 
change and they should learn how to work across functional boundaries and accept the responsibilities. 






















b. being  involved  in  some of  the activities  such as process mapping  that  relate  to  their daily 
duties. 
























o Effective training and education should be provided  for different  levels  in the organization  (e.g. 
managers, implementation team and employees). 











o Necessary  skills needed  to perform  their new  job  responsibilities  in new processes,  should be 
provided to the employees.  
o Management  should  have  commitment  to  training  by  providing  suitable  resources  and 
encouraging employees to participate. 






Performance measure  refers  to  the measurement of  the processes, project and people performance. 




of adequate performance measurement  systems  for employees, which  should  include  incentives and 
rewards which are compatible with process oriented concepts in the organization (Kettinger, Teng et al. 
1997; Al‐Mashari and Zairi 1999; Wells 2000; Paper and Chang 2005). Evidence of  the  importance of 
performance measurement  to  the  practice  of  BPM  has  been  provided  by  a  number  of  researchers. 





o Performance  measures  should  consider  the  benefits  to  all  stakeholders;  employees, 
management, and customers. 

















o In measuring  the  improvement of organizational performance, different dimensions  (e.g.  time, 
quality, service, cost, speed, efficiency) should be considered. 
• Revise reward and motivation systems 














to  identifying and reporting only a  list of high‐level  factors. The  few studies that discussed underlying 
reasons behind BPM project  failures  and  the  actual  requirements  for  achieving  success, were either 
limited  within  the  bounds  of  a  chosen  context,  or  limited  to  investigating  selected  factors.    The 
objective of this study was to identify a holistic view of Success Factors and more importantly, means of 
achieving  them  would  significantly  support  practitioners  involved  in  BPM  initiatives.  This  paper 
presented  a  framework,  which  included  nine  different  Success  Factors  related  to  BPM  project 
implementation  based  on  a  comprehensive  literature  analysis.  It  showed  each  factor  to  be 
characterized  by  some  sub  constructs,  and  eventually,  introduced  the  means  related  to  each  sub 




be  utilized  in  further  research  on  BPM  implementation methodologies,  as  well  as  in  studying  the 
success of the implementation of other organizational initiatives. 
While this work  is the first attempt to bring together all past BPM success  factors studies  in a holistic 
manner,  the  authors  acknowledge  the  limitations  of  the  findings  presented  herein.  This  study was 









also organization  characteristics will  affect  the project  implementation  (i.e.,  size, management  style, 
organizational sector, industry type). Projects with these varying characteristics could require different 
success  factors  to  different  extents,  depending  on  the  different  project  lifecycle  phases  they  pass 
through. Thus, this framework can be extended with further analysis on how these factors and means 








































































































































The  study  on  the  links  between  strategy,  structure  and  performance  has  been  for  long  time  a 
fundamental and highly important research topic for the management researchers and practitioners. In 
this direction this paper presents a  ‘holistic’ empirical  investigation of the whole network of relations 
between  business  strategy  (at  a  first  level),  information  and  communication  technologies  (ICT) 
investment, non‐ICT  investment  and BPR  (at  a  second  level),  and  finally business performance  (at  a 
third  level).  It  is based on  firm‐level data  from 271 Greek  firms, which are used  for  the estimation of 
structural  equation models  (SEM)  connecting  the  above  variables,  theoretically  based  on  the  Cobb‐
Douglas Production Function. It is concluded that none of the three generic business strategies defined 
by M.  Porter  (cost  leadership,  differentiation  and  focus)  has  a  significant  effect  on  ICT  and  non‐ICT 
investment; on the contrary, particular strategic choices (differentiation and focus strategy) have been 




investment,  indicating  an  important difference between  these  two  types of  capital  investment  as  to 
their relation with process change. 
Keywords:  Enterprise  Information  Systems  (IS),  Information  and  Communication  Technologies  (ICT) 




fundamental  and  important  research  topic.  Understanding  the  structural  adaptations  caused  by 
different strategies and their impact on business performance is of critical importance for the successful 
implementation of  these  strategies. For  this  reason  since  the  initial  study of Chandler  (1962) on  this 
topic there has been extensive literature investigating how various strategies affect various elements of 
firm’s  structure,  and  what  is  the  impact  on  business  performance  (e.g. Miller  1988,  Jennings  and 
Seaman 1994, Vorhies and Morgan 2003, Rhee and Mehra 2006).  In the same direction the Structural 
Contingency Theory  (Donaldson 2001) posits  that organizational effectiveness  results  from  fitting  the 
structure of a firm to some important contingencies, one of them being firm strategy. Also, Porter (1980 







In  this  direction  this  paper  presents  an  empirical  investigation  of  the  relations  between  business 
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strategy, information and communication technologies (ICT) and business process reengineering (BPR), 
both of  them being  important elements of  the  structure of modern enterprises, and  finally business 
performance.  It  aims  at  providing  an  understanding  on  how  business  strategy  affects  business 
performance  through  the  two  fundamental  and  interrelated  new  structural  elements  of  modern 
economy,  ICT and BPR. Enterprises today make big  investments for developing complex  IS  in order to 
support and  improve  their processes and  functions. Also,  there  is a  renewed  interest  in BPR, mainly 
enabled by  ICT, which  is  reflected  in  the  results of a  recent  survey of  the key  IS management  issues 
conducted by the Society  for  Information Management  (SIM) of USA  (www.simnet.org),  in which BPR 
has  been  ranked  as  the  fifth  most  important  issue  that  IS  managers  face  (Luftman  et  al  2006). 
Furthermore, our study investigates, for comparison purposes, the same issues for ‘non‐ICT’ investment 
(in ‘regular capital’, such as production equipment, physical structures, etc.) as well, which ‐ despite the 
growing  investment  of  firms  in  ICT  ‐  constitutes  (in most  sectors)  the  biggest  part  of  firms’  total 
investment.  This  allows  a  comparison with  ICT  investment  in  the  above  respect,  in order  to  identify 
similarities and differences between these two types of capital investment. 
Previous  empirical  literature  (reviewed  in  the  following  section  2)  has mainly  examined  small  parts 
(subsets)  of  the  above  network  of  relations.  In  particular,  it  has  focused  on  the  impact  of  ICT 
investment,  non‐ICT  investment  and  BPR  on  business  performance  (e.g. Guimaraes  and  Bond  1996, 
Brynjolfsson and Hitt 1996, Arvanitis 2005, Altinkemer et al 2007). Also, there is considerable literature 
dealing with the relation between ICT and BPR, emphasizing mainly through theoretical arguments the 
innovative  potential  of  ICTs  as  catalysts  and  enablers  of  big  improvements  of  existing  business 
processes, which, in turn, can result in high levels of performance improvements (e.g. Brynjolfsson and 
Hitt  1996,  Brynjolfsson  and  Hitt  2000,  Bresnahan  et  al  2002);  this  literature  argues  that  the main 
mechanism of business value creation from ICT will be not the simple automation of existing business 
processes,  but  the  ICT‐enabled  change  and  improvement  of  them, which  can  result  in  big  business 








The  empirical  investigation  presented  in  this  paper  attempts  to  fill  those  research  gaps.  Its  main 
contributions are: 
‐ It empirically  investigates the whole network of relations between business strategy (at a first  level), 
ICT  investment, BPR and non‐ICT  investment  (at a second  level) and business performance  (at a third 
level), using a common dataset. 









In  the  following  section  2  a  brief  review  of  relevant  literature  is  presented.  Then  in  section  3  the 
research hypotheses are  formulated, while  in section 4 method and data of  this study are described. 
The results of the estimation of structural equation models  (SEM) connecting the above variables are 
1366




above network of relations,  focusing mainly on the  impact of the  ICT  investment, non‐ICT  investment 
and BPR on business performance. In particular, the relationship between ICT investment and business 
performance  has  been  a major  and  highly  debated  research  topic  for more  than  two  decades.  The 
earlier  empirical  studies  on  this  topic, which were  conducted  during  the  80s  and  90s,  failed  to  find 
evidence  of  a  positive  association  between  ICT  investment  and  business  performance  (Roach  1987, 
Strassman 1997, Brynjolfsson 1993) (ICT Productivity Paradox). However, subsequent empirical studies 
have found considerable evidence of positive impact of ICT investment on various measures of business 
performance  (Brynjolfsson  and Hitt  1996,  Stolarick  1999, Devaraj  and  Kohli,  2000, Wan  et  al  2007), 
reflecting  firms’ gradual  learning on how  to exploit  ICT and make  the  required process adjustments. 
Many  of  these  studies  have  also  investigated  the  impact  of  non‐ICT  investment  on  business 
performance and found considerable evidence of its positive impact on business performance.  
Also,  there  have  been  several  empirical  studies  that  dealt  with  the  effect  of  BPR  on  business 




Some  other  studies  analyse  the  innovative  potential  of  ICT  as  catalysts  and  enablers  of  big 
improvements  of  existing  business  processes,  which  can  result  in  significant  performance 
improvements (e.g. Brynjolfsson & Hitt 1996, Bresnahan et al 2002).  In this direction Brynjolfsson and 
Hitt  (2000)  argue  that  the most  useful  aspect  of  ICTs  is  that  they  are  catalysts  and  enablers  of  big 
improvements of existing business processes and work practices, which, in turn, lead to very high levels 
of benefits;  for this reason they expect that the main mechanism of business value creation  from  ICT 
will  be  not  the  simple  automation  of  existing  business  processes,  but  the  IT‐enabled  change  and 
improvement of them, which can result in quite big business benefits. However, despite the theoretical 
arguments of this literature concerning the mediating effect of BPR on the relationship between ICT and 
business performance, there  is only a very small number of empirical  investigations of  it (Grover et al 
1998, Albadvi et al 2007). Additionally,  these  few empirical  studies have  some  important  limitations: 
they are not based on  theoretically  sound models, omitting  thus  important  variables, use  subjective 
measures of business performance  (usually perceptions of management) as dependent variables, and 
measure  the extent of BPR  in a very  simplistic way  through only one  item, even  though  it  is a quite 
abstract and multidimensional concept. 
On the other hand there  is a  lack of empirical  investigations on the effect of business strategy on  ICT 
investment and BPR. Another notable gap of previous literature is the lack of empirical investigations of 
the  above  issues  for  non‐ICT  investment  (i.e.  investment  in  ‘regular  capital’,  such  as  mechanical 
production equipment, physical structures, etc.), which would allow comparisons to be made with  ICT 
investment  in  this  respect.  Previous  literature  has  identified  fundamental  differences  between  ICT 
capital and non‐ICT (regular) capital (e.g. Bresnahan and Trajtenberg 1995, Melville et al 2007, etc.): ICT 
capital  is  a  ‘general  purpose  technology’,  highly  adaptable  and  flexible,  so  it  can  be  used  in many 
different ways and for many various purposes, and can be an enabler of important innovations; on the 
contrary, non‐ICT capital is not a general purpose technology, being much less flexible and adaptable to 
different uses, so  it can serve much  fewer  functions.  It  is therefore  interesting and useful to examine 
whether  the  above  fundamental  difference  between  ICT  capital  and  non‐ICT  capital  results  in 
differences between  ICT  and business performance  strategy, BPR  and business performance.  Finally, 
there is a lack of ‘holistic’ empirical investigations of the whole network of relations between business 


























The  second  set  of  research  hypotheses  concerns  the  relations  between  ICT  investment,  non‐ICT 
investment and BPR. As mentioned previously,  ICTs are  ‘general purpose’  technologies, which can be 
used for many different purposes and functions and can be easily adapted to new needs and processes, 
so  they  have  high  potential  for  enabling  important  innovations  (Bresnahan  and  Trajtenberg  1995, 
Melville et al 2007, etc.).  In  this direction, as described  in  the previous section,  there  is considerable 













ICT  investment,  BPR,  and  also  its  direct  effect  on  business  performance.  For  developing  those 
hypotheses we reviewed the existing strategy typologies and categorizations that have been proposed 
by researchers in the strategy domain (a review of them is provided by Langfield‐Smith (1997); the two 
most widely  known and broadly used are  the ones developed by Miles and  Snow  (1978) and Porter 
(1980 and 1985).  For the present study we adopted Porter’s strategy typology (Porter 1980 and 1985), 
which is a highly mature one and has been extensively used in the past both in research (e.g. Chenhall 
and  Langefield‐Smith  1988,  Govindarajan  and  Fisher  1990,  Jordan  et  al  1998,  Jermias,  2008)  and 
management/consulting practice. Porter (1980, 1985) proposed three generic business strategies: cost 
leadership, differentiation, and focus. A cost leadership strategy focuses on gaining a low‐cost position 
relative  to  competitors  through  the  construction  of  efficient‐scale  facilities,  the  achievement  of 








al  1995, Mattson  et  al  2000,  Luftman  2000,  Cragg  et  al  2002)  emphasizes  that  all  three  business 
strategies proposed by Porter, in order to be successful, require support by appropriate ICT and non‐ICT 




hand,  a  differentiation  strategy  requires  IS oriented  towards  achieving  the quality  features of  firms’ 
products and  services  that have been  chosen as  the basis of  the differentiation, as well as designing 
better products  and  services. A  focus  strategy, which  aims  at  focusing products  and  services  to  the 
needs of one or more customer groups, requires IS oriented towards analysing the particular needs of 
these  groups,  and  the  design  and  production  of  appropriate  products  and  services  for  them. We 
therefore  expect  that  higher  extent  of  implementing  any  of  these  three  strategies will  necessitate 






Hypothesis 8: The extent of  implementing a  focus strategy has a positive and significant effect on  ICT 
Investment.  








appropriate adaptations of  firm’s business processes, which are different  for each  strategy. Relevant 
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literature  (e.g. Hammer  and Champy 1993, Davenport 1993, Altinkemer et al 1998, Al Mashari et  al 
2001, Wu 2002) states clearly  that BPR can have objectives  related either  to cost  leadership strategy 
(e.g. cost reduction) or to differentiation strategy (e.g. improving customer service and satisfaction), so 
it  can  be  adopted  as  part  of  either  of  these  strategies.  Terziofski  et  al  (2003)  from  an  empirical 
investigation  in  the  financial  sector  found  that  focusing BPR  in  customer‐related processes  results  in 



















The data we used  for  this empirical  study were collected  through a  survey among Greek companies, 







sent  by mail  to  the managing  directors  of  the  304  firms  of  the  first  sample;  one month  later  the 
recipients who had not responded were contacted by phone again and reminded of the questionnaire; 
firms that refused to participate were replaced by ‘similar’ ones (i.e. of the same size and industry class) 
from  the  second  sample  and  then  (in  case  it  is  exhausted)  from  the  third  sample.  In  this way we 
managed  to  have  a  balanced  sample  concerning  company  size  and  industry.  Finally  we  received 
complete questionnaires from 271 companies (88 small, 105 medium and 78 large ones).  
We also examined whether there is non‐response bias. According to the relevant literature (Armstrong 
and Overton; 1977; Chapman, 1992) a practically  feasible and reliable method  for  that  is  to compare 
variables’ means  of  the  early  respondents with  the  ones  of  the  late  respondents;  if  there  are  not 
statistically significant differences, then it is highly likely that non‐response bias does not exist. Adopting 
this  approach we  divided  the  answered  questionnaires we  received  into  two  groups:  the  ones we 
received within the first month (first group), and the ones we received  later (second group). Then we 




The  basic  theoretical  foundation  of  this  study  is  the  Cobb‐Douglas  Production  Function  (Nicholson, 
1998).  It posits  that  firm output  in a given  time period  is an exponential  function of  the  capital and 
labour employed in this period; in particular, we used an extended form of it, which divides capital into 
computer capital (ICT) and non‐computer capital (non‐ICT):  
3210 ββββ CKKLe=VA  (4.1) 
where  yearly  firm  value  added  (VA),  being  equal  to  yearly  sales  revenue minus  yearly  expenses  for 
buying materials  and  services,  is  regarded  as  the dependent  variable  and  the  fundamental business 
performance measure, while the  independent variables are the yearly  labour expenses L, the value of 
the non‐computer  capital K and  the value of  the  computer  capital CK. By  log‐transforming  (4.1) and 
adding the  ‘stochastic disturbance’ term tu , which models characteristics of strategy and management 
of each particular firm that affect the value added production, we obtain the following linear form  
tuCKβ+Kβ+Lβ+β=VA +)(ln)(ln)(lnln 3210  (4.2) 
By  dividing  both  sides  of  (4.2)  by  the  number  of  firm  employees  (N)  we  can  infer  that  the  log‐
transformed value added per employee  (labour productivity) of a  firm  is a  linear  function of  the  log‐
transformed value of its ICT capital, the log‐transformed value of its non‐ICT capital and also its strategy 
and management (including BPR). We used this as the theoretical foundation of the research model of 





transformed value of  firm’s  ICT equipment  (hardware, software and networks) per employee and the 
log‐transformed  value of  firms’ non‐ICT  assets  (=  value of  assets minus  value of  ICT equipment) per 
employee respectively. The corresponding questions of the survey questionnaire are shown in Appendix 
A.  
Since  the extent of BPR  constitutes a more abstract and multidimensional  concept, which  cannot be 
measured by one single variable, we decided to measure it as a multi‐item reflective construct, using a 
nine‐item  scale  developed  through  extensive  review  of  the  relevant  BPR  literature  (Hammer  1990, 
Davenport 1990, Hammer & Champy 1993, Davenport 1993, Davenport and Nohria 1994, Martinsons 









to the extent of  implementing a strategy of cost  leadership, a strategy of differentiation, and a  focus 




Initially  the BPR construct was  tested  in  terms of validity and  reliability  in all  the  three hypothesized 
models  using  the methods  proposed  by  the  relevant  statistical  literature.  In particular, we  assessed 
convergent  validity,  which  is  the most  important  dimension  of  construct  validity  according  to  the 
relevant literature (Straub et al 2004). Convergent validity requires that  items that have been selected 
as reflecting a construct show statistically significant and high correlations with one another as well as 




Item  Cost Lead.  Differentiation  Focus 
BPR_1  .753  .754  .756 
BPR_2  .683  .683  .683 
BPR_3  .773  .773  .775 
BPR_4  .698  .695  .693 
BPR_5  .717  .717  .718 
BPR_6  .810  .810  .811 
BPR_7  .725  .726  .724 
BPR_8  .700  .701  .697 
BPR_9  .666  .666  .664 
Table 1.        Item loadings of the BPR construct in the three models. 










BPR  Chi‐square  NFI RFI IFI TLI CFI  RMSEA
Cost Lead.   84.35  .947 .921 .979 .969 .979  .047
Differentiation  91.30  .943 .915 .975 .963 .975  .052
Focus  85.60  .947 .922 .979 .969 .979  .048
Table 2.       Model fit indices for the three structural equation models 
Having confirmed BPR construct validity and reliability, and also acceptable fit for all three models, we 













with  the effect of  ICT  investment being  the highest  (standardised coefficient 0.300, versus 0.119 and 
0.115  for non‐ICT  investment and BPR  respectively). Concerning  the  relations between  these  internal 
factors, we can see that ICT investment has a statistically significant positive effect on the extent of BPR, 
so  hypothesis  4  is  supported;  on  the  contrary  non‐ICT  investment  does  not  have  a  statistically 
significant effect on the extent of BPR, so hypothesis 5  is not supported  (both conclusions agree with 
our  initial  expectations  which  are  mentioned  in  section  3).  This  conclusion  reveals  an  important 
difference between the two types of investment as to their relation with business process change: ICT 
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investment,  being  a  general  purpose  technology  with  high  adaptability  and  flexibility,  drives  and 
facilitates BPR, while this does not happen with non‐ICT  investment, since  it  is not a general purpose 
technology  and  has much  lower  adaptability  and  flexibity.  This  leads  us  to  the  conlusion  that  ICT 
investment has not only a direct effect on business performance, but also an indirect one through BPR, 
therefore BPR ‘partially mediates’ (according to the terminology of Venkatraman, 1989) the relationship 
between  ICT  investment and business performance;  this  finding  is  in agreement with the ones of  the 
two empirical studies that have been conducted on this topic (Grover et al 1998, Albadvi et al 2007). 
Concerning the effects of strategy, we can see that none of the three examined business strategies (cost 
leadership,  differentiation,  focus)  has  a  statistically  significant  effect  on  ICT  investment  or  non‐ICT 
investment, so hypotheses 6 to 11 are not supported. However, business strategy seems to affect more 
the extent of BPR;  in particular, while the extent of  implementing a  low‐cost strategy does not have a 






firms’  products  and  services  that  have  been  chosen  as  the  basis  of  the  differentiation.  Also,  the 
adoption  of  a  focus  strategy  drives  a medium  to  large  extent  of  reengineering  of  existing  business 
processes, oriented mainly  towards  increasing  firm’s capabilities  for analysing and understanding  the 
particular needs of  the  targeted market  segments, and also  for designing and producing appropriate 
specialised products and services for them. 
Also, we  can  see  that only  the extent of  implementing  a  focus  strategy has  a  statistically  significant 
direct positive effect on business performance, so hypothesis 17 is supported, while hypotheses 15 and 
16  are  not.  The  above  findings  indicate  that  the  positive  effect  of  implementing  a  differentiation 
strategy on business performance  is  completely mediated by  the BPR  it drives.  This means  that  the 
improvement of business performance a  result of a differentiation strategy  is mainly due  to  the  ‘soft 






and  produce  specialised  products  and  services  for  them,  and  to  some  extent  through  other 
mechanisms; again  it  is not due  to  ‘hard actions’ of acquiring more  ICT capital or non‐ICT capital per 
employee. Finally, the  implementation of cost  leadership strategy does not affect  ICT capital, non‐ICT 
capital or BPR, and finally does not improve business performance.     
6 CONCLUSIONS AND DISCUSSION 
Management  researchers  and practitioners have been  for  long  time  interested  in understanding  the 
structural  adaptations  and  transformations  that  enterprises  make  as  a  result  of  their  strategic 
orientations  and  their  impact  on  business  performance.  In  this  direction  the  present  study  has 
presented an empirical investigation of the whole network of relations between business strategy (at a 
first  level),  ICT  investment, BPR  (both of  them being  important elements of  the  structure of modern 
enterprises) and non‐ICT investment (at a second level) and business performance (at a third level). It is 
theoretically  founded  on  the  Cobb‐Douglas  Production  Function  and  uses  objective  measures  of 
business performance and  ICT and non‐ICT  investment. For  the  reliable measurement of  the abstract 






ICT or  in non‐ICT  assets. This means  that  firms  seem not  to  implement  their  strategy  through  ‘hard 




quality  features  of  firms’  products  and  services  that  have  been  chosen  as  the  basis  of  the 
differentiation.  Similarly  a  focus  strategy  necessitates  adaptation  of  business  processes  oriented 





all positive  impact on business performance,  findings  that  are  consistent with  the  existing  literature 
(Brynjolfsson & Hitt 1996, Arvanitis 2005, Bresnahan et al 2002). ICT investment has a positive effect on 
BPR,  but  this  does  not  happen  with  non‐ICT  investment.  Thus,  the  relationship  between  ICT  and 
business performance is partially mediated by BPR, but this does not hold for the relationship between 
non‐ICT investment and business performance. These results indicate an important difference between 
these  two  types of  investment:  ICT assets are much more closely associated with business processes 
(supporting  and  influencing  them  significantly)  in  comparison  with  non‐ICT  assets  (e.g.  production 
machinery, buildings, etc.), which are less associated with business processes, so they do not influence 
them significantly. Furthermore, while ICT are ‘general purpose’ technologies, non‐ICT assets are not, so 
they  can  serve much  fewer  functions,  and  are much  less  flexible  and  adaptable  to different uses  in 
comparison with  ICT;  for  this  reason  they  have  a much  lower  potential  for  facilitating  and  enabling 







size. Culturally  it  is  characterised by higher Uncertainty Avoidance  Index  (UAI) values  than  the other 
European countries and USA according to Geert Hofstede’s website (http://www.geert‐hofstede.com/), 
which might  affect negatively  the  attitudes  towards  ICT  investment  and BPR.  Therefore  it would be 
useful to conduct similar empirical studies in other national contexts as well. A second limitation is that 
this  study  uses  only  one  business  performance  measure,  value  added  per  employee  (labour 
productivity); even though it  is a fundamental one, since  it incorporates the value of the products and 
services a firm produces, the value of the materials and services it buys from external suppliers and also 



















































































































































‐ To what extent have you performed  the  following business process reengineering  (BPR) activities  in 
the last 5 years?  
 











BPR_4:  Simplification of processes        
BPR_5:  Improvement of processes        
BPR_6:  Abolition of processes       
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BPR_9:  Decrease of supervision and number of supervisors in some processes      
‐ To what extent does your firm follow a strategy of:  
  1 2 3  4  5 
Cost  Leadership       
Differentiation of your products/services from those of competitors      
































Modern  organizations  face  many  external  constraints  arising  from  an  external  environment 
characterized  by  various  economic,  political,  and  technology‐related  forces  that  reshape  business 
dynamics.  Many  authors  have  emphasized  that  information  technology  plays  a  critical  role  in 
maintaining  competitive  advantage  of  organizations.  Agile  Information  systems  are  among  the 
instruments  proposed  by  academics  and  practitioners  to  help  organizations  in managing  continuous 
change  and  overcoming  problems  induced  by  external  pressures.  Nevertheless,  building  an  agile 
information system ‐ able to support the continuously changing organizational processes – is a difficult 





agile  information  systems.  Despite  their  richness,  the  proposed  solutions  don’t  consider  the 
relationships between  information systems agility and  information systems governance.  In this paper, 
we propose a framework ‐ based on the city  landscape metaphor ‐ which  links enterprise architecture 
and information systems governance. 
Keywords: Agile  information system,  information city, Enterprise Architecture, Target  Information City 
Plan (TICP), TICP area, Information System Governance  
1 INTRODUCTION 
Modern  organizations  face  many  external  constraints  arising  from  an  external  environment 
characterized  by  various  economic,  political,  and  technology‐related  forces  that  reshape  business 
dynamics. The accelerated product lifecycles, reduced time‐to‐market, increased rate of change due to 
the  globalization  and  the deregulation of  economy,  and  the  increasing  volume of  information  to be 
processed are examples of  such  forces. The  today’s business environment of modern organization  is 
continuously  changing,  competitive,  demand  driven  and  highly  dynamic.  Many  authors  have 
emphasized  that  information  technology play  a  critical  role  in maintaining  competitive  advantage of 
organizations  (Toffolon 1996)  (Dewett et al. 2001)  (Lucas et al. 1994)  (Gurbaxani et al. 1991). These 
authors  have  analyzed  how  information  technology  (IT)  impacts  organizational  characteristics  and 
outcomes.  In  particular,  (Dewett  et  al.  2001)  stress  that  information  efficiencies  and  information 
synergies  are  among  the  main  performance  enhancing  benefits  of  IT  and  identify  five  main 
organizational outcomes of the application of IT that embody these benefits. Moreover, these authors 





organization model  (Leavitt  1963)  (Stohr  et  al.  1992)  to  demonstrate  that  IT  help  organizations  in 
reducing  the  impacts  of  the  external  environment  pressures.  In  other words,  organizations  survival 
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depend  on  the  efficiency  of  the  support  brought  by  IT  to  organizational  processes.  Therefore, 
organizations need sophisticated methods, approaches, and tools to solve the new challenges created 
by  environmental  constraints.  Agile  Information  systems  are  among  the  instruments  proposed  by 
academics  and  practitioners  to  help  organizations  in managing  continuous  change  and  overcoming 
problems  induced by external pressures. Nevertheless, building an agile  information system  ‐ able  to 
support the continuously changing organizational processes – is a difficult task notably because, in each 
organization,  information  system  is a  stack of applications developed using methods,  languages, and 
tools which correspond to different periods and technology eras. For  instance, an  information system 
may be composed of applications running  in mainframe environment, decision support systems based 
on  data  warehouses  and  datamarts,  and  web  applications  running  in  open  environments.  The 
heterogeneity of information systems makes difficult either the maintenance and evolution of existing 
applications or the development of new applications that must be integrated.  




of organization governance.  It  consists of  the  leadership and organizational  structures and processes 
that  ensure  that  the  organization's  information  system  sustains  and  extends  the  organization's 
strategies  and  objectives. Moreover,  information  system  governance  encompasses  the  full  range  of 
information system and  IT management activities.  In this paper, we propose a  framework  ‐ based on 
the city landscape metaphor ‐ which links enterprise architecture (Zachman 1987) (Zachman et al. 1992) 
(Kaisler et al. 2005) and  information systems governance.  In particular, our  framework describes how 
agile  information  systems  support  organizations  strategies  through  the  development  of  new 
applications or the evolution of existing ones. Let us note that despite enterprise architecture  is still a 
young  academic  research  area,  it  is  nowadays  a  well  established  discipline  in  IT  industry  and 
information  systems  field.  This  is  due  to  the  role  played  by  enterprise  architecture  in  helping 
organizations  to manage  change  and overcome  the problems  resulting  from building heterogeneous 
and  non‐integrated  information  systems  that  fail  to  support  organizational  processes. Our  paper  is 
organized  as  follows.  Section  2  presents  a  layered  model  of  enterprise  architecture  which  links 
information  systems  architecture  to  organization’s  strategy.  In  section  3, we  use  the  city  landscape 
metaphor  to model organization’s  information system as an  information city. Section 4 demonstrates 
how  the  information  city  model  contributes  to  information  system  governance.  In  section  5,  we 
illustrate  the  use  of  the  proposed  framework  as  an  instrument  of  information  systems  governance. 







et  al.  2005)  lists  two  definitions  of  enterprise  architecture  while  (Beznosov  1998)  provides  five 
definitions of this concept. In this paper, we define enterprise architecture as a holistic set of models of 
all the facets of an organization, intended to help it in change management in a flexible way. Therefore, 




The  discipline  of  enterprise  architecture  can  be  seen  to  include  the  analysis  of  he  current  (as  is) 
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organization’s  information  system  and  the  development  of  desired  future  the  organization’s 
information system ( target or to be), as well as the transformation plans to bridge the gap. The purpose 
of  enterprise  architecture  in  the  context  of  the  IT  environment  is  to  develop  and  manage  the 
organization’s  information system  in a way that supports the business strategy and aligns to business 
needs.  Enterprise  architecture  is  influenced  by  the  business  strategy  and  pressures  driving  an 
organization. The subsequent uses of such pressures  in gap analysis  lead to transformation plans and 
programs  of  work.  Enterprise  architecture  is  related  partly  to  technology  integration.  Besides, 
organizations  increasingly need  to build  an  enterprise‐wide  capability  to  leverage  technology  that  is 




Many  organizational  actors  ‐ with widely  varying  backgrounds,  interests,  goals,  points  of  view,  and 
responsibilities  ‐  are  involved  in  enterprise  architecture  definition  and  use.  In  order  to  avoid 




sufficiently address all business needs. These views will enable  the architect  to demonstrate how  the 
stakeholder’s concerns are being addressed  in the enterprise architecture. The set of views chosen to 
represent  a  system  is  variable,  a  good  set  of  view  must  be  complete  with  respect  either  to  the 
organizational actors concerned with this system, or to the multiplicity of information sources and their 
characteristics. That means that a good set of views of enterprise architecture must cover all concerns 
stakeholders  and  capture  different  information  pieces  related  enterprise  architecture.  The  multi‐
layered model of enterprise architecture proposed by  (Dakhli 2008)  is an example of a multi‐viewed 
model  which  represents  each  view  as  a  layer  and  describes  the  relationships  between  enterprise 
architecture  views.  This  model  relies  on  five  interacting  layers:  the  strategy  layer,  the  process 
architecture  layer,  the  functional architecture  (information  system architecture)  layer,  the applicative 




constraints  on  the  organization’s  components:  structure,  people,  production  technology,  tasks  and 
information technology (Leavitt 1963) (Stohr et al. 1992) (Toffolon 1996).  
The process  architecture  layer describes  the organizational processes  architecture  at  the  conceptual 
and the organizational levels. At the conceptual level, an organizational process are modeled as a nexus 
of  activities processing  and  exchanging  information.  The processes organizational  architecture  is  the 
projection  of  the  processes  conceptual  architecture  on  the  organization’s  context,  constraints,  and 
priorities. Therefore, the organizational level models organizational processes as nexuses of operational 
tasks carried out by organizational actors  in order  to contribute  to value creation. The organizational 
processes  architecture  is  updated  according  to  the  organizational  solutions  defined  by  the  strategic 
layer. 
The  functional  architecture  layer  describes  the  information  system  architecture  as  a  nexus  of 
informational entities and functions. An informational entity is a set of information chunks which define 
a concept used by the organizational actors while carrying out an organizational process. A function  is 
an  action  which  uses  and  transforms  at  least  one  informational  entity.  An  organizational  process 
manipulates  informational entities  through  the use of  functions. A  function may be considered as an 
aggregation on many  sub‐functions.  Functions may be used by many organizational processes.  Such 
functions  are  called  reusable  functions.  Informational  entities manipulated  by many  organizational 
processes are called  shared  information. Because of  the  invariant and  stable nature of  informational 
1382
entities  and  functions,  they are  independent of  the organizational  structure and  the  roles played by 
actors within  an  organization.  Architecture  of  an  organization’s  information  system  is  defined  as  a 
model  describing  the  organization’s  functions  and  informational  entities  as well  as  the  relationships 




information  flows  they exchange. An application  is a  set of  software  systems which  computerizes at 
least  partly  an  organizational  process.  So,  an  application  provides  a  software  support  to  the  value 
creation  behavior  of  organizational  actors.  Such  a  behavior  consists  in  carrying  out  organizational 
processes  activities  which  manipulate  informational  entities  through  functions  use.  An  application 
provides two categories of services: service‐to‐user and service‐to‐application. A service‐to‐user results 
from an  interaction between an end‐user and an application  in order  to help an organizational actor 
who  carries  out  a  set  of  operational  activities.  A  service‐to‐application  is  an  intermediate  service 
provided by an application to another applications while processing information. An application may be 
considered  as  a  dynamic  conjunction  of  a  set  of  organizational  process  activities with  informational 
entities  and  functions  in  order  to  contribute  to  products  and  services  production.  The  applicative 
architecture  layer  results  from  the  interaction between  the  functional  layer and  the business process 
layer which  supports  the problem and operation  spaces. The applicative architecture  layer delivers a 





or  the  architecture  of  an  existing  application which  is  enhanced  in  order  to  take  into  account  the 
modifications of an existing organizational process. Despite  the  richness of  the existing definitions of 
the software component concept, we propose in this paper a definition of this concept which refers to 
functions. Our definition states that a software component is an autonomous and homogeneous logical 
unit which  implements a  function  in order to provide a service either to end‐users or to other  logical 
units.  A  software  connector  is  an  autonomous  and  homogeneous  logical  unit  which  facilitates 
interactions  between  two  software  components.  A  software  solution  is  composed  of  reusable  and 
specific software components and connectors. A reusable software component  implements a function 
used by many organizational processes.  
Consequently,  the  software  solution  architecture  has  many  facets  associated  with  the  four  layers 
presented  above  (the  process  architecture  layer,  the  functional  architecture  layer,  the  applicative 
architecture  layer,  and  the  software  architecture  layer).  Each  facet  corresponds  to  an  architecture 
metamodel which describes the basic concepts characterizing this facet and their relationships. Finally, 
we not that the layered Model of Enterprise Architecture presented in this section is compliant with the 
software  global  model  framework  proposed  by  (Toffolon  et  al.  2002).  For  instance,  the  process 
architecture  layer corresponds  to  the problem space concept of  the software global model while  the 






The  information  city  framework  is  based  on  the  “city  planning”  or  “city  landscape” metaphor.  This 
metaphor is used by architects to communicate more effectively the nature and value of architecture by 
relating unseen enterprise architecture to  real‐world concepts that are well understood  (Sewell et al. 
2001).  (Noe 2000)  stresses  the  important  role of  this metaphor  in  scientific discovery notably when 
seeking a new framework. According to this author, when a scientist faces an  irregular case, the most 
effective way is to leverage a traditional concept or terminology as a metaphor to describe the case. A 
metaphor can be used  in various ways. On the one hand,  leveraging a metaphor  is helpful not only  in 
communication  between  architects  and  their  clients  but  also  to  find  some  missing  functions  or 
knowledge in the new field. On the other hand, the “city planning” metaphor may be employed to build 
approaches which deal with the architecture of the whole information system of an organization. Such 
approaches are based on  two analogies. Firstly,  they assume  that building  software  systems may be 
compared  to building houses.  Secondly,  they  compare organizations  information  systems  to modern 
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individual  persons who  live  in  the  cities  (houses,  private  gardens,…).  In  this  section we  present  the 
“information city” concept prior to illustrating it with the city plan instrument. 
3.1 The information city concept 
The  information  city  framework  proposed  in  this  paper  generalizes  the  use  of  the  “city  planning” 
metaphor by stating that – within a modern organization – an information system may be considered as 
a city where the inhabitants are the applications belonging to this information system. In this city, called 






between  software  and  building  construction  by  emphasizing  the  problem  of  information  system 
governance.  On  the  one  hand,  following  the  example  of  a  city,  the  relationships  between  the 
applications  which  populate  the  information  city  must  be  managed.  That  means  that  a  set  of 
architecture  principles  and  rules  has  to  be  specified  in  order  to  govern  exchanges  either  between 
application  belonging  to  an  information  system  or  between  such  applications  and  the  external 
environment  like  other  information  systems  or  end‐users.  On  the  other  hand,  the  vast  number  of 
application assets in combination with the natural expansion of the application portfolio as well as the 
increasing  complexity  of  the  overall  information  system,  drive  a  need  for  the  information  system 
governance. Therefore,  the  “information  city”  framework permit defining  architecture principles  and 
rules which help organizations prioritize, manage, and measure their information systems. 
3.2 The Information City Plan (ICP) 





business and  IT  strategy of  this organization. One of  the  central  concepts of  the  ICP  is  the desire  to 
eliminate the intricacy of the IT environments through the separation of concerns from the applications. 

































• Separate  in  the  front‐office  the  functions  related  to management of  the  communication network 
from  those  related  to management  of  the  relationships  with  the  organization’s  customers  and 
partners. 
The  first architecture principle  ‐ Determine  front‐office vs. back‐office  responsibilities –  identifies  the 




The  second  architecture  principle  ‐  Specialize  back‐office  regarding  the  organization’s  processes  – 
permits  identifying a “Business  Intelligence” area, a “Support area”, and at  least one business area. A 
“Policy and Claims area” is an example of a business area within an insurance company.  
The  third  architecture principle  ‐  Identify  the  components  common  to  the  front‐office  and  the back 
office –  refers  to either  the components  that  link  the  front‐office and  the back‐office or  the artifacts 
shared by  the back‐office and  the  front‐office. Application of  this principle  results  in  identifying  two 
areas:  an  “Integration  area”  and  a  “Shared  information  area”.  The  first  area  allows  exchanges  of 
informational flows and services between the back‐office and the front‐office applications. The second 
area contains information shared by all the applications of the organization’s information system as well 
as  the applications which manage  shared  information data. The customers and products  repositories 
are examples of information shared by all the applications of an organization’s information system. 




management of  the  informational  flows exchanged by an organization and  its external environment. 
This  area  describes  the  various  technology  channels  used  by  an  organization  while  exchanging 
information with external environment. The “Party Relationship area” supports the relationships linking 
an organization with its customers and partners whatever the communication channel.  





Let us note  that each area of  the  ICP  can be broken down  into more discrete areas of  functionality. 
Generally, an area is composed of districts and a district is a set of blocks. The following example (Figure 
4)  illustrates such decomposition  in the case of a Claims Management application within an  insurance 





In  this section, we highlight how  the  information city  framework can be used  to support  information 
systems  governance.  As  stressed  above,  information  systems  governance  consists  in  two  related 
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to  the  same  information  system  or  to  different  information  systems.  Secondly,  information  systems 
governance  provides  a  set  of  architecture  rules  and  principles  dedicated  to  the  management  of 
applications evolution. Taking into account these two aspects of governance is required to guarantee a 
high  level  of  agility  of  information  systems.  The  ICP  plays  an  important  role  in  the  governance  of 
information systems. At a high level, the ICP provides: 
• Increased alignment between business, information system, and IT. 













Moreover,  the  ICP  can  be  used  to  provide  a  common  and  shared  vision  of  the  current  and  target 
structures of the organization’s information system. The current structure of an information is system is 
obtained  through  the  description  of  the  functions  and  the  informational  entities  supported  by 
applications and the areas, districts and blocks containing them. The discrepancy between the current 
and  the  target  organization’s  information  system  results  from  architecture  principles  and  rules 
violation.  An  important  aspect  of  information  system  governance within  an  organization  consists  in 
carrying out a gap analysis and developing a roadmap to move from the current structure to the target 
structure  of  this  organization’s  information  system.  Two  instruments  are  derived  from  the  ICP  to 
describe the current and the target information system architectures: the current Information City Plan 
(CICP)  and  the  Target  Information City Plan  (TICP).  The CICP  is built prior  to  the  gap  analysis which 
identifies the main architecture problems of the current information system and proposes a roadmap to 
solve such problems and reach the TICP according to the organization’s constraints and priorities.  




rules  include  the  four principles  identified above while defining  the  ICP. A deeper analysis of  the  ICP 
results in additional architecture rules and principles. For instance, in order to guarantee weak coupling 




Furthermore,  specific  architecture  rules may  be  defined  to  govern  applications within  a  specific  ICP 





principle  and  explain  how  to  use  it. Architecture  principles  and  rules may  be  stored  in  a  repository 
called Architecture repository. This repository is composed of at least two parts. The first part describes 
architecture  principles  and  architecture  rules  common  to  all  the  ICP  areas. While  the  second  part 
describes architecture principles and rules specific to each ICP area.  







4. The existing Claim Management application  is composed of  the  following  software  systems: Claim 
processing,  Policy  processing,  Claims  dashboard,  Process  orchestration,  Data  exchange, 
Company/Customer  relationships  management,  Company/Partner  relationships  management.  We 
assume that the following architecture principles are applicable: 
• Principle  1:  Exchanges  of  services  and  informational  flows  between  applications  belonging  to 
different ICIP areas must take place through the Integration area.  
• Principle 2: Each application must be belong to only one district of an ICP area. 
• Principle  3:  Each  application  belong  to  the  area which  contains  the  functions  and  informational 
entities it implements 












The  Claim  Management  application  spreads  out  on  several  CICP  zones  and  thus  violates  the 
architecture principles 1, 2, and 3. Exchanges between the different software systems composing this 
application  take  place  according  to  point‐to‐point  connections  mode.  Therefore,  these  software 
systems  are  strongly  coupled  and  the  Claim Management  application  is  a  tangled mess  difficult  to 
maintain  or modify.  To  solve  this  problem,  the  Claim Management  application must  respect  all  the 
architecture rules and principles listed above in order to move from its current state associated with the 
CICP to its target state associated with the TICP. To respect the architecture principles listed above, the 
Claim Management  application must  split  into  five  applications:  Policy  processing, Claim  processing, 
Claims dashboard, Company/Customer relationships management, and Company/Partner relationships 
management.  Data  exchanges  between  applications  belonging  to  different  ICP  areas  and  Process 







This paper presents a  framework – called  information city – which provides a set of  instruments that 
may  help  organizations  in  carrying  out  effective  governance  of  their  information  systems.  Our 
framework  extends  existing  enterprise  architecture  frameworks  at  two  levels.  On  the  one  hand,  it 
provides  information  systems  architects with  a  structure  and  instruments  aimed  at  helping  them  in 
deriving architecture rules and principles. On the other hand, our work links enterprise architecture and 
information  systems  governance.  In  particular,  it  may  be  used  to  define  software  development, 
maintenance and evolution approaches which are compliant with enterprise architecture principles and 
rules.  Finally,  our  framework  may  be  used  to  define  effective  software  artifacts  reuse  within  an 
organization. 
The validation of this framework within an important French insurance company results in identification 
of many  research  directions  derived  either  from  problems  encountered  or  from  architectural  and 
governance related needs expressed by stakeholders. First of all, to evaluate the enterprise architecture 
of an organization, a maturity model of enterprise architecture has to be established. Such a model may 
allow either  intra‐comparison of  the architectural maturity of applications which belong  to  the  same 
information  system  or  inter‐comparison  of  the  whole  architectural  maturity  of  many  information 
systems.  Furthermore,  such  a  maturity  model  permits  defining  guidelines  and  practices  to  help 
organizations  in  enterprise  architecture  improvements  and  information  systems  governance.  This 
problem  is  associated with  a measure  problem.  Thus,  the  definition  of  a  set  of metrics  to  evaluate 
enterprise architecture within an organization  is another  important research direction. Finally, the use 


























































































a  challenge  for  practitioners. We  understand  CRM  as  a  complex  concept  that  includes  technology, 
strategy  and  philosophy.  In  this  research,  we  propose  an  analysis  of  CRM  organisational  dynamic 
capabilities. The main goal is to apply a dynamic capabilities perspective to analyse how companies can 
improve their CRM initiatives. In order to achieve this purpose, a qualitative, interpretative, case‐based 
research  strategy was  implemented. We  conducted a  case  study  in a Portuguese  telecommunication 
enterprise  for  one  year.  The  case  study  was  based  on  semi‐structured  interviews  and  document 
analysis. We used qualitative techniques to analyse the collected data and ground our interpretation in 







Customer  Relationship Management  (CRM)  has  been  adopted  by  companies  as  a  way  to  obtain  a 
competitive advantage and maintain a close relationship with customers (Payne 2006). The concept of 
Dynamic Capabilities has  received  rapid  recognition as a potential  source of achieving and  sustaining 
competitive advantage in organisations (Zahra et al. 2006, Eisenhardt & Martin 2000, Teece et al. 1997). 





Penrose’s  (1959)  research  we  can  observe  the  spirit  of  dynamic  capabilities:  new  combinations  of 
resources lead to innovation and economic value creation. Although the concept of dynamic capability 
has been criticised as tautological, endlessly recursive and non operational (Priem & Butler 2001), we 
follow  the  idea  of Makadok  (2001)  and  Bhatt  and  Grover  (2005)  who  claim  that  this  approach  is 
appropriate  for  the  analysis  of  organisational  initiative  related  to  customer  relationship.  Sustainable 





According  to  Payne  (2006,  p.22)  CRM  is  “a  strategic  approach  concerned  with  creating  improved 
shareholder  value  through  the  development  of  appropriate  relationship  with  key  customers  and 
customer  segments. CRM unites  the potential of  Information Technology  (IT) and  relation marketing 
strategies to deliver profitable,  long‐term relationships.” Payne (2006) argues that the most important 
CRM  feature  is  providing  enhanced  opportunities  to  use  data  and  information,  both  to  understand 
customers and  implement better  relationship marketing strategies. The  IT allows  the cross‐functional 





company. This paper  is organised  in five sections. Following this  introduction we present a theoretical 






CRM  initiative,  organisational  processes  are  being  constantly  thought  over  (Gibbert  et  al.  2002). 
According  to  Bohling  et  al.  (2006),  change management  is  crucial  for  achieving  success  in  a  CRM 
initiative.  
The  relationship  between  a  company  and  a  customer  can  be  considered  unique.  However  this 
relationship  can  be  influenced  by many  company‐customer  dyad  actions  held  over  time.  Cultivating 
each  relationship  with  a  customer  can  be  understood  as  an  organisational  dynamic  capability. 
Information  Technology  helps  organisations  conduct  relationships  with  customers.  Ciborra  (2002) 
proposed the term cultivation  in order to deal with technological infrastructure. This author highlights 
that  IT artefacts have a  life of their own and people must find ways to  live with them. Ciborra (2002) 




innovated,  protected,  and  can  maintain  an  organisational  resource  as  unique  and  relevant  in  a 
company. Many  of  these movements  of  resources  are  induced  by  the  external  environment  that  a 





be  looking  for  the  development  of  a  close,  long,  and  profitable  relationship  with  customers.  The 








There  is  an  important  link  between  dynamic  capabilities  and  organisational  processes.  Teece  et  al. 
(1997,  p.524)  argue  that  “dynamic  capability  is  resident  in  the  firm’s  organisational  processes”. 
According  to Maritan  (2007), dynamic  capabilities  are  about  changes,  and  organisations  use  various 
processes  (search  processes,  decision‐making  processes,  management  processes,  etc.)  in  order  to 
identify the need or opportunity for change.  
Plakoyiannaki  and  Tzokas  (2002)  proposed  a  list  of  CRM  critical  processes:  (a)  creating  a  corporate 
culture conducive  to customer orientation,  learning and  innovation;  (b) making customer value a key 
component of  the corporate strategy and planning process;  (c) collecting and  transforming customer 
data  to  aid  strategic  and  operational  decision  making;  (d)  appreciating,  identifying  and  nurturing 
knowledge  creation,  dissemination  and  use  within  the  organisation;  (e)  developing  clear  market 
segments  and  customer  portfolios;  (f)  defining,  developing  and  delivering  the  value  proposition;  (g) 
using  campaign  and  channel  management  as  part  of  the  valuable  proposition;  and  (h)  measuring 
performance at each stage of the process to navigate decision making. Each process related to a CRM 
strategy needs to be  improved over time  in an organisation. We believe that CRM adoption and CRM 




given point  in  time,  firms must  follow a certain  trajectory or path of competence development. This 
path not only defines what choices are open to the firm today, but it also puts bounds around what its 
internal  repertoire  is  likely  to  be  in  the  future”.  Therefore, we  agree  that  adaptation  to  a  changing 
environment poses a critical challenge for the development of a firm’s capabilities. 
Observing arguments presented by Raman et al. (2006) and Plakoyiannaki and Tzokas (2002), we shall 
identify  the  categories  of  organisational  capabilities  which  may  influence  the  success  of  CRM 
implementation. 
2.1 Learning and market orientation capabilities 
Plakoyiannaki and Tzokas  (2002)  suggest  that market orientation and  learning capabilities are deeply 
embedded  in  the  CRM  system,  customer  insight  generation  and  knowledge  discovery,  value,  and 
performance measurement processes. It is crucial to emphasise that mistakes also play a significant role 
in  the  evolution  of  dynamic  capabilities  (Eisenhardt  &  Martin  2000).  Over  the  last  years,  many 
companies  have  tried  to  adopt  CRM  and  in many  cases  they  have  failed  (Peppers &  Rogers  2004). 
Although major  failures raise barriers that block  learning, the companies sometimes  learn  from these 
mistakes and improve their CRM adoption process. 
Raman  et  al.  (2006)  proposed  organisational  learning  as  an  antecedent  to  the  successful 
implementation  of  CRM.  They  based  their  research  on  previous  academic work  that  demonstrated 
some basic characteristics: (1) developmental and group behaviour displayed by employees to promote 
continuous learning within an organisation; (2) the removal of knowledge barriers through learning, and 
(3) organisational  learning  in  the  context of  technical  training  available,  technical  expertise,  and  the 
level of knowledge of the innovation. 
2.2 Integration capabilities 









Campbell  (2003)  believes  that  other  relevant  factors  of  integration  in  the  company  are  related  to 
marketing and the IT department. While marketing requires the development of external capabilities to 
link a  firm with  its customers,  technology development  is an  internal capability  that sustains a  firm’s 
market  position.  The  author  claims  that  this  similarity  between marketing  and  IT may  be  achieved 




in  enhancing  relationships with  customers  (Plakoyiannaki & Tzokas 2002).  This  capability  shows  that 
while customer data are readily available through existing CRM database software packages, data alone 
do not lead to customer knowledge.  
Knowledge  about  customer  capability  is  based  on  generating  and  integrating  customer  information 
throughout the organisation. It  is not  inimitable, “because the processes of generating and  integrating 
customer knowledge are embedded  in organisational cognitive activities and are not observed readily 
from  outside,  and  immobile,  because  these  processes  are  created  within  the  firm  and  cannot  be 
purchased in the market” (Campbell 2003, p.376). 
2.4 Operational capabilities 
Plakoyiannaki  and  Tzokas  (2002)  state  that  operational  capabilities  apply  and  enhance  resources. 
According  to  them,  these capabilities are skills developed at  functional and administrative  levels  that 
translate customer information into service offerings.  
CRM packages play an important role in facilitating the integration between the customer and the firm, 
“enabling  the  firm  to  coordinate  all  the points of  communication  to present  the  customer with  the 
desired  image,  message,  and  information”  (Shoemaker  2001,  p.177).  The  author  states  that  time 






the  organisation’s  attention  on  customer  interactions  and  ensure  that  expertise  from  different 
functional areas is deployed to promote the quality of customer experience. 
From  our  point  of  view,  “direction  capabilities”  in  a  CRM  initiative  have  to  take  the  following  into 






An  interpretative  case  study  in  a  large Portuguese  telecommunication  company was  conducted. The 
main objective was to observe how the company deals with CRM organisation dynamic capability. The 
company  was  chosen  because  it  faces  market  pressures,  has  a  large  customer  base,  it  has  been 
1395
significantly investing in a CRM strategy and heavy uses CRM technology. Moreover, the company have 




IS  context  and  the process, whereby  the  IS  influences  and  is  influenced by  its  context. According  to 
Stake  (1995,  p.135),  a  qualitative  case  study  is  highly  personal  research.  The  author  claims  that 
researchers “are encouraged to include their own personal perspectives in the interpretation. They way 
the case and  the  researcher  interact  is presumed unique and note necessarily  reproducible  for other 
cases and researchers”.  
As we  do  not  impose  our  outsiders’  a  priori  understanding  on  the  situation  and  try  to  understand 
phenomena through the meanings that people assign to them, the interpretative approach was applied 




a key way of accessing the  interpretations of  informants  in the field”, we used  interviews as the main 
source of data collection. Twenty five managers of the firm were interviewed, in 2008, through the use 
of semi‐structured interviews. All participants were interviewed individually on a face‐to‐face basis. The 
interviews  took  place  in  the  companies  and  lasted  between  1  and  3  hours  each.  The  interviewees 
include: a member of the board of directors, the Chief Information Officer, the CRM project champion 





structuring data without  losing much  information.  The  time  spent  transcribing  the data  enabled  the 
researchers  to  gain  a  deep  knowledge  about  the  statements  provided  by  each  interviewee, making 
them easier to find, analyse and compare. 
4 CASE STUDY 
Alfa  Telecom  is  a  large  Portuguese  telecommunication  company.  The  company  has  a  diversified 
business portfolio and it has participated in a very dynamic market. In 2006, the largest company of the 
holding  received  a  Public  Tender Offer, which was  rejected  by  the  shareholders.  In  the  same  year, 
another company of the holding passed through a spin off process, which reinforced the competition in 
the country. 
After  these  changes,  the  dynamics  of  the  company’s  internal  environment  changed  and  the  top 
managers  have  been  trying  to  reorganise  the  company  in  order  to  quickly  return  value  to  the 
shareholders,  customers,  suppliers, employees  and other  stakeholders. The managers are  concerned 
with the  fast evolution of  the  telecommunications sector and  the  future competition  in  the domestic 
market, which  now  has  a  new  competitive  company.  CRM  initiatives  ‐  such  as  customer  care  and 
retention programs ‐ have been planned in the company.  
4.1 CRM perspective 




has customers. She highlights  that  these customers have more  information and more demands each 
day.  
Initially, a group of people was formed to develop a CRM project. Some people with experience in CRM 
implementation  in  the  telecom  industry were hired by  the  firm. A consulting CRM company was also 
contracted  to help  the  company.  The main objective of  the CRM  adoption  team was  to  change  the 
company mentality (strategy, culture, structure, processes, routine, etc.) from a product orientation to 
a customer focus. 
In  the  first years,  top management delegated power  to CRM groups and supported  them  in order  to 




The  IT  manager  believes  that  “Probably  there  are  more  than  30  concepts  related  to  CRM  in  this 
company”. Although some of the managers in the CRM area claimed that CRM means a philosophic way 
of treating customers in order to help a company maintains a good relationship with customer and not 
the  technology.  It was possible  to observe  a  strong  effort made  in  relation  to  technological  aspects 
while  little  importance  was  given  to  customer  relationship  issues.  According  to  the  customer 
relationship  manager,  CRM  is  the  organisational  capacity  of  becoming  familiar  with  the  customer 




very  complex  path  related  to  the  customer  relationship,  the  company  knows  that  it must  improve 
customer relationship capability. The employees need quality customer information and must have the 
competence  to deal with  this  information,  in order  to maintain  a profitable  relation with  customer, 
claims one interviewee.  
In  the  beginning  of  the  CRM  project,  Alfa  Telecom  contracted  a  CRM  consultant  company.  This 
consultant  company  developed  a  CRM  implementation  methodology  that  followed  four  steps:  (1) 
identifying  and  knowing  customers,  having  information  available  for  characterising  each  customer’s 
needs;  (2) differentiating,  creating  solutions  suitable  for each one’s needs;  (3)  interacting,  improving 
communication with  the customers  to understand  their needs; and  (4) personalising,  respecting each 
customer’s individuality. 
We  interviewed the call centre manager to know his opinion on quality services and evolution  in Alfa 
Telecom’s  call  centre.  He  explained  that  the  call  centre  is  outsourced,  and,  although  Alfa  Telecom 
knows that operators receive technical and behavioural training, this  is the responsibility of a partner 
enterprise. For people that work in “out bound” positions, such training is short because they only need 
some  explanations on how  to use  the  system  and how  to  follow  the  script  guide while  talking  to  a 
customer.  These operators  receive  a  list of  customers’ names  and  the products’  characteristics  that 
they  sell.  The  operators  that  work  in  “in  bound”  positions  receive more  attention  because  of  the 
complexity of  the  task. They have more  information  about  customers  and  in  some  cases  they  know 
customer  value  and use  the  “next best  activity”  technology developed by  the  customer  relationship 
department.  
In  the call centre manager opinion, outsourcing  the call centre  is a challenge because  it  is difficult  to 
motivate  the  operators  that  generally  work  part  time  for  the  company  only  for  earn money.  The 
turnover in the call centre does not allow quality improvement. In order to improve this situation, Alfa 
Telecom created control activities (e.g. Alfa Telecom people listen to a customer’s conversation in order 
to check  if the operator  is using the right procedures) and a mechanism to provide  incentives  for the 
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operators  (e.g.  parties,  gifts,  etc.).  But  the manager  of  customer  contact  channel  says  that  the  call 








In  relation  to  CRM  systems,  different  initiatives  took  place  at  the  same  time.  One  software  was 
developed  in‐house  to  attend  to  residential  customers  and  another  on  from  Siebel was  adopted  to 
attend  to business customers. According  to one  IS  interviewee, CRM  software emerged  from various 
types of software developed to solve the needs of the business sector. Each business sector had its own 
information system and a database. As a result of these technological initiatives and the history of the 







Alfa Telecom has been trying to adopt new CRM software  in order to  integrate all  its channels. More 
than one project aimed at Siebel adoption has been  launched  in the  last three years. The dynamics of 
the external environment induced internal changes and the CRM project was also affected. According to 
the customer relationship department manager, even though the IS department has tried to involve the 




organisational  processes  are  expected  to  be  planned  before  choosing  the  CRM  information  system. 
Nevertheless, the department of organisational processes and information system department have not 
















This meta‐capability  analyses  the  existence  of  opportunities  and  threats.  Generally,  threats  appear 
when  the  ecosystem  around  the  company  changes.  In  relation  to  customer  relationship  issues, Alfa 





People  that worked  for  the  company  in  that  period  remembered  that  CRM was  a  priority  for  top 
managers, who were  totally committed  to  the new concepts. A marketing manager  interviewed  says 
that the support of top managers at that moment was the only chance to change the existing paradigm 
in  the  company. He  claims  that  they had  to  change organisational processes, and  the CRM  concepts 
clashed with Alfa Telecom culture.  In 2002,  the CRM  team  faced a hard  task, mainly because people 
were used to work with strong values according to their monopolistic views. 
Alfa Telecom has been  trying  to  improve customer relationships since 2002, when  the CRM adoption 
project was  launched. The  interviewees are unanimous  in affirming that Alfa Telecom has really been 
improving the customer care treatment and there are various technological and behavioural initiatives 
to  improve  the  company  relationship  with  a  customer.  On  the  other  hand,  they  argue  about  the 
company’s  gap  in  linking  customer  relationship with  employees’  individual  objectives.  Some  of  the 
interviewees claim that customer relationship is not a priority issue for the company, because they are 
concerned with improving sales and minimising cost (mainly in post‐sales).  
The  reduction  in  land  line  customers  resulting  from  the  advent of mobile phones  is  a  threat  to Alfa 
Telecom. The  company also perceives  the  information  system architecture  that  resulted  from  legacy 
system as a threat. Customer data integration is also an issue that could be improved in the company. 
According  to  the  interviewees,  related  to  this  meta‐capability,  some  customer  relationship 
management processes must constantly be improved in the company: (1) selecting and using IT in order 
to improve and help staff to attend customers; (2) choosing the employees and partners, it is important 
to  highlight  that  nowadays  companies  outsource  part  of  customer  services  attendance  in  the  call 
centre; (3) identifying customer segments in order to cater to specific needs and create mechanisms to 
observe  the  customer  profile  in  each  segment;  (4)  knowing  customers  over  time;  and  (5)  observing 
CRM  
DYNAMIC CAPABILITY 
To sense and shape 
opportunities and
To seize To maintain 
1399
customer  innovation  in  the  market,  in  order  to  aggregate  value  to  build  a  profitable  relationship 
between both sides of the relationship. 
After mapping,  creating,  recognising  and  absorbing  the  new  opportunities,  the  framework  indicates 
that a consolidation phase must take place. 
5.2   To seize opportunities 
First,  it  is  important  to  delineate  customer  solution  and  business model.  This  process  refers  to  the 
design  and performance of products,  and business model employed  in order  to  aggregate  customer 
value (Teece 2007). The person responsible for attending large enterprise customers said that they have 
established a very close  relationship and  in order  to know  the customer enterprise environment,  the 
interviewee goes to sector business meetings.  




Alfa  Telecom  makes  the  following  metaphor  in  order  to  explain  the  competitive  position  of  the 
company. He says that the company must be systematically attentive towards the market movements, 
with  the  customers  and  the  competitors. According  to him,  “the managers need  to  think out of  the 
company scope and pay attention to future needs of the market.  It  is  important to maintain a balance 




with  customer  relationship. Moreover  it helps  staff  empowerment without  losing  the  consistency  in 
decision.  In  order  to  answer market  issues,  companies  have  been  building  a  partner  network.  This 
network  elaborates  complex  systems,  and  companies use part of  the  technological  infrastructure of 
each company. In the case of Alfa Telecom we must consider the shops, the call centre companies, and 
all companies that offer services to Alfa Telecom. 
Teece  (2007)  claims  that  an  organisation  learns  from  its mistakes. When  investments  are  low  and 
frequent, there are many  learning opportunities, but when  investments are heavy, the company must 
avoid  mistakes.  Some  decision  making  processes  implicate  risk  situations  and  undervalue  rational 
principles. This kind of mistake  is problematic mainly when it involves path dependence phenomenon. 











of  decentralisation.  Managers  that  control  different  information,  in  various  contexts,  and  are 
responsible  for different kinds of decision do not have  to communicate  in order  to make a decision. 








they have  learnt  from the CRM adoption project, they claimed  that they have  learnt to know how to 
commit mistakes and how to spend money on IT projects. They said that they spent a  lot of money to 
see consultant Power Point slides and bought any idea related to CRM from consultants that sometimes 
had no  idea  of what  they were  talking  about.  The manager  also  argues  that  they  have  learned  the 
importance of  coaching  in which  they must understand  the project objectives and work with expert 
partners.  
Corporate  governance  is  relevant  because  intangible  assets  are  critical  to  the  success  of  the 
organisation.  In this way, new knowledge  is crucial as well as the organisational  learning mechanisms. 
Integrating outside  knowledge  is  also  important when  the  company  forms part of  a network  (Teece 
2007). The interviewees of Alfa Telecom highlight that in IS projects, the company has various partners 
to solve the technological question, to source technology and know‐how. 
Nowadays,  as  Alfa  Telecom  feels  the  impact  of  its  competitors  (land  line  telecom,  mobile  and 

















We were  concerned with observing  the dynamic nature of  those  capabilities and  the extent of  their 
influence  on  the  development  of  CRM  initiatives.  We  analysed  the  way  companies  draw  up  the 
configurational path of their organisational resources and competences inside their CRM initiatives.  
The  theoretical contribution of  this paper  is  to observe CRM as an organisational dynamic capability. 
Although  we  have  used  empirical  evidence  to  show  how  it  is  possible  to  analyse  a  company’s 
characteristics  as  elements  of  dynamic  capabilities,  it will  never  be  exhaustive  or  complete.  Teece 






recombining  specialised  company  resources  in order  to  respond  to market  changes,  customer needs 
and the way a company delivers value to shareholders.  
Alfa  Telecom  presented  reasons  to  reorganise  itself  and  the  market  in  which  it  operates.  The 
“convergence  process”  resulted  from  telecom market  restructuration,  competitors’  threats  and  new 




A  highly  entrepreneurial  management  is  needed  to  maintain  dynamic  capabilities  in  a  company. 
Managers must  sense  the  actual  context  and  seize opportunities. This  kind of management  involves 
recognising problems and tendencies in order to give direction to resources and to draw organisational 





Behind  each  of  these  questions many  past problems of  the  company  are  hidden.  The  technological 
architecture is also considered a challenge, mainly in traditional companies that have a long history of IT 
adoption. Traditionally, companies have  the advantage of experiencing other  IT projects  (such as ERP 
adoption),  and  may  have  learnt  from  this  experience.  On  the  other  hand,  their  informational 





order  to  be  successful  with  a  CRM  project,  managers  must  find  congruence  among  various 
organisational elements such as culture, processes, structure, and technology. All these organisational 






































































Regarding  the  success of  virtual  communities,  several  factors  and prerequisites  are  essential. At  the 
same  time, companies are  looking  for  factors  influencing e‐loyalty.  In  this paper a  framework  (VC2E‐
Loy) is presented, which compares the attitudes arising  in virtual communities with prerequisites of e‐
loyalty.  First,  the  fundamentals  of  both  ‐  e‐loyalty  and  virtual  communities  ‐  are  discussed.  Then, 
attitudes  and  factors derived  from  literature  are presented. The  framework  is  created based on  the 














The  customers’  loyalty  to  a  company,  product  or  shop  is  a  frequently  discussed  topic  in marketing 
research. As early as 1952 an intensive discourse among researchers, addressing loyalty, started (Brown 
1952;  Day  1969).  With  the  advent  of  the  Internet  and  business‐to‐consumer  (B2C)  e‐commerce, 
customer  loyalty  changed  from  a  brick‐and‐mortar  problem  to  an  important  issue  of  electronic 
transactions. Due  to  the possibility of comparing products and prices  in a  fast, convenient and cheap 
manner,  new  stimuli  need  to  be  investigated,  to  commit  customers  to  a  specific  company,  shop  or 
product.  
According  to  the  literature,  loyalty  is divided  in behavioral  loyalty  and  attitudinal  loyalty. Behavioral 
loyalty is based on re‐purchase behavior and different possibilities to measure this type of loyalty exist. 
Based on the purchase history of a single customer or a group of customers, the purchase rate, the re‐
purchase  sequences,  or  the  re‐purchase  probability  are measured  (Zins  2001).  Jacoby  and  Chestnut 
(1978)  furthermore  distinguish between measurement  on micro  and macro  levels, where  the micro 









lower.  Conative  loyalty  is  the  highest  level  of  attitudinal  loyalty  (Oliver  1997),  because  an  intense 
relationship between customer and company exists based on positive experiences gained in the past.  
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Another  way  to  distinguish  different  kinds  of  loyalty  is  to  split  between  true  and  spurious  loyalty 
Bloemer et al. (1991). Spurious loyalty is based on the rational expectation of high costs when switching 
to another product. As  long as  the costs are  too high,  the customers will not switch Day  (1969). The 
concept of cognitive  loyalty  is quite similar to spurious  loyalty where the customer does not have the 
possibility to switch Oliver (1997). True loyalty is the actual attitude of the customer Day (1969). 
Besides  the differentiation of  loyalty  types, different  targets of  loyalty have been  investigated  in  the 
literature.  The most  important  targets  are  customer  loyalty  (Bell  et  al.  2005; Gould 1995; Otim  and 
Grover  2006),  brand  loyalty Brown  1952;  Jacoby  and  Chestnut  1978;  Punniyamoorthy  and  Prasanna 
2007), store or shop  loyalty (Corstjens and Lal 2000; Gauri et al. 2008), service  loyalty (Caruana 2002; 
Gremler  and  Brown  1998),  website  loyalty  (Flavián  et  al.  2006;  Wang  et  al.  2006)  and  e‐loyalty 
(Anderson and Srinivasan 2003; Gommans et al. 2001; Reichheld and Schefter 2000; Srinivasan et al. 
2002).  
The  focus of  this paper  lies on e‐loyalty, which  is an  important  issue  in B2C e‐commerce. E‐loyalty  is 
defined as  the positive attitude of a customer  towards e‐commerce, and  is exhibited by repeated re‐
purchase  (Anderson  and  Srinivasan 2003).  Some  characteristics of e‐loyalty  are  transferred  from  the 






costs of  shipping and handling, as well as clear and  trustworthy  terms of conditions and shipping. E‐
loyalty furthermore depends on trust (Jevons and Gabbott 2000), privacy and security (Gommans et al. 
2001) as  factors, arising only on  the  Internet environment. The  framework of Gommans et al.  (2001) 
demonstrates several different  factors,  influencing e‐loyalty. These  factors are divided  in website and 







According  to  Leimeister  et  al.  (2006)  “A  virtual  community  consists  of  people who  interact  together 
socially on a  technical platform”. Moreover  they  state,  that  the  relationships  are based on  common 
interests, problems or  tasks,  interaction and  trust‐building as well as common  feelings,  supported by 
the  technical platform. By now, companies have discovered  that virtual communities on  the  Internet 
are an adequate instrument to enhance communication with customers. Armstrong and Hagel III (1995) 
differentiate four types of communities: 1) communities of transactions, 2) communities of interest, 3) 
communities  of  fantasy,  and  4)  communities  of  relationship.  Sester  (2007)  on  the  other  hand 
differentiates only two types of communities: 1) communities implemented and run by companies and 
2) communities, implemented by users themselves to exchange opinions. A positive influence of virtual 




Different  research has already addressed  the  topic of virtual communities  (Brandtweiner and Mahrer 




customers  stay  loyal  to  the  brand,  spend  more  money  and  spread  positive  word  of  mouth  (von 
Loewenfeld et al. 2007). Hagel III and Armstrong (1997) mention the possibility “to create undreamed‐
of  customer  loyalty” based on enhanced  and deepened  relationships with  customers.  In principle,  a 
successful  virtual  community must offer  value  to  the user  (Langerak et  al.  2004), which means  that 
features and possibilities of successful strategies are important in virtual communities. Likewise, loyalty 
in virtual communities was investigated by different researchers. Rosenbaum and Ostrom (2005) focus 
on  customer participation  in  loyalty programs  and  Shankar  et  al.  (2003)  compare online  and offline 
loyalty.  Following  the  Information  Systems  Success Model  by DeLone  and McLean  (2004),  customer 
loyalty  is  one  of  the  group  benefits,  which  arises  in  virtual  communities.  Based  on  this  model, 
Reisberger  and  Smolnik  (2008)  developed  success  factors  of  social  networks.  The  combination  and 
utilization of these factors suggest user satisfaction, such as positive attitude, expectations fulfillment, 
and net benefits, such as deployment of reputation or communication.  It  is  important  to address not 
only the influences on the group level but also on the individual level, to foster these positive results. 
The  implementation of virtual communities offers detailed  information about products,  increases  the 




In  this  paper,  different  factors  are  extracted, which  can  be  found  in  virtual  communities  and may 
influence  the  fostering of e‐loyalty. The  literature was extracted based on  journal  rankings  from  the 
scientific databases ProQuest, EBSCO Business Source Premier and ScienceDirect (Elsevier). Only highly 
ranked  journals and conference proceedings  in  the  field of  IS‐research were  included. The criteria  for 
including an article or not were different for e‐loyalty and virtual communities are described in brief in 
the according sections. For adequate comparability, exclusively research results of papers published  in 
English were  consulted.  The data  acquisition was  continued  as  long  as new  factors were  found  and 
stopped as soon as no new factors were found in three consecutive papers. 
Factors Influencing Loyalty 
The  analysis of  the  factors  influencing  loyalty  is based on publications  connected  to  e‐commerce or 




papers, are not  included and not surveyed. Used keywords were  ‘e‐loyalty’ or  ‘loyalty’ and  ‘electronic 
commerce’ or  ‘e‐commerce’. Table 31 shows  the  research  results of  this  literature survey concerning 






































The  factors of virtual communities are based on both, empirical and  theoretical  research. Due  to  the 
low number of publications  in this area, conference papers and publications  from 1995 to 2008 were 



























To  reduce  the  collected  factors,  they were  combined  and  aggregated  by means  of  content  analysis 
techniques. Similar  terms were  combined  into a  single  term  (see Table 33  in  the Appendix);  factors, 
appearing only in a single industry (Bell et al. 2005), were not integrated in the framework. 
4 FRAMEWORK  DEVELOPMENT AND VALIDATION 
The  collected,  translated  and  combined  factors  where  used  to  create  the  framework  which 




loyalty  influencing  factors were used  to build  the VC2E‐Loy  framework  (section 0). At  the end of  this 
chapter, the planned validation of the framework is presented. 
VC2E‐Loy Framework  
First, an overall framework (Figure 86  in the appendix)  including all factors  indentified during the data 
acquisition phase, categorized by the e‐loyalty framework of Gommans et al. (2001) was generated. An 







offer  of  a website,  but  also  the  perceived  quality  of  the  content  (Treiblmaier  et  al.  2008)  and  the 
perceived depth of  the  information  (Shankar et al.  (2003).  Interaction describes  the possibility of  the 
user  to  interact with  the company and vice‐versa. When  this possibility  is missing,  the website  is not 
attractive  to  the  user  (Srinivasan  et  al.  2002).  Usability  is  the  perceived  simplicity  to  navigate  or 
purchase on the website or web shop (Flavián et al. 2006). Service quality depends on different factors, 
such  as  reliability,  responsiveness,  and  security,  and  influences  not  only  loyalty,  but  also  trust 
(Parasuraman et  al. 1988). Customer  service deals with all  activities of a  company, which provide or 
procure  information, the possibility to react on complaints or problems.  In addition, customer service 
offers the possibility to create and sustain the relationship between customer and company and does 
not  consist  of  after  sales  service  activities  exclusively  (Srinivasan  et  al.  2002).  Trust  is  ‐  besides 
satisfaction  ‐  one  of  the  most  important  concepts  in  loyalty  research,  especially  in  e‐commerce. 
Reichheld and Schefter (2000) discovered that loyalty in an Internet environment is only possible after 
gaining the trust of the customers  in advance.  Involvement  is a non‐observable state of motivation or 
interest concerning a product, a company or shop (Punniyamoorthy and Prasanna 2007). Frequency of 






loyalty research.  It  is the prerequisite to  loyalty and  influences the ongoing behavior of the customer 










































































































































































communities  and  we  expect  at  least  300  participants.  Nevertheless  our  sample  will  not meet  the 
requirements of  a  random  sample  therefore our  quantitative  analysis has  to be  seen  as  explorative 
study  too. To measure  the  importance of  the  items characterizing our  factors we will use evaluation 
questions. Due  to  the good experience collected  in previous  research  (Donat et al. 2009) we will use 





important role  in both research areas. Evidently, several  factors considered  important to gain  loyalty, 
such as privacy,  relationship, or perceived quality, are missing. This  lack  is due  to  the  restrictions  to 
virtual  communities  factors  during  data  acquisition  and  therefore  requires  a  detailed  consideration, 




Term  Translation Term Translation 




































Cultivation  Cultivation Price, product pricing Price 
Customizing / customization  Customization Prior experience Prior experience
Delivery arrangements  Delivery arrangements Privacy Privacy 
Dynamic  Dynamic Product availability Product availability




























































































































































































































































continues  to  grow  in popularity,  a noteworthy  segment of  corporations  is  still uncertain  of  Internet 
advertising  efficiency.  The  purpose  of  this  study  is  to  gain  insights  into  the  perceptions  of  both 
advertisers and advertising agencies of  the  Internet as an advertising medium  in order  to  record  the 
factors  that  inhibit  or  reinforce  the  integration  of  new  technology  into  their  strategies  and  to  spot 
future  changes  and  trends. One  hundred  twenty‐four managers  participated  in  this  study  and  their 





The  shift away  from old  to new media  is happening  rapidly. While  this  change  is  already happening 
marketers are slow  in  investing  in  the  Internet medium. Worldwide  spending on  Internet advertising 
represents nearly 10% of all ad spending across all media. Especially in U.S. online ad spending growth 
will  hardly  reach  at  double  digits  and  at  10.9  percent  according  to  emarketer.com.  Nevertheless, 
Americans now spend  fourteen hours a week online  ‐ as much  time as  they spend watching TV –and 
just  three  hours  reading  print.  This  fact  indicates  that marketers  are  still  cautious  toward  Internet 
advertising  effectiveness or  are  incapable of understanding  the differences  and  the potential of  this 
interactive channel  in marketing terms. Figure 1 depicts the gap between consumer time spent online 
and advertising dollars spent online and highlight a change that is too fast to follow. 
Although  numerous  studies  have  explored  the  consumer  attitude  toward  Internet  advertising  (Guo, 
Cheung,  Leung,  &  Chow,  2006;  Schlosser,  Shavitt,  &  Kanfer,  1999),  few  have  explored  the 
communicator  perspective  (Shij &  Piron,  2002).  This  research  gap  results  to  a  blurred  view  of  how 
marketers and advertising agencies perceive the potential of Internet advertising. In order to tackle this 







both  agency  and  advertiser  organizations.  Investigating  the  factors  that  affect  marketers  and 















The  study  of  Bush  et  al.  (1998)  was  one  of  the  first  studies  that  shed  light  into  the  advertiser 
perceptions  of  Internet.  They  presented  the  results  of  a U.S.  advertisers  sample  indicating  that  the 
Internet at that time was an  important yet doubtful medium  for advertisers to  invest and consider as 
part of the total marketing mix due to its undetermined efficiency. Durkin and Lawlor (2001) examined 
the extent to which advertising agencies in Ireland offer advice and website design expertise as part of 
their value proposition  to clients within  the agency‐client relationship. Their  findings suggest that the 




2  years.  Over  twenty‐five  percent  of managers  viewed  the  Internet  as  one  of  the most  important 
advertising media  for  their  firm and  their  results  suggest  that  the probability of using  the  Internet  is 
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higher  for  firms  that have a main  line  facing a high  level of  competition, or  for  firms  in  the  services 
sector and for firms that focus on international rather than national or regional markets. Shij and Piron 
(2002)  investigated  advertising  agencies’  and  advertisers’  perceptions  of  Internet  advertising  in 




markets  (United States,  Japan, Germany, UK, and France) and  two key emerging markets  (China and 
Brazil). They  indicated the rapid growth of  interactive marketing, mainly at the expense of traditional 
media advertising. Finally, Brodie et al.  (2007)  results confirm Barwise and Farley’s  finding  that  there 
has been an  increase  in  the diffusion of electronic marketing  (e‐marketing). They also  show  that  the 
“coming of age” of e‐marketing is mainly the result of its integration with other marketing practices. 
Even though the use of online marketing is increasing rapidly, from this review it is obvious that little is 
known  regarding  the opinions of marketers and advertising agencies  toward  Internet advertising and 




getting  involved actively with  Internet marketing. Nowadays,  Internet ad spending  in Greece  is at one 
percent  of  the  total  marketing  expenditure  indicating  the  Greek  companies  are  still  uncertain  of 
Internet advertising efficiency.  
3 METHOD  
Judgment snowball sampling was employed as  the sampling method, since  it  is a sampling  technique 
appropriate for special populations (Churchill & Iacobucci, 2002). We identified marketing managers via 
an annual publication  listing  the  top 100 marketers  in Greece and agencies  through directories  from 
Greek portals. These companies served as informants to identify others with the desired characteristics 
for  our  study.  A  total  of  one  hundred  and  twenty‐four  responses were  collected;  Eighty‐nine were 
responses  from advertisers while the remaining thirty‐five were agencies’ replies. The majority of the 
sample  (87%) had a company website serving as a source  for  information on  respective brands;  fifty‐
four  percent  employed  more  than  fifty  persons  in  its  personnel,  while  the  greater  part  of  the 
participating  firms  (74%) operated  for more  than  ten years. The questionnaire used was designed  to 
obtain information for a range of Internet advertising issues as well as some background details about 
the company  itself. The data collection  instrument  for  the advertising agencies was modified and  the 
agencies  responded on behalf of  their  clients  for  specific questions. The questionnaire  contained 25 
items  aiming  at  capturing  the  (a)  current  position  of  Internet  advertising  in  the marketing mix,  (b) 
attitudes  and  beliefs  of  the market  players  and  (c)  future  changes  and  trends.  The  last  part  of  the 
questionnaire  included  items  for  the  profiles  of  the  respondents.  Managers  were  requested  to 
categorize their main activities within a particular sector B2B or B2C product/ service sector and to list 
the  targeted  geographical  market.  Fifteen  percent  of  the  respondents  categorized  themselves  as 
business‐to‐business firms and thirty‐seven percent were targeting at an international market.      
4 RESULTS 
Concerning  the  first  research objective,  the  current position of  Internet advertising  in  the marketing 
mix,  managers  were  initially  asked  to  rank  the  Internet  as  an  advertising  medium  in  terms  of 
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expenditure  relative  to  other  media. 
 
Figure 88 depicts  the  corresponding  results  signifying  that only  a  third of  the participant  companies 




The weak position of online adverting compared  to other media  is also confirmed by  the answers of 
managers when they were asked to indicate their beliefs toward the significance of Internet advertising 
to  the  total marketing mix. A mean of  2.2  on  a  five‐point  Likert  scale  confirms  that  this  interactive 
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In  relation  to  the second  research objective  the most  important advantages of  Internet advertising  is 
the precise accountability, interactivity and targeting. A notable response is that only fifteen percent of 
the managers believe that this promotional method can  facilitate and  lead to purchase. On the other 
hand  the  main  disadvantages  of  online  advertising  are  the  low  Internet  penetration  in  Greece 
(approximately 30%),  the  fact  that users do not  click on banners, a  small number of  consumers buy 
online,  advertisement  clutter  and  difficulty  to  effectively  find  the  target  audience.  Concerning  the 
factors  that may  influence  advertising effects  and  lead  to  a  successful  campaign  the majority of  the 
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participants  believe  mostly  in  the  targeting  process  and  consecutively  in  the  ad  creativity  (
 





The  inexperience with  this  type of  advertising  is  revealed when both  advertisers  and  agencies were 
asked  for  the  type  of  company  that will  best  develop  and  execute  an  online  advertising  campaign. 
Companies that specialize in website design are perceived as the most suitable for creating and running 
an  interactive campaign. Even ad agencies believe  that  they are not  responsible  for  implementing an 
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Most of  the managers are aware of  the existing online advertising  tools. Over eighty percent of  the 
participants  know  online  banners,  email  advertising,  pop‐ups  and  micro‐sites. 
 








the  campaign  evaluation  process  and  only  a  quarter  examines  surveys  and  data  from  third  party 
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studies.  Finally,  vortals  and portals  are  the  favored  sites  for effective advertising  followed by  search 
engines, online directories, newspapers and magazines.  
Stepping  to  the  perceptions  for  the  potential  of  Internet  advertising,  a  thirty‐five  percent  of  the 
participants stated an increase in Internet advertising expenditures for the year to come. Key points for 
this  increase  would  be  an  enlargement  in  Internet  penetration,  an  increase  in  online  buyers  and 
suppliers, advancement in effectiveness standards, and proliferation of broadband connections that will 





The  first conclusion  is  that managers prefer one‐way media  to advertise and still marketers have not 
shifted a noteworthy  fraction of  their budgets  to digital  channels. TV advertising  is  currently up and 
plenty of top executives say that they cannot see efficiency to online advertising up till now. The main 
reasons  for  this  reluctance  toward  Internet  advertising  are  the  low  Internet  penetration,  low 
percentages  of  click‐through‐rates,  few  consumers  buy  online,  and  the  difficulty  to  implement  an 
Internet marketing plan. The Internet market is not clear and the procedures to advertise online are not 
yet standardized as in the case of traditional media. As the results depict advertisers are not adequately 
educated  in  interactive channels and even ad agencies believe that web designers are responsible  for 
the implementation of online campaigns.   
However, the majority of the respondents is aware of the basic capabilities of Internet advertising such 
as accountability and  interactivity and knows  the  fundamental online advertising  tools  (e.g. banners, 
micro‐sites). The most promising outcome of this study  is that a thirty‐five percent of the participants 
stated an increase in Internet advertising expenditures for the year to come. This means that those who 
have at  least once advertised on  the  Internet have seen benefits  to  this  type of advertising. Another 
positive statement is that the participants who had never advertised via this channel indicated that they 
will proceed  to online ad  campaigns  in  the next eighteen months. Thus most  companies understand 
that  the  Internet  is becoming  a  vital  tool  in  the  lives of  their  customers, who  are using  the Web  to 
locate,  research and purchase products and services even on a daily basis. Although consumers have 
become actively engaged with Internet services and products the marketing sector is not yet convinced 
to  invest  in  this  interactive  form  of marketing.  This  is  the  overall  feedback  from  the  corresponding 
survey.  Advertisers  and  agencies  remain  unconvinced  of  the  brand  building  potential  of  interactive 
advertising and value  this medium only  for  its direct  response capabilities and  its  targeting potential. 






groups were  insignificant.  This  finding may  indicate  the  tight  relationships  between  advertisers  and 
agencies and  the  fact  that  these  two groups  face a common challenge neither of  them has a history 
with (Elliott, 2006).   
In overall, the one side of the coin, the consumer, suggests that  Internet usage  is rising constantly:  In 
the  last 5 years, the penetration  in the age of thirteen to seventy years old  in Greece has trebled and 
broadband penetration achieved last year the highest speed of growth in the EU, with a growth rate of 
over 150%. However, managers on the other side of the coin take a “wait and see” approach. All are 
waiting  to  see  the  movement  from  somebody  else,  advertisers  from  advertising  or  media  shops, 
agencies from the client or the specialized companies and together are waiting for the improvement of 
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of  this  research,  it  comes at  the expense of  reducing  the  likelihood  that  the  sample will  represent a 
good cross section from the population under examination. Another reason that interpretation of these 
results  should be  cautious  is  that  this  study  is based on  a Greek  sample.  In Greece usage of online 
advertising  still  lags  in  correspondence with USA  and other developed European  countries.  So  these 
results  may  not  apply  to  other  countries  and  therefore  it  might  be  interesting  to  cross‐examine 
perceptions of  Internet advertising  in different countries based on  their  level of  Internet penetration 
and maturity.  
Finally,  a  qualitative  research would  offer  the  opportunity  to  delve  into managers’  perceptions  for 




















































This  paper  aims  at  studying  the  impact  of  the  colors  of  e‐commerce  websites  on  consumer 
memorization and buying  intention. Based on a  literature review we wish to  introduce the theoretical 
and methodological bases addressing this issue. A conceptual model is proposed, showing the effects of 
the  color of  the e‐commerce website and of  its  components Hue, Brightness and  Saturation, on  the 
behavioral  responses  of  the  consumer  memorization  and  buying  intention.  These  responses  are 
conveyed by mood. Data collection was carried out during a  laboratory experiment in order to control 
for  the measurement of  the colored appearance of e‐commerce websites. Participants visited one of 
the 8 versions of a website designed  for  the  research, selling music CDs. Data analysis using ANOVA, 
regressions  and  general  linear  models  (GLM),  show  a  significant  effect  of  color  on  memorization, 
conveyed by mood.  The  interaction of hue  and brightness, using  chromatic  colors  for  the dominant 
(background) and dynamic (foreground) supports memorization and buying intention, when contrast is 
based  on  low  brightness.  A  negative  mood  infers  better  memorization  but  a  decreasing  buying 




E‐commerce website  interfaces seek to entice consumers  in a buying  intention and manifest a buying 
behavior, by  activating  their  sensorial  system,  specifically  their  sight or hearing. The perception of  a 
website atmosphere  lies almost exclusively  in  its visual aspect since 80% of the  information processed 
by  Internet  user’s  brain  comes  from  sight  (Mattelart,  1996).  Color  constitutes  an  important  sight 
stimulus for online consumers, since  it  is a key website characteristic, associated with the  information 
displayed  as well  as with  the  overall  website  aesthetics.  As  such,  color  is  deemed  as  a  significant 




colors on web site readability, offering  recommendations about how  to choose  the most harmonious 
colors  (Hill  and  Scharff, 1997; Hall  and Hanna, 2003; Nielsen  (2000). Yet,  color  is omnipresent on e‐
commerce websites. Aware of the significant and widely known impact of the atmosphere inside stores 
on  consumer  activities  and  behavior  in  a  traditional  buying  situation  (Kotler,  1973;  Donovan  and 
Rossiter, 1982; Filser, 1994, 2003a, 2003b; Lemoine, 2003), there is a need to investigate the effects of 
colors as a component of e‐commerce interfaces, on online consumer behavior. 
Color  has  always  been  used  by  human  beings  as  an  aid  to  recognize  important  information  among 















and  cold  colors,  we  examine  color  by  focusing  on  its  hues,  brightness  and  saturation  so  as  to 
demonstrate that its influence varies according to the intensity of each of these three components. Our 











To  this  day,  the  effects  of  the  three  color  components  on  the  Internet  have  been  but  seldom 
documented.  In the offline environment, Bellizzi and Hite (1992), Dunn (1992), Drugeon‐Lichtlé (1996) 
and  Pantin‐Sohier  (2004)  chose  hue  as  the  main  variable  in  their  experiments  and  showed  that 






take  two  colors  into  account:  the  foreground  color  also  called  “tonic”  or  “dynamic”  color  and  the 
background  color,  labeled  “dominant  color” by webmasters. These  colors  reveal  the  contrast, which 
correspond to a strong opposition between the  foreground and the background colors, as defined by 
W3C  (Accessiweb,  2008).  Its  main  function  relies  on  facilitating  the  readability  of  the  displayed 
information, and a fortiori the memorization process. 
Hill  and  Scharff  (1997)  have  demonstrated  the  importance  of  contrast  (dynamic  color  vs.  dominant 
color) when  searching  for  information within  a  page.  They  obtained  better  readability  scores when 
resorting  to  chromatic  colors  (green  dynamic  color  on  yellow  dominant  color).  The  results  of  the 
research  of  Corah  and Gross  (1987)  suggest  that  recognitions  between  the  colors were  carried  out 
when the differences of contrasts between the various and standard forms were  larger. Camgöz et al. 
(2002)  observed  that  brightness,  saturation  and  hue  had  a  specific  impact  on  each  colored  screen 
background  they  observed  during  an  experiment  in which  colored  labels  had  been  stuck  to  screen 
backgrounds. 
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Hall  and Hanna  (2003)  studied  the  impact  of  dominant  and  dynamic  colors  on  how  readability was 
perceived  and  aesthetic  aspect  experienced,  as well  as  on  the memorization  of  information  and on 
intentions. According  to  them,  sites promoting knowledge  transfer must display black  texts on white 
backgrounds,  a‐chromatic  colors with maximum  contrast.  Above  all,  they  indicate  that  e‐commerce 











Memorization  is  a  very  important  factor  for  the  large  number  of  information‐based  websites  that 
currently exist.  It  is  important  for e‐learning applications,  since  the user goal  is usually  to  retain  the 
information beyond  the  time  the page  is being  read.  This  also  applies  to  information  included  in  e‐











examine  the  information memorized  by  each  participant,  we  resort  to  recognition  and  recall,  two 
procedures  belonging  to  a method  of  information  retrieval  based  on  overall  stimulus  in  long‐term 
memory. Be  it  free or cued, recall enables  individuals to mimic mentally a stimulus to which they are 
not  exposed  during  the  evocation,  for  instance,  their  past  reaction  to  a  promotional  action  (Filser, 
1994). Thus, we can hypothesize: 
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H1:  The  components  (hue,  brightness,  saturation)  of  colors  of  an  e‐commerce  website  will  have  a 
positive effect on memorization 
3.2 Buying intention 
Intention  is  activated by  a desire or a need  (Darpy, 1997) and desire  is  viewed  as an  active process 
(O'Shaughnessy, 1992). Although buying intention is more than a mere desire, it is not a promise to buy 




on  the  consumer,  color  seems  to  play  a  big  role.  It  serves  to  retain  consumers  longer  on  the  e‐

























We wish  to bring  to  the  fore  the effects of colors on affect, which  includes mood experienced when 






showed  that  these were more  guided by  affective mechanisms  such  as mood, of by other  cognitive 
states, such as the evaluation of the mall environment quality. We believe that same mechanisms can 










commerce  website  selling  music  CDs  was  especially  designed  for  the  experiment.  For  each  CD, 
participants could see the CD cover, the album title, the artist name, and seven pieces of  information, 
music  style,  online  store  price, music  company  price,  sale  percentage,  delivery  time,  state  (new  or 





participants  screen.  The  respondents were  asked  to  complete  a  questionnaire with questions  about 
memorized information, mood state and buying intention. Demographic data were also collected. Then 
each participant was asked  to go  to another  room  to pass  the  Ishihara’s  test. This  last stage was  the 
only reliable way to know if the respondent was color blind or not. This guaranteed the validity of our 
sample, by  keeping people with  a perfect  vision of  colors. After discarding questionnaires  that were 




groups  surveyed  (Jolibert and  Jourdan, 2006).  Internet enables one  to conduct non‐intrusive  studies, 
meaning  that  Internet  users  are  not  even  aware  that  their  behavior  is  being  analyzed  (Dreze  and 
Zufryden, 1997). However, when conducting a study focusing on color, one has to control and neutralize 

































In order  to measure  the  differences  in  color perception, we  created  8 different  graphic  charts with 
varied hues, brightness and saturation. In accordance with Gorn (2004), we set the saturation levels at 
100%, because at that level, the hues are most distinct. The color stimuli were modified in accordance 





















































































































































































sure  the  hues  will  be  more  easily  distinguished.  Therefore  we  cannot  measure  the  effect  of  the 
saturation variable  in H1, H2 and H3. In addition, they have demonstrated that bright colors are more 
prone  to  entail  relaxing  feelings  than  less bright  colors  are.  That  is why we decided  to upgrade  the 
brightness levels of our chosen colors. 




which  supported  the best  readability  rate  in  relation  to contrast and we chose as chromatic colors a 
yellow dominant and a green dynamic. Starting from this chart, we reduced the brightness level of the 
two colors so as to obtain the second experimental design. For experimental designs 3 and 4 we kept 
the  same  colors but  switched dynamic  and dominant  colors. Experimental designs 5, 6, 7  and 8  are 
based  on  black  and  white  (achromatic  colors),  the  most  frequently  used  colors  on  e‐commerce 





To measure  recognition, participants were asked  to  recognize  two CD covers, each among  two other 
covers of different albums by the same artist. Recognition scores ranged from 0 to 2, one for each CD 





















We used a  four  items  scale developed by Yoo and Donthu  (2001). The  items were measured on a 5‐















  DF F p‐value
Hue  3 0.404 0.750
Brightness  1 0.771 0.381
Hue x Brightness  3 0.616 0.616
Effects of graphic chart colors on free recall
  DF F p‐value
Hue  3 0.288 0.834
Brightness  1 0.049 0.835
Hue x Brightness  3 2.484 0.061*
Table 3:   Effects of Graphic chart colors on cued and free recalls 
After  studying  the ANOVAs  carried out, we note  that brightness affects  free  recall most  significantly 
when hue n°2  (green dominant  color,  yellow dynamic  color)  is  used. With  a  low  level of brightness 








These  results  also  indicate  that  hue  and  brightness  have  no  significant  direct  effect  on  free  recall 
(p=0.834 and p=0.835)  respectively. This seems  reasonable  since hue or brightness of  the  text of  the 
website  (foreground  color)  and  hue  and  brightness  of  its  background  do  not  necessarily  have  to 
facilitate the retention of information. However, the interaction of the hue and brightness components 
of colors has a significant effect on free recall (F=2.484; p ≤ 0.061*). R² represents 3% which is low but 
sufficient. We can  thus accept  the hypothesis  indicating  that color components of a website have an 
interaction effect on the memorization of the consumer. H1 is therefore accepted. 
From  this  result, we  understand  that  a  lower  contrast  between  dominant  color  and  dynamic  color 
enhances the memorization of the commercial information given on the website. 
5.2 Direct effects of the colors of the graphic chart on buying intention 
The  results  of  the  GLM  analysis  demonstrate  that  a  graphic  chart  of  an  Internet  website  is  very 
influential on buying intention (Table 5). Brightness has a significant positive effect on buying intention 
(F  =  15.201, p  ≤  0.000)  (Table 5).  In  line with our  results  for memorization, we note  that when  the 
dominant and dynamic colors’ brightness is not too strong, buying intentions are the highest (Table 4). 
 
  DF F p‐value
Hue  3 0.349 0.790
Brightness  1 15.201 0.000***

































DF F p‐value DF F p‐value 
Hue  3  0.374  0.772  3  1.159  0.326 
Brightness  1  0.041  0.840  1  0.334  0.564 
Hue x Brightness  3  0.916  0.434  3  3.042  0.029* 
Table 6.   Effects of graphic chart colors on mood 











• Dependant variable = a”  (independent variable) + b”  (mediator variable) + c  ; mediator has  to be 
significant in this relation; 











displayed  information  than black and white  (achromatic colors) are. These  results must be  related  to 
the  studies  conducted  by  Silverstein  (1987)  who  noticed  that monochrome  screens  entailed more 
eyestrain and overall  tiredness. Therefore, e‐merchants should be aware of  this and choose carefully 
the hues of  the dynamic and dominant colors  that  they will use on their site so as  to adjust them to 
their  target. They  should also  take  into account  the aesthetic and  functional  impact of  those  colors: 
their contrast makes  it easier to find the  information on a webpage. Moreover,  low brightness fosters 
better memorization  scores  and  stronger buying  intention. We  also noticed  that  consumers  recalled 
more easily information that they had trouble to read on an e‐commerce website. However, let us note 
that they did not necessarily feel like buying a product from this type of website afterwards. 
As  Camgöz  et  al.  (2002),  Gorn,  et  al.  (2004)  and  Valdez  (1993)  had  shown  about  the  brightness 
component of color, it seems more  interesting to compare hue and brightness than to compare warm 
and  cold  colors when  trying  to  examine what  consumers  recall  and what  leads  them  in  purchasing. 
Indeed, in everyday life there is no support helping consumers to recall the content of an e‐commerce 
website they visited or to compare it with another offer. 
Moreover  it appears  indispensable to put  into practice the conditions under which we conducted our 
experiment  –  conditions  complying  with  the  criteria  used  to  evaluate  the  color  quality  of  digital 
interfaces  – which enable one  to benefit  from  an  accurate  and  easy  to  implement  tool  (Fernandez‐
Maloigne, 2004 ; Munsell, 1969). 
For future experiments related to the measurement of consumer memorization or buying  intention  in 
front of  a website, one  should undoubtedly  take  into  consideration brightness  and  saturation  rates. 
















































































































































































































.791  .864  .825  .908 
2  I intend to buy on this 
website in a near future. 
.834  .837  .863  .929 
3  It is likely that I buy on this 
website in a near future. 
.791  .870  .824  .908 
4  I plan to buy on this website 
in a near future. 






















1  Happy – Hum1  .377 .779 .505 ‐ .505 
2  Fed up ‐ Hum2  .412 .846 .540 .658 ‐ 
3  Caring – Hum4  .512 .838 .526 .725 ‐ 
4  Nervous – Hum5  .537 .834 .712 .751 ‐ 
5  Satisfied – Hum6  .411 .776 .631 ‐ .631 
6  Grouchy – Hum7  .486 .759 .628 ‐ .628 
7  Sad – Hum9  .588 .826 .653 .807 ‐ 
8  Jittery – Hum10  .571 .772 .755 ‐ .755 
9  Loving – Hum11  .407 .776 .514 ‐ .514 
10  Drowsy – Hum12  .394 .854 .753 .583 .643 
11  Lively – Hum13  .544 .853 .600 .605 ‐ 
12  Gloomy – Hum14  .634 .819 .746 .850 ‐ 
13  Tired – Hum15  .459 .842 .661 .683 ‐ 








































‐  Place  the  probe  which  will  then  provide  the  test  patterns  on  the  screen  using  the  suction  pads 
enabling it to stay stuck; 















activity  in  recent years. There are plenty of virtual worlds where businesses develop,  some of which 
have  developed  a  self‐governing  economy  retaining  its  own  currency.  While  there  has  been 
considerable amount of research as far as store atmosphere is concerned in brick‐and‐mortar and web 
retailing,  research  in  the  new  retailing  channel  is  generally  deficient.  The  growing  virtual  retailing 
environment  (VRE)  resembles but also differs  in  terms of  store atmosphere  characteristics both with 
the  traditional and Web environment. The present paper  reviews current business practice  in virtual 
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Atmosphere  
1 INTRODUCTION 
In  the 1990’s,  in  the Web 1.0 era, electronic stores were  two‐dimensional  (2‐D) and users could only 
find images and text about the products they were interested in. Subsequently, with Web 2.0 users can 
be  engaged  in  more  activities  as  they  can  develop  virtual  communities  and  belong  to  a  certain 
community  and  exchange  ideas,  enabling  socialization  and  entertainment  cues  (voice  chat,  MSN, 
MySpace, Facebook, YouTube etc.). A virtual reality world is a 3D environment where users are engaged 
in numerous activities through their  in‐world representatives, the so‐called “avatars”. Simultaneously, 
they  can  talk  with  their  friends  (socialization)  or  find  new  friends,  play  electronic  games 
(entertainment), build houses  (interior and exterior decoration), develop  furniture, buy and  sell both 
virtual and real products and numerous others activities. 
Users‐consumers show complex behaviors in the new era of multichannel retailing, which includes both 
conventional  and Web  stores  (Alba  et  al.  1997,  Peterson & Balasubramanian & Bronnenberg  1997). 
However, while  there  has  been  considerable  research  in Web  retailing,  there  are many  unresolved 
issues in virtual reality environments as far as business activity and corresponding consumer behavior is 
concerned.   Specifically, when an avatar puts  in a virtual world,  it has to  face thousands of graphical, 
textual, audio and video elements. Moreover, there is no established knowledge about how consumers 
react in these virtual environments. To that end, there is a great need to understand how issues such as 
design  and  store  atmosphere  characteristics  affect  consumer  behavior.  This  implies  that  both 
researchers  and managers  need  an  integrated  and  complete  corresponding  framework  in  order  to 
understand when and why consumers choose specific virtual stores while shopping or  in other words, 
what are the store selection criteria they use  in order to select a virtual reality store to conduct their 
purchases. Along  these  lines,  it  is  important  to explore how store atmosphere characteristics  (layout, 
scent,  sound  etc)  affect    shopping behavior  at  various  stages of  shopping  (e.g.  five  stages model of 
consumer buying process).   
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In  this  article, we  attempt  to  address  the  current  business  practice  in  virtual  reality  retailing.  Also, 
emphasis  is placed on reviewing  the available  literature on  the store atmosphere topic as  initiated  in 
the conventional  retailing  landscape, and has been already applied  in  the 2D web one. Based on  this 













real  phenomenon  for many people  to  interact within Virtual  Retailing  Environments  (VRE’s)  for  real 
economic purposes. Similarly, Burke (1996) stated that 3D effectiveness in e‐commerce lies in its ability 
to generate a virtual environment for the end‐user  in which his experiences will be affected the same 
way as  in a physical environment. Along  these  lines Papadopoulou  (2007)  confirmed  that  the use of 
virtual reality for online shopping environments provides an experience to the consumer which is more 
enjoyable  in comparison  to conventional web stores  (Web 1.0). Concluding, while  retailing activity  in 
the  VRR  context  is  quite  active,  research  on  designing  the  atmosphere  of  these  stores  is  generally 
deficient (Apostolou & Koutsiouris & Vrechopoulos 2008).  
Another  important  issue  in  VRR  store  atmosphere  is  telepresence.  VRR  store  environments  are  by 
definition  rich  in  multimedia  capabilities  and  representations,  resulting  in  a  highly  interactive 
environment.  Steuer  (1992)  considered  these  two  elements  as  key  characteristics  that  support 




control  in modifying elements of the environment  in  real time. Similarly,  it provides  to  the end users 
both  functional  and  hedonic  motives,  which  are  considered  important  in  traditional  and  online 




More  than  a  hundred  VREs  were  located  in  Web  at  the  time  of  crafting  the  present  research. 
Indicatively,  except  “Second  Life”,  “There”  and  “Cyworld”  that  are  considered  as  leaders  in  the VRE 
(Shin 2008), “Whyville” and “Teen Second life” are geared for teenagers. Some of them provide specific 
services to their users or “inhabitants” but their main resultant is entertainment. Finally, “Myrl”, which 
is  self‐described  as  a  cross‐world  entertainment  platform  that  brings  together  inhabitants  and  the 
virtual worlds they inhabit, is a remarkable example of the competencies provided by this emerging Β2C 




There  are numerous businesses  that have  invested or  continue  to  invest  in  their presence  in  virtual 
worlds.  Indicatively,  Dell,  IBM,  Microsoft,  Toyota,  Nissan,  Adidas  and  Nike  are  just  few  of  the 
multinational  companies  that  are  very  active  in  this  environment.  On  the  other  hand,  we  have 
witnessed  several  companies  trading  in  this  virtual  reality  retailing  environment  (selling  virtual/real 
goods/services)  that  have  not  any  former  presence  either  in  conventional  and  web  retailing  and 




many  retailers were  turning  to  superior product  visualization  technologies  in order  to  empower  the 
entertainment  value  or  reduce  product  risks  of  the  shopping  process  (Kim  &  Forshythe  2008). 
Specifically, the  reduction of product  risks can be managed by  facilitating product evaluation through 
the process of visualizing “your repreresenative” –i.e. avatar‐ trying on clothes which apply to your real 




through  an  interdisciplinary  research  approach  (i.e.  employ marketing  established  knowledge  in  an 
Information Systems intensive environment). 
Furthermore, other companies build  their virtual branches  in order  to engage  their customers  in  the 
production phase by testing new (innovative) products generally under the research and development 
umbrella. Innovativeness, which is a human need for new experiences (Hirschman 1980) is expected to 
influence  positively  the  intended  use  of  virtual  reality  stores  and  empower  retailer‐consumer 
relationship  (von Hippel 1988)  through  this  interaction. Along  these  lines,  firms can access consumer 
knowledge through an ongoing dialogue and relationship (Sawhney & Prandelli 2000). 
Finally,  in virtual worlds  there are  several universities,  corporations and governments  that use  these 
platforms  for  offering  improved  communication  capabilities  as  they  provide  multiple  channels  of 
communication (public and private text, voice chat, teleconference, images, audio, video). For example, 
universities  build  virtual  classes  and  libraries where  students  can meet,  discuss  and  study  together. 
Also, some institutions including governments and universities use this channel as a promotional tool. In 
virtual places that have built, avatars‐visitors are exposed to a great amount of rich information as far as 
the  specific  place  visited  is  concerned.  In  sum,  a  great  opportunity  arises,  as  by manipulating  the 
atmosphere of the place visited, consumer‐user behavior can be enhanced. 
4 RESEARCH FRAMEWORK 
Heidjen  (2004), considered  that conventional  technology acceptance models may not be appropriate 
when  testing  entertainment  oriented  IT  platforms  and  introduced  the  term  hedonic  and  utilitarian 
information  systems. Along  these  lines, Holsapple and Wu  (2007) based on hedonic  theory, propose 
that technology acceptance model as far as Virtual worlds are concerned, should derive by examining 
the  emotional  and  imaginal  responses  of  users/consumers.  According  to Marketing  theory,  Lewison 
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affect  imaginal or emotional  responses  to users/consumers.  For example,  the owner of  a  store may 
develop a game available to consumers and the winner of every week will get special discounts or some 
products  for  free.  This  practice may  evoke  special  emotional  responses  (arousal  and  enjoyment)  to 
consumers which will  be  guided by  the  owner  of  the  store.  Similarly  the  owner  can organize  social 
events,  theatrics  and  exhibitions  in  the  store  that will  affect  both  imaginal  (fantasy,  escapism)  and 




geography  and  distance  constraints  are  reduced.  In  a  traditional  environment,  communicating  and 
interacting with customers requires physical proximity. These constraints for obvious reasons  limit the 
number of consumers that a firm can communicate with. However, in a web environment the absence 
of  the physical proximity does not allow  for an  interaction and communication. Along  these  lines, an 
Ernst  and Young  (1999)  study on online  shopping  found  that  the  inability  to  talk  to a  salesperson  is 
considered an important reason which affects consumers negatively. Similarly, Sproul et al. (1996) state 
that when people being asked questions  in  text vs. by a human  face  they prefer  the human  face.  In 
VREs,  avatars  can  simulate  numerous  of  physical  gestures  and mimics  involving  vivid  and  affective 
psychological states. To that end, it is clear that this social aspect further supports the need to adopt an 
interdisciplinary  approach  towards  investigating  causal  relationships  (i.e.  cause  –and‐effect 
relationships)  between  virtual  reality  retailing  information  systems‐stores  (i.e.  the  cause)  and  user‐
consumer behavior  (i.e. effect).  In other words,  it  is quite obvious  that such  type of  research studies 
should employ literature from both Information Systems (e.g. Human Computer Interaction, Evaluation 
of  Information  Systems)  and  Marketing  (e.g.  Retailing,  Services  Marketing,  Consumer  Behavior) 
disciplines in order to provide robust research insights. 
There has been considerable research on traditional and   2‐D web retailing about the norms that 
people  follow at various  stages of  shopping process. For example, when a consumer visits a physical 
store and wants to buy a home cinema set, is expected to walk around the store, find the place where 
home cinemas are  located,  look at  the prices,  read  the specifications,  inspect  the unit  (touch,  lift up, 




kitchen). Moreover,  as VREs  retain many  characteristics both  from  virtual  and web  environment we 
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should  address  how  various  combinations  (e.g.  text  vs  images  vs  3‐D)  will  help  companies  meet 
consumers needs.  
Another important factor that researchers are interested in and resulted in many empirical studies and 




store  at  the  same  time,  an  interesting  question  is  whether  we  can manipulate  store  atmosphere 
characteristics  (e.g.  layout,  colors,  scent, music). Rather  this  should not be  an option but we  should 
spend on finding how other personalization cues (e.g. personal discounts, text  informing about a new 
book that there is in stock and probably an avatar would interested in, etc.) affect consumer behavior. 
To  that  end,  Lewison’s  (1994)  store  environment  classification  framework  (store  image,  store 
atmospherics  and  store  theatrics),  explores  the  applicability  and  customization  capabilities  of  the 
aforementioned  factors  in  relation  to conventional, and web environment.  Indicatively, however,  the 
ability  of  flying  in  many  virtual  worlds  instead  of  walking  brings  about  changes  in  terms  of  the 
landscape. Specifically, the question that arises is whether layouts by this time known, generate special 
emotions  and  affect  avatars’  shopping  behavior,  or  if  new  forms  of  layouts  should  arise  to meet 
people’s needs. 
Finally, as mentioned earlier, since  firms use virtual presence  in virtual worlds as a  tool  for designing 








knowledge  from  conventional  and  web  retailing,  store  atmosphere  seems  to  significantly  affect 
consumer behavior, corresponding research in virtual reality environments is still on its infancy. To that 
end,  defining  and  investigating  the  role  of  store  atmosphere  determinants  in  this  emerging  retail 


















































































The  sharp  increase  of  Internet  usage  has  transformed  the way  goods  are  bought  and  sold. Widely 
available  online  information  about  products  and  pricing  has  transferred  many  consumers  from 
traditional  to online stores. The  scope of  this paper  is  to examine  the perceptions of Greek adopters 







Online  shopping has been a growing phenomenon  all over  the world,  as  the  Internet has become a 
mean  for  both  firms  and  consumers  to  conduct  business.  The  systematic  progress  of  Information 
Technology, the improvement of Internet access and the rise of personal computer ownership have led 
to widespread use of  the Net,  thereby allowing economic actors  to  transact  their business  in virtual 
markets  (Borenstein and Saloner, 2001; Quelch and Klein, 1996). Especially the development of more 
advanced technology has facilitated smoother surfing on the Internet. People can now access it through 
not  only  personal  computers,  but  also  from  PalmPlots, mobile  phones, Web  TV  and  other mobile 
devices.  Changes  in  the  lifestyles  are  also making  consumers more willing  to  purchase  from  online 
stores  (Kau et al., 2003). According to Magee  (2003), the growth  in the number of online shoppers  is 
greater  than  the  growth  in  Internet  users,  indicating  that  more  Internet  users  are  becoming 
comfortable  to  shop online.  Furthermore, not only does  the number of  adopters grow, but also  the 
volume of their purchases is proportionally increased (Monsume et al., 2004). 




the  use  of  Internet  tools  for  price  search  and  comparison  provides  an  additional  advantage  in 
consumers’ final decision, as they can purchase the desired product in the lowest available price (Haubl 
and Trifts, 2000). For consumers who are  sceptical about which products best  serve  their needs,  the 
Internet provides rich sources of information for products’ comparisons. Compared with offline stores, 
online marketers often offer extensive product information on demand (Chen and Chang, 2003). On the 
other  hand,  privacy  and  security  have  been  of  great  concern  for  online  shopping  non‐adopters 
(Grabner‐Kraeuter,  2002;  James,  1999;  Kiely,  1997;  Yianakos,  2002),  resulting  people  to  browse  the 
Internet more for information than for buying online (Burns, 2005; Curtis and Slater, 2000). 
Regarding  Greece,  online  shopping  has  been  emerged  quite  recently  as  a medium  for  transactions 




them  were  between  25  and  44  (59%)  years  old.  Concerning  the  volume  and  the  amount  of  their 
transactions,  an  average  of  5.2  purchases  in  the  last  six months  and  a  total  expense  of  790€ were 
recorded. Thus,  in order to obtain a thorough point of view regarding Greek online shopping and the 
reason of its denial from a remarkably large group of Internet users, this study is aimed to examine the 
perceptions  of  adopters  and  non‐adopters  of  online  shopping  in  terms  of  demographic  profile, 
consumers’  expectations  and  perceptions  of  online  stores,  as well  as,  its  particular  advantages  and 
problems.  It  is worth mentioning  that adopters are  Internet users who have purchased online, while 
non‐adopters  are  Internet  users who  have  never  purchased  online.  The  study  is  based  on  previous 
research  carried  out  by  Teo  (2006).  However,  it  should  be  noted  that  this  study  comprises  the 
preliminary  work  of  a  continuous  effort,  which  is  taken  place,  in  order  to  develop  and  propose  a 






buying behaviour and  the  factors  that encouraging or hindering online  shopping  is presented. This  is 
followed  by  the methodology  and  the  results  of  the  research.  The  last  section  concludes with  the 
implications of the study, its limitations and directions for future research.            
2 LITERATURE REVIEW  
Several  studies  have  been  carried  out  by  researchers  in  their  effort  to  examine  consumers’  online 
buying behaviour. For example, Kotler and Armstrong (2000) pointed out that a person’s buying choices 
are  further  influenced by  four  key psychological  factors: motivation, perception,  learning  and beliefs 





capture  business  than  the  online‐only  presence,  because  they  can  provide  better  pre‐purchase  and 
post‐sales services  to  lower consumer  transaction cost and build  trust  in online stores. However,  it  is 
worth mentioning  that beliefs  and  attitudes  that  are  found  in  the  stage prior  to  the  adoption of  e‐
commerce  are different  to  those  in  the  “post‐adoption”  stage  (Gefen  et  al., 2003; Karahanna  et  al., 
1999; Venkatesh and Brown, 2001; Yu et al., 2005). Bellman et al. (1999) investigated several predictors 
for whether an  individual will purchase online. These authors concluded  that demographic variables, 








well  as  the  confidentiality  of  credit  card  and  personal  information.  Know  and  Lee  (2003)  explored 
consumers’ concerns about payment security and its relationship to online shopping attitude and actual 
purchases.  They  observed  a  negative  relationship  between  attitude  towards  online  shopping  and 
concerns about online payment security. Consumers with a positive attitude seem to be less concerned 
about payment  security.  Similarly,  popular  literature  cited  ease  of  shopping  comparison,  low prices, 
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timely delivery, convenience, time saving,  low shipping costs,  improved customer service, tax exempt 
status  and  speedy  e‐mail  response,  as  key  reasons  for  the  increase  in  online  shopping  (Huang  and 
Oppewal,  2006;  Lorek,  2003;  Magee,  2003;  Maloy,  2003;  Retail  Merchandiser,  2003;  Rowley  and 
Okelberry, 2000). Additionally, Karayanni (2003) observed that online shoppers tend to value avoidance 
of  queues,  availability  of  shopping  on  a  24‐hour  basis  and  time  efficiency.  A  study  carried  out  by 
Monsuwe et al.  (2004) collectively provides all the related  literature review regarding the  factors that 
drives consumers to shop online. 
As a  further  step,  this paper encompasses  the  literature  review  regarding advantages, problems and 





online  shopping. The  selection of  the sample participants was  conducted based on  random  sampling 
procedures. Data was  collected by means of a questionnaire administered  from  January until March 
2009  in Greece. The questionnaire applied, was consisted of two different  forms: an electronic‐based 
and a paper‐based form. However, prior to its distribution, the questionnaire was pretested in order to 











































Specifically, adopters were mainly young males and most of  them belonged  to  the highest education 
levels, whereas non‐adopters were primarily young  females  (18‐24 years old) and about 70 per  cent 
received or were going to receive a University or College degree. Adopters’ percentages regarding the 
top  education  level  (Master/PhD)  were much  higher  than  non‐adopters,  as  well  as,  their monthly 
income. Additionally, they spent more hours daily using a personal computer or browsing the Internet. 
In  regard  to  their online purchases, approximately 40 per cent were buying 2‐3 products every year. 
Additionally, it is worth to be mentioned that adopters were comprised of more private employees and 
freelances compared to non‐adopters, in which nearly half of them were students.  
Concerning  chi‐square  statistics,  a  significant  association  was  observed  in  all  tests  between 
adopters/non‐adopters and demographic characteristics. Specifically, in the inquiries regarding the daily 
usage of personal computer and  the  Internet, as well as  respondents’ occupation, an extremely high 
























































































































































































































On  the  other  hand,  non‐adopters’ main  reasons  for  not  buying  online  (Table  3) were  security  and 
privacy concerns (49.3%), their preference to purchase from brick‐and‐mortal stores (47.9%) and their 
need to physically examine the product (46.9%). Moreover, a  large group of them (32.1%) mentioned 
that  they did not bought online, because  they did not use credit cards  for  their payments. However, 
differences  between  age  groups were  identified.  In  the  18‐34  age  group,  the main  reasons  for  not 
adopting online purchases was security and privacy concerns (23.9%), followed by their preference to 
buy  from  brick‐and‐mortal  stores  (21%).  Regarding  the  35‐54  age  group,  apart  from  safety worries 
(28.6%),  the  physical  examination  of  the  product was  reported  as  the  second most  important  issue 
(22.9%). Non adopters in the 55‐64 age group stated as the main problems their ignorance of the online 
buying  process  (25.6%)  and  their  preference  to  buy  from  brick‐and‐mortal  stores  (23.1%), whereas 
respondents above 64 years old, mentioned that the need to physically examine the product  (26.3%) 




















































Consumers’  expectations  and  perceptions  were  examined  in  terms  of  general  expectations  and 




wide  availability  of  contact  options. However,  it  is worth mentioning  that  non‐adopters  had  higher 
scores compared to adopters regarding their expectations about the number of value added services, 
indicating that they anticipate higher functionality from online stores.   
Concerning  their  perceptions  on  privacy  policy,  non‐adopters  had  much  slower  mean  scores  than 
adopters,  demonstrating  that  the  former were more  concerned  about privacy  issues. However,  it  is 
observed  that  this  category of questions had  the  slowest  scores,  indicating  that  security and privacy 
were of great concern in both target groups.  
With  reference  to online  shopping  risk,  for almost all  the  inquiries, adopters had higher  scores  than 
non‐adopters,  indicating the positive  impact of these  issues to their perceptions about risk reduction. 




















Online stores should provide adequate payment options 4.55 (0.83) 4.57 (0.77)   ‐0.51








Online stores use consumers’ data for statistic issues without consent 3.25 (1.39) 3.29 (1.41)  ‐0.44
Online stores ask for consumers’ permission in order to send  3.03 (1.46) 3.40 (1.41)   ‐3.96 1
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advertisements to their e‐mail accounts




Consumers can return a product and get refunded the purchase price 3.97 (1.28) 4.12 (1.12)   1.98 d




The company has also brick‐and‐mortal stores 4.05 (1.11) 3.90 (1.11)  1.94





online  to a higher degree compared  to non‐adopters  (Table 5). Specifically,  the  formers  felt  that  the 
Internet provides them with the ability to shop any  time of the day, purchase abroad and  it makes  it 
easy  to  do  comparison  shopping  across  websites  or  within  a  particular  website  as  well.  Of  lesser 
importance are  the  time  saving and  the view  that products provided  from online  shops are  cheaper 













Shop any time of the day  4.49 (0.93)  4.69 (0.77)  ‐3.42 b 
Shop abroad  4.51 (1.89)  4.72 (0.69)  ‐3.87 1 







Have more options compared to brick‐and‐mortal stores   3.46 (1.25)  3.75 (1.15)  ‐3.69 1 
Easy to find real bargains  3.80 (1.17)  4.17 (0.98)  ‐5.12 1 
















adopters  felt  that  it  is possible  to have  their  credit  card data  intercepted,  is difficult  to  confirm  the 
reliability of the provided products and it is possible to buy a product that it would not value as much as 
you pay  for  it. Concerning  after‐sales problems,  they  strongly believed  that  it  is difficult  to  return  a 
product and get refunded or have a defective product changed with a new one. Commonly, adopters 














Online stores promise more than they can practically offer  3.51 (1.05)  3.16 (1.06)  5.00  











After‐sales Problems        




It is difficult to change a defective product with a new one  3.79 (1.00)  3.34 (1.14)  6.41 1 




Product’s guarantee is not assured   3.59 (1.06)  3.08 (1.09)  7.16 1 
The delivery of the purchased product is time‐consuming  3.24 (1.16)  2.69 (1.18)  7.13 1 
Table 6. Problems in online shopping  
5 CONCLUSION 
This paper  comprises  the preliminary part of an ongoing  research aiming  to  shed  light on  the broad 
topic of online shopping. Particularly,  its scope was to examine  the perceptions of adopters and non‐
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adopters of online  shopping  in Greece;  in  terms of demographic profile,  consumers’ expectations of 
online stores, advantages and problems related to online purchases. In summary, the research provides 
interesting  insights  on  the  online  consumer  behaviour.  Specifically,  the  results  showed  significant 
differences between the two target groups regarding their expectations and perceptions. Adopters had 
higher expectations from online shopping on  issues relating to privacy policy and risk. However, much 
greatly  significant  difference  was  identified  between  adopters  and  non‐adopters  regarding  their 
particular  perceptions  on  advantages  and  problems  of  online  shopping.  Furthermore,  considerable 
discrepancies were revealed in several demographic characteristics of the two target groups, explaining 
the  diversity of  consumers’  online  buying  attitude.  Findings  of  this  research  could  help  firms  better 
understand the particular needs of the adopters and non‐adopters; and as a consequence, analogous 
marketing  policies  could be  applied  to  them. Particularly,  regarding non‐adopters, marketers  should 
focus on the  features that prevent them  from shopping online and build related marketing strategies 
for changing their current attitude. It is generally accepted that as the effect of electronic commerce is 
exponentially  increased,  the better understanding of  consumer behaviour,  the more  advantageous a 
firm could be on the boundless market of online shopping. 
On  the contrary, despite  the  fact that the results provide meaningful  implications, the study has  four 
basic  limitations. Firstly,  it is primarily descriptive in nature, as it has not offered any kind of proposed 
framework or model. Secondly, only  simple  statistics have been used, namely  t‐tests and  chi‐square.  
Moreover,  the selection of  the  research  respondents was conducted based on  random  sampling and 
the  results were not compared with analogous  findings  in other countries. For  future  research, more 
advanced statistical methodologies are going to be applied in order to examine the differences between 























































































































Long  ago,  Italian  Public  Administrations  started  a  process  to  increase  the  efficiency  of  their 





citizens.  The  key  element  is  to  increase  the  cooperation  among  public  bodies  allowing  a  seamless 
communication which will  not modify  the  already  existing  systems.  The  Friuli Venezia Giulia  Region 
interoperability framework, presented in this paper, provides a layer which ensure the communication 
between Administrations increasing the efficiency of  administrative procedures, through the adoption 




The  modalities  of  interaction  between  public  administrations  assume  a  strategic  role  within  the 
eGovernment priorities. Efficiency  inside Public Administration  is essential  to guarantee a qualitative 
public service to citizens, which particularly means responding quickly and precisely to their needs. The 
objective is enabling the citizen to have a unique access point to administrative services (unique virtual 
counter),  thus eliminating  the need  to move  to different public offices. This goal  can be  reached by 
adopting solutions  for  interoperability between heterogeneous systems, so that a unique  information 
system can integrate services delivered by different administrations. 




• The Public  System  for Application Cooperation  [SPCOOP2],  integrated  in  the  SPC, which  concerns 
those  interoperable  solutions  that  are  “neutral”  with  respect  to  the  technological  choices  and 
service policies adopted by each Institution. 
The Autonomous Region  “Friuli Venezia Giulia”  commissioned  Insiel,  the  ICT  company owned by  the 
Region,  the  design,  development  and management  of  a  regional  interoperability  framework  which 
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Another  goal  reached by  the  regional  interoperability  framework  is  the possibility  the  citizen has  to 
choose which modality he/she prefers,  to access public  services, whether  the  traditional one  (public 
office counters) or the internet channel, which avoids having to personally go to the offices concerned. 





• the  structure  based  on  domain  gateways  and  on  a  federated  identification/authorization  system 
enables  to  identify  different  operators  in  a  non  redundant  and  secure way  authorizing  them  to 
access resources and exchange data in a secure way; 
• it  did  not  require  to  change  the  existing  legacy  systems  of  participant  Administrations  and  this 
brought to low deployment costs and times; 




language,  management  system  or  access  to  resources)  to  exchange  services  on  the  basis  of 
standardized messages and therefore easily understandable by each system. 
As stated above,  the Public Connectivity System  (SPC) defines  the connectivity  infrastructure and  the 






• defines  a  cooperation  architecture  that enables  the  integration of  the  resources  (procedures  and 
data) from different domains, regardless of the legacy systems of the single domain; 
• uses  Internet  standard  protocols  (mainly  HTTP  but  also  SMTP  and  FTP)  as  reference  for  data 
transmission between domains; 
• Identify  the  standards  to  be  used  for  service  requests  between  Organizations  that  are    XML 
(eXtensible Markup Language)  to define a data  format easy  to be shared between heterogeneous 
systems,  SOAP  (Single  Object  Access  Protocol)  to  convey  the  XML‐coded  information  over  the 
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network,  through   HTTP/HTTPS protocol  and  the  eGovernment‐Envelope  to wrap  and  secure  the 
communication. 
3 THE DOMAIN GATEWAYS 
The so called Domain Gateways are  the key  technological component of  the application cooperation 
architecture  compliant  to  the  SPC  (Public  Connectivity  System).  They  represent  the  unique  and 
exclusive access point  to  the  resources of a given organization and correspond  to a set of  (software) 
functionalities  that  can be  activated within  each  domain, both  to  allow  access  to  the organization’s 











The  technical  architecture  of  the  Domain  Gateways,  although  established  within  each  domain,  is 
characterized by the following aspects:  
• a  three‐level  architecture  compliant with  SPC  specifications  (client domain, Domain Gateway  and 
server domain); 







































Administration A Administration B
Domain 
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• Administrations can cooperate over  the network accessing a specific network service,  the Domain 
Registry, where for each domain are listed the available services and their interaction model. 
To  ensure  interoperability  towards  external  institutions,  a Domain Gateway  is  connect  to  the Public 
System of Application Cooperation (SPCOOP). Integration enables access to the services therein made 
available by local and central public authorities also enabling the latter to receive specific services from 
other  organizations.  The  ESB  enables  the  link  between  the  Domain  Gateway  and  the  application 
components  and  all  the  specific  functionalities  that  ensure  the  interaction  between  domains  are 
invisible to applications. 
4 IDENTITY & ACCESS MANAGEMENT 
The  proposed  model  is  based  on  the  federation  of  the  domains  involved  in  the  project,  which 
communicate with one another  through  the network. The aim  is ensuring  the  transparency  from  the 
legacy  level of the services offered by each domain, considering the specific modalities of  interaction 
used within the domains themselves. 
The  domain  interface  conceptually  represents  the  entrance  point  enabling  access  to  the  applicative 
resources offered by the domain.  It can be further specialized  in the portal and the domain gateway: 
the first dealing with the interaction between human users (i.e. citizens) and services, the second being 





levels  of  interaction  between  the  involved  actors  (users  and  other  domain  services).  The  first  level 
enables  communication  between  the  user’s  browser  and  the  service  front‐end,  the  second  level 
connects the front‐end to one or more back‐ends. The first interaction is, as usually happens, between a 
browser  (also  called  User  Agent)  and  a web  server.  The  second  one  takes  place,  in  an  application 
cooperation perspective, between the domain gateways of the different  institutions which participate 
in  the  implementation  of  the  service  requested  by  the  user.  This  paper  aims  at  illustrating  the 
modalities  for  identity  certification  and  authorization  verification  in both phases,  for  all  the  subjects 
involved. 
The system  is based on  the SAML[3] protocol. SAML servers are dedicated  to assertion delivery. The 
SAML protocol operates with three standard types of assertions, the Authentication Assertion  issued 
by the Identity Provider (IDP), where the server certifies that the user subject to assertion has logged in 
using  the modality  described  in  the  assertion  itself,  the  Attribute  Assertion  issued  by  an Attribute 
Authority  (AA),  in which  the  server  certifies  that  the  subject  concerned  by  the  assertion  possesses 
certain attributes, and the Authorization Assertion issued by a Policy Decision Point (PDP) that decides 
on  the  authorization  to  be  given  to  a  principal  requesting  access  to  a  specific  resource.  The model 
functions in a very simple way: the server responds to each type of request with the related assertion. 
The  Profile  Authority  (PA)  is  a  system  where  the  user  can  register,  in  a  personal  profile,  all  the 
attributes possessed and the related certifying bodies or Attribute Authorities (AA).  









Which  are  the necessary  attributes  to  access  a  given  service? Once  attributes  are defined,  to which 
Attribute Authority should the Attribute Assertions be requested to certify the user? 
Two  informative structures are available and provide  the solution  to both enquiries:  the User Profile 
and the Service Profile. 











of  the  information  related  to  the  request or  there could be  role proxies, etc. From a  formal point of 



























A  user may  be  characterized  by  numerous  attributes  that  do  not  depend  on  the  Identity  Provider. 
These are,  for example,  the  role a user plays  in an organization or Domain,  the  title, determined by 
registration to a Register or an officially recognized status. 
Attributes are the main elements which determine the Access Policies. 








































Policy Decision Point  for  that Domain. The PDP checks  the  Identity and Attribute Assertions  received 
together with the service request and, after interpretation of the Access Policy (defined for the specific 















Numerous  Public  Administrations  had  implemented  their  own  Domain  Gateways  within  the  ICAR 
project  [ICAR] utilizing other  technologies  compliant with  the  specifications,  and  the  communication 
among  different  institutions  has  been  verified  between  the  Friuli  Venezia  Giulia  region  and  other 
entities or regional administrations (Tuscany, Basilicata, Puglia, Liguria among others). 
4.7 Possible applications in B2G and B2B contexts 
Although  they were developed  to enable  collaboration between different public administrations,  the 
regional  interoperability  framework  and  the  federated  authentication  can  actually  be  used  for 





SMEs must  implement  their own domain  gateways  (Delegated  and Application)  and  subscribe  to  an 
identity  provider  (e.g.  those managed  by  trade  associations)  that  can  certify  the  identities  and/or 
professional  roles of  the different users. The company  should obviously declare which  services  it will 
make available through the domain gateway and which roles can access the specific service.  
SMEs can download  the software components  that enable  them  to  implement  the domain gateways 
from  a  regional  Portal  (the  solution  is  based  exclusively  on  open  source  components  and  available 
under eu‐GPL  license),  from which they can also offer and receive software and services and develop 
new solutions that give them a competitive advantage.  
In  this  way,  they  also  contribute  to  the  improvement  and  evolution  of  information  systems  and 
technology.  
5 CONCLUSION AND LESSON LEARNED 
From  the  overview  of  the  process  that  brought  to  the  effective  development  and  dissemination  of 
Application Cooperation throughout the regional Information System of the Friuli Venezia Giulia region, 
we can highlight and keep in mind two important aspects.  
The  first  important element  in Friuli Venezia Giulia’s experience  is  the amount of  time and  resources 
spared: the deployment of the regional interoperability framework and the definition of services’ access 




carrying  out  their  ordinary  office  work  without  changing  any  of  their  habits,  during  and  after  the 




Both  these obstacles were avoided by  the analysts and developers who  studied  and  carried out  the 





















The  paper  presents  a  case  study  of  an  ongoing  implementation  project  in  the  framework  of  the 
European  Union  Services  Directive.  In  the  German  federal  state  of  Brandenburg,  authorities  are 
preparing  a  common  taxonomy  of  professions  and  industries  for  general  use  and  in  particular  for 
business  registration.  It  is a measure  for  the  creation of  a point of  single  contact as  required  in  the 
Services Directive. Existing code lists and taxonomies are used as "semantic interoperability assets" and 
consolidated  for  the  new  purpose  with  the  help  of  the  Semantic  Interoperability  Centre  Europe 



















The case presented  in  this paper has a clear pan‐European dimension.  It  is a project of  the coaching 
service of  the Semantic  Interoperability Centre Europe, SEMIC.EU. This European Commission  service 
was established under  the programme  IDABC  (“Interoperable Delivery of Services  to Administrations, 
Businesses  and  Citizens”).  In  this  project,  SEMIC.EU  provides  coaching  on methodology  advice  and 
recommends the existing source interoperability assets for a business registration  index which is to be 
defined. 




Business  registration  infrastructures  are  an  important  element  of  Services Directive  implementation 




“The possibility  to complete all procedures  through  'Points of Single Contact' has  to be available at a 
distance and by electronic means, meaning that Member States will have to provide for eGovernment 
services  that  can  also  be  used  across  borders  –  by  applicants  who  reside  and  providers  who  are 
established in other Member States. It is the fist time that Member States are under a legal obligation 
to  put  in  place  such  eGovernment  services  and make  their  use  possible  across  borders.  This  is  a 
particularly  challenging objective and  the Commission  is  closely assisting Member  States  in  finding a 




the  federal  level  to  state  level.  The  states  take  on  single  tasks which  derive  from  implementation 
requirements. 
This  case presents  the preparations of  the  federal  state of Brandenburg  for  the  setup of a  “point of 
single  contact”.  In  the  state  of  Brandenburg  the  implementation  of  electronic  processes  for  service 
providers and the exchange of relevant data between authorities are coordinated by the Ministry of the 
Interior. 










The  following  paragraphs  outline  the  three‐step  approach  taken  in  the  development  of  a  central 
business registration index in Brandenburg: An analysis of the actual requirements, the identification of 
reusable  interoperability assets and,  finally,  the  semantic consolidation of  the  resources  to meet  the 
requirements.  
3.1 Step one: Requirements analysis 










































• It  must  contain  semantically  unambiguous  specifications  of  professions  as  well  as  trades  and 
industries  







































Since  the  EURES  taxonomy  delivers  the  opportunity  of multilingual mapping,  it  does  not  fulfil  the 
requirement to match all business activities applicable for registration, especially  in the  framework of 
pan‐European service provision. To make up  for this shortcoming, NACE was  identified as  the second 
reference  standard which  the  pragmatically  shortened  index  to  be  established must  be  harmonised 
with.  NACE,  the  “Statistical  Classification  of  Economic  Activities  in  the  European  Community” 
(“Nomenclature statistique des activités économiques dans la Communauté européenne) is a European 











The  structure  and  content  of  NACE  Rev.  2 were  developed  in  cooperation with  national  European 
statistical  institutes, Directorates General of  the European Commission as well as European business 
and trade associations. It is a significant feature that while its scope is clearly pan‐European, NACE Rev. 





In order to support the  flow of  information  in  the  Internal Market and specifically with  regard to  the 
free  movement  of  services,  the  European  Commission  developed  IMI.  It  is  designed  to  offer  the 
necessary  infrastructures  which  let  Member  States  provide  mutual  assistance  and  information 
exchange. A pilot project  for  the  implementation of  the  Services Directive was  launched  in February 




IMI  aims  at  an  interoperable  information  infrastructure  for  bilateral  information  sharing,  whereas 
SEMIC.EU’s  implementation project with the state of Brandenburg focuses on the matter  itself and  its 





















After  the  expert  revision  of  the  source  index  from North  Rhine‐Westphalia,  the  consolidated  list  of 
trades  and  businesses  (including  service  providers)  is  optimised  inasmuch  as  it  is  no  longer  than 
necessary. All entries which do not apply or do not have an  administrative  reference  in  the  state of 
Brandenburg are eliminated. This, however, is only the first step towards implementation‐readiness. 
The major  functional task here  is to  identify: What do the terms  listed  in these classifications actually 
refer to? Meaning in this context is an appropriate and accurate representation of a potential service or 
profession  for  its  registration with the authorities. Any possible service must be covered while at  the 
same  time,  the  concepts  of  the  services  and  business  activities must  be  compatible with  registers 
already in use and relevant to the business processes related to service provision in Germany. 
4 SUSTAINABILITY AND REUSABILITY 
The  decisive  step  towards  sustainability  and  reusability  at  the  semantic  level  is  taken  by  identifying 
semantically  similar entries  in both  the multilingual EURES  taxonomy and  the semantically  rich NACE 
standard. By  this harmonisation,  the new  index becomes  incrementaly extensible  to any  conceivable 
need that might occur over time.  
In order  to keep  the developed solution sustainable, a procedure  for  the maintenance of  the system 
needs to be  found. Any taxonomy or ontology as a representation system of real‐life conditions must 
constantly be adapted to the changes of the context they are used in. The most obvious example in the 
context  of  business  activities  and  service  provision would  be  emerging  new  services  based  on  new 
business models and as a result of technological progress. 
The  concept  of  the  pivot  solution  adds  significantly  to  the  sustainability  of  the  target  system.  Any 
change  in one of the classifications / systems related to the pivot solution must be able to map their 





































The  Semantic  Interoperability  Centre  Europe  operates  as  a  coordinated  network  of  eGovernment 
projects  and  communities.  The  service  calls  on  projects  and  individuals  alike  to  share  their  building 
blocks  for semantic  interoperability  (referred  to as “interoperability assets”) or  to develop  them with 
support from the community built around SEMIC.EU. And it facilitates their reuse. 
A  standardised  clearing process,  supported by platform  functionalities,  governs  the  evolution of  the 
data models, XML schemas, code  lists, ontologies and taxonomies which are shared through the open 
repository.  
As  a  general  rule,  the  Semantic  Interoperability  Centre  Europe  follows  a  collaborative  approach  in 





















































which are actually  represented  in  the state of Brandenburg – with a view  to  future extensions and a 





and  the  recipient of  interoperability assets. The gains  in  comparison  to autonomous  approaches  are 
easily conceivable. During the following stages of the project and in its reuse, the following criteria will 
define the success of the approach: 
• The  required  processes  for  the  maintenance  and  further  development  of  taxonomies  must  be 
defined. 
• Theoretical  considerations  regarding  the  solution of  semantic  conflicts  in  the  integration of multi‐
level taxonomies are applied for practical advice. 
• Aimed at the larger context of the project, concepts and procedures are defined for the creation of 
regional/national  rooms  for  manoeuvre  in  the  cooperative  use  of  central  taxonomies  (pivot 
concept). 
• In this specific case, the integration of existing vocabularies requires a description of the sustainable 











































Governments  started  e‐government  strategies  to  renew  the  public  sector  and  eliminate  existing 
bureaucracy and  therefore  reduce  costs.  Interoperability appears as  the mean  for accomplishing  the 
interlinking of information systems, applications and ways of working not only within governments but 
also  in  their  interaction with  the  administration,  enterprises  and  public  sector.  The main  source  of 
administration  costs  is  the  traditional use of paper as  the  linkage element between public  agencies. 
Integrated electronic processes between public agencies can be the solution to reduce these costs and 
create a more efficient public  sector. This paper proposes an approach  for measuring  the benefit of 
incorporating interoperability in e‐government. This approach is based on the identification and analysis 
of  certain  processes  (business  process  modelling)  and  on  the  activity  based  costing  method.  In 




E‐Government  (EG)  aims  at  the modernisation  of  Public  Administration with  the  adoption  of  peak 
technologies and  the development of digital connection among governmental  information systems  in 
order  to  achieve  saving  of  resources  and  the  qualitative  upgrade  of  public  services  (IDABC,  2005).  
Another goal of EG is to enable the seamless information flow between organizations (IDA, 2003). That 
is the reason why the interoperability among Public Administration (PA) agencies has been identified as 
a major  issue  to  be  addressed  by  every  e‐government  initiatives  (Guijarro,  2008)  and  as  a  critical 
prerequisite for the effective functioning of contemporary Public Administration systems (IDABC, 2005; 
Gottschalk, 2009; Pardo & Tayi, 2007; Wang, et al., 2007). 2007). Currently, there are several research 
efforts  that  try  to  address  interoperability/integration  issues  in  e‐government  (Guijarro,  2004; 




Governments  started  e‐government  strategies  to  renew  the  public  sector  and  eliminate  existing 
bureaucracy and therefore reduce costs (Riedl, 2003; Tambouris, et al., 2001). Interoperability appears 
as  the  mean  for  accomplishing  the  interlinking  of  information,  systems,  applications  and  ways  of 
working not only within governments but also  in their  interaction with the administration, enterprises 
and public sector (Laskaridis, et al., 2007). As public budgets are shrinking all over the world and society 
is  increasingly  calling  for  more  accountable  public  administration,  governments  try  to  reduce 
administration  costs. The main  source  of  these  costs  is  the  traditional  use  of  paper  as  the  linkage 
element between public agencies. Integrated electronic processes between public agencies can be the 
solution to reduce these costs and create a more efficient public sector (Joia, 2004). 
This  paper  proposes  an  approach  for measuring  the  benefit  of  incorporating  interoperability  in  e‐








be  fulfilled.  In  this  point,  the  need  of  applying  interoperability  and  of  establishing  communication 
among  public  authorities  is  emerged.  The  collection  of  prerequisites  with  the  use  of  transparent 
processes would  involve important savings for the public authorities and it would have as direct result 
the citizens’ satisfaction.   
The  paper  is  organized  as  follows.  Section  II  presents  a  literature  review  of  the  field  of  EG  and 
interoperability.  Section  ΙΙΙ  presents  analytically  the  methodology  for  measuring  the  benefit  of 
incorporating  interoperability  in  e‐government.  Finally,  section  V  summarizes  the  outcomes  of  the 
research, the basic conclusions and gives directions for future research.  
2 LITERATURE REVIEW  
The  digital  governments  tend  to  simplify  drastically  the  flow  of  information  between  the  different 
public agencies and the citizens. On ‐ line services of EG are expected to lead to an important reduction 
in the use of documents and the sending e – mails. Consequently, it is anticipated improvement in the 







that  the decreased  confidence of  citizens  for  the  government  as well  as  their dissatisfaction  can  be 
limited  via  the  use  of  technology.  This  can  be  achieved  by  providing  higher  level  of  services  or  by 
enhancing citizens’ participation  in governance.  In  the  last approach, known as electronic democracy 
(Fountain,  2001),  the  technology  undoubtedly  plays  an  important  role  in  strengthening  democracy 
(Thomas & Streib, 2003). Electronic democracy intends to render public information easily accessible in 
the public and give citizens  the ability  to express  themselves and exchange opinions via  the  internet. 
Also, a future goal  is to give citizens the possibility of voting for various subjects  in which are direct or 
indirect  involved (Orr, 2000). However, the dynamics of the electronic democracy  in EG  is still  limited 
and  various  open  issues  should  be  examined  and  take  place  the  appropriate  actions  (Berntzen  & 
Karamagioli, 2008; Carenini, et al., 2007; West, 2004). 




• American  Customer  Satisfaction  Index  for  e‐government  (egov‐ACSI)  (American  Customer 
Satisfaction Index, 2006). 
• Quality of Norwegian public web sites (Jansen & Olnes, 2001) 










Another  approach  focuses  in  the  assessment  of  administrative  burdens  that  involve  the  provided 
services  in  the  public  administrations  and  in  public  sector  generally.  Furthermore,  it  is  examined 
whether  investments  in  information  and  communications  technologies  are  cost  ‐  effective.  For  this 
case,  various  approaches  have  been  developed  as  cost  ‐  benefit  analysis  (Lu  &  Zhang,  2003),  the 
Standardised Model of Cost (Organisation of the International Standard Cost Model Network, 2008) and 
the Activity Based Costing. 
Finally, many  studies  focus  on  the  evaluation  of  interoperability  frameworks  both  in  technical  and 
semantic dimension. According  to  these, a practical approach may be  followed  for  the assessment of 
technical repercussions of interoperability frameworks (Laskaridis, et al., 2007; Lea & Min, 2003; Moon, 
2002)  or  the  assessment  of  semantic  interoperability  frameworks  (Green  &  Rosemann,  2005).  So, 
different evaluation  frameworks are proposed  that measure  the  integration  in applications  level,  the 
degree  of  usage  of  frameworks,  the  degree  that  requirements  are  covered  as well  as  their  quality 
(Mykknen & Tuomainen, 2008).  
3 METHODOLOGY 
The  first  step  of  measuring  the  benefits  of  EG  and  interoperability  includes  measuring  the 
administrative burden that execution of services  involves. There are certain approaches that focus on 
the  measurement  of  administrative  burdens  and  provide  an  insight  into  whether  investments  in 
information technologies and communications are cost – effective. These are the cost ‐ benefit analysis 






the  citizens  to  comply with  each  information  requirement  imposed  by  a  legislative  act.  The Activity 
Based Costing  technique  is a model of cost accounting that specifies  the activities  in an organization, 
determines and attributes the cost of each resource of an activity  in the services according to the real 
consumption  of  these  resources  from  every  service  (Cooper  &  Kaplan,  1992;  Dawes,  et  al.  1999; 
Fountain, 2001; Kaplan, 1991; Mykknen & Tuomainen, 2008). 
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each  particular  process  includes:  salaries,  software  development  and  hardware  infrastructure 
expenses,  leased  lines, etc.  In our case,  the main cost dimension  is  the man effort which  for  the 
shake of simplicity  it  is considered to be the only one. So, we consider cost staff salaries to be the 
only source and the frequency of the processes execution to be the cost driver.  
• 2nd  Step:  In  this  step  the  time  allocated  to  the  employees  of  each  agency  to  each  process  is 
estimated. In order for the results to be more reliable, the processing time was appreciated initially 
with  the assumption  that  the  time  required  to perform an activity  is 5 minutes, 15 minutes and 
finally  30 minutes.  In  order  to  calculate  the  required  time,  the  execution  of  a  process must  be 











amongst  public  agencies  is  assessed  and  the  advantages  of  complete  electronic  transition  of  public 
services are evaluated. Furthermore, based on this estimation, a proposal can be submitted considering 
the strategy that should be followed to implement the above transition. A vital part of this proposal will 







determines whether  conditions  in  the execution of a process exist  some  circumstances  in which  the 
number  of  prerequisites  documents  is  altered.  The  processes  that  are  included  in Model  A  have  a 
number of prerequisite documents equal to 0 and these that are  included  in Model B are equal to 1. 
The  Model  C  includes  processes  with  different  number  of  prerequisite  documents.  The  only 
differentiation  that  can occur depending on  the  type of process  is  found  in  the number of activities 
running  in parallel. This number  is directly dependent on  the number of prerequisite documents and 
the number of  involved  agencies. Also,  the number of prerequisite documents  remains  constant  for 
each process separately. In Model D, the flow which is followed to execute a process is similar to that of 
model C. What differentiates this model from C is the existence of a condition which determines which 
are  the  prerequisites  documents.  In  this  model,  as  in  the  precedent  one,  there  are  included  the 
processes which  require  different  number  of  prerequisite  documents  and  different  public  agencies 
involved in their execution. Finally, Model E presents similar structure with the Model D. The difference 
is located in the existence of an additional condition. As a general observation, it can be noted that the 
processes  that  are  classified  in  models  D  and  E  and  the  existence  of  the  condition  would  imply 





activities since  the number of prerequisite documents  for a certified process  is not always  the same. 
The only  thing  that  remains common  is  the number of 6 and 8 activities  for  the best and worst case 
respectively in the main body of the models. 









Model Α  0  0 6 8 71 
Model Β  1  0 7 9 59 
Model Γ  Not stable  0 6 +# documents 8 + # documents 59 






















should  be  noted  that  one  of  the  customary  practices  of  KEP  employees  is  to  decompose  complex 




amongst  public  agencies  is  assessed  and  the  advantages  of  complete  electronic  transition  of  public 
services are evaluated. Furthermore, based on this estimation, a proposal can be submitted considering 
the strategy that should be followed to implement the above transition. A vital part of this proposal will 







general belief  that  the development of  interoperability will be a profitable  investment  for  the public 
administration and will bring a set of tangible and non‐tangible benefits, its implementation has not be 
given high priority. So, the results  illustrate the need to put the  implementation of  interoperability  in 
the first priority for the government. 




















the  cost  of  lack  of  interoperability  for  public  administration  is more  accurate.  It might  carry  out  an 











chain  and  e‐commerce.  So,  the  research methodology  developed  could  be  extended  and  used  for 





































































































































Being  important  at  organizational,  process  and  semantic  levels,  interoperability  became  a  key 
characteristic of the new electronic government systems and services, over the last decade.  As a crucial 
prerequisite  for  automated  process  execution  leading  to  “one‐stop”  e‐Government  services, 
interoperability  has  been  systematically  prescribed,  since  the  dawn  of  the  21st  century:  
Standardization  frameworks, that  included guidelines  ranging  from simple statements to well defined 
international Web‐Service standards started to appear at National and Cross‐Country  levels, powered 
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1 INTRODUCTION 









During the  last decade, all countries across Europe and  internationally have spent a  lot of money  in e‐
Government and the modernization of the public sector, as total (including central, regional and  local 
layers) public administration ICT expenditure in 2004 for EU25 is estimated at about € 36.5 billion, with 
€  11  billion  devoted  in  e‐Government  reforms  (eGEP,  2006).  Since  the  benefits  of  e‐government 















as  indicated  in  the  definition  of  the  draft  EIF  2.0  (IDABC,  2008):  “Interoperability  is  the  ability  of 
disparate and diverse organizations to interact towards mutually beneficial and agreed common goals, 
involving  the  sharing  of  information  and  knowledge  between  the  organizations  via  the  business 
processes  they support, by means of  the exchange of data between  their  respective  information and 
communication technology (ICT) systems”.  
Eliciting  the 4‐stage models of Layne and Lee  (Layne & Lee, 2001) and  the EU Measurement Reports 
(Capgemini,  2007),  e‐Government  evolution  is  now  measured  against  a  five  stage  model  which 
designates  interoperable  governmental  agencies  as  the  last  stage  (Connected‐Stage  V).  Without 
interoperable E‐Government systems,  today’s public administrations struggle  to keep pace with  rapid 
evolving  economic  alterations,  advancements  in  technologies  and  regular  emergence  of  new  legal 
settings  (Ziemman  et  al.,  2008).  Improved  interoperability  among  public  organizations  and  between 
public  and  private  organizations  is  of  critical  importance  to  make  electronic  government  more 
successful  (Pardo  &  Tayi,  2007;  Gottschalk,  2009),  while  according  to  (Benamou  et  al.,  2004), 
interoperability is a key concept for understanding the changes in progress in e‐government which are 
made gradually and with a phased implementation. 
According  to  an  article  on  interoperability  published  in  Financial  Times,  successful  interoperability 
dramatically  cuts  the  costs,  risks  and  complexities  of  hooking  up  and  represents  a  challenge  to 
competition  policies  in  Europe  and  America  (Schratz,  2009).    Yankee  Group  further  advises  IT 
departments  to  focus  on  interoperability  technologies  and  skills  as  a  core  competency  imperative, 
envisaging saving more than one‐third of  the cost  if they succeed  in achieving business and  technical 
interoperability  (Yankee Group,  2009). However,  since  projects  involving  integration,  interoperation, 
and interoperability have been conducted from different vantage points, such projects in e‐Government 
are multi‐faceted and complex and run a high risk of failure (Scholl & Klischewski, 2007). 
In  this context,  the present paper presents  the main milestones  in  this  fascinating quest  that shaped 
electronic  government  during  the  last  10  years  and  aims  to  explore  the  advancements  made  by 
National Frameworks, key Pan‐European projects, international standardization and main industrial and 
research  achievements.  Moreover,  the  paper  describes  the  next  steps  needed  to  achieve 
interoperability  at  technical,  semantic,  organizational,  legal  or  policy  level  –  leading  to  the 
transformation  of  administrative  processes  and  the  provision  of  low‐cost,  high‐quality  services  to 
citizens and businesses. 
The  remainder  of  the  paper  is  structured  as  follows:  In  the  second  section,  the  progress  in  e‐





the  standardization  organizations  or  the  industry  has  emerged  leading  to  a  prevalent  standards 
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dilemma. As depicted  in Figure 1,  there  is a diversity of  initiatives developing standards  that address 
particular  interoperability  requirements at  legal, organizational,  semantic and  technical  level, but are 




• Governmental Initiatives summarized  into National  Interoperability Frameworks and e‐Government 
Projects implementation 
• Research  results emerging  from academia and  industry  that have been disseminated as academic 
publications or projects deliverables.  
Further initiatives indicated in Figure 1 include: Vertical standards that may conflict or move in parallel 
with e‐Government,  such  as e‐Health, e‐Defense and e‐Payments; Working Groups  and Committees, 
such  as  IFIP WG  8.5  on  Information  Systems  in  Public  Administration  and  NESSI  iGov WG;  Future 
internet  envisioning  initiatives,  such  as  the  EC  Enterprise  Interoperability  Research  Roadmap  (EIRR). 
Finally, as far as most  international software, hardware and service vendors are concerned, they have 






Today,  e‐Government  is  well  embedded  in  policies  and  strategies  across  the  world  defining  their 
milestones  and  action  plans  at  national  and  cross‐country  level.  Drawing  on  OECD  observations, 
governments  around  the world  are  realizing  that  continued  expansion  in  e‐services  is  not  possible 
without some kind of integration of back end government systems. Whereas earlier the emphasis of e‐
Government was mostly  on  developing  e‐services,  the  increasing  importance  of  cross‐organizational 
coherence  today  has  clearly  shifted  the  focus  towards  building,  and  managing,  integrated  and 
coordinated government services. 
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In  the European Union,  interoperability has become  the key  issue  in  the agenda of  the public  sector 
(CEC,  2006b)  since  providing  one‐stop  services  calls  for  collaboration  within  and  across  public 
authorities.  i2010,  the  strategic  action  plan  of  the  European  Commission  which  replaces  eEurope 
initiatives  and  comes  to  fulfill  the  Lisbon’s  Strategy  objectives,  (CEC,  2006a),  (CEC,  2006b)  explicitly 






In  the  United  States  of  America,  the  “e‐Government  Act  of  2002”  (Public  Law  107–347)  has  been 
regulated  to  enhance  the  management  and  promotion  of  electronic  Government  services  and 
processes  by  establishing  a  Federal  Chief  Information Officer within  the Office  of Management  and 
Budget,  and  by  establishing  a  broad  framework  of  measures  that  require  using  Internet‐based 





e‐Government  interoperability  is also becoming an  increasingly crucial  issue, especially  for developing 




In  this  context, most OECD  countries  are  in  the  vanguard of  a move  towards efficiency  and efficacy 
many  countries  are  in  the  process  of  integrating  e‐government  policies  and  strategies  with 
transformation policies and strategies  (UN, 2008). Since  the  implementation of e‐government  implies 
different objectives and levels of transformation in public services in different countries (Weerakkody et 
al., 2006), a future‐oriented approach to e‐government research is thus just beginning leading many EU 




the emphasis  is  to modernize public services and offer better services  to citizens  (Weerakkody et al., 
2006).  
2.2 Interoperability in Governmental Initiatives 
Interoperability  research  is  closely  linked  to  the  topic  of  standardization,  since  the  ultimate  goal  of 
standards  is  to  ensure  interoperability  and  integration  of  different  systems.  Today,  implementation 
standards for e‐Government have been specified and guided by National e‐Government Interoperability 
Frameworks (NIF) that pose today as the cornerstone for the resolution of interoperability issues in the 





According  to  the European  Interoperability Framework  (IDABC, 2008), an  Interoperability Framework 
describes the way in which organizations have agreed, or should agree, to interact with each other, and 
how standards should be used. In other words, it provides policies and guidelines that form the basis for 
selection  of  standards  and  may  be  contextualized  (i.e.  adapted)  according  to  the  socio‐economic, 
political, cultural, linguistic, historical and geographical situation of its scope of applicability in a specific 
circumstance/situation  (a  constituency,  a  country,  a  set  of  countries,  etc). NIFs  further  provide  the 
necessary methodological support to an increasing number of projects related to the interoperability of 
information systems  in order to better manage their complexity and risk and ensure that they deliver 




administrations  which  are  pursuing  the  goal  of  standardizing  across  distributed  organizations  and 
avoiding technology vendor lock‐in (Klischewski, 2004; Legner & Lebreton, 2007).  
Typically, a NIF includes the following sections (UNDP, 2007): 









Such  frameworks distinguish different  layers of  interoperability  and provide  standards  and  technical 
recommendations  (Ziemman  et  al.,  2008)  for  each  of  these  layers  with  the  most  mature  results 
emerging  for  technical and syntactic  (as part of semantic)  interoperability  (Charalabidis et al, 2009b). 
However, interoperability research needs to focus particularly on those fields where compatibility is still 





































Moving from theory to practice, the e‐Government  led  implementation of  ICT  in public administration 
during  the  last  ten  years  has  offered  better,  faster  and more  transparent means  for  citizens  and 
businesses to  interact with government (Capgemini, 2007; UN, 2008).  In this context, websites appear 
as the highly visited manifestations of e‐government developments. According to the UN Web Measure 
Index  (UN  2008) which  provides  UN Member  States with  a  comparative  ranking  on  their  ability  to 
deliver online services to their citizens, of the 192 UN Member States, 189 were online this year. Only 
three  of  the  12  countries  (Central  African  Republic,  Somalia  and  Zambia)  that  did  not  provide  any 
services online  in 2005  are  still  in  the  same  situation  today.  It  further  indicates  that  countries must 
continue to improve their national and ministry portals and web sites to keep up with the demands of 
their  citizens,  since  even  the  top‐9  countries  in  the  e‐Government Readiness have not  yet  achieved 
interoperability  of  their  infrastructures  as  indicated  by  the  gap  between  Stages  I  (Emerging)  and  V 














Denmark   100%  97%  89% 80% 93% 89% 




100%  98%  90% 65% 78% 85% 
Norway   100%  92%  90% 70% 70% 84% 
France   100%  92%  73% 49% 85% 74% 
Republic of 
Korea 
100%  93%  76% 50% 59% 73% 












Canada   100%  91%  71% 43% 48% 68% 
Australia   88%  92%  61% 45% 70% 67% 
Table 101.  UN Web Measure Index Extract for top‐9 countries 
2.3 Research Results 
E‐government  (or digital government) research has been  in progress since the mid 1990s. Research  is 
most extensive and advanced  in Europe and the United States, but significant work  is also now being 
conducted  in Asia,  India, Latin America, and other parts of the developing world. The first phase of e‐
Government research  focused mostly on ways to devise,  implement, and evaluate online  information 
and  services  to  citizens,  as  well  as  on  citizen  involvement  in  the  decision  making  processes  of 
government. The US research “agenda” comprises an eclectic set of topics and problems, in contrast to 
the European approach which connects  research  funding  to overarching governmental goals  (Dawes, 
2008).  
According  to  Legner  &  Lebreton  (2007),  the  discussion  of  interoperability  within  the  scientific 
community  started  in  the  early  1990s with  a  significant  increase of publications  since  2004. A  large 
number of e‐Government‐related publications on  integration,  interoperation, and  interoperability has 
been published by  and  for distinct  communities of practice encompassing  all  levels  and branches of 
government, both nationally and internationally (Scholl & Kliskewski, 2007). Earlier research has mainly 
focused  on  the  information  structures  and  interfaces  or  the  communication  and  transport  level, 
whereas  recent  work  introduces  a  broader  perspective  on  interoperability  on  the  one  side,  and 
increasingly addresses semantic aspects and business process compatibility on the other side. 
Upon querying the most prominent databases ISI Web of Science, SCOPUS, DBLP (Faceted / Complete 
Search),  Citeseer  and  Google  Scholar  for  the  combination  of  terms  “interoperability”  and  “e‐
Government”, the results suggest that: 
• Interoperability  is  recognized  as  an  inter‐disciplinary  research  topic  with  high  political  and 




most  attention  through  the  years,  yet  the  organizational  and  legal  aspects  have  also  gained 
momentum recently. 
• e‐Government  research  constitutes  a  thriving  research  domain  from  all  aspects  –  scientific, 
entrepreneurial,  societal and political  ‐  that becomes more  rigor  (Gronlund, 2006) and  flourishes 
during the  last years.  In DBLP Faceted Search, the e‐Government – related papers have  increased 
from 39 in 1998 to 716 in 2008. 
• Recently,  interoperability  in  e‐Government  is  acknowledged  as  the  main  driver  for  delivering 
effective  cross‐country  electronic  government  services  towards  citizens  and  businesses. 
Consequently,  there has been  increasing pressure on  the academic and practitioner communities 
for  research  that  focuses on bridging  the gap between e‐government and  interoperability  theory 
and practice and this attitude  is anticipated to be more and more reflected  in emerging research 
results in the forthcoming years.   
Furthermore,  it  needs  to  be  taken  into  account  that  in  order  to  enable  a  cooperation  of  public 
administrations and to cross‐link the corresponding information systems, the European Commission has 
launched several research projects  in the area of  interoperability  (i.e. the FP6  Interoperability Cluster 
Projects, such as ATHENA‐IP, Interop‐NoE, GENESIS, FUSION, etc.) or with interoperability aspects, such 
as  the  FP7 COIN, NEXOF‐RA,  iSURF  and G.I.C.. The  importance of  interoperability  at  a pan‐European 
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context, with  the  active  participation  of  the  software  and  services  industry  is  also  depicted  in  the 
Competitiveness and Innovation Programme (CIP) recent research initiatives to provide solutions in key 
infrastructures and  interoperability standardization, such as the PEPPOL project (for e‐Procurement at 





in  relevant  recent  studies  (Gerson,  2008;  MODINIS,  2007;  PricewaterhouseCoopers,  2009)  on  the 
current shortcomings at national and  international  level. Such observations cover the full spectrum of 
organizational,  semantic  and  technical  aspects of  interoperability  in  governmental  services provision 
and are as following: 
• Although  interoperability  is  well‐sought  for  at  a  national  context,  powered  by  National 
Interoperability Frameworks and country‐wide  initiatives for one‐stop electronic service provision, 




• The transformation of the national  legal structures  is posing as an  important gap that needs to be 
bridged, so that the necessary processes and final service outputs become an everyday practice for 








is  still  strong,  prioritization  and  goal‐setting  is  still  not  efficient  enough  to  prevent  attempts  to 





pages  and  web  sites,  usually  yielding  to  lower  adoption  of  standards  or,  even  worse,  to  the 
reinvention  of  the wheel.    A  system‐based  support  of  interoperability  standardization  is  clearly 
needed,  especially  as  the  practice  communities  are  more  and  more  looking  for  service 
implementation patterns, open source software components or standardized XML schemas and not 
for plain paragraphs of text. 










Moving  forward  towards  the  second decade of  interoperability  in  e‐Government,  the  e‐Government 
research agenda needs to expand  in order to achieve resolution of  interoperability at all  levels, either 
legal and organizational, semantic or technical, and exploit the advancements achieved as Web evolves 
from global hypertext system to distributed platform for end‐user interaction with the help of Web 2.0 
tools  (mash‐ups,  service  front‐ends,  social  software,  etc.).  In  a  research  agenda  for  e‐Government 
integration and interoperability, Scholl and Klischewski (2007) suggest future research projects to study 
the focuses, purposes, limitations, and constraints, as well as the processes and outcomes of integration 
and  interoperation  in electronic government. From  the  review of  the existing  research,  four  types of 
challenges that business  interoperability researchers should tackle  in the  forthcoming years have also 
been  identified  by  Legner  and  Lebreton  (2007).  These  challenges  concern:  (1)  interoperability  of 
integrated  value  networks,  (2)  the  economic  assessment  of  business  interoperability,  (3)  the 




the  seamless  exchange  of  information  and  resolve  interoperability  issues  during  electronic  service 
provision (Charalabidis et al, 2008a). Such  infrastructures are devoted  in engaging the public sector  in 
order to formally describe information that is usually dispersed in the public authorities, like: 






interoperability  service  utilities  or  registries  bridge  the  gap  between  decision making  and  technical 
realization of e‐Gov services based on appropriate e‐Government ontologies while supporting all phases 
(design, configure, deploy,  run)  in  the  lifecycle of e‐Gov services. However, most such  infrastructures 
currently play the role of information containers for the definition and retrieval of XML data templates, 
failing  to effectively assist  in service  transformation and execution. Based on  recent analysts  reports, 
Interoperability Registries  have  to play  a more  active  role  in  service  execution within  the oncoming 
landscape of new eGovernment services  (Gartner Group, 2007), while  their descriptive power can be 
further combined with Business Process Management and XML Authoring tools, filling the gap between 
static  representation  of  services  and  dynamic,  automated  service  transformation  (Charalabidis  et  al, 
2009a).  The promised advantages from such  infrastructures are ground‐breaking, as they can be used 
for on‐the‐spot electronic service composition from existing web services, for managing and modifying 
the  service  flows  with  immediate  propagation  towards  all  involved  administrations  or  even  for 
controlling content  federation among multiple Governmental Portals. Among  the countries  that have 
already  started  to move  towards  this  direction  are met:  (a)  Australia with  its GovDex  initiative,  (b) 
Denmark that has deployed the InfoStructureBase tool, (c) Germany through its X‐Repository and DVDV 
(German  Administration  Services  Directory)  infrastructures  and  (d)  Greece  with  the  help  of  its 
Interoperability Registry. 




implies  binding  the  public  administration  processes with  specific  information  exchanges  among  the 






Today, public  sector process  transformation  is  a  complex undertaking  involving distributed decision‐
making that requires a good understanding of the political context, business processes and technology 
as well as design and engineering methods capable of breaking through the traditional boundaries that 




simplified, consistent method  for estimating  the administrative costs  imposed on business by central 
government, while research activity‐based costing and simulation approaches either propose a model‐
driven  transformation  of  service  provision  (Charalabidis  et  al,  2009a)  or  calculate  the  cost  of  e‐
Government  services  (Andersen & Medaglia,  2008), based on  the  complementary  application of  the 













• A new wave of  internet‐based applications, which now go under  the name of Web 2.0,  launched 
with very little investment and with a disruptive impact on the social life of people, can be exploited 
in order to capture the public realm in government transformation efforts (Osimo, 2008). 








theories,  and  principles  derived  from  established  and  emerging  sciences,  or  associated  methods, 





as  ‘reuse’ of  systems and  improved  service delivery), and using Key Performance  Indicators  (KPIs)  to 
evaluate  progress  is  a  research  area  that  needs  to  be  further  investigated  in  order  to  promote 
interoperability in e‐Government.  
Electronic  Business  (e‐Business)  presents  today  a  series  of  success  interoperability  stories  in  its 
portfolio, proposes  solutions  (Gionis et al., 2007),  (Bouras et al., 2007),  (Gionis et al., 2008) and  sets 
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guidelines  in  an  environment with many  similarities  compared  to  e‐Government. Applying  therefore 
best practices  from other domains and mainly  from  the e‐Business domain appears as a worthwhile 
track towards e‐Government interoperability.  
Finally,  co‐ordinating  efforts  together  with  breeding  interoperability  best  practices  within  the  e‐
Government  interoperability domain can be  included  into a governance model  for  interoperability  in 
the public sector that will stimulate the application of successful  interoperable cases and bring to the 
same page all stakeholders through dissemination, co‐ordination and training activities. 
Summing  up,  emphasis  needs  to  be  laid  on:  (1)  design  and  implementation  of  appropriate 
infrastructures  in  the  form  of  base  registries  accompanying  the  NIFs;  (2)  transformation  and  re‐
engineering efforts that fully integrate front‐ and back‐office systems; (3) exploiting Web 2.0 tools in e‐
Government;  (4)  strengthening  organizational  and  semantic  interoperability  aspects;  (5)  building  a 
science base  for  interoperability;  (6)  creating  interoperability  value  assessment models;  (7)  applying 







businesses.  Interoperability  is now, after more  than 10 years of e‐Government practice, beginning  to 




organizational  units,  orchestrated  by  international  organizations  and  assisted  by  the  research  and 
practice communities, several important steps have been made the last 10 years: 






• Almost  all  international  software  and  service  vendors  have  recently  been  developing  and 
maintaining  their own  interoperability  strategies,  in an attempt  to  show how  important  the new 
characteristic  is  for  their  products  portfolio  –  but  also  in  attempt  to  achieve  successful  final 
implementations of information systems based on their technology offerings. 




there  are  still  significant  steps  to  be  taken  by  administrations  and  industry worldwide,  in  order  to 
achieve  the  interoperable delivery of services  in everyday  life. Further  research on  interoperability  in 
digital public services provision will have,  in  the next years,  to  face  the multi‐disciplinary nature  that 
interoperability  problems  present.  Having  a  sound  basis  on  information  systems  research, 





international  level.  Such  base  registries,  properly  solving  their  maintenance  challenge  through 
content  syndication,  will  soon  become  the  key  enablers  of  automated  process  execution,  or 
executable interoperability. 
• The  development  of  simulation  tools,  assessment    models  and  metrics  for  evaluating  and 




• The  incorporation  of  legal  and  business  rules  within  information  systems,  allowing  for  fully 
automated service provision by interconnected systems and services. 
• The  development  of  formal  tools  for  the  description  of  the  complex  problem  space  and  for 
associating  interoperability  solution  patterns,  thus  providing  scientifically  sound  approaches  to 
repeating problem scenarios, found within administrations and their information systems. 
Moreover,  as  new  systems  and  management  approaches  emerge,  posing  more  interoperability 
challenges  and  asking  for proper  goal‐setting,  a  scientific base of e‐Government  Interoperability will 


















































































































































attributes.    Data  from  37  firms  is  used  to  test  the  key  proposition.    The  data  confirms  that  firms 





Suggesting  the  importance  of  the  absorptive  capacity  concept  in  today’s  supply  chain management 
literature is appropriate because of the next level of competition that firms need to be able to respond 
to.    Cultivating  competitive  advantage,  for  a  large  part,  depends  on  the  firm’s  ability  to  convert 
knowledge  into  capabilities  to  respond  to  environmental  demands  (Lane  &  Lubatkin,  1998).    This 




to the capability of firms to renew  its competences  in terms of its organizational resources  in order to 
align  themselves with environmental business demands  (Teece, Pisano, & Shuen, 1997; Eisenhardt & 
Martin, 2000).   
This  study  looks at  firms’  responses using  the  absorptive  capacity attributes  to  the mandates of  key 
institutions to comply with the use of radio frequency identification (RFID) at the case and pallet levels 
to make  their supply chain  initiatives more efficient and competitive.    In  this particular situation,  the 
pressure on  suppliers  to use RFID  is  the major  technological  change and marketplace  challenge  that 
must be met.    It, therefore, behooves suppliers to renew their competences  in order to participate  in 
their hub firm’s supply chains that are now seeking higher levels of streamlined operations.  It stands to 
reason  that  suppliers  that  readily  cooperate  with  channel masters  requiring  RFID  are  exhibiting  a 
willingness  to  learn  and  thus,  are more  likely  to  develop  absorptive  capacity  capabilities.    The  key 













acquire,  assimilate,  transform,  and  exploit  information  resources.    They worked with  the  group  of 
concepts  to  represent  the application of absorptive capacity attributes within a supply chain context, 
which they operationalized as well and tested  in the study:  (1)  integrative  interorganizational process 
mechanisms  enabling  acquisition  and  assimilation  consisting  of:  (a)  joint  decision  making;  (b) 
interorganizational  business  process modularity;  and  (c)  standard  electronic  business  interfaces;  (2) 
partner‐interface‐directed information systems:  enabling assimilation and transformation: (a) memory 
systems  for  interorganizational  activities  and  (b)  interpretation  systems  for  interorganizational 
information;  (3)  rich  information  exchange: mediating  absorptive  capacity  outcomes:  (a)  extent  of 









in  the  decision making  process  allow  the  focal  firm  to  receive  knowledge  from  these  partners  (i.e., 
external  sources)  and  enhance  the  performance  of  the  system.    Joint  decision  making/social 




mechanisms  associated  with  systems  capabilities  supporting  absorptive  capacity  which  include  the 
concept of "routinization."  By routinizing tasks, the firm is able to spend just enough and not excessive 
attention to them  in the process of transforming  inputs  into outputs (Galunic & Rodan, 1998; Perrow, 
1967).  Repetitive and structured tasks that usually do not deal with unexpected transactions are ideal 
for routinization (Hage & Aiken, 1967; Perrow, 1967; Withey, Daft, & Cooper, 1983). 
In  this  study,  routinization  is expressed  in  a number of ways:    a) use of  interorganizational business 
process  modularity,  b)  use  of  standard  electronic  business  interfaces,  and  c)  the  exchange  of 
coordination information.   
3.2.1 Interorganizational business process modularity 
Using  interorganizational  modularized  business  processes  is  one  way  to  facilitate  the  conduct  of 
routinized operations.  By breaking up interrelated business processes into subprocesses making up the 
modular  supply  chain  process  architecture,  trading  partners  can  undertake  their  respective  tasks 
independently and simultaneously, thus, enhancing expeditious performance across the chain.    In the 
meantime,  the use of standard electronic process  interfaces and  information exchange can undergird 




An  important requirement to enable the exchange of  information among  firms  is the use of standard 
electronic business interfaces to handle the interoperability of both the data and business processes.  In 




Firms  also need  to exchange  coordination  information  assuming  that  the  IT  infrastructure  is  already 











(Rupnick,  Kukar,  &  Krisper,  2007).    Data mining makes  use  of  statistical,  pattern  recognition,  and 




A similar  term used  in academic  literature  is “organizational memory,” or  the saving,  representation, 
and  sharing  of  corporate  knowledge  (Croasdell,  2001)  that  can  be  used  by members  of  the  firm  in 
carrying on regular operations and responding to environmental challenges as well (Stein, 1995; Huber, 
1991; Walsh & Ungson, 1991; Pralahad & Hamel, 1990).   This knowledge  is  spatially distributed  in a 
chain of linked business processes, roles, and artifacts of the focal firm and its trading partners (Stein & 
Zwass,  1995)  and  can  be  embedded  in  electronic  datawarehouses,  databases,  filing  systems,  and 
manuals,  could  support  multiple  interrelated  tasks  spanning  diverse  corporate  environments 
(Ackerman, 1996). 
3.5 Partner interaction 
In  the  context  of  knowledge  management  within  organizations,  Chen  (2004)  uses  the  concept  of 
"partner  interaction,” which  is defined as the extent to which the partnering  firms  interact with each 
other in terms of trust, adjustment, and conflict.  Prior studies have recognized the importance of trust 
to the alliance performance during the  interfirm cooperation period (Casson, 1991; Buckley & Casson, 
1988;  Larson,  1991).    In  this  study,  “partner  interaction”  will  be  operationalized  in  terms  of  the 
following  constructs:  joint  decision  making  (discussed  in  section  3.1),  exchange  of  privileged 
information, quality of information, and breadth of information.   
3.5.1 Privileged information exchanged 




firms.   As  trading partners move closer  to each other,  the nature of  the  information exchanged also 
changes and  they are  far more willing to share “privileged”  information  that  is specific  to the trading 




new products or services  faster,  track customer  trends  in  real  time, and “reinvent  their  role  in value 
creation networks”  (Malhotra et al., 2005).   To achieve  “breadth of  information,”  firms  should  share 
more  than  the  standard,  transactional, operational data and be willing  to exchange  information  that 
informs  trading  partners  of  higher‐level  issues  such  as  changes  in marketplace  conditions,  shifting 





the  relationship  between  knowledge  and work  performance,  Lee  and  Strong  (2004)  considered  the 
information quality attributes of relevancy, timeliness, accuracy, and completeness as relevant.  O’Brien 
(2001)  looks  at  the  time,  content, and  form dimensions of  information quality.   The  time dimension 








global  industries,  through  the decades and  found  that  in  the  first period of  their development,  their 
primary  focus was on making operations more efficient.   Attaran  (2007)  looks upon RFID as a major 
form  of  technology  to  cut  supply  chain  costs,  and  improve  retail  supply  chain  communication,  and 
increase a firm’s return on investment.   
3.6.2 Market knowledge creation 
Miles and Snow  (2007) also noted  that  in  the second period of  their evolution,  the  focus has shifted 












well‐orchestrated  implementation of RFID.   Recognition of  the value of cooperating with  the channel 
master,  therefore, exhibits willingness  to pursue organizational  learning  to develop one’s  absorptive 
capacity capabilities.  This study, therefore, intends to test the following proposition: 
Hypothesis  1:    Firms  complying with  RFID mandates will  exhibit  higher  levels  of  absorptive  capacity 
attributes than noncompliant firms. 
5 RESEARCH METHODOLOGY 
Data  for  this pilot  research  study was  collected using  a  survey questionnaire  administered online  to 
members of the Council of Supply Chain Management Professionals  (CSCMP).     The data analyzed  for 
this  paper  was  drawn  from  a  convenience  sample  of  37  organizations  that  have  experience 













There are  a  total of 37  firms  included  in  the  convenient  sample of  firms  that have RFID experience.  
About 32.43 percent of  the  firms had  less  than 1,000  employees  and 64.86 percent had more  than 
1,000  employees.    The  following  profile  shows  the membership  of  the  firms  in  different  industry 
sectors:  service (54.05 percent), manufacturing (40.54 percent), and retailing (2.70 percent). 
6.3 Means and Standard Deviations for Absorptive Capacity Attributes 
The  following are  the means and standard deviations  for each of  the absorptive capacity capabilities.  
The  top  five  capabilities  in  descending  order  are  interorganizational  business  process  modularity 
(BusProcess1and2)  (mean=5.3962,  S.D.=1.23688);  quality  of  information  (QualInfo1and2) 
(mean=5.2162, S.D.=1.86912); use of memory systems for interorganizational activities (Memory1and2) 
(mean=5.1892,  S.D.=1.74544);  use  of  standard  electronic  business  interfaces  (Interface1and2) 




T‐tests  were  ran  to  explore  differences  in  the  extent  to  which  the  different  absorptive  capacity 




for  interorganizational  activities  (Memory1and2)  (mean  for  complying  firms=5.7941;  mean  for 
noncomplying  firms=4.5789);  use  of  interpretation  systems  for  interorganizational  information 
(Interpretation1and2)  (mean  for  complying  firms=4.9020;  mean  for  noncomplying  firms=3.7895); 
breadth  of  information  exchanged  (BreadthInfo1and2)  (mean  for  complying  firms=5.0441; mean  for 
noncomplying  firms=3.6316); quality of  information exchanged  (QualInfo1and2)  (mean  for  complying 
firms=5.8235;  mean  for  noncomplying  firms=4.5789);  privileged  information  exchanged 
(PrivilegedInfo1and2)  (mean  for  complying  firms=5.1765; mean  for noncomplying  firms=3.5263); and 
coordination  information  exchanged  (CoordInfo1and2)  (mean  for  complying  firms=5.0882; mean  for 
noncomplying firms=3.2105). 
6.5 Discriminant Analysis 
Discriminant  analysis was  also  conducted  to  assess whether  the nine  variables  (DecisionMake1and2, 
BusProcess1and2,  Interface1and2,  Memory1and2,  Interpretation1and2,  BreadthInfo1and2, 
QualInfo1and2, PrivilegedInfo1and2,  and CoordInfo1and2)  could distinguish  firms  that  are  complying 
with RFID mandates from those which are not.  The Wilks’ lambda value is significant at .594, chi‐square 
value=15.345,  p<.10,  which  indicates  that  the  model  including  these  nine  variables  was  able  to 
significantly  discriminate  between  the  two  groups  of  firms.    The  resulting  standardized  function 
coefficient figures suggest that coordination information exchanged, use of memory systems, privileged 









dataset of 37  firms had actual experience dealing with external  trading partners  in  their RFID system 
implementation.    While  the  literature  suggests  different  thresholds  for  the  number  of  cases  per 
independent variable in a multiple regression, this study chose to use the criterion of having at least five 
cases per  independent variable considered (Garson, 2007).   The  independent variables chosen  for the 





making  and  privileged  information  exchange  significantly  predicted  operational  efficiency, 




Multiple  regression  was  also  conducted  to  determine  the  best  linear  combination  of  independent 
variables that would predict the other system outcome, market knowledge creation.  The combination 
of  use  of  interpretation  systems  for  interorganizational  information,  coordination  information 
exchanged, and use of standard electronic business interfaces significantly predicted market knowledge 
creation,  F(3,22)=6.144,  p<.01,  with  interpretation  systems  used  and  use  of  standard  electronic 






from  those  firms not complying with  such mandates  in  terms of absorptive capacity attributes.   This 
proposition  was  confirmed  using  both  T‐tests  and  discriminant  analysis.    Additional  analyses  were 
conducted using the absorptive capacity attributes to predict the outcomes, operational efficiency and 
market  knowledge  creation. Using multiple  regression,  it was  found  that  joint  decision making  and 
privileged information exchanged both significantly predicted operational efficiency.  In seeking market 
knowledge  creation, however,  the  importance of having  appropriate  interpretation  systems  in place 
emerges, along with coordination  information exchanged and the use of standard electronic business 
interfaces.   
Since data was obtained  from a small convenience  sample of  firms  that participated  in an RFID pilot 
study,  the  findings  cannot  be  generalized  to  the  larger  population  of  firms.    After  a  representative 
sample  is obtained  in future efforts to replicate this study, alternative data analysis methods could be 
applied for more rigorous testing.   For one,  it would be  interesting to apply the moderated regression 
procedure  to  see  if  compliance with  RFID mandates  is  an  effective moderator  between  absorptive 
capacity  attributes  and  the  two  system  outcomes,  operational  efficiency  and  market  knowledge 
creation.    Logistic  regression  can  also  be  used  to  determine  which  absorptive  capacity  attributes 
































































































Variable      Mean  Std. Dev.         T                 df    p 
Memory1and2*                         2.274              24    .032 
Complying     5.7941    .84887       
Non‐complying     4.5789  2.14905     
Interpretation1and2          1.849             34    .073 
Complying    4.9020   1.69871     
Non‐complying    3.7895   1.88958   
BreadthInfo1and2           2.492             34    .018 
Complying    4.7253    1.56878 
Non‐complying    3.2632    1.91017 
QualInfo1and2*                            2.170             34    .040 
Complying    5.8235         .96730 
Non‐complying    4.5789       2.28074   
PrivilegedInfo1and2            2.727             34    .010 
Complying    5.1765       1.48893   
Non‐complying    3.5263       2.05800 
CoordInfo1and2*              3.242            30.336    .003 








Variable      B      SEB      Beta 
Joint Decision    .194      .224      .176 
Making 






Variable    B      SEB      Beta 
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Interpretation   .834      .136      .330* 
Systems Used 
Coordination  .201      .126      .286 
Information 
Exchanged 


















A  common  issue  that  most  automotive  manufacturers  have  to  face  in  production  logistics  is  the 
efficient handling of a considerable number of cost‐intensive pallets, trays, boxes and similar reusable 
packaging  goods.  As  empirical  studies  show,  deficiencies  in monitoring,  controlling  and  optimizing 
packaging material  are widespread within  this  industry.  In  this  contribution  a  case  study  is  used  to 









In  production  logistics  of  automobile  manufacturers,  reusable  packaging  is  mainly  used  for  the 
transport of components. The high specificity of many goods, cost‐intensive special pack trays, pallets, 
baskets,  and  boxes  are  used  and  their  sheer  number  entails  the  need  for  a  systematic  packaging 






• Essential  challenges  are  seen  in  the  acceleration  of  the  processes,  the  reduction  of  damages  in 
transit, the increase of the reliability as well as an overall cost reduction. 
• Already  three quarters of  the questioned enterprises monitor  and  control  the package use  cycle, 






The use of RFID  in  the packaging management will undoubtedly  lead  to a  significant  increase of  the 
amount  of  data.  The  efficient  handling  of  large  volumes  data  for  purposes  of  decision  support,  its 
integration with  data  from  various other  sources,  the provision of mechanisms  for  keeping  track  of 
historical  data,  and  the  aggregation  and  enrichment  of  data  are  functions  that  so  called  Business 
Intelligence infrastructures are designed for. Business Intelligence (BI) denotes integrated approaches to 




combined  use  of  BI  and  RFID  in  the  realm  of  packaging management. All  results  are  based  on  real 
business needs as derived from the results of an in‐depth case study. This encompasses the definition of 
the  necessary  RFID  reader  locations  and  the  identification  of  possible  analyses  that  are  deemed 
relevant. With the analyses come requirements to feed in complementary information from additional 
data  sources and  therefore a need  for data  integration  functionality. All  results were developed and 
evaluated in cooperation with representatives of the responsible IT and production departments. It has 
to be emphasized  that  the enterprise  in discussion already brings  in experience with RFID  from pilot 
applications  in  production. However,  the  respective  data  is  at  present  only  used  in  a  decentralized 
fashion within separate production cells.  
In  the  following  sections,  fundamental  concepts of packaging management and BI are  introduced as 
well  as  an  overview  of  research  results  on  the  subject  packaging  management.  After  a  short 
introduction  to  the  company  and  the  applied  methodology,  the  processes  in  discussion  and  the 
conceived RFID  reader  infrastructure are outlined. This  is  followed by a detailed presentation of  the 






For  applications  in  a  industrial  production  environment,  packaging  can be  defined  as materials  that 
serve  the  purposes  of  protecting  goods  that  the  company will  transport  or  store,  of  permitting  an 
effective  use  of  transportation  space,  of  facilitating  ease  of  handling  and  using  and  of  providing 
information (Coyle, 2006; Northern Ireland Environment Agency, 2008).  
Packaging can be divided  into  the  following  three  types  (Chan, 2005): primary  (consumer packaging), 
secondary  (retail  packaging)  and  tertiary  packaging,  with  the  latter  two  mainly  being  used  in 
transportation processes. Tertiary packaging is also called transport packaging and the relevant type for 
this  contribution.  In  the given  case  the  tertiary packaging  came  in  the  following variants: pack  trays, 
containers,  pallets,  reusable  dunnage  trays,  and  wire  baskets.  A  further  distinction  can  be  drawn 




of  the packaging units,  i.e.  the monitoring and control of  the package use cycle. This covers all  tasks 
related to the logistical supply and the maintenance of the packaging units. 
One possibility of increasing the availability of packaging units is the introducing of central pool systems. 
In  a  pool  unused  packaging  units  are  collected  so  they  are  immediately  accessible when  a  supplier 
submits a release order. A sufficiently high incentive is necessary to ensure that empty packaging units 
are brought back to the pool as promptly as possible to curb lead times. An option for such incentives is 
a  use‐depending  renting  system.  Enterprises  typically  hold  a  buffer  inventory  (increased  stock)  to 
prevent  out‐of‐stock  situation  which  ties  a  considerable  amount  of  capital  –  particularly  in  the 
automobile industry with its various special cost‐intensive packaging units (Buitenhek et al., 2002). 
The current discussion on packaging management is dominated by contributions on the optimization of 








floor  conveyors  and  the  like. Also new materials,  such  as  light building materials, or new designs of 
special packaging units are studied as well as  their effects on  the  transport process  (Wehking, 2007). 




the  availability  of  packaging  units,  or  on  the  accumulation  of  packaging  unit  inventory.  It  has  been 
shown that a fundamental lack of transparency is prevalent in many enterprises and that they need to 
be  tackled with a better  IT‐support. The  tracking and  tracing of packaging units,  the  recording of  the 
packaging unit movements,  the  inventory  control as well as a purposeful performance measurement 
system are of particular interest (Lange et al., 2007).   
In the discussed case, RFID technology has been chosen as an identification technology by the logistics 








So  far,  existing  solutions  only  partly  address  the  packaging  management  issues:  Manufacturing 
execution systems (MES) provide some basic resource management functionality but are only focussing 












based packaging data  for a management support solution. The developed concept  is  further explored 
and  fleshed  out based on  an  explorative  case  that provides  insights  into  the difficulties of  the data 
integration and reveals  levers for the development of a solution concept. The contribution particularly 
addresses  the options of  supporting packaging management with a Data Warehouse Architecture  for 










the  DWH  according  to  a  pre‐defined  layout  with  limited  degrees  of  freedom  regarding  the  user 
navigation. Data Mining refers to algorithmic pattern recognition  in  large amounts of data (Han et al., 
2006; Hand et al., 2001) while OLAP (Online Analytical Processing) systems enable the user to flexibly 
navigate  in  so  called  “multi‐dimensionally”  data  structures.  These  data  structures  are  built  by  a 







data provision  in near  time  ("real  time")  (Nelson, 2004  ; Raden, 2003). These  infrastructures are also 
used for the automation of decisions in so called "Active and real time data warehousing" (Hackathorn, 
2002; Thalhammer et al., 2001).  
BI systems based on  real  time and active DWHs are of particular  interest  in  the  realm of  logistics, as 




necessary  to  address  the  subject  qualitatively.  To  ensure  rich  insights  and  to  justify  the  theoretical 
concept, the design of the case study was chosen. Data gathering and validation took place in the first 
half of the year 2008 and was conducted in several iterations.  
The  various  activities were  structured  by  the  framework  shown  in  Figure 1:  The  foundation  of  the 
research  are  insights  into  the  various  packaging management  tasks  (packaging  planning,  packaging 
disposition, further tasks) which support the identification and understanding of possible weak points of 
dealing with the tasks traditionally (business needs). By scrutinizing which weak points could and should 
be addressed with management  support a  set of analyzes  scenarios  can be derived  that need  to be 











In preliminary talks, two relevant process settings were  identified and then discussed  in‐depths  in five 
qualitative  interviews  of  two  hours  each  with  representatives  of  the  BI  and  logistics  units  of  the 
concerning  production  department  (expert  and  guided  interview).  In  the  interviews,  the  current 
situation  and  the  relevance  of  RFID  were  elicited.  This  encompassed  aspects  of  process  structure, 
geographical  distribution,  partners,  locations  for  RFID  readers,  key  performance  indicators  and 





two‐step evaluation  sheet. Altogether,  the use of  the proposed analytical applications  is expected  to 
have relevant positive effects on logistics performance.  
Some groundwork for the case study had already been  laid by the automotive company who followed 
an  RFID  strategy  that  was  based  on  a  careful  and  stepwise  diffusion  of  the  technology  and  the 
systematic application of pilot studies. In the course of this pursuit, packaging management had already 





Adhering to the packaging management  literature, the package use cycle  in the case study  included a 
central pool. The packaging unit use  cycle  starts when  the  supplier  sends  the  loaded packaging unit 
either  to  the  supplier  logistics  centre  or  the  production  facility  of  the  OEM  (Original  Equipment 
Manufacturer) to the just‐in‐time production. The supplier logistics centre is shared by several suppliers 














Each of the analyses  introduced  in the following section addresses one of the main weak points  in the 
packaging management of  the enterprise. For every analysis  the  required data  sources  (systems and 
fields) as well as corresponding data cubes were defined. The cube designs are conceived to be used 
later for the derivation of a data management concept that includes an integrated data model. 
Weak  point  1:  An  essential  challenge  in  packaging  management  is  the  occurrence  of  bottleneck 
situations which  arise when  a material planner does not  reserve  enough  cargo  space.  The  supply of 
empty packaging units  is currently carried out according  to  the push principle,  i.e. based on  forecast 
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numbers  which  are  derived  from  the  master  production  schedule.  The  respective  planning  and 
transportation tasks for the packaging units are within the responsibilities of the material planner. The 








planning of  the pool  centre  (e.g. employee,  storage area). Moreover,  the described data  can also be 




available  packaging  units  are  fit  for  use  –  and  that  means  "in  a  qualitatively  faultless  and  clean 
condition". Obvious, damages must be repaired by the responsible participant. Next to damages, there 








channelled automatically  to  the quality  control or  cleaning  in  time. By  coupling  the  cleaning process 
with the analysis, the cleaning process can be optimized also: Currently, all packaging units are cleaned 
use‐independently  week  by  week.  It  needs  to  be  emphasized  that  this  sort  of  analysis  does  not 
necessary involve data aggregation and would require an active DWH approach. 
Weak  point  3:  The  shrinkage  of  the  packaging  units  supply  is  a  significant  and  complex  problem. A 
packaging unit  consists of  several  components  and  is  regarded  to be  available  to plan  and use only 
when it can be stored in the pool with all its parts. Bottleneck situations arise because packaging units 
do not  finish  a  cycle  or  arrive  incompletely.  The  shrinkage  is  currently  only  noticed  only  during  the 
sorting process in the pool.  




Although  the  centre  is  established  on  the  premises  of  the OEM,  the  goods  stored  there  are  in  the 














of  supply  represents  an  indication  for  possible  other  causes  of  the  stock  accumulations,  such  as 
problems in order processing. The security of supply is defined to be the quotient of the delivered and 
the  ordered  packaging  units.  If  packaging  unit  types  are  identified  which  show  a  sufficiently  high 
inventory for planning purposes while at the same time a security of supply below 100%, there is a lack 
of  supply  despite  a  sufficient  packaging  units  inventory.  This  reveals  inefficiencies  and  their 
development over time. 
The necessary data sources  for the  introduced  five analyses are summarized  in the  following  table.  It 
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impacts  of  other  factors  inherent  in  the  system  and  organizational  environment,  e.g.  regarding  the 
degree of automation and complexity of manufacturing processes or  the diffusion of complementary 
data  integration  infrastructures  like service oriented architectures. Also,  it needs to be observed how 
the  situation  evolves  when  the  conceived  RFID  applications  leave  the  piloting  phase.  However,  as 
highlighted  by  the  literature  review,  the  problem  of  the  packaging management  appears  in many 
industries (Hofmann et al., 2006).  





the  discussed  solution.  All  analyses  bind  sources  from  two  to  four  sources  together,  in  four  of  the 
presented solutions it is necessary to access a collection of historical data and two cases require heavy 




of  these  tasks. Although  this would not at all  impact  the  technology‐neutral  concept,  it needs  to be 
considered,  however,  if  it  is wise  to  deviate  from  the  trend  to  centralize monitoring  and  reporting 
functionality  in  a  central DWH  infrastructure and under  guidance of  a  specialized BI  team – with all 
advantages  regarding  economies  of  scale  and  scope  and  the  potential  to  foster  cross‐departmental 
applications. 
A  relevant  aspect  that  needs  further  scrutiny  is  a  detailed  specification  of  the  architecture  under 
consideration of real time and active DWH: RFID enables an undelayed provision of object data. It needs 
to be evaluated,  in which cases  it  is economically  justified  to  implement a  real  time and active DWH 
application.  For  the  discussed  case  this  would  be  an  option  for  analysis  1  (inventory  for  planning 
purposes). By factoring in the development of the inventory situation over time, a potential bottleneck 
can  be  identified  in  near  time with  the  possibility  to  automatically  send  out  alerts  or  start  counter 
actions e.g. alternative packing or a new prioritisation of suppliers. The combination of the analysis with 
automatic  actions  according  to  a  so‐called  ECA  scheme  (event,  condition,  action)  could  be  realized 
within the available data management environment of the active DWH.  
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A  further string of  research aims at  the development of an  integrated data management concept  for 
production  and  logistics  based  on  RFID  at  sensor  data  –  that  is  not  only  limited  to  the  described 
analyses but also  includes requirements from other areas. A respective concept for data management 
would also allow  for distributing  the  incurred  fixed costs.  In  fact, scenarios with similar  requirements 
can for example be found in monitoring machinery and transportation equipment, tracking components 
and products –  including  their assembly,  steering and optimizing production  flows  (e.g. based on an 
RFID‐based  Kanban  production),  reverse  logistics,  or  larger  supply  chain  scenarios.  This  includes  a 
widening  of  the  scope  to  other  technologies  of  the  field  of ubiquitous  computing.  Especially  sensor 
networks will have an impact that is worthy to be explored early on.  



























































































This paper proposes a  service‐oriented  architecture  that utilizes  the  automatic, unique  identification 
capabilities of RFID technology, data stream management systems and web services, to support RFID‐
integrated  supply  chain  services.  In  the  lifespan of  SMART project  (IST‐2005,  FP6)  two  services have 
been deployed  supporting dynamic‐pricing of  fresh products  and management of promotion events. 
The  two  services  have  been  field‐tested  in  three  retail  stores  in  Greece,  Ireland,  and  Cyprus.  The 
valuable lessons learnt, concerning RFID readability challenges, consumer privacy, customers and store 






transfer  identifying  information  between  tagged  objects  and  readers without  requiring  line  of  sight 
(LOS), providing a means of automatic identification (Sheng et al. 2008). 
Although RFID has been around for more than half a century, only recently supply chain partners have 
started  to explore  its potential  to  support  core business processes. This  shift of  attention  should be 
primarily  attributed  to  the  decrease  of  acquisition  costs  for  the  technology  parts  (readers,  tags, 








supply  chain  services;  it  builds  on  the  capabilities  provided  by  RFID  technology,  data  stream 
management  systems  and  web  service  orchestration.  The  retail  services  that  have  been  selected, 
namely dynamic‐pricing and promotions management have been deployed in three commercial sites at 
different European countries  in  the course of SMART project  (IST‐20005, FP6) with participating user 
companies being European grocery retailers and suppliers from the fast‐moving consumer goods sector. 
As a  result,  valuable  lessons have been  learnt  for  the deployment of RFID applications  spanning  the 
whole  spectrum,  from RFID  readability  issues,  integration with  the  legacy  systems,  cost, web‐service 
synchronization, consumer privacy to name but a few areas where experience was gained. The acquired 
knowledge  is  shared  through  this paper  to provide guidance  to  future developers of RFID‐integrated 
supply chain services as well as to set an agenda for academic research. 
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The  following  section  presents  a  short  overview  of  RFID  developments,  in  terms  of  prototype 
implementations  and  related  work  on  architectural  approaches.  Next,  we  discuss  the  proposed 
architecture and the  functionality of the two proof‐of‐concept services. We then  focus on the  lessons 





mainly because of  its capability  to streamline core supply chain management operations. As a  result, 
over  the  past  few  years  several  research  projects  emerged  discussing  different  flavors  of  RFID‐
augmented applications  in such supply chain management areas as  inventory management (Fleisch et 
al. 2005) and customer  relationship management  in  the  form of  ‘smart’ personal  shopping assistants 




in  the  field.  Notable  exceptions  are  the  works  of  Ngai  et  al.  (2007)  and  Delen  et  al.  (2007).  In  a 
commercial setting, the most renowned example is the Metro Future Store, located in Germany, which 




from  UCLA,  EPC‐bitmap  from  Oracle,  AII  from  SAP,  and  many  others).  Moreover,  several  generic 
frameworks  exist  that  specify  the  basic  principles  that  should  govern  RFID‐applications,  especially 
related to communication among the different system components  (e.g. the EPCglobal Network). The 
majority  of  these  solutions  utilize Web  Services  as  the most  candidate method  to  ensure  a  central 
service  directory  for  publishing  information  about  the  deployed  services  of  the  RFID  system  in  a 








capabilities  of  RFID  technology,  data  stream  management  systems  and  web  services  to  enable 











as  transient  data  streams  where  “continuous”,  not  “one‐time”,  queries  are  produced  over  time, 
reflecting  the  data  stream  seen  so  far.  A  good  example  of  such  an  application would  be  one  that 




analysis on  top of  streams of RFID observations.  In  the  context of  the  retail  supply  chain,  the main 
purpose of  the DSMS  it  to  translate  the data  streams  coming  from  the RFID  infrastructure  (tags and 
readers) into meaningful product‐related data, enabling aggregation at various levels, and then provide 
them with business meaning to the retail supply chain partners through the RFID‐integrated services. 
• Web service orchestration enabling secure and seamless  information sharing and collaboration  in a 
distributed environment (Muehlen et al. 2005). 
A  web  service,  as  defined  by  the  W3C  Web  Services  Architecture  Working  Group,  is  a  software 
application  identified by a URI, whose interfaces and bindings are capable of being defined, described, 




it  composes  them  to  provide  the  functionality  requested  from  the  RFID‐integrated  supply  chain 
application  services.  Orchestration  describes  how  web  services  can  interact  at  the  message  level, 




where  the  application  layer  runs  on  the  system  of  each  collaborating  partner  and  web  services 
implement the  interface between the different partners’ systems using SOAP requests and responses. 
The  data  layer  is  implemented  by  both  a  relational  database management  system  (Object  Instance 
Information  Service)  and  a  data  stream management  system  (DSMS)  providing  the  application  layer 
with  continuous  real  time  reports  after  processing  unique  product  identification  data  streams 
generated  from  the  RFID  infrastructure.  The  orchestration  engine  coordinates  the  exchange  of 
messages between the partners’ web services following the logic of the specific supply chain application 
services. The service  repository provides an  interface  for  the orchestration engine  to execute queries 
and  discover  the  exposed  services  from  the  partners.  The  object  instance  directory  stores  partners’ 
identifiers  that  can provide  information  for unique object  instances.  It accepts queries about unique 











and  global  registries.  On  the  other  hand,  the  EPCglobal  Network  (www.epcglobalinc.org)  supports 
information sharing of unique product instance –identified via an RFID tag, following the EPC standard 
and is supported by the ONS (Object Name Service) infrastructure (Schuster et al. 2007). The suggested 
architecture  connects  to  either  these  two  or  similar  directory  services  in  order  to  get  the master 
product information (e.g. product name, manufacturer, weight, etc.) associated with a specific product 
type  identified  via  a  barcode  (GDSN),  or  additional  information  associated  with  a  specific  product 
instance (e.g. production date, distribution history, etc.) identified via an EPC (EPC Network). 
Ultimately,  this architecture  is a generic distributed  service‐oriented architecture  that can potentially 
support various supply chain collaboration and decision support services, whether these are integrated 
with RFID technology or not. However,  in the course of SMART project, RFID‐integrated services were 
deployed.  Each  RFID‐integrated  supply  chain  service  carries  its  own  value  proposition  and  can  be 
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4 RFID‐INTEGRATED RETAIL SUPPLY CHAIN SERVICES 
The proposed generic distributed architecture  can potentially  support various RFID‐integrated  supply 
chain services  in retail  industry. However, the research  focused on eight RFID‐integrated  retail supply 
chain services, such as back‐room and shelf visibility, smart recall, promotion management etc (Bardaki 
et  al.  2007).  To  evaluate  the  business  relevance  of  the  alternative  services,  an  industry  survey was 
conducted,  addressed  to  top  executives  representing  retailers  and  suppliers/manufacturers  in  the 
European  fast‐moving  consumer goods  (SMART 2007,  Lekakos 2007).  In addition, a  consumer  survey 
provided useful  input regarding the evaluation of  Innovative Retail Consumer services. The findings of 















store cold‐room door and on  the  fridge shelves. Packaged minced‐meet, kept  in  the  fridge, has been 
selected as the product to test this service. 
• Promotions Management 
It  supports  the management  (design,  execution  and  evaluation)  of  in‐store  promotion  events  that 











the  value  of  investment  in  such  an  initiative.  This  approach  is  based  on  a  detailed  business  process 
analysis, technical laboratory experiments and a cost‐benefit assessment (Bardaki et al. 2008).   
5 LESSONS LEARNT FROM THE SMART PROJECT 
The  two  services  have  been  deployed  in  three  real‐life  pilot  sites  in  the  course  of  SMART  project. 
Specifically, the Promotions Management service has been deployed in two retail stores in Greece and 
Cyprus, while the Dynamic Pricing service has been deployed in a retail store in Ireland. Two rounds of 









that  interact  with  the  electromagnetic  nature  of  the  RFID  system  and,  as  a  result,  influence  the 
readability of the RFID system. 
Both  RFID‐integrated  services  involve  liquid  material  items,  i.e.  foam  bath  shower  gel  and  frozen 
packaged minced meat, which are radio frequency absorbing.   In addition, the metallic surfaces of the 
promotion  stand  and  the  trolley  transferring  the packages of minced meat marked  another physical 
constraint  as  metal  reflects  the  radio  energy  and  causes  multi‐path  interference  to  the  receiving 
antenna. Also, the multiplicity of  tagged  items on  the shelf, with small distance between all of them, 
have  generated  conflicts  because  the  simultaneous  transmitted  radio  signals  caused  collision 
interference  to the RFID reader. Finally, the orientation of the antennas on the shelves  in association 
with the tag location on the shelves orientation was found to affect the radio wave received. 
To  cope with  the  aforementioned  challenges,  the  performance  of  tags  and  readers  of  leading  RFID 
manufacturers  was  evaluated  in  a  lab  environment,  similar  to  the  real  environment  and  free  of 
interference  in  order  to  select  the  RFID  infrastructure.  Then,  with  key  requirement  the  item‐level 
visibility  of  the  product  on  the  shelf, we  performed  small‐scale  proof‐of‐concept  testing  in  the  lab 
environment  executing  several  experiments with  alternative  tag positions  associated with  respective 
antennas positions and orientations. We found out that the tag on top of the foam bath bottle and the 
minced meat package, i.e. the point where the liquid ends; and the antennas on the top and the back of 
each  shelf of  the promotional  stand and only on  the  top of each  refrigerated  shelf ensured  the best 
possible  readability  for our  target number of tagged  items placed on the shelves. We continued with 
comprehensive  on‐site  testing  executing  several  tests on  the  shelves with  varying  items density  and 
distance between them, random or controlled placement of products and human interaction to realize 
the cases of  tag collisions and  that  the metallic  surfaces of  the promotional stand  seriously  infer  the 
reading performance. Ultimately, both the lab and the on‐site testing  led us to the tight  integration of 
the  RFID  infrastructure  with  the  operational  environment,  i.e.  the  promotional  stand  and  the 




To  investigate whether  consumer  privacy  affects  the  acceptance,  and  subsequent  use,  of  our  RFID‐
integrated services, we experimented with a disclaimer sign placed on the promotion stand at only one 
of  the pilot sites and  informing  the consumers about  the potential use of  their personal data. At  the 
remaining two test sites, we did not use the disclaimer sign. The experiment revealed that sales were 






The pilots  revealed  that health concerns were  the most emotive  issue  for both consumers and  store 
personnel.  In  particular,  the  store  personnel  in  all  three  pilot  sites was  significantly worried  by  the 
potential  radiation  effects  of  the  RFID  antennas  in  the  backroom  (antennas  were  visible).  Similar 








Thhe  integration  of  the  RFID  systems  with  the  business  legacy  systems,  the  top  management’s 
commitment  and  the  cost  have  been  identified  to  be  the  most  critical  issues  that  affect  the 











the hardware and software  investment, the tags cost, the cost of  integration with the  legacy systems 
and  the staff  training cost.  It was also  found  that  it  is best  to engage  in RFID  implementation with a 













During  the  lifespan of  the project we have also  investigated  issues  related  to market acceptance and 
deployment costs for both services. We have evaluated the market attractiveness of the two services 
through the execution of an  industry survey (in the form of a  live workshop)  in Athens, Greece. From 
the  responses  in  the  survey  it  is apparent  that RFID  is  still perceived as an  immature and expensive 
technology whose  ROI  is  difficult  to  quantify  and  assess.  Successful  pilots  (such  as  in  the  course  of 
SMART) may eventually  constitute  the drivers  for widespread  acceptance of RFID;  and decrease  the 
already  high  resistance  of  supply  chain  management  trading  partners  to  invest.  Hence,  a  fully 
commercial  exploitation  of  RFID  on  item  level  tagging  may  not  be  expected  before  2010.  The 
prohibiting factors may be summarized to the following: very high procurement and deployment costs 
of RFID technology and support infrastructure; lack of standardized procedures for tagging products and 









for projecting  tag costs. The  second category  refers  to operational costs  i.e. operating and using  the 




Regarding the benefits, a  retailer may expect both direct and  indirect effects. Direct benefits  refer to 
time savings (reflected in monetary terms) that occur due to the capability of the system to provide to 
the store personnel with  the ability  to periodically check  the stock  level on  the supermarket shelves/ 
promotion  stand  shelves/ backroom  instead of performing physical  audits.  Indirect benefits  refer  to 
both  cost  savings and expected  sales  increases  as  a  result of better  inventory,  shelf,  and promotion 




To  conclude,  this paper proposes  a  service‐oriented architecture  that utilizes:  the automatic, unique 
identification capabilities of RFID technology, data stream management systems and web services, to 
support RFID‐integrated supply chain services.  In the course of SMART project, two such services,  i.e. 




an  academic  research  agenda.  This  research will  be  finalized with  the  evaluation  of  the  two  RFID‐


























































To  be  able  to  cope  with  the  requirements  of  today’s  competitive  and  demanding  digital  world  of 
business,  companies, especially SMEs, need  to be more agile, and be  ready  to  react  to  the  changing 
requirements of the sector. This requires a better view and a more comprehensive analysis of the whole 
marketplace which can be achieved through a knowledge oriented collaborative supply chain planning 
initiative. The parties also need  to be  capable of monitoring  the  supply  chain visibility  in a  real  time 
fashion, which can be enabled through the use of RFID devices. 




synchronizing  this with master data,  exchanging  supply  chain  visibility  and other planning data with 




To  be  able  to  cope  with  the  requirements  of  today’s  competitive  and  demanding  digital  world  of 
business,  companies, especially SMEs, need  to be more agile, and be  ready  to  react  to  the  changing 
requirements of the sector. This requires a better view and a more comprehensive analysis of the whole 
marketplace. Trading partners within a supply chain usually have different competencies based on their 







environment  to  SMEs  to  share  information  on  the  supply  chain  visibility,  individual  sales  and  order 
forecast of  companies,  current  status of  the products  in  the manufacturing and distribution process, 
and the exceptional events that may affect the forecasts in a secure and controlled way.  
In order to achieve such a knowledge‐oriented inter‐enterprise collaboration environment for European 
SMEs,  there  are  a  number  of  challenges  to  be  addressed.  These  challenges  and  how  iSURF  Project 
addresses these are presented in the following section.  
1.1 Challenges for Knowledge Oriented Supply Chain Collaboration 
• The  first  prerequisite  of  such  a  knowledge  sharing  environment  is  having  an  appropriate 
infrastructure established to enable information exchange between partners, and a business process 
definition that orchestrates this knowledge sharing practice according to well defined practices. Such 
an  environment  should  be  easy  to  use,  the  SMEs  should  be  capable  of  easily  creating  a  new 
collaborative planning process definition, and the tool should not be costly. Collaborative Planning, 
Forecasting,  and  Replenishment  (CPFR)®  guidelines  (“VICS,  CPFR‐An  Overview”,  2004)  present 
collaborative business practices enabling  the  trading partners  to have visibility  into one another’s 
critical demand, the order forecasts and the promotional forecasts through a systematic process of 
sharing planning information, exception identification and resolution. The main objective of CPFR® is 
to  increase  the  accuracy  of  demand  forecasts  and  replenishment  plans,  necessary  to  lower 
inventories across the supply chain and attain high service levels by making right products available 
at  right  locations.  CPFR®  proposes  a  nine  step  planning  process  which  involves  a  number  of 
transactions  between  partners  exchanging  planning  documents  with  each  other.  However,  in 
successful  CPFR®  pilot  applications,  it  has  been  reported  that  the  definition  and  deployment  of 
CPFR®  processes within  a  supply  chain  consortium  is  too  costly  and  labour  intensive  (“European 
CPFR Insights”, 2002). Although CPFR® provides guidelines, there is no machine processable process 
templates  defined.  Also,  CPFR®  does  not  mandate  any  technology  to  implement  the  CPFR® 
approach,  as  a  result  the  consortiums  agreed  to  collaborate  based  on  CPFR®  guidelines  need  to 
implement  their  own  strategy.  As  a  response  to  these  needs,  iSURF  project  provides  a  Service 
Oriented Collaborative Supply Chain Planning Process Definition and Execution Platform based on 
“CPFR®”  guidelines.  This  platform  presents  “template”  collaborative  planning  process  definitions, 




planning  documents  such  as  “Sales  Forecast”,  “Retail  Event”  and  “Inventory  Status”.  There  are 
various  standard  initiatives  addressing  the  standardization  of  communication  in  exchanging  the 
supply  chain  planning  information  in  different  domains,  such  as OAGIS,  CIDX, GS1  eCOM. Hence 
when companies involved in more than one supply chain need to exchange this planning information 
across multiple domains,  they  face an  interoperability problem.  iSURF project provides a Semantic 
Interoperability Service Utility  (ISU)  for achieving  the  semantic  reconciliation of  the planning and 











right data at  the  right place and at  the  right  time  in  the  right  format,  i.e., visibility of appropriate 
information  in  the  supply  chain.  Visibility  of  appropriate  information  in  the  product  distribution 
network  and  real  time  information  updates  enable  the  companies  to  optimize  their  internal 
schedules  and  forecasts  in  a  timely  manner.    However, most  of  the  traditional  data  gathering 
processes are  far  from being  in  real‐time. Data  is gathered  from various sources through different 
techniques which may vary from manual methods to automated ones like barcodes or tags. The data 
then  is  computerized  at  regular  intervals.  This  yields  to  only  a  pseudo  real‐time  processing  and 
introduces visibility gaps in the system. Because of the visibility gaps in the supply chain, the internal 
planning  and  scheduling  systems  base  their  decisions  on  inaccurate  and  out‐to‐date  data which 
results  in  sub‐optimal decision‐making  in  the whole  supply  chain. To address  this problem,  iSURF 
project provides an open source Smart Product Infrastructure (SPI) based on RFID technology using 
EPCGlobal  standards.  Through  this  infrastructure,  necessary  tools  and  processes  are  provided  to 
SMEs  to  collect  real‐time  product  visibility  events  from massively  distributed  RFID  devices;  filter, 
correlate and aggregate them in order to put them into business context. 
• RFID  based  systems  provide  real  time  supply  chain  visibility  data. However  to  achieve maximum 
benefit  from  RFID  technologies,  the  supply  chain  must  be  supported  with  Global  Data 
Synchronization mechanisms to allow partners to share accurate master data reliably and efficiently. 
To facilitate this, iSURF provides Global Data Synchronization Service Utility (GDSSU). GS1 provides 
guidelines  and  standards  for  Global  Data  Synchronization  Networks  (“GS1  GDSN,”  2008).  GDSN 
enables  partners  to  publish/subscribe/query  master  data  about  their  companies  and  product 
catalogs  through a Global Registry and  several Data Pools  through  standard GS1 messages.  iSURF 
GDSSU provides easy to use open source client  interfaces for SMEs as graphical  interfaces and also 
as Web Services so that they can be easily integrated to a GDSN Network.  
iSURF  RFID  enabled  collaborative  supply  chain  planning  environment  will  be  deployed  as  a  pilot 
application  in  the  premises  Fratelli  Piacenza  S.p.A.,  a manufacturer  of  noble  fibres  fabrics  and  pure 
cashmere  clothing  and  accessories,  supplier  to  almost  all  luxury  apparel  brands  and  high  end multi 
brand retailers. Through iSURF Platform Fratelli Piacenza aims to increase supply chain visibility, and to 
increase efficiency and efficacy of supply chain planning with its partners and hence reducing costs.  
This  paper  is  organized  as  follows:  In  Section  2,  we  introduce  the  technical  architecture  of  iSURF 
Platform by describing each component in a separate subsection. In Section 3, we describe how we aim 




Service  Bus  (ESB).  This  ESB  facilitates  the  communication  and  integration  of  different  iSURF 
Components  and  legacy  planning  systems  with  each  other.  For  this  purpose  each  component 





• iSURF Collaborative  Supply Chain Planning Environment  is  capable of  locating  the  legacy wrapper 
services  in the collaborative planning process definition phase. In this way the Collaborative Supply 
Chain  Planning  Process  definition  can  be  bound  to  the  real  interfaces  of  enterprise  planning 




so  that  such  legacy  applications  can  subscribe  to  smart  product  events,  and  also  query  previous 
smart product events. 










iSURF  provides  a modular  Service Oriented Collaborative  Supply  Chain  Planning  (CSCP)  environment 
(Olduz, 2008; Laleci et al., 2009), that enables SMEs to build their own collaborative planning process 
graphically.  For  this  purpose,  the  building  blocks  of  collaborative  supply  chain  planning  process  are 
defined  as machine  processable  binary  collaboration  patterns,  which  then  can  be  customized  and 
exploited by the SMEs to create CSCP Processes according to their needs. For this purpose, the CPFR® 
guidelines for the planning process between the retailer and the manufacturer have been examined. By 
also  considering  the  requirements  of  the  iSURF  end  users, we  have  identified  the  possible  building 
blocks, as binary collaboration definitions.  
Each  Binary  Collaboration  Definition  involves  exchange  of  a  number  of  Planning  Documents.  For 
example,  the  exchange  of  “Point  of  Sales  data”  through  a  “Product  Activity”  Document  between  a 
retailer and a manufacturer can be one of  the building blocks. These building blocks are  represented 
through  a machine  processable  business  process  specification  language,  namely  the,  OASIS  ebXML 
Business Process Specification Schema (ebBP) (Moberg and Martin, 2006).  
These binary collaboration definitions are presented to the SMEs though a graphical process definition 
tool.  SMEs  are  enabled  to  visualize  these  template  guidelines,  customize  them,  by  changing  the 
direction  and/or  order  of  transactions,  by  adding  new  transactions,  updating  or  removing  already 
existing  transactions based on  their  supply  chain  topology and  requirements. As a  result,  the overall 
process definition can be exported as an ebBP process definition.  
The SMEs are in need of executing this CSCP process with their supply chain partners in integration with 


















• For  each  legacy  application  wrapped  as  a  Web  Service,  an  appropriate  Binding  Component  is 
implemented that enables the invocation of this interface through the Enterprise Service Bus 
• For each legacy application wrapped as a Web Service, the Enterprise Service Bus disposes a service 
enabling  the  call of external  legacy  applications  in order  to achieve  ingoing  communication. Web 
Services are being implemented and exposed to outside as POJO Web Services. 
• Routing Mechanism  are  implemented  on  the  Enterprise  Service  Bus  side,  in  order  to  invoke  the 
Receive Methods of the legacy applications wrapped as Web Services 
• In  order  to  achieve  outgoing  communication,  the  Enterprise  Service  Bus  provides  a  component, 
providing  the  ability  to  call  external Web  Services  and  appropriate methods.  This  component  is 




















































































































































































































































































































































































































































Global  Registry  is  the  unique  registry  containing  all master  products  data;  it  does  not  contain  all 






• Recipient data pool exposes  functionalities needed by a  retailer/buyer:  subscription  to  suppliers’ 
company and products  information, search for products, be  informed about changes happened  in 
subscribed catalogs, etc. 





methods)  just to demonstrate the  functionality of GDSSU Data Pool Consumer.   GDSSU DPC supports 
several  functionalities  including  Product  Management  (Create  new  product,  Edit  product,  Delete 








Activity”,  “Inventory  Status”,  “Order  Forecast”  and  so  on.  There  are  various  standard  initiatives 
addressing the standardization of communication  in exchanging the supply chain planning  information 
in  different  domains,  such  as  RosettaNet,  OAGIS,  CIDX,  GS1  eCOM    (including  GS1  EANCOM  EDI 
messages  and  GS1  BMS  XML messages).  The  CPFR  guidelines  do  not  enforce  any  specific  Business 
Document Standard. This creates an  interoperability problem, especially when companies  involved  in 
more than one supply chain need to exchange this planning information across multiple domains.  
As  a  response  to  this problem,  iSURF provides  an  “Interoperability  Service Utility”  (ISU)  architecture 
(Kabak et.al., 2009). iSURF ISU proposes to use semantic information for transforming documents from 
one  standard  to  another  as  a  step  to  realize  Interoperability  Service  Utility.  For  this  purpose,  the 
semantic  representations  of UN/CEFACT  CCTS  (“UN/CEFACT  CCTS”,  2007)  based  Electronic  Business 






document  schema  ontology  classes  of  different  document  standards  through  both  the  semantic 
properties  they  share  and  the  semantic  equivalences  established  through  reasoning.  However,  as 
expected,  the  semantic  properties  of  the  CCTS  based  document  artifacts  help  discovering  only  the 
similarities  of  structurally  and  semantically  equivalent  elements.  In  order  to  handle  the  structurally 
different  but  semantically  similar  document  artifacts,  heuristic  rules  are  developed  describing  the 
possible ways of organizing simple document artifacts into compound artifacts as identified in the CCTS 
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methodology. Finally,  the equivalences discovered among document  schema ontologies are used  for 
semi‐automated generation of XSLT definitions for the translation of document instances.  
It  should  be  noted  that  different  representations  and  vocabularies  will  make  it  difficult  (if  not 
impossible) to harmonize the semantics of document standards. In other words, it is necessary to agree 
on a common way of expressing the semantics of document artifacts. For this purpose, that is, in order 
to  standardize  the  semantic  specifications  developed  for  the  iSURF  Interoperability  Service Utility,  a 
technical  committee  namely  “OASIS  Semantic  Support  for  Electronic  Business  Document 
Interoperability (SET)” is initiated under OASIS umbrella (“OASIS SET TC”, 2008). The OASIS SET TC aims 
to  specify  semantic mechanisms  based  on  the work  done  in  the  iSURF  Project  in  order  to  achieve 
interoperability  among  document  standards  based  of  UN/CEFACT  CCTS  used  in  B2B,  B2G  and  G2G 
applications.   
Currently,  the  SET  Harmonized  Ontology  contains  about  4758  Named  OWL  Classes  and  16122 






The Harmonized Ontology  expresses  the  relationships  among  the  document  artifacts  of UN/CEFACT 
CCL, UBL 2.0, OAGIS 9.1 and GS1 XML according  to SET  specifications. Related with performance, an 
issue that needs to be addressed  is whether the gain  in automation  justifies the resources needed to 
develop  the  ontological  representation  of  the  document  schemas.  In  order  to  reduce  this  cost, we 
provide  the  SET  XSD‐OWL  Converter  tool  to  create OWL  definitions  of  the  document  schemas.  This 
component converts a CCTS based document schema  into OASIS SET TC OWL Definition.  It should be 
noted that, by conforming to a standard ontological representation and hence having all the document 
schema ontologies  in  a  common pool,  the users of  the Harmonized Ontology only need  to  create  a 




as  an  online  common  UN/CEFACT  CCTS  based  document  component  modeling  repository  which 
integrates  the machine  processable  version  of  the  paper‐based UBL  customization  guidelines  to  be 
applied on  the document components.  In  this way,  it aims  to maximize  re‐use of available document 




include  document  components  from  other  standards.  As  the  new  document models  are  created  or 





(including  Italian  ones  among  which  Zegna,  Brioni,  Canali,  Gucci  and  international  ones  like  Louis 
Vuitton, Hermès, Escada, Basler, Celine, Chanel) and high end multi brand retailers. 
Currently barcodes are used in Piacenza for product identification. For example when the production is 






retailer  creates  its  own  product  codes  on  its  own  legacy  system  and  manually  takes  care  of  the 
correspondence  between  its  codes  and  PIACENZA  product  codes.  Then  items  are  brought  from  the 
warehouse and are put on a shelf, at this time the item is equipped by a physical anti‐theft mechanism. 
Through  the  deployment  of  iSURF  GDSSU  and  Smart  Product  Infrastructure,  most  of  the  manual 
operations will be eliminated: an RFID based auto  inventory  system, non‐intrusive anti‐theft  system, 
item  tracking  system,  a  system  facilitating  automatic  match  of  order  document  with  transport 
document will be  implemented. Additionally, product  coding  reconciliation mechanism will be easily 
handled through the GDSSU system.  
When it comes to current planning practices, the current production of PIACENZA is purely order based; 
i.e.  the  production  phase  is  initiated  after  sample  products  are  presented  to  the  retailers  and  real 
orders for winter season are collected.  This is not a big problem for winter season preparation phase, 
since the orders are collected well in advance.  
However  this  is  not  the  case  for  the  “Re‐order‐Gift”  Season  which  starts  in  October  and  ends  in 
December. In the winter re‐order season when warehouse stock is low, the retailer based on sales data 
sends a new order to PIACENZA for some of the goods that sell well in that season. The delivery of the 
replenishment orders should be  immediate, hence  the production of  these possible orders should be 
initiated well  in advance  (around April) based on  forecasts. Currently, without collecting any point of 




to  share  purchase  conditions,  Trade  Item  location  Profiles  (Frozen  Period Days, Minimum  Inventory 
Levels, Order Quantity minimum and maximums etc. ), Retail Events, Historical Point of Sales Data, and 
Distribution Center Withdrawals,  and will be  able  to  set  common  Exception  criteria  so  that  forecast 
exceptions  can  be  caught  and  addressed  in  a  timely  fashion.  The  sales  and  order  forecasts  can  be 
shared and agreed upon. After the Winter Season Delivery  is started to be fulfilled  in the beginning of 
June,  the  real  time  Point  of  Sales  data will  also  be  shared, which will  help  the  parties  to  see  the 
variances between statistical forecasts and actual buying patterns.   
In addition  to  this, PIACENZA  is outsourcing some of  the  tasks  in  the production phase  to some sub‐
suppliers.  The  CSCP  process will  also  enable  collaborative  planning  between  PIACENZA  and  its  sub‐
suppliers.  Based  on  the  order  forecast  that  has  been  agreed  between  PIACENZA  and  its  Retailers, 
PIACENZA  will  be  able  to  share  this  forecast  with  its  sub‐suppliers  so  that  they  can  arrange  their 
production  environments,  reserve  the  correct  number  of machines  for  the  batch  of  tasks  that  are 
expected to be received from PIACENZA. In the production phase, continuous communication between 





in  supporting  collaboration  in  supply  chains, based on  three different  case  studies  from  the  grocery 







between  trading  partners  (Michalako  et.al,  2005).  iSURF  project  complements  these  approaches  by 
providing  a  Service  Oriented  Collaborative  Supply  Chain  planning  description  and  execution 
environment. These tools enable the supply chain partners to easily design and customize collaborative 
planning  process  definitions  which  can  be  automatically  converted  to  executable  business  process 
definitions. On  top of  this,  in  these  studies  the  requirement  for  interoperability  solutions have been 
identified, iSURF complements them through Interoperability Service Utility provided.  
5 CONCLUSIONS 





Process as WS‐BPEL definitions. Through  this  tool  it  is also possible  to  integrate  this collaborative 
planning process with  the underlying enterprise planning applications,  functionalities of which are 
wrapped as Legacy Adapters in terms of Web Services.  








The source codes of  iSURF Components are available  in  (“iSURF SourceForge”, 2009). Both  the  iSURF 
components,  the  integrated  platform  and  the  pilot  application  will  be  tested  and  evaluated  in  a 
systematic way. The evaluation methodology  follows  the standard process defined on  the Evaluation 
reference model  ISO/IEC  CD  2504n  of  the  SQuaRE  series  (Suryn  et.al.,  2003).  On  top  of  this,  pilot 


















































































from  a psychological point of  view,  are undoubtedly  significant  in  the  shaping of  the perceived  and 
objective quality of interactions with a system. The research that is presented in this paper focuses on 









In  recent  years,  the main  research  focus  of Human  Computer  Interaction  (HCI),  as well  as  of Web 
personalization and Adaptation, communities has been placed on extruding information about the user, 
which can be proven of significant  importance  in enhancing  the quality of HCI, with emphasis placed 
upon cognitive and emotional characteristics.  In our approach,  the  term cognitive describes  systemic 
functions  of  the mind  that  are  involved  in  information  perception  and  processing, whilst  emotional 
parameters  refer  to  the  arousal  of  emotions  that  affect  the  learning  (as  a  process)  performance, 
combined  with  the  moderating  role  of  emotional  intelligence  and  skills.  The  clarification  and  the 




This  related  semantic  information,  which  actually  is  the  basis  of  user  profiling,  provides  adequate 
feedback to an adaptive system that personalizes the Web environment provided to the user according 
to his preferences or abilities‐ the context at an  intrinsic  level that  is. This approach and the proposed 
user model of  information processing characteristics also may have a modular role  in a context aware 




by  introducing  their  intrinsic  characteristics  as  interface  design  related  information.  This  empirical 





related  information  in  the  area  of  individual  differences.  The  function  of  adaptivity may  as well  be 
considered as a level of intelligence embedded in a Web environment, regardless of whether users’ or 
interface/technical  characteristics  are  involved.  A  certain  form  of mapping  rules  and  corresponding 
implications on  the  information  space are  required,  in order  for a  system  to alter visible  to  the user 
aspects of the environment, utilizing in our case the intrinsic context information. Therefore, a serious 
analysis of user  requirements  and  characteristics has  to be undertaken, documented  and examined, 
taking into consideration their multi‐application to the various delivery channels and devices. 
To  be  more  specific  about  users’  requirements  (characteristics,  abilities  and  preferences),  our 
psychometrically based research  focuses on user cognitive and emotional characteristics that have an 
effect  on  real‐time  information  processing. We  consequently  approach  the  issue  of  HCI  from  the 
perspective of  the psychology of  individual differences, aiming to maximize  the performance of users 
within information distributing Web environments, by personalizing on the basis of their needs. This is 
somehow  related  to  previous  work  on  adaptive  hypermedia,  mainly  educational,  where  learners’ 
characteristics  are  the motivating  factor  of  a  personalization mechanism  (Papanikolaou  et  al.,  2003; 
Carver et al., 1999; Gilbert et al., 2000). 
Within  this  framework, we  are  in  the  process  of  building,  evaluating  and  validating  a  user  profiling 






principles and guidelines  for designing usable and pleasant  computer‐mediated applications  that will 
increase user performance, with  regards  to assimilation of  the  targeted  information, and satisfaction 
during interaction time. 
According  to  Ottersten  and  Berndtsson  (Ottersten  &  Berndtsson,  2002)  a  common  mistake  when 
developing  interactive  applications  is  to neglect  interaction design.  The  consequence of  not  viewing 




system,  which  is  the  part  that  is  not  visible.  The  purpose  of  interaction  design  is  to  describe  the 
interaction between  the application and  the user. This  involves designing  the user  interface content, 
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behaviour and presentation  in a way  that pleases  the user. Usability goals are central  for  interaction 








• Constraints:  Taking  advantage  of  constraints  in  design means  restricting  the  actions  that  can  be 
executed by the user; 
• Mapping: Mapping refers to a relationship between a control and the effects of using that control. 






on psychological phenomena and  functional aesthetics  found  in graphic design,  industrial design and 
architecture. The most predominant visual principles are: 




a  design  principle  that  many  other  principles  depend  on.  Thus,  to  increase  quality  of  design, 
conceptual and formal components must be reduced to a minimum.  
• Scale,  contrast and proportion: To  create harmonious designs  a  good  relationship between  scale, 
contrast and proportion must be accomplished. These aspects are some of the subtlest in design and 
they require practice. The design will always suffer if elements are too big or small, too light or dark, 
too prominent or  indistinct. Scale  refers  to  the size of an element  relative  the whole composition 
and other elements. Contrast  is  the provider of  visual distinctions  in  the  form of position,  shape, 
texture, size, colour, orientation and movement. Both scale and contrast can be used to emphasize 
and differentiate elements  from each other. Proportion  involves balance and harmony of relations 
between  elements.  Techniques  for  accomplishing harmonious designs  are  establishing perceptual 
layers, sharpening visual distinctions and integrating figure and ground. 
• Organization and visual structure: Keeping elements  in a design organized and structured help the 
user  in  finding  guidance  to  interaction. The perception of  structure happens  automatically  and  is 
usually one of the first impressions of a product. Hence, the structure can either support or disrupt 
interaction. Without  good  organization  the  content may  very  well  be  difficult  to  interpret  and 





of GUI  (Graphical User  Interface) design. Despite  this  fact,  imagery  is one of  the  least understood 
aspects of  interfaces. First,  images must  follow  the same principles as  the whole composition and 
second,  they  must  be  perceptually  immediate  to  be  recognized  at  once.  Images  must  also  be 
sensitive  to  the  conceptual,  physical  and  cultural  context  in  which  they  will  be  displayed. 
Representation  is  used  to  give  a  GUI meaning.  The  analysis  of  representations  depends  on  the 







Our proposed perspective  that  focuses on user profiling  includes  cognitive  and  emotional processes 
that could be described as User Perceptual Preference Characteristics (UPPC); the aim of constructing 
such a user model  is  to enhance  information  learning efficacy by personalizing  the Web content and 
therefore increasing user usability and satisfaction. 







The  primary  parameters  of  this model,  which  has  been  extensively  discussed  in  previous  work  of 
authors    (Germanakos  et  al.,  2008a;  Germanakos  et  al.,  2007a),  formulate  a  three‐dimensional 
approach  to  the problem. The  first dimension  investigates  the visual and  cognitive processing of  the 
users  (Cassidy, 2000; Demetriou et al, 1993) and  the working memory  span  (Baddeley, 2000; Loggie, 
1990);  the  second  their  cognitive  style,  favoring  amongst  the  numerous  proposed  cognitive  style 
typologies  (Cassidy,  2000;  Kolb  &  Kolb,  2000; MyersBriggs,  1998),  Riding’s  Cognitive  Style  Analysis 
(Riding, 2001); while  the  third captures  their emotional processing mechanism during  the  interaction 
with  the  information space. Emotional processing  is a pluralistic construct which  is comprised of  two 
mechanisms:  emotional  arousal,  which  is  the  capacity  of  a  human  being  to  sense  and  experience 
specific  emotional  situations,  and  emotion  regulation,  which  is  the  way  in  which  an  individual  is 
perceiving and controlling his emotions. We focus on these two sub‐processes because they are easily 
generalized, inclusive and provide some indirect measurement of general emotional mechanisms. These 
sub‐processes manage a number of emotional  factors  like anxiety boredom effects, anger,  feelings of 
self  efficacy,  user  satisfaction  etc. Among  these,  our  current  research  concerning  emotional  arousal 




relation  with  the  information  space  a  diagram  that  presents  a  high  level  correlation  of  these 
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time  of  the  users with  the  system,  since  learning  in  the  context  of  a  specific  course  is  a  far more 
controlled condition than Web browsing. 








chosen  due  to  the  fact  that  students  of  the  departments  where  the  experiment  took  place  had 




and mismatched condition  for each  factor. We expected that users  in the matched condition, both  in 
phase I and phase II, would outperform those in the mismatched condition. 
In  order  to  evaluate  the  effect  of matched  and mismatched  conditions,  participants  took  an  online 
assessment test on the subject they were taught  (algorithms). This exam was taken as soon as the e‐
learning  procedure  ended,  in  order  to  control  for  long‐term memory  decay  effects.  The  dependent 
variable that was used to assess the effect of adaptation to users’ preferences was participants’ score at 
the online exam. 











• Mismatched  EP:  Users  with  moderate  and  high  levels  of  anxiety  receive  no  additional  help  or 
aesthetics 
4.2 Questionnaires 




• Cognitive  Style:  Riding’s  Cognitive  Style  Analysis,  standardized  in  Greek  and  integrated  in  .NET 
platform 
• Cognitive Processing  Speed  Efficiency:  Speed  and  accuracy  task‐based  tests  that  assess  control of 



































































































































































































































































other  than  educational.  For  the  purposes  of  such  an  empirical  validation,  we  created  an  adaptive 
version  of  a  commercial  site,  in  order  to  investigate  users’  possible  responses  to  a  personalization 
process as the (Tsianos et al., 2008b). 
At  this point we  should mention  that our methodology  in  this preliminary  study  is not yet  concrete, 






motivate  them  to explore  the  site at a  satisfactory  level  they were asked  to perform a  set of  simple 
tasks. Specifically,  the Web pages  they visited  in each condition presented a number of  laptops, and 
their tasks were to find information in order to answer a 7 item questionnaire concerning which laptop 
model is most suitable for a specific use. 
The  experiment was  conducted with  a  total  sample of  144 users;  19  users were  excluded  from  the 




familiar  with  technological  issues  such  as  those  involved  in  our  study‐  though  since  this  was  a 
comparative study between two environments, both of these factors were not expected to have a main 
effect.  





working memory  span,  for  this  preliminary  study. According  to  these  factors,  the  implications were 
similar to those described above for the case of the educational setting. The I/V dimension of cognitive 
style affected the representation of the Web content (pure text or diagrammatical presentation), whilst 









difference between  the  two conditions, as perceived by  the users, since  their overall mean  in a scale 
from 1 to 5 was 3.2, with very little dispersion. 
Even  if  the personalized environment was  rather burdened with personalization  tools and was more 
complicated, users didn’t seem to be discouraged; this could be  interpreted as positive, presuming of 
course that in the intrinsic level of information processing there could be some improvement. Still, since 
there  is no objective dependent variable  indicating performance  in  this  study, we  can only  conclude 
that the extra Web‐site features did not have a negative effect on perceived ergonomics and usability. 
There were however differences in the amount of time that users spent navigating in the environments 




























































offered, especially  if  the aim  is  learning or higher order  information processing  is  involved.  It makes 
sense  that  if  one  examines  the  characteristics  of  a  device  or  the  location  of  the  user  in  providing 
eServices, the same should be applied with the case of human factors.  In the same way that a device 
has a  certain processing ability,  individuals differ  in  their perceptual and processing preferences and 
abilities. Therefore, it could be supported that an essential part of HCI are the users themselves. 
The empirical study on the field of e‐learning presented above demonstrates that an “intrinsic” context 
aware application  (in our perspective)  is proven helpful  for users and an actual benefit  is objectively 
measured.  All  things  considered,  such  a  statistically  significant  effect  that  is  consistent  to  the 
psychological  theories  supporting  it  is  rather  encouraging  for  the  notion  of  expanding  individual 
differences theories to various research areas. 
The case of  the Web‐environment, on  the other hand, yields  rather ambiguous  results. Users do not 
seem to distinguish between the personalized and the raw environment in terms of preference, while a 
specific  group  of  users  spent  more  time  navigating  within  the  environment  in  the  personalized 
condition. That may be positive if the goal is educational or commercial, though in the event of a costly 
mobile access that might not be desirable. 
The next  step of our work, besides  improving  the methodology of our experiments  in  a  commercial 
Web  environment  (introducing  objective measurements  of  task  accuracy  and  following  a within  the 
subjects experimental approach), is the integration of the remaining parameters of our proposed model 
as  personalization  factors  in  the Web. With  regards  to  emotional  processing, we  are  setting  out  a 
research  framework  that  involves  the use  of  sensors  and  real‐time monitoring of  emotional  arousal 





applications  that  involve  information  processing.  It  is  not  argued  of  course  that  demographical  and 
“traditional”  profiling  characteristics  are  of  lesser  importance;  our  proposed  model  could  have  a 
modular role in a setting that defines context in a variety of ways, by adding another dimension focused 
on intrinsic processes. 
In  the  introductory section of  this paper we also mentioned  the utter goal of setting a  framework of 
































































































In  grocery  retailing,  promotions  and  recommendations,  derived  from  traditional  data  mining 
techniques,  apply  uniformly  to  all  customers  and  not  to  individual  ones,  thus  failing  to meet  each 
customer’s personal needs. On  the other hand,  recommender  systems have been widely explored  in 
the field of e‐commerce managing to provide targeted personalized recommendations for products and 
services. Despite  the great  success of  recommender  systems  in  internet  retailing,  their application  in 
many  other  fields  remains  practically  unexplored.  RFID  and  pervasive  networking  technologies  now 
offer the potentials to utilize recommender systems in physical environment. The scope of this paper is 












to  efficiently  apply  on  various  popular  websites.  Amazon.com  is  the  most  familiar  and  successful 
example of using recommender systems in order to provide personalized promotions for books, movies, 
etc. In Pandora.com the user can create her own radio station which will play her favorite kind of music. 
Whereas,  Baynote.com  is  specialized  in  websites  and  content  search  that  best  satisfy  the  user’s 
requirements. 
The key idea underlying recommender systems is based on the observation that people very often rely 
upon  opinions  and  recommendations  from  friends,  family  or  associates  to  make  choice  decisions 
(Lekakos et  al., 2006). They  imply preferences either  implicitly or explicitly  and  their main goal  is  to 
identify and select among all available goods the new ones that the users will be  interested  in. As an 












for  her  future  behavior.  This  approach  requires  that  items  are  described  by  features  and  is  usually 
applied upon text‐based documents or in other domains with structured data where feature extraction 
is  possible  and  applicable  (Mooney  et  al.,  2000).  For  example,  in  books  recommender  systems  the 
features  used  can  be  the  title,  the  author,  the  genre  and  perhaps  even  a  brief  summary.  Thus, 
recommendations about new books  for a particular user will  include books of the same author, close 
genre and theme, etc. 
In addition  to  the above methods, data mining  refers  to extraction of  implicit but useful  information 




either  be  applied  autonomously  or  be  combined  to  form  a  hybrid  recommender  system.  Hybrids 














the  following  scenario:  “While  entering  the  supermarket,  the  customer  dispatches  a  trolley with  an 
embedded display on it or picks‐up a PDA provided by the retailer. Either of them will serve as the mean 




Identifying  the customer  is a primary prerequisite  for  the scenario described above. This  task can be 
accomplished utilizing  the RFID  technology, where  readers are placed  inside  the store and customers 
acquire tags. Alternatively, scanners and barcodes can be also used. The implementation of our system 
























general  trends  in  grocery  retailing  and  it would  be  very  interesting  to  also  apply  and  test  it  in  the 




For  the  target user  α   for whom we would  like  to produce  recommendations,  collaborative  filtering 
proceeds as follows: 
• Compute the similarity between the target user’s basket  αc  and the baskets  ic  of  the remaining 
customers  i  using  the  Jaccard  or  Tanimoto  coefficient 
( ) ( )( )
( )










where  ( )xn  is the number of products in basket x. 
• Select  the  nearest  neighbors  for  the  target  user  α   that  will  best  serve  in  recommendations 
generation. The  selection  task  can be performed either by obtaining neighbors  that are  above a 
predefined  threshold  (neighborhood‐based  technique)  or  by  keeping  the  k  nearest  neighbors  (k 
nearest neighbors or k–NN technique). 
• Generate  prediction  for  the  target  user  α   and  the  product  j  as  the  sum  of  the  weighted 
preferences of her neighbors for this product.  ijc denotes neighbor’s i preference for the product j. 
In  literature,  ijc  generally stands for the rating score that user  i has provided for the product  j.  In 
shopping basket data, as  is our case,  ijc   is binary.  1=ijc  means  that neighbor  i has experienced 























As  far as  the association analysis  is  concerned,  the notion of  transactions  is equal  to  the  customer’s 
basket. In other words, a customer’s basket is considered to be a single transaction.  
• Generate rules  YX →  using the entire dataset. We use the Apriori algorithm and obtain the rules 
that  satisfy  a  minimum  support  ( ) ( )
N
YXYXs ∪=→ σ   and  a  minimum  confidence 
( ) ( )( )X
YXYXc σ
σ ∪=→  
• Apply  the  left  side  X  of  the  rules  to  each  customer.  The  left  side  of  a  rule  can  be  applied  to  a 
customer iff it is entirely found in her basket. 
When the left side of a rule is applied, recommend the right side Y of that rule. The right side Y of a rule 
generates  a  recommendation  iff  it  contains  products  that  are  not  yet  in  the  customer’s  basket,  for 
whom the recommendations are made. 
3.3 Hybrid: Neighborhood‐based association rules (NAR) 























We  have  reduced  the  original  dataset  in  order  to  accelerate  the  experiments.  Instead  of  randomly 
delete data, we  introduce  an  iterative procedure,  as  shown  in  figure 1. We begin by  calculating  the 
overall  density  of  the  the  user‐product matrix.  Similarly, we  calculate  the  density  of  each  row. We 
delete the rows that have density smaller than the overall density. Then we calculate the overall density 
again and the density of each column. We delete the columns that have density smaller than the new 
overall  density.  This  procedure  continues  iteratively  until  we  reach  a  desirable  dataset  size.  The 









• Precision  stands  for  the percentage of  recommendations generated  that where actually  found  in 
the  test  set.  That  means  the  number  of  correct  recommendations. 
tionSetrecommenda
tionSetrecommendatestSetPRE ∩=  
















PRE  REC  F–1 PRE REC F–1
2.38%  2.94%  2.63% 2.57% 28.24%  4.71%
top‐N recommendations  top‐N recommendations 
threshold = 0.05  k = 60
PRE  REC  F–1 PRE REC F–1
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that  in a physical store  like a supermarket, customers will be unwilling to process an endless  list of all 
possible recommendations. Instead, they expect to get a smaller number of recommendations that they 
will like the most. Fewer but more accurate and interesting recommendations are of vital importance as 
they  help  customers  to  build  loyalty  to  the  recommender  system.  In  addition,  we  note  that  the 
selection of nearest neighbors is a much better technique than the threshold‐based as it achieves better 
results. Table 1 also shows the results for the overall association rules, where it can be noticed that they 







retailing,  in  contrast  to  association  analysis.  Collaborative  filtering’s  remarkable  high  precision may 






predictions,  while  for  the  hybrid  we  aim  to  use  new  intelligent  methods  for  combining 
recommendations at  the output. The  adoption of other data mining  techniques,  like  clustering, may 
yield useful results  in better combining  techniques. Last but not  least,  it would be very  interesting to 


































Effective personalization  can help  firms  reduce  their  customers’  search  costs  and  enhance  customer 
loyalty.  The  personalization  process  consists  of  two  important  activities:  learning  and  matching. 
Learning  involves  collecting  data  from  a  customer’s  interactions  with  the  firm  and  then  making 
inferences from the data about the customer’s profile. Matching requires identifying which products to 
recommend or links to provide for making a sale. Prior research has typically looked at each activity in 
isolation.  For  instance,  recent  research  has  studied  how  a  user’s  profile  can  be  inferred  quickly  by 







Effective personalization  can help  firms  reduce  their  customers’  search  costs  and  enhance  customer 
loyalty. This, in turn, translates into increased cash inflows and enhanced profitability (Ansari and Mela 
2003). Extant research has also shown that  in electronic shopping environments, personalized product 
recommendation  enable  customers  to  identify  superior  products  with  less  effort  (Häubl  and  Trifts 
2000). These works have demonstrated that personalization can be an effective tool for firms.  
The  personalization  process  consists  of  two  important  activities    learning  and matching.  Learning 
involves collecting data from a customer’s  interactions with the firm and then making  inferences from 
the data  about  the  customer’s profile.  For  instance,  the  relevant profile  for  a  customer may be her 
membership in one of several possible demographic or psychographic segments, which could be based 
on age, gender,  zip code,  income, political beliefs, etc.  (Montgomery et al. 2001, Wall Street  Journal 
October  17  2007). Matching  is  the  process  of  identifying  products  to  recommend  based  on what  is 
known about the customer’s profile.  
Naturally,  the  quality  of  a  customer’s  profile  impacts  the  ability  of  the  firm  to  provide  high  quality 
recommendations  targeted  towards  sales  (viz.,  the matching  ability).  The  profiling  activity  is  usually 









Prior research has typically  looked at each activity  in  isolation. For  instance, Atahan and Sarkar (2007) 
have  shown  how  a  user’s  profile  can  be  inferred  quickly  by  offering  those  items  (links)  that  help 
discriminate user segments (classes). Another approach to learn interests of new users is by presenting 
them  with  a  number  of  items  to  rate.  Studies  have  explored  ways  to  address  this  problem  by 
determining the most informative items that users can rate (Rashid et al 2002, Yu et al 2004). Research 
on  matching  has  typically  assumed  that  all  the  recommendations  in  an  interaction  are  made  to 
generate  immediate  sales  (Breese et al 1998, Bodapati 2008).  Interestingly,  the  interactive nature of 
web‐based commerce enables a firm to actively consider both goals at the same time. However, extant 
research  has  not  considered  how  a  firm  can  strategically manage  both  concerns  simultaneously  – 
learning a customer’s profile while also  trying to sell products, so that  the  improved profile  in earlier 
interactions can lead to an improved matching ability in later interactions. We examine the problem of 
identifying  items  to offer such  that both  learning and matching are  taken  into consideration, thereby 
enabling the firm to achieve higher payoffs in the long run.  
The rest of the paper is organized as follows. In the next section, we provide a brief overview of related 






As  already  mentioned,  prior  research  on  web‐based  personalization  has  looked  at  learning  and 
matching activities  in  isolation. Several researchers have focused on which products to recommend or 
links to provide for making a sale (Breese et al 1998, Bodapati 2008). These recommendations are based 
on  the matching piece of  the personalization process, using  techniques such as collaborative  filtering 
and rule‐based systems (Adomavicius and Tuzhilin 2005, Sandvig et. al. 2007). An assumption implicit in 
these works is that all the recommendations in an interaction are made to generate immediate sales.  
Learning profiles has attracted considerable attention  from  researchers  in  the context of  information 
retrieval and intelligent agents (Billsus and Pazzani 2000; Liu et al. 2004; Middleton et al 2004; Pazzani 
and Billsus1997; Widyantoro et al 2001; Wong and Butz 2000). These works  show how  to  learn user 
preferences and interests in order to help users cope with the information overload on the internet. In 
these  studies,  the profiles  are  represented  as  feature  (term)  vectors with weights,  and  are updated 
using algorithms that update the weight of these vectors based on user feedback on documents viewed. 
Baglioni et al.  (2003) attempt to  learn the gender of visitors  to a website based on their navigational 
history  by  applying  various  classification models. Montgomery  (2001)  studies  learning  demographic 
profiles based on user’s web traversals using probability calculus.  
Atahan and Sarkar (2007) present a learning approach that is most relevant to this work. They present a 





































visitor at each  interaction. Given  the offered  items  (that we  call  the offer  set),  the visitor  can either 
choose  to view detailed  information on one of  the  items offered, or  ignore  the offer  set. When  the 
visitor  clicks on a  link associated with an  item or  ignores  the offer  set,  the  site  can make  inferences 
about the visitor’s profile provided it tracks some pertinent information. 
 When the visitor views information on one of the items (say ij) by clicking on the appropriate link,  the 
site  provides  detailed  product  information  for  ij,  along  with  a  new  offer  set  (i.e.,  a  new  set  of 
recommendations) in case the visitor does not like the product. If, on viewing the information on item ij, 
the  visitor  decides  to  purchase  that  item,  it  results  in  a  payoff  to  the  firm.  If  the  visitor  does  not 
purchase  that  item,  then  the  visitor has  the option of  selecting  an  item  from  the new  offer  set  for 
further evaluation, and the process repeats.  
Two outcomes are possible  if the visitor  ignores the offer set. One  is where the visitor decides to quit 
the site, thereby ending the session. The other is where the visitor stays on the site, moving to another 
page without selecting any of the recommended items/links (e.g., the visitor could use the back button, 
or  use  a  search  engine  on  the  site  to  locate  other  products,  etc.).  The  site  continues  to  make 
recommendations to the visitor on the page the visitor lands on.  
The  above  framework  can  be  used  to  evaluate  the  expected  payoff  for  the  firm  under  different 
scenarios.  If the firm  is  interested  in maximizing  its  immediate payoff (i.e., payoff at each  interaction), 
then it would focus only on matching. In that case, the offer set would be determined by optimizing the 








To  operationalize  this  framework,  the  firm would  need  a method  to  learn  and  update  the  visitor’s 
profile based on the selections made by the visitor at each interaction. We incorporate the probabilistic 















probability parameters. However, by  judiciously tracking some  item‐level  interactions,  it  is possible to 
estimate the above parameters. The profile  learning approach presented by Atahan and Sarkar (2007) 
also  involves determining some of  the probability parameters used  in our model based on  item‐level 
interactions.  We  describe  how  the  probability  parameters  can  be  estimated  based  on  item  level 
interactions in the remainder of the section.   
3.1 Probability Parameters Associated with Selecting an Offered Link 
We  illustrate  using  an  example  the  determination  of  the  probability  parameters  associated with  a 
visitor’s decision  to view an  item. Consider a  firm  (e.g., Amazon)  that wants  to  learn  the gender of a 




are  (i)  the current profile of  the visitor,  represented as P(m|IH) and P(f|IH), where  IH  (short  for  item 
history) denotes the visitor’s choices prior to the current interaction, (ii) the likelihood that an item is of 
interest to an average visitor, denoted by P(ij), (iii) the prior distribution of a visitor’s gender, P(m) and 






viewed  the  information on  item  ij when  it has been offered as a  link  to  them at  some point  in  their 
interactions  with  the  site.  This  information  can  be  obtained  from  the  server’s  log  files.  The  prior 
distribution  for  the class  (i.e., gender  in  this example)  refers  to  the proportions of visitors  to  the site 
who  are male  and  female,  respectively. P(m|  ij)  is  the proportion of  visitors  viewing  item  ij  that  are 
male. The statistics P(m) and P(m| ij) can be obtained by sampling a subset of visitors, or obtained from 
professional market  research  agencies  such  as  comScore  networks.  Such  agencies  collect  personal 































on  either  link)  is  interpreted  as  the  probability  that  the  visitor  is  not  interested  in  either  item.  Let 










This  assumes  that  the  probability  a  visitor  does  not  have  any  interest  in  item  i1  is  conditionally 
independent of the probability that the visitor would be interested in item i2, given the visitor’s gender. 
The probability that a male visitor will view one of the offered  items  is then P(V| m,O) = 1‐ P(φ|m,O) . 
The probability  that a  female  visitor will  view one of  the  items offered, P(V|  f,O),  can be estimated 
similarly.  











take  and  the  visitor’s  likelihood  of  belonging  to  each  of  these  classes  given  the  visitor’s  prior 
interactions with  the site. For a new visitor,  initially  the  item history would be empty and  the profile 
1571
would be equivalent to the population priors, P(m) and P(f). When a visitor makes a selection, either 






































easily estimated  from  the  site’s  log  files. A  straightforward way  to estimate  this  is  to determine  the 
proportion of offer  sets  to all visitors  (over a  reasonably  large period of  time)  that  led  to  the visitor 
quitting the site, as compared to the visitor  ignoring the offer set but staying on the site. Again,  if the 





interactions  (periods).  Ideally,  the  firm would  like  to  take  into  account  the  benefit  from  all  future 
periods when calculating the expected payoff from an offer set. However, considering multiple future 
periods  would  be  computationally  intensive,  and  therefore  difficult  to  implement  in  real  time. 
Therefore, we  limit  the scope of  the current analysis  to a one‐interaction  look‐ahead model,  i.e.,  the 
firm takes  into account the  impact of the composition of the offer set on  learning  in  interaction t and 
the expected payoff in interactions t and t+1. This helps to capture the effect of learning from an offer 




We have presented a methodology that online firms could use to  incorporate  learning and selling  in a 
































































The Web  is one of the most  important  information media and  it  is  influencing  in the development of 
other media,  as  for  example,  newspapers,  journals,  books,  libraries,  etc. Moreover,  in  recent  days 
people want to communicate and collaborate. So, libraries must develop services for connecting people 
together  in  information environments. Then, the  library staff needs automatic techniques to facilitate 
that a great number of users can access  to a great number of  resources. Recommender  systems are 
tools whose objective  is to evaluate and  filter the great amount of  information available on the Web. 
We present a model of a fuzzy linguistic recommender system to help University Digital Library users in 
their  research  resources  accesses.  This  system  recommends  researchers  specialized  and 










Digital  libraries  are  the  logical  extensions  of  physical  libraries  in  the  electronic  information  society. 
These extensions amplify existing  resources and  services. As such, digital  libraries offer new  levels of 
access to broader audiences of users and new opportunities for the library. In practice, a digital library 
makes  its  contents  and  services  remotely  accessible  through  networks  such  as  the Web  or  limited‐
access intranets (Marchionini G.). 
The  library  staff  takes  over  handle  and  enables  users  the  access  to  the  documents which  are more 
interesting  for  them,  taking  into  account  their  needs  or  interest  areas.  The  library  staff  searches, 
evaluates,  selects,  catalogues,  classifies,  preserves  and  schedules  the  digital  documents  access 
(GonÇalves M. A. et al. 2004).  
Libraries  offer  different  types  of  reference  and  referral  services  (e.g.,  ready  reference,  exhaustive 
search,  selective  dissemination  of  information),  instructional  services  (e.g.,  bibliographic  instruction, 
database  searching),  added  value  services  (e.g.,  bibliography  preparation,  language  translation)  and 





A service that  is particularly  important  is the selective dissemination of  information or  filtering. Users 
develop  interest profiles and as new materials are added to the collection, they are compared to the 
profiles  and  relevant  items  are  sent  to  the users  (Marchionini G.). One  interesting  extension of  this 
concept  is to use the connectivity  inherent  in digital  libraries to support collaborative  filtering, where 
users rate or add value to information objects and these ratings are shared with a large community, so 
that popular  items can be easily  located or people can search  for objects found useful by others with 
similar profiles (Hanani U. et al. 2001; Marchionini G.; Reisnick P. and Varian H.R. 1997). 
Digital  libraries  have  been  applied  in  a  lot  of  contexts  but  in  this  paper we  focus  on  an  academic 
environment. University Digital Libraries (UDL) provide information resources and services to students, 
faculty and staff in an environment that supports learning, teaching and research (Chao H. 2002). 
Recommender systems are becoming popular  tools  for  reducing  information overload and  the use of 
this kind of systems allows the recommendation of resources interesting for the users, at the same time 
that these resources are inserted into the system. In the UDL framework, recommender systems can be 
used  to help users  (teachers,  students and  library  staff)  to  find out and  select  their  information and 
knowledge sources.  In (Herrera‐Viedma E., Porcel C. et al. 2007) we proposed a recommender system 
to  advise  research  resources  in  a  UDL,  but we  think  that  the  recommendation  approach  could  be 
improved  in  this  application  using  a  hybrid  approach  and  incorporating  the  multi‐disciplanary 
recommendations. 
For  this  reason,  in  this  paper we  propose  a  fuzzy  linguistic  recommender  system  to  achieve major 










the  multi‐granular  FLM.  In  Section  3  we  present  a  multi‐disciplinary  fuzzy  linguistic  recommender 




Recommender systems could be defined as systems  that produce  individualized  recommendations as 
output or have the effect of guiding the user in a personalized way to interesting or useful objects in a 
large  space  of  possible  options  (Burke  R.  2002).  They  are  becoming  popular  tools  for  reducing 
information overload and for improving the sales in e‐commerce web sites (Burke R. 2007; Cao Y., and 
Li Y. 2007; Reisnick P. and Varian H.R. 1997). 
This  research  area  offers  tools  for  discriminating  between  relevant  and  irrelevant  information  by 
providing  personalized  assistance  for  continuous  information  accesses,  filtering  the  information  and 
delivering it to people who need it (Reisnick P. and Varian H.R. 1997). Automatic filtering services differ 
from  retrieval  services  in  that  in  filtering  the  corpus  changes  continuously,  the users have  long  time 
information needs (described by mean of user profiles instead of introducing a query into the system), 
and their objective  is to remove  irrelevant data from  incoming streams of data  items (Hanani U. et al. 
2001; Marchionini G.; Reisnick P. and Varian H.R. 1997). 
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There  are  several  approaches  that have been proposed  for  the  implementation of  recommendation 
applications (Burke R. 2007; Hanani U. et al. 2001; Reisnick P. and Varian H.R. 1997).  In this paper we 













L.A. 1975) and  it has proven to be useful  in many problems, e.g.,  in decision making  (Herrera F. et al. 
1996; Xu Z.S. 2006), quality evaluation  (Herrera‐Viedma E. et al. 2006; Herrera‐Viedma E. and Peis E. 





The  2‐tuple  FLM  (Herrera  F.  and  Herrera‐Viedma  E.  1997;  Herrera  F.  and  Martínez  L.  2000)  is  a 
continuous model  of  representation  of  information.  To  define  it  we  have  to  establish  the  2‐tuple 





∈[0,g],  and β∉   {0,...,g},  then  β  is  represented by means of  2‐tuples  (si,αi), where  si  represents  the 
linguistic  label,  and αi  is  a numerical  value  expressing  the  value of  the  translation  from  the original 
result  β  to  the  closest  index  label,  i,  in  the  linguistic  term  set  (si∈S).  This model  defines  a  set  of 








that  is,  the  cardinality  of  the  linguistc  term  set. When  different  experts  have  different  uncertainty 
degrees on the phenomenon or when an expert has to assess different concepts, then several linguistic 
term sets with a different granularity of uncertainty are necessary (Herrera F. and Martínez L. 2001). In 
such  situations,  we  need  tools  to manage multi‐granular  linguistic  information.  In  (Herrera  F.  and 
Martínez L. 2001) a multi‐granular 2‐tuple FLM based on the concept of linguistic hierarchy is proposed. 
A  Linguistic Hierarchy,  LH,  is  a  set  of  levels  l(t,n(t)), where  each  level  t  is  a  linguistic  term  set with 
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In  (Herrera F. and Martínez L. 2001) was defined a  family of transformation  functions between  labels 





assuming  a multi‐granular  FLM.  It  is used  to  advise  researchers on  the best  research  resources  that 
could  satisfy  their  information  needs  in  a UDL. Moreover,  the  system  recommends  complementary 
resources which could be used by the researchers to meet other researchers of related areas with the 





filter and spread that  information to the users  in a simple and timely manner. So, the digital  libraries 
should  anticipate  the users' needs  and  recommending  about  resources  that  could be  interesting  for 
them. Digital libraries must move from being passive, with little adaptation to their users, to being more 




(Burke  R.  2007;  Hanani  U.  et  al.  2001;  Lekakos  G.  and  Giaglis  G.M.  2006).  The  system  filters  the 
incoming  information  stream  and  delivers  it  to  the  suitable  researchers  according  to  their  research 




To represent the  linguistic  information we use different  label sets,  i.e. the communication among the 
users and  the system  is carried out by using multi‐granular  linguistic  information,  in order  to allow a 
higher  flexibility  in  the communication processes of  the system. Therefore,  the system uses different 
label sets (S1, S2, …) to represent the different concepts to be assessed in its filtering activity. These label 
sets Si are chosen  from those  label sets that compose a LH. We should point out that  the number of 
different  label  sets  that we can use  is  limited by  the number of  levels of LH, and  therefore,  in many 























system  obtains  an  internal  representation  mainly  based  in  the  resource  scope.  To  characterize  a 






We use  the vector model to represent  the resource scope  (Korfhage R.R. 1997). Thus,  to  represent a 
resource i, we use a classification composed by 25 disciplines (see table 1). In each position we store a 
linguistic 2‐tuple value representing the  importance degree of the resource scope with respect to the 
discipline  represented by  that position: VRi =  (VRi1,…, VRi25). Each component VRij∈S1, with  j = 1…25, 






surname,  department  and  center,  address,  phone  number,  mobile  phone  and  fax,  web,  email 
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(elemental  information  to  send  the  resources  and  recommendations),  research  group  (it  is  a  string 
composed by 6 digits, 3 characters  indicating the research area and 3 numbers  identifying the group), 




























new  items or new users  (Burke R. 2007). New  items cannot be  recommended  to any user until  they 
have been rated by someone. Recommendations for new resources are considerably weaker than more 
widely rated resources. To overcome this problem, in our system, as  it was done  in other systems (for 






• Collaborative  approach  is  followed when  a  new  researcher  is  inserted  into  the  system.  He/she 
receives information about resources, previously inserted, interesting for him/her.  
Both  processes  are  based  in  a  matching  process  developed  between  user  profiles  and  resource 
representations  (Hanani U. et al. 2001; Korfhage R.R. 1997). To do that, we can use different kinds of 
similarity measures,  such as Euclidean distance or Cosine Measure. Particularly, we use  the  standard 












among  the new  resource scope vector  (Vi) against all  the stored  resources  in  the system  (Vj,  j = 1..m 
where  m  is  the  number  of  resources).  If  σl(Vi,Vj)  ≥  α  (linguistic  threshold  value  to  filter  out  the 
information),  the  resource  j  is  chosen. Next,  the  system  searches  for  the  users  satisfied with  these 
chosen  resources  (previously  they have  rated  the  resource as good) and  takes  into account  the user 
preferences (kind of resources) to consider the user or not. To obtain the relevance of the resource i for 
a  selected user  x,  the  system  aggregates  the σl(Vi,Vj) with  the  assessments previously provided by  x 
about  the  similar  resources  and with  the  assessments  provided  by  others  users.  To  aggregate  the 
information we transform the value σl(Vi,Vj) in a linguistic label in S2, using the transformation function 
defined in (Herrera F. and Martínez L. 2001). 





to  the value σl(Vi,Vx). This  function must give greatest weights  to  similarity middle values  (near 0,5), 
because values of  total  similarity contribute with efficient  recommendations but are probably known 
for the users. Similarly, null values of similarity show a null relationship between areas. To establish this 





the  system  recommends  the  complementary  resource.  To  express  multi‐disciplinary  values  as  a 







items  that  satisfied his/her  topics of  interest,  so we use  the  collaborative  approach  to  generate  the 






nearest  neighbor  of  x. Next,  the  system  searches  for  the  resources which were  interesting  for  the 
neighbors of x and takes into account the user preferences (kind of resources) to consider the resource 
or not. To obtain the relevance of a resource  i for the user x, the system aggregates the σl(Vx,Vy) with 
the  assessments  previously  provided  about  i  by  the  nearest  neighbors  of  x.  To  aggregate  the 
information,  we  transform  the  value  σl(Vx,Vy)  in  a  linguistic  label  in  S2,  using  the  transformation 
function. 
Finally,  if  the calculated  relevance degree  is greater  than  the  linguistic  threshold μ,  then,  the  system 
recommends  to  the new user  the  resource  information and  its  calculated  linguistic  relevance degree 




















with  few  researchers. The main  focus  in evaluating  this  trial version  is  to determinate  if  it  fulfills  the 




• Precision  is  defined  as  the  ratio  of  the  selected  relevant  items  to  the  selected  items,  that  is,  it 
measures the probability of a selected item be relevant. 
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filtered  these  20  resources  and  recommends  them  to  the  suitable  users.  Then,  we  compared  the 
recommendations provided by  the  systems with  the  recommendations provided by  the  library  staff. 
The average of precision, recall and F1 metrics are 63.52%, 67.94% and 65.05% respectively.   
We can compare our system with  the system proposed  in  (Cao Y., and Li Y. 2007) because  they also 






Internet access has  resulted  in digital  libraries  that are  increasingly used by diverse  communities  for 
diverse  purposes,  and  in which  sharing  and  collaboration  have  become  important  social  elements. 
Users of UDL need tools to assist them in their processes of information gathering because of the large 
amount  of  information  available  on  these  systems.  We  have  presented  a  multi‐disciplinary  fuzzy 
linguistic recommender system to spread research resources in UDL. 
The  proposed  system  is  oriented  to  researchers  and  it  advises  them  about  resources  that  could  be 
interesting for them. The system filters the  incoming  information stream to spread the  information to 
the fitting users, and when new users are inserted into the system, they receive interesting information 
for  them.  To  improve  the  services  that  a UDL  provides,  it  additionally  recommends  complementary 
resources  that  allow  researchers  to  discover  collaboration  possibilities with  other  colleagues  and  to 
form multi‐disciplinary work groups. The multi‐granular  fuzzy  linguistic modeling has been applied  in 
order  to  improve  the  users‐system  interaction  and  the  interpretability  of  the  system  activities.  The 
experimental results show us the user satisfaction with the received recommendations. 
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architectures  such as  service‐oriented architecture  (SOA),  interfaces, and  corresponding design  rules. 
Thus,  independent third parties that apply these concepts are enabled to autonomously  innovate and 
develop  complementary  software  applications  or  electronic  services  on  top  of  the  platform.  The 
consequences  are  business  ecosystems  that  co‐evolve  with  the  core  platform  offerings.  In  turn, 
platform  operators  are  held  responsible  for  a  consistent  platform  evolution  to  preserve  their 
competitive  advantage.  Furthermore,  they  are  to  ensure  that  services,  as  an  essential  complement, 
evolve  simultaneously with  the  platform.  Thereby,  platform  providers  benefit  from  direct  access  to 
market  information, allowing for a market‐conform adaptation of the platform’s service portfolio, but 
do not hold the stakeholding power to  implement change.  Independent service enablers on the other 
hand  lack  access  to  the  necessary market  information.  The  paper  at  hand  responds  to  this  void  by 
introducing  a  procedure  that  allows  platform  operators  to  effectively  empower  service  enablers  to 
optimize  their  services and  their  service portfolio  in a  self‐organized manner. Our approach  is based 
upon  system  theory. We and draws principles  from  control engineering  to optimize  service‐enabling 
ecosystems  through  customized  feedback  information  provided  by  a  central  software  platform 
operator. We further propose to use transaction analysis and weighted consumer preference clusters as 
sources  for deriving  relevant  feedback  information  that  is  fed‐back  to  individual service enablers  in a 











of  individual  components  into  an  SOA  is  done  through  standardized  application  programming 
interfaces.  In  this  paper  it  is  argued  that  service‐based  information  systems  are  different  from 
component‐based  systems.  SOA  relies on  the  concept of  contracting  services  to become  invoked by 
users  (through  dynamic  binding),  beside  a  middleware  interface  to  integrate  heterogeneous 
components  (as supported by component‐based architecture principles).  In order to enable computer 
service  evolution  it  is  suggested  to  conceptualize  service‐based  information  systems  as  complex 
adaptive systems. Complexity science seeks  to explain  the process of self‐organisation, emergence of 
new  properties  and  the  spontaneous  creation  of  new  order,  and  thus  provides  a  way  on  how 
adaptability  and  emergence  can  be  realized.  By mapping  complexity  principles  to  SOA  factors  that 
would  facilitate  software  service  evolution  can  be  derived.  It  is  concluded  that  in  order  to  enable 
sustainable  evolution  of  information  services  contracting,  licensing,  service  matching  and  binding, 
provenance,  reliability  and  sustainability  are  paramount  beside  component‐based  development 













been  found  to  increase sales volume, customer satisfaction and  to skim  reservation prices. However, 
today’s  retailers  lack  the  capability  to  apply  dynamic  pricing  strategies  because  of missing  pricing 
services and technical restrictions in terms of adequate delivery technologies such as RFID‐based smart 
product infrastructures. Moreover, dynamic pricing strategies rely on various price parameters provided 
by  several  stakeholders  such  as  retailers  (e.g.,  inventory  data),  suppliers  (e.g.,  recommended  sales 





propose  a  conceptual  model  for  knowledge‐based  pricing  services  and  provide  a  corresponding 
example that shows a personalized pricing scenario within an  in‐store purchase situation. Further, we 
draw  implications for business models  in the retail  industry to motivate the adoption of these pricing 
services. And  finally, existing  tools  (e.g., SWRL, SPDO, ODRL‐Services) and delivery  technologies  (e.g., 
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the Tip  ‘n Tell  smart product  infrastructure), which may play a major  role  for  the  implementation of 
these services, are discussed in order to guide future work. This paper is therefore a first step towards 
the  application  of  dynamic  pricing  strategies  in  retail  stores,  which  has  the  potential  to  improve 







Ubiquitous  information  systems  (UBIS)  adapt  current  Information  System  thinking  to  explicitly 
differentiate technology between hardware devices and software components in relation to people and 
process.  A  dynamic mix  of  users, mobile  devices  and  software  services  requires  research  into  new 
approaches to service discovery (including that within a business domain).  Central registries of services 
and brittle  fixed connections  to single application services do not provide  the necessary mobility and 
flexibility for an adaptive mobile enterprise. A future Web containing a heterogeneous mix of software 








a  number  of  enterprise  applications  and  then  used  by  the  semantic  search  service  to  identify 
appropriate business services. Proximity characteristics are proposed as an optimised means to select 
the enterprise service and filter the ontology search space. The ontology engineering process explores 

















on  services  by modifying  their  functional  or  non‐functional  properties.  Following  an  SD‐logic  based 
approach, meta‐services as well as services are co‐created by two service systems, thus forming a new 
service system. This SD‐logic based approach considers service as a process  that  is common with  the 
customer. As a result, a high degree of customer involvement is achieved. Service systems encapsulate 
the integration and coordination of resources and thus abstract from them. Using meta‐services allows 
for  the  encapsulation  of  all  business  ecosystem  operations  in  services.  Therefore  the  use  of meta‐
services allows creating symmetric service‐oriented business ecosystems, which consider administrative 
operations in the same way as services. Before, such operations were seen as “service add‐ons”, which 
were  not  defined  adequately.  The  symmetric  structure  of  a  business  ecosystem  reduces  its 
administrative effort, as  it  facilitates a better  integration of services and meta‐services. By combining 
multiple  services  and  corresponding  meta‐services,  so‐called  service  value  nets  are  created  that 
propose  value  added  services  to  other  service  value  networks.  Many  procedures  that  had  to  be 
implemented  both  for  services  and  non‐services,  as  it was  required  in  asymmetric  service‐oriented 
business  ecosystems,  can  now  be  merged  for  services  and  meta‐services.  Furthermore,  the  same 








The  distributed  ‘open’  model  of  innovation  development  has  been  increasingly  applied  in  service 
sectors  to  grasp  the  opportunities  of  networking.  While  distributed  innovation  offers  exciting 
possibilities  for  a  firm  to  capitalize on  the  creativity  of  its  partners,  the management of  distributed 
innovation  requires  firms  to  re‐examine  the  mechanisms  (structural  mode)  they  use  to  govern 





require  different  resource  commitments,  choosing  the  appropriate  governance mode  constitutes  a 
critical firm decision. The decision on governance mode becomes even more salient for firms operating 
in  service  markets  where  technology  constitutes  a  challenge  to  increase  effectiveness  (cost 




Till  now,  there  have  been  many  competing  theoretical  frameworks,  with  no  universal  model  or 
consensus, to open  innovation through networking. This paper applies a three‐perspective theoretical 
framework  (Transaction  Cost  Economics,  Resource‐  and  Knowledge‐based  View  of  the  firm,  Real 
Options)  to  build  a  decision  tree  opting  for  the  structural mode  of  innovation‐targeted  alliances  in 
services. Each theoretical perspective adopts overly simplistic characterizations of the concerns of firms 
in making governance decisions. The following table summarizes the diverse strategic concerns of firms 
when entering networks, and more specifically alliances, as well as  the  factors  (Column 3) that affect 
the intensity with which each concern is expressed (Column 2). The logic specifying the impact of each 














In  this paper, we argue  that only by  recognizing and  taking  into account  the  full  range of  the  firms’ 
concerns when forming innovation‐targeted alliances, and how these concerns interact with each other, 





contingencies  describing  the  joint  impact  of  the  four  decision  parameters  (trust,  resource  position, 
environment  uncertainty  and  expected  value)  on  firms’  strategic  concerns,  and  subsequently  their 
preference  for  alliance  governance.  The  proposed  contingencies,  used  to  build  our  decision  tree, 







The Mediterranean  region  is  of  strategic  importance  to  the  EU,  in  both  economic  (trade,  energy, 











existing  European  initiatives  and  e‐Infrastructure projects  for  the  region.  These projects  provide  the 
nesecary research networking infrastructure along with the tools and services required by the scientific 
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The healthcare  industry has embarked  towards  a wide  spectrum of automation.   Efforts  to enhance 
care quality and patient safety take center stage, while clinician workflow enhancement is imminent.  In 
support  of  the  MCIS  goal  towards  collaboration  among  researchers  in  the  region,  the  featured 
discussion  panel  will  offer  a  lively  exchange  of  thoughts  and  views  on  global  health  information 
technology adoption.   
The panelists will discuss trends, patterns and offer lessons from past experiences.   Research may also 
be  accompanied  by  the  panelists’  predictions  and  forecasts.      Special  emphasis  will  be  given  on 
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in  the  tourism  industry  and  then, bring  together  the  IS  suppliers  and  tourism  firms  /organization  to 
discuss the factors facilitating and inhibiting the development and diffusion of IS applications within the 
tourism industry. To that end, the workshop will feature: 
• 2  –  3  presentations  from  leading  IS  suppliers  and  IT  firms  /  organizations  demonstrating  best 
practices of IS applications in tourism  
• a moderated  debate  amongst  panel members  representing  both  the  IS  supply  and  the  tourism 
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