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Abstract
We consider suspensions of rigid bodies in a two-dimensional viscous fluid. Even with high-
fidelity numerical methods, unphysical contact between particles occurs because of spatial and
temporal discretization errors. We apply the method of Lu et al. [Journal of Computational
Physics, 347:160–182, 2017] where overlap is avoided by imposing a minimum separation dis-
tance. In its original form, the method discretizes interactions between different particles ex-
plicitly. Therefore, to avoid stiffness, a large minimum separation distance is used. In this
paper, we extend the method of Lu et al. by treating all interactions implicitly. This new time
stepping method is able to simulate dense suspensions with large time step sizes and a small
minimum separation distance. The method is tested on various unbounded and bounded flows,
and rheological properties of the resulting suspensions are computed.
1 Introduction
Dispersions of particulate rods or fibers are used in composite materials to tune mechanical, thermal,
and electrical properties. Typically, these materials are processed in the melt or liquid suspension
state via operations like injection molding, extrusion, or casting. It is important to model fiber
suspensions for two reasons: (i) the distribution and orientation of the fibers, which determines the
properties of the composite material, are governed by the flow history during processing, and (ii)
the rheological properties of the suspension, which influence the flow behavior, in turn, depend on
the size, shape, distribution, and orientation of the fibers [43].
The theory of rigid fibers in flowing fluids was pioneered by Jeffery [32] who analyzed the motion
of a single spheroidal particle sheared in a Newtonian solvent. At a given shear rate γ˙, he observed
that fibers of length ` and diameter d underwent periodic motion with a period (pi/γ˙)(λ + 1/λ),
where λ = `/d is the aspect ratio. The period increases with λ, and when λ  1, a particle
exhibiting a “Jeffery’s orbit” stays aligned with the flow direction most of the time, before abruptly
spinning through a half-revolution. In the dilute regime (number of rods/unit volume ν < 1/`3),
trajectories of elongated fibers of different shapes, such as cylinders, can be quantitatively described
via Jeffery’s orbits once corrections are made for particle shape [14].
As ν increases, the interactions between fibers become significant. Batchelor extended Jeffery’s
theory for multiple particles, by relating the average stress tensor, σ, to the distribution of fiber
orientation p, and the deformation tensor D = (∇u + ∇uᵀ)/2. Assuming purely hydrodynamic
interactions between fibers, and a slender body approximation (λ 1) [8, 9, 19,20,71],
σ = 2µD+ νζ〈pppp〉 : D, (1)
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where µ is the solvent viscosity, and ζ is a drag coefficient [10] that depends on the size and
concentration of the particles, and the solvent viscosity. The ensemble average 〈·〉 = ∫ ·ψ(p) dp
represents a weighted average over the probability distribution of fiber orientations ψ(p).
In computer simulations, the fiber orientation distribution is modeled implicitly or explicitly. In
the implicit approach, individual fibers are not explicitly represented; instead it relies on averages
of second- and fourth-order fiber orientation tensors, 〈pp〉 and 〈pppp〉. Fluid flow equations
(Stokes or Navier-Stokes) are coupled with evolution equations for the fiber orientation tensors. In
order to solve the resulting equations, fiber interaction models and closure approximations have
to be specified externally [1, 2, 23, 55]. This is in contrast to direct numerical simulations where
individual fibers are explicitly represented. Typically, fibers are modeled as prolate ellipsoids [5],
a set of connected beads [33, 81], rods [44, 70], or a slender body (`  d) [22, 28, 68, 77, 78], with
suitable first-order corrections to account for finite width. Over the years, in addition to long-range
hydrodynamic interaction, these models have been supplemented with detailed physics including
short-range lubrication, mechanical contact, and frictional forces [45,76].
In the semi-dilute regime, 1/`3  ν  1/d`2, fiber rotation is hindered; however, it is found
that the statistical properties are not significantly altered from the dilute regime [43]. Hydrody-
namic interactions between particles dominate the response, and contacts between fibers are rare.
Batchelor’s theory, suitably modified for multibody hydrodynamic interactions [49, 71], describes
the empirically observed increase in shear viscosity as a function of ν reasonably well [12, 56, 75].
The contribution of the fibers to the steady shear viscosity is relatively modest in non-Brownian
suspensions. This is especially true for high aspect ratio fibers which rotate and align along the flow
direction, and contribute to the viscosity only during the occasional tumble [43]. Thus, one ought
to be careful not to interpret the success of theory and computer models in predicting the viscosity
change in the semi-dilute regime as validation of the underlying fiber interaction model. Indeed
fiber-fiber interactions are more sensitively reflected in other viscometric functions such as first
normal stress difference, and distribution of orientations as reflected in, for example, the dispersion
of Jeffery’s orbits [46].
Once the concentration increases beyond ν ≈ 1/d`2, the suspension enters the concentrated
regime. Here, excluded volume interactions become important and isotropic packing becomes
increasingly difficult. In this regime, Batchelor’s slender body theory and constitutive relation (1)
are no longer valid as mechanical contacts between fibers start to dominate the response. When
these mechanical interactions are explicitly accounted for, computer models are able to reproduce
a nonzero first normal stress difference that is observed in experiments [5,45,76]. Unlike the dilute
and semi-dilute regimes, equation (1) can no longer be used to estimate rheological properties.
Instead, stresses in the suspension have to be computed by directly summing the forces acting on
the fibers [5, 45].
In this work, we develop and test tools for two-dimensional direct numerical simulations of rigid
bodies suspended in a viscous fluid. We do not make any rigid body assumptions, but rather fully
resolve the fiber shape. To perform the simulations, we use a boundary integral equation (BIE)
since it resolves the complex geometry by reducing the set of unknowns to the one-dimensional
closed curves that form the fluid boundary. Moreover, our BIE fluid solver achieves high-order
accuracy. The governing Stokes equations prohibit contact between particles, however, because
of numerical errors, without additional techniques, rigid bodies often come into contact or even
overlap. Therefore, we apply a contact algorithm that allows rigid particles to come very close to
one another, but guarantees that contact is avoided without introducing significant stiffness. In
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addition to computing fiber trajectories, we compute rheological and statistical properties of the
fluid and particles to better understand the dispersion of fibers in composite materials.
Contributions Our main contributions are extending the time stepping strategy introduced for
vesicle suspensions [62] to rigid body suspensions, and analyzing the rheological properties of the
suspensions. Deformable bodies, such as vesicles, deform as they approach one another, and this
creates a natural minimum separation distance. However, for rigid body suspensions, the inability
to deform can force bodies much closer together, and numerical errors can easily cause unphysical
overlap between particles. To avoid overlap, Lu et al. [48] developed a contact algorithm that
guarantees a minimum separation distance between bodies and use a locally implicit time stepping
method that only treats inter-body interactions implicitly. That is, if uij is the velocity of body i
induced by body j, then the time stepping method used is
xi(t+ ∆t)− xi(t)
∆t
= uii(t+ ∆t) +
∑
j 6=i
uij(t),
where xi is the center of the i
th body. By treating the interactions between different bodies
explicitly, the minimum separation distance must be kept sufficiently large to avoid a small time
step restriction due to stiffness—a typical minimum separation distance is O(1) arclength spacings.
In line with previous work of one of the authors [62], we discretize all interactions semi-implicitly
xi(t+ ∆t)− xi(t)
∆t
= uii(t+ ∆t) +
∑
j 6=i
uij(t+ ∆t).
With this modification, we are able to perform simulations with much smaller and more physical
minimum separation distances without introducing excessive stiffness—a typical minimum separa-
tion distance is O(10−2) arclength spacings.
While maintaining a minimum separation distance is important for stable simulations, the
contact algorithm developed by Lu et al. does introduce artificial forces that shifts bodies onto
different streamlines, and this breaks the reversibility of the Stokes equations. We examine the effect
of the contact algorithm on the reversibility of the flow. Finally, we use our new time stepping to
examine the rheological properties of dense rigid body suspensions with small minimum separation
distances. In particular, we compute the effective shear viscosity of a suspension of rigid bodies
in a Couette device, examine the alignment angle of elliptical bodies of varying area fraction and
aspect ratio, and compare the results to analytical Jeffery’s orbits.
Limitations The main limitation is that the method is developed in two dimensions. By limiting
ourselves to two dimensions, we are able to perform simulations of denser suspensions than would
be possible in three dimensions. However, the algorithms we present have been developed in three
dimensions including boundary integral equation methods and fast summation methods [3, 4, 17].
The most challenging algorithms to extend to three dimensions include efficient preconditioners
and a suspension space-time interference volume that integrates a four-dimensional domain (3
space dimensions and 1 time dimension).
Related work Rather than presenting an exhaustive list of work related to particulate suspen-
sions in viscous fluids, we focus on literature related to BIEs and time stepping for rigid body
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suspensions. A more complete overview of BIEs for particulate suspensions can be found in the
texts [27, 36, 61]. Our work draws heavily from methods developed for simulating two-dimensional
vesicle suspensions [48,62,63,65,67].
We represent the velocity as a completed double-layer potential representation [35, 59, 60] that
is discretized with high-order quadrature and solved iteratively with GMRES [69]. By using a
double-layer potential, a second-kind integral equation needs to be solved. Upon discretization,
the required number of GMRES iterations is mesh-independent [15], but it is geometry-dependent.
Therefore, preconditioners are often applied. There are a variety of preconditioners available for
integral equations [13, 16, 18, 31, 64, 66], we apply a simple block-diagonal preconditioner that was
successfully used for vesicle suspensions [62].
The numerical solution of integral equations requires accurate quadrature methods for a variety
of integrands. Many of these integrands are smooth and periodic, and the trapezoid rule is typically
used since it guarantees spectral accuracy [79]. However, integrands with large derivatives must
be computed when bodies are in near-contact, and this is a certainty in dense suspensions. We
apply an interpolation-based quadrature method [62, 82] since it is efficient and extends to three
dimensions, but other near-singular integration schemes are possible [7, 11, 30, 37, 39, 52, 73]. The
same interpolation-based near-singular integration scheme is used to compute the pressure and
stress, but a combination of singularity subtraction and odd-even integration [62, 72] is also used
to resolve high-order singularities in the integrands.
The greatest opportunity of acceleration is reducing the cost of the matrix-vector multiplication
required at each GMRES iteration. We use the fast multipole method (FMM) [25,26], but other fast
summation methods, which also extend to three dimensions, are possible [3, 6]. As an alternative,
iterations can be entirely avoided by applying a direct solver for BIEs [53], but these solvers would
have to be updated at each time step since the geometry is dynamic.
Once the BIE formulation of the appropriate fluid equations are solved for the translational
and rotational velocities, a time step must be taken. We adopt a Lagrangian approach, and since
the bodies are rigid, we only need to track each body’s center and inclination angle. Therefore, for
a suspension of Mp bodies, a system of 3Mp ordinary differential equations must be solved—these
equations are coupled through the fluid solver. Embedded time stepping methods [3] work well
for dilute suspensions, but can force the time step to become unreasonably small for moderately
dense suspensions. Artificial repulsion forces [24, 34, 47, 48, 51] minimize, but do not eliminate,
the chance of a collision. Moreover, these potentials often have sharp gradients which lead to
stiffness and necessitate a small time step size. Alternatively, a repulsion force based on the
concept of space-time interference volumes (STIVs) [29, 48] explicitly prevents collisions between
particles. Using current STIV implementations, the minimum separation distance between bodies
cannot be too small; otherwise, the associated optimization algorithm stalls. This is a result of
treating interactions between different bodies explicitly. Therefore, in this work, we extend the
STIV contact algorithm to implicit interactions so that bodies are able to come much closer—a
physical characteristic of dense suspensions of rigid bodies.
In addition to coupling all the bodies implicitly, we further improve time stepping by allowing
for an adaptive time step size. There are a variety of adaptive time stepping methods, and they
typically either estimate the local truncation error, and the time step size is adjusted according to
this error [63,64,74], or they quantify the computational effort, such as the number of required time
steps, and reduce the time step size when this becomes large [39]. The local truncation error for rigid
body suspensions is expensive because multiple numerical solutions must be formed. Therefore, we
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apply the second option where the time step size is decreased when the STIV optimization routine
requires a large number of iterations.
Outline of the paper In Section 2 we describe the physical problem and the governing equations.
In Section 3, we describe the numerical methods used to form numerical solutions. The results are
described in Section 4, and conclusions are drawn in Section 5.
2 Formulation
We consider a collection of rigid particles suspended in a two-dimensional bounded or unbounded
domain, Ω, with boundary ∂Ω. We let Γ be the boundary of the fluid geometry, Γ0 is the outermost
boundary if the domain is bounded, and Γi, 1 ≤ i ≤ Mw are the interior components of Γ. The
boundaries of rigid particles are γj , 1 ≤ j ≤ Mp, and γ = ∪jγj . Therefore, the fluid domain
boundary is ∂Ω = Γ ∪ γ, and we let n be its outward unit normal. For each interior solid wall, we
choose a single fixed interior point cΓi , and for each rigid particle, we require an interior point c
γ
i
and a corresponding orientation angle θi. A schematic of the geometry is in Figure 1.
cγ1
cγ2
cΓ1
γ1 γ2
Γ1
Γ0
θ1
θ1n
n
n
Ω
n
Figure 1: A sketch of a bounded fluid domain Ω. γ1 and γ2 enclose rigid particles, while Γ1 is a
solid wall. If Ω is unbounded, Γ0 is not present. The vector n is the unit normal vector pointing
out of the fluid domain.
2.1 Governing Equations
We are interested in small particles and slow velocities which renders the Reynolds number small
Re  1, and the fluid is governed by the incompressible Stokes equations. A Dirichlet boundary
condition U is imposed on the solid walls Γ, a no-slip boundary condition is imposed on the rigid
bodies γ, and the rigid bodies are assumed to be force- and torque-free. On each solid wall, there
is a net force and torque, FΓi and L
Γ
i , respectively, that depend on the boundary condition. A
similar force, Fγj , and torque  L
γ
j are defined for each rigid body γj , but these, for the time being,
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are assumed to be 0. Therefore, the governing equations for Mp particles suspended in a bounded
Mw-connected domain is
µ∆u = ∇p, x ∈ Ω, conservation of momentum,
∇ · u = 0, x ∈ Ω, conservation of mass,
u = U, x ∈ Γ, wall velocity,
u = uτj + ωj(x− cγj )⊥, x ∈ γ, no-slip on the bodies,
Fγj = 0, j = 1, . . . ,Mp, force-free bodies,
Lγj = 0, j = 1, . . . ,Mp, torque-free bodies.
(2)
Here, u is the velocity, p is the pressure, µ is the fluid viscosity, uτj and ωj are the translational
and rotational velocities of rigid body j, respectively, and Fγj and L
γ
j are the net force and torque
of rigid body j. In the Stokes limit, the fluid viscosity sets the time scale, and we assume it is one
throughout the paper. In the case that the fluid domain is unbounded, the wall velocity equation
is replaced with the far-field condition
u(x) = u∞(x), |x| → ∞.
Upon solving for the translational and rotational velocities, the rigid body centers and inclination
angles (cj , θj), j = 1, . . . ,Mp, satisfy
dcj
dt
= uτj ,
dθ
dt
= ωj . (3)
Equations (2) and (3) govern the dynamics of the rigid body suspensions, and their numerical
solution is a focus on this paper.
We have assumed that the rigid bodies are force- and torque-free. However, when two rigid
bodies are brought sufficiently close together, numerical errors can cause the rigid bodies to un-
physically intersect. To avoid contact, we will later relax the force- and torque-free conditions to
guarantee that numerical errors do not cause rigid bodies to come into contact. This idea is first
described for vesicle suspensions by Lu et al. [48] and we summarize the method in Section 2.3.
2.2 Boundary Integral Equation Representation
There exist many numerical methods for solving (2) such as level set methods [21], immersed
boundary methods [54], dissipative particle dynamics [57], smoothed particle hydrodynamics [58],
and lattice Boltzmann methods [40,41]. However, because the fluid equations are linear a boundary
integral equation (BIE) formulation [61] is possible. BIEs have several advantages including that
only the interface has to be tracked, which simplifies the representation of complex and moving
geometries, and high-order discretizations are straightforward. We now reformulate equation (2)
as a BIE.
We start by formulating the incompressible Stokes equations in the absence of rigid bodies. The
double-layer potential is the convolution of the stresslet with an arbitrary density function [42,61],
u(x) = D[η](x) = 1
pi
∫
Γ
r · n
ρ2
r⊗ r
ρ2
η(y) dsy, x ∈ Ω, (4)
6
where r = x − y, ρ = |r|, and η is an unknown density function defined on ∂Ω. The double-layer
potential (4) satisfies the incompressible Stokes equations, and the Dirichlet boundary condition U
is also satisfied if η satisfies [61]
−1
2
η(x0) +D[η](x0) = U(x0), x0 ∈ Γ. (5)
The double-layer potential cannot represent rigid body motions that satisfy the incompressible
Stokes equations. Following Power and Miranda [59,60], this is resolved by introducing point forces
and torques due to each interior component of the geometry Γj , and the strengths of these forces
and torques are related to the density function η. By introducing the velocity fields due to a point
force (Stokeslet) and a point torque (rotlet), both centered at c,
S(x, c) =
1
4pi
(
− log ρI+ r⊗ r
ρ2
)
, and R(x, c) =
r⊥
4piρ2
,
where r = x − c and ρ = |r|. Then, the second-kind integral equation (5) is replaced with the
completed second-kind BIE
−1
2
η(x0) +D[η](x0) +
Mw∑
j=1
(
S(x, cΓj )F
Γ
j +R(x, c
Γ
j )L
Γ
j
)
= U(x0), x0 ∈ Γ,∫
Γj
η ds = FΓj , j = 1, . . . ,Mw,∫
Γj
η · (x− cΓj )⊥ ds = LΓj , j = 1, . . . ,Mw.
(6)
We now introduce a suspension of rigid bodies γj , j = 1, . . . ,Mp. The double-layer potential now
includes contributions from both the solid walls and rigid bodies. Imposing the no-slip boundary
condition on the rigid bodies, a BIE formulation of the suspension of rigid bodies governed by
equation (2) is
U(x) = −1
2
η(x) +D[η](x) +
Mw∑
j=1
(
S(x, cΓj )F
Γ
j +R(x, c
Γ
j )L
Γ
j
)
+
Mp∑
j=1
(
S(x, cγj )F
γ
j +R(x, c
γ
j )L
γ
j
)
, x ∈ Γ, (7a)
uτj + ωj(x− cγj )⊥ = −
1
2
η(x) +D[η](x) +
Mw∑
j=1
(
S(x, cΓj )F
Γ
j +R(x, c
Γ
j )L
Γ
j
)
+
Mp∑
j=1
(
S(x, cγj )F
γ
j +R(x, c
γ
j )L
γ
j
)
, x ∈ γ, (7b)∫
Γj
η ds = FΓj ,
∫
Γj
η · (x− cΓj )⊥ ds = LΓj , j = 1, . . . ,Mw, (7c)∫
γj
η ds = Fγj ,
∫
γj
η · (x− cγj )⊥ ds = Lγj , j = 1, . . . ,Mp, (7d)
Fγj = 0,  L
γ
j = 0, j = 1, . . . ,Mp. (7e)
7
Again, the methodology of Power and Miranda relates the strength of the Stokeslets and rotlets
of each rigid body to its density function. The BIE formulation (7) of the governing equations (2)
consists of eight equations for eight unknowns: the density function, net force, and net torque on
the solid walls and rigid bodies, and the translational and rotational velocities.
While (7a) and (7b) are both numerically desirable second-kind Fredholm integral equations
equations, equation (7a) has a rank one null space because of the flux-free condition of the boundary
data U [42]. Following [59], this null space is removed by adding the term
N0[η](x) =
∫
Γ0
n(x)⊗ n(y) ds(y) (8)
to (7a), but only for points x ∈ Γ0. Finally, if Ω is unbounded, equation (7) has no null space,
and the only modification is that equation (7a) is removed and equation (7b) has the background
velocity u∞(x) is added to its right hand side.
2.3 A Contact-Based Repulsion Force
Exact solutions of the Stokes equations prohibit contact between force- and torque-free bodies in
finite time. Therefore, any contact between rigid bodies is caused by numerical errors. The two
main sources of error are the quadrature error and time stepping error. We address the quadrature
error using a combination of upsampling and interpolation, and details of the method are described
in [62]. Time stepping methods have recently received a lot of attention, and some recent works
address stiffness [62] and adaptive time stepping [39,63,74]. We describe time stepping methods in
Section 3.3.
We adopt the method of using artificial forces to avoid contact, and there are many choices
for the force. One possibility is a Morse or Lennard-Jones potential that grows as a high order
polynomial as two bodies approach [24,47]. This has been shown to work for dense suspensions, but
the resulting ODEs for the rigid body dynamics become very stiff as the separation between bodies
decreases. Spring models [34,80,83] have also been used to generate artificial repulsion forces, but
these models also introduce stiffness. A further disadvantage of many contact algorithms is that
they do not guarantee that particles remain contact-free.
We apply a modification of the contact-aware method of Lu et al. [48] that explicitly requires
that particles remain contact-free. We only summarize the method, but a in-depth description is
in [48]. The method starts with the Stokes equations in variational form,
min
∫
Ω
∇u : ∇u dΩ, such that ∇ · u = 0, x ∈ Ω. (9)
After taking a time step, all pairs of bodies whose separation falls below a minimum separation
distance, which includes those that have collided, are flagged. Then, the space-time interference
volume (STIV), defined as the volume in space-time distance swept out by the trajectory of two
bodies, is computed. Next, equation (9) is supplemented with an additional constraint that the
STIV is positive (no contact). As detailed in [29, 48], STIV offer a metric to quantify collision
volumes. By using computing the STIV, rather than simply the overlap at the new time step, time
steps that result in rigid bodies passing through each other are detected and resolved. Details for
solving (9) with the STIV inequality constraint are given in Section 3.2.
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2.4 Computing the Pressure and Stress
To understand the rheological and statistical properties of suspensions of rigid bodies, it is necessary
to compute the pressure, stress, and energy dissipation. This expressions are standard [59], but we
summarize them for completeness. A numerical method for Computing the pressure, stress, and
energy dissipation is described in Section 3.1.
The pressure of the two-dimensional double-layer potential is citePower1993
p(x) =
1
pi
∫
∂Ω
1
ρ2
(
I− 2r⊗ r
ρ2
)
n · η ds, x ∈ Ω.
The pressure of the Stokeslet and rotlet contributions are easily computed, and the pressure of the
completed double-layer potential (6) is
p(x) =
1
pi
∫
∂Ω
1
ρ2
(
I− 2r⊗ r
ρ2
)
n · η ds+
Mw∑
i=1
FΓi · (x− cΓi )
2pi|x− cΓi |2
+
Mp∑
i=1
Fγi · (x− cγi )
2pi|x− cγi |2
. (10)
Starting with the pressure (10), we compute the stress tensor
σ = −pI+ (∇u+ (∇u)ᵀ) , x ∈ Ω.
We decompose the stress into contributions from the double-layer potential, Stokeslets, and rotlets
σ = ση + σS + σR, (11)
where
ση(x) =
1
pi
∫
∂Ω
(
n · η
ρ2
I− 8(r · n)(r · η)(r⊗ r)
ρ6
+
(r · n)(r⊗ η + η ⊗ r)
ρ4
+
(r · η)(r⊗ n+ n⊗ r)
ρ4
)
ds,
σS(x) = −
Mw∑
i=1
FΓi · (x− cΓi )
pi|x− cΓi |2
(x− cΓi )⊗ (x− cΓi )−
Mp∑
i=1
Fγi · (x− cγi )
pi|x− cγi |2
(x− cγi )⊗ (x− cγi ),
σR(x) = −
Mw∑
i=1
LΓi
2pi|x− cΓi |2
((x− cΓi )⊗ (x− cΓi )⊥ + (x− cγi )⊥ ⊗ (x− cγi ))
−
Mp∑
i=1
Lγi
2pi|x− cγi |2
((x− cγi )⊗ (x− cγi )⊥ + (x− cγi )⊥ ⊗ (x− cγi )).
These expressions hold inside Ω. On the boundary there is a jump in the pressure and stress,
as reported in [62]. These boundary terms are required for our near-singular integration scheme
described in Section 3.1. Finally, using the divergence theorem, we the volumed average stresses
can be expressed in terms of boundary integrals [61].
3 Numerical Methods
We are ultimately interested in studying statistical and rheological properties of the fiber suspen-
sions. Therefore, we develop stable numerical methods that solve the governing equations (2) for
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long time horizons. To achieve high-order accuracy, the spatial grid is resolved with spectral accu-
racy (Section 3.1), and stability is achieved by using implicit interactions in the time integrator and
adaptive time stepping (Section 3.3). We are much more concerned with stability than accuracy,
so we use low-order but stable time stepping schemes. Each time step requires solving a block
diagonal preconditioned dense linear system that is solved with GMRES and accelerated with the
fast multipole method [25] (Section 3.4). We also discuss a numerical methods for the collision
algorithm (Section 3.2), and for computing the pressure and stress (Section 3.5).
3.1 Spatial Discretization
Let x(α), α ∈ [0, 2pi), be a parameterization of a rigid body γi. We will use a collocation method
that requires the discretization points xk at k = 1, . . . , Np. Spectral accuracy is achieved by
representing functions defined on γi as a Fourier series
f(α) = f(xi(α)) =
Np−1∑
k=0
fˆke
ikα. (12)
The rigid walls are identically discretized at Nw points and functions defined on the rigid walls are
also represented with a Fourier series. We use the FFT to compute the Fourier coefficients, and all
derivatives are computed with spectral accuracy using by differentiating in Fourier space.
With collocation points defined on the rigid walls and solid bodies, we now discretize the layer
potentials. We use a Nystro¨m method by approximating the double-layer potentials with the
trapezoid rule. Equations (7) are discretized as
U(xi) = −1
2
η(xi) +
N∑
k=1
K(xi,xk)η(xk)∆sk +
Mp∑
j=1
(
S(xi, c
γ
j )Fj +R(xi,dj)Lj
)
+
Mw∑
j=1
(
S(xi, c
Γ
j )Fj +R(xi, c
Γ
j ) Lj
)
, xi ∈ Γ,
for xi ∈ Γ, and
uτj + ωj(xi − cγj )⊥ = −
1
2
η(xi) +
N∑
k=1
K(xi,xk)η(xk)∆sk +
Mp∑
j=1
(
S(xi, c
γ
j )Fj +R(xi,dj)Lj
)
+
Mw∑
j=1
(
S(xi, c
Γ
j )Fj +R(xi, c
Γ
j ) Lj
)
,
for x ∈ γj , where N = MwNw +MpNp is the total number of discretization points and
K(x,y) =
1
pi
r · n
ρ2
r⊗ r
ρ2
is the kernel of the double-layer potential. The diagonal entries of K are replaced with the limiting
value
lim
y→x
y∈∂Ω
K(x,y) =
κ
2pi
t⊗ t, x ∈ ∂Ω,
10
where κ(x) is the curvature and t(x) is the tangent vector of ∂Ω at x.
Since the kernel K(x,y) is smooth, the trapezoid rule guarantees spectral accuracy [79]. How-
ever, at a fixed resolution N , the error grows when a target point and a source point on different
bodies are sufficiently close. The error is caused by a nearly-singular integrand with large deriva-
tives. To resolve this issue, an algorithm for near-singular integration method must be employed.
We use the interpolation scheme outlined in [62] that is based off of the algorithm first outlined
in [82].
After discretizing (7) with a Nystro¨m method, the result is a dense linear system for the density
function, rotlets and Stokeslets, and the translational and rotational velocities of each body. We
chose a double-layer potential formulation so that the linear system can be solved with a mesh-
independent number of GMRES iterations [15]. Therefore, the algorithmic cost is dominated by the
cost of a matrix-vector multiplication, and the number of required geometry-dependent GMRES
iterations. Algorithms for controlling these costs are discussed in Section 3.4.
3.2 Contact Resolution
The contact resolution method starts by advancing the force- and torque-free bodies from time t to
t+ ∆t with equation (3). Then, equation (9) needs to be solved with the inequality constraint that
the STIV is greater than zero. The definition of the STIV includes a parameter that guarantees
that not only do bodies intersect, but they maintain minimum separation distance. Following [48],
we use a Lagrange multiplier, λ, to satisfy the non-negative STIV inequality constraint (a negative
STIV indicates contact). The resulting equations are the incompressible Stokes equations with
body forces and torques that depend on the gradient of the STIV, and the inequality constraint
that the STIV is less than or equal to zero. Therefore, the governing equations are similar to (7),
except that the force- and torque-free conditions have been changed.
The resulting equation is a non-linear complementary problem (NCP) To solve the NCP, the
problem is linearized as a sequence of linear complementary problems (LCPs) that are solved until
the STIV is less than or equal to zero. For small minimum separation distances, it is possible that
the LCP converges very slowly, or not at all, to the solution of the NCP. In Section 3.3, we describe
two methods to avoid this slow convergence.
If only two bodies are in contact, the symmetry of the STIV ensures that the net force is zero.
However, if more than two bodies are in contact, then the forces returned by the STIV are not
guaranteed to sum to zero. We improve the validity of the method by always requiring that the
total force added to the system is zero, meaning
Mp∑
j=1
Fγj = 0.
To accomplish this, we group all bodies that are in contact into distinct clusters. For each cluster,
the body that is in contact with the most other bodies (to break ties, the body with the largest
repulsion force in magnitude) is given a net force that balances all other bodies in the cluster.
Whenever a force on a body is scaled the torque on that body is scaled by the same amount.
3.3 Time Stepping Methods
Since we only consider rigid body suspensions, we only track the centers cγi and orientations θi
of each rigid body γi. Given a suspension of rigid bodies, (7) is solved for the translational and
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rotational velocities of each body. Then, the position and angle of each body are updated according
to the ODEs,
d
dt
ck = u
τ
k, ck(0) = c
0
k,
d
dt
θk = ωk, θk(0) = θ
0
k.
The ODEs are advanced in time using the first-order explicit Euler method
cN+1k = c
N
k + ∆t (u
τ
k)
N ,
θN+1k = θ
N
k + ∆t (ωk)
N .
A low cost first-order time stepper is justified since we are interested in statistical, rheological, and
bulk quantities rather than the individual trajectories of the rigid bodies. If high-order accuracy is
desired, a Runge-Kutta or deferred correction method [63,65] can be applied.
Since the dynamics of the suspension can develop complex features, we use an heuristic adaptive
time stepping method. When the LCP solver requires many iterations to solve the NCP, this
indicates that the time step size should be reduced. Conversely, if the LCP solver converges quickly
to the solution of the NCP, then a larger time step size can be taken. Therefore, if the each LCP
iteration is not converging to a contact-free configuration sufficiently fast, we abort the time step
and restart with the time step size ∆t/2. Conversely, if the LCP iteration converges quickly, then,
at the next time step, we increase ∆t to 1.5∆t.
The stability of the method depends on the discretization of (7) and the minimum separation
distance. If the minimum separation distance is small and the interaction between two nearly-
touching bodies is discretized explicitly, then convergence of the LCP solver to the solution of the
NCP requires a large number of iterations, and the maximum stable time step size is small. In
contrast, if the interaction between the bodies is discretized implicitly, then the stiffness caused by
the nearly-touching bodies is resolved and a larger stable time step can be taken.
The leading source of stiffness for a particular rigid body is the velocity field induced by the
body itself. This can be controlled with a locally implicit discretization
D[η](x) ≈ Dn[ηN+1](x) +Dn[ηN ](x), (13)
where the superscript of D implies that the geometry used in the discretization of the layer potential
is at time step n. This time stepping method is focus of the work of Lu et al. [48]. There, to avoid
stiffness caused by nearly-touching bodies, a sufficiently large minimum separation distance is used.
Instead of avoiding nearly-touching bodies, we use the globally implicit discretization
D[η](x) ≈ DN [ηN+1](x) +DN [ηN+1](x). (14)
By discretizing the interactions between different bodies implicitly, the stiffness caused by nearly-
touching bodies is reduced, so large time steps with small minimum separation distances are pos-
sible.
3.4 Fast Summation and Preconditioning
A discretization of the locally implicit time stepper (13) results in a block-diagonal linear system,
where each block is a dense Np×Np or Nw×Nw matrix. In contrast, a discretization of the globally
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implicit time stepper (14) results in a dense N ×N linear system. Therefore, considering only the
rigid body contributions, the cost of a single matrix-vector multiplication is O(MpN2p ) for (13) and
O(M2pN2p for (14). We reduce the cost of matrix-vector multiplication by using the fast multipole
method. This reduces the cost of a single matrix-vector multiplication for both the locally implicit
and globally implicit time stepping methods to O(N) operations.
Reducing the cost of matrix-vector multiplication greatly reduces the computational effort.
However, for dense suspensions, the number of GMRES iterations can also be large. Therefore,
we apply a block-diagonal preconditioner where each block is precomputed and factorized. The
identical preconditioner has been used for two-dimensional vesicle suspensions [62]. For rigid bodies,
the preconditioner is further accelerated by factorizing all double-layer potentials at the initial
condition, and then multiplying with rotation matrices corresponding to the rotation velocity ω.
3.5 Computing the Pressure and Stress
Computing the pressure (10) and stress (11) are more challenging than evaluating the velocity
double-layer potential. The challenge stems from a singularity that scales as O(|x − y|−2) as a
target point approaches a source point. The pressure and stress are computed using a combination
of singularity subtraction and odd-even integration [72]. The result is a spectrally accurate method
for computing the pressure and stress.
Near-singular integration still required, and our interpolation-based method requires limiting
values of the layer potentials (10) and (11) as x → ∂Ω. The limiting values and tests of the
near-singular integration scheme are reported in [62].
4 Results
We use our new time stepping method to simulate bounded and unbounded suspensions of two-
dimensional rigid bodies in a viscous fluid. The main parameters are the minimum separation
distance δ, the number of discretization points of each body, Np, and each solid wall, Nw, and the
initial time step size ∆t. We perform convergence studies and investigate the effect of the STIV
algorithm on the reversibility of the flow. To further demonstrate the consequence of STIV, we
include plots of streamlines that cross whenever the collision detection algorithm is applied. The
particular experiments we perform are now summarized.
• Shear Flow: We consider the standard problem of two identical rigid circles in the shear
flow u = (y, 0) with the left body slightly elevated from the right body. We report similar
results to those presented in [48], but we are able to take smaller initial displacements and
minimum separation distances. The contact algorithm breaks the reversibility of the flow,
and this effect is illustrated and quantified.
• Taylor-Green Flow: We simulate a concentrated suspension of 48 rigid ellipses in an un-
bounded Taylor-Green flow. At the prescribed separation distance, our new time stepping
method is able to stably reach the time horizon, while the locally semi-implicit time integrator
proposed by Lu et al. [48] results in the STIV algorithm stalling, even with ∆t = 10−8.
• Porous Monolayer Injection: We consider a suspension of confined rigid circular bodies
motivated by an experiment by MacMinn et al. [50]. The geometry is an annulus with an
inflow at the inner boundary and an outflow at the outer boundary. We again examine the
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effect STIV on the reversibility of the flow, and compute the shear strain rate and make
qualitative comparisons to results for deformable bodies [50].
• Taylor-Couette Flow: With the ability to do high area fraction suspensions without im-
posing a large non-physical minimum separation distance, we simulate rigid bodies of varying
aspect ratios inside a Taylor-Couette device. We examine the effect of the rigid body shape
and area fraction on the effective viscosity and the alignment angles.
4.1 Shear Flow
We consider two rigid circular bodies in the shear flow u(x) = (y, 0). One body is centered at
the origin, while the other body is placed to the left and slightly elevated of the origin. With
this initial condition, the particles come together, interact, and then separate. Both bodies are
discretized with N = 32 points and the arc length spacing h = 2pi/32 ≈ 0.196. This experiment
was also performed by Lu et al. [48], and we compare the two time stepping methods.
We start by considering the time step size ∆t = 0.4 and minimum separation distance δ = 0
(no contact algorithm). Our new globally implicit method successfully reaches the time horizon
without requiring a repulsion force. However, with the same ∆t, the local explicit time stepping
results in a collision between the bodies, so the collision algorithm is required to reach the time
horizon. Alternatively, the time step size can be reduced, but, as we will see, for sufficiently dense
suspensions, even an excessively small time step size results in collisions. Next, in Figure 2, we
investigate the effect of the minimum separation distance on the position of the rigid bodies. The
top plot shows the trajectory of the left body as it approaches, interacts, and finally separates from
the body centered at the origin. In this simulation, we use our new globally implicit time integrator,
but the STIV contact algorithm is not applied. The bottom left plot shows the trajectory of the
particle when the contact algorithm is applied with varying levels of separation. Notice that the
trajectories are identical until near x = 0 when the particle separation first falls below the minimum
separation distance. Finally, in the bottom right plot, the final vertical displacement body initially
on the left is plotted. These results are computed for the locally implicit time stepping method [48],
and the general trend of the trajectories are similar.
We next investigate the effect of the collision algorithm on the time reversibility of the flow.
We reverse the shear direction at t = 10 and measure the error between the body’s center at t = 0
and t = 20. We expect an error that is the sum of a first-order error caused by time stepping, and
a fixed constant caused by the minimum separation distance. The results for various values of δ
are reported in Table 1. When the contact algorithm is not applied when δ = 0 and δ = h, we
observe the expected first-order convergence. When δ ≥ 2h, the bodies are deflected onto contact-
free streamlines when their proximity reaches the minimum separation distance. After the flow
is reversed, the bodies again pass one another, but they are now on contact-free streamlines, so
the initial deflection is not reversed. For these larger values of δ, we see in Table 1 that the error
eventually plateaus as ∆t is decreased.
The break in reversibility is further demonstrated by examining individual streamlines. In
Figure 3, we compute the streamline of the left body for three different initial placements. We set
δ = 3h for all the streamlines. With this threshold, only the bottom-most streamline falls below
δ. Therefore, as the bodies approach, the streamlines behave as expected—they do not cross.
However, when the contact algorithm is applied to the blue streamline, the streamlines cross.
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Figure 2: Shear experiment. Top: The initial setup and trajectory of the left body. Bottom left:
The left body’s trajectory for varying minimum separation distances. Notice how the trajectories
are identical until shortly before x = 0 when the contact algorithm is first applied. Bottom right:
The final vertical displacement of the left particle for varying minimum separation distances.
4.2 Taylor-Green Flow
For planar flows, we can separate suspensions into dilute and concentrated regimes by comparing
the number of bodies per unit area, ν, to the average body length `. If ν < 1/`2, then we are in
the dilute regime, otherwise we are in the concentrated regime (in 2D planar suspensions, unlike
3D suspensions, there is no semi-dilute regimes). We consider the suspension of 75 rigid bodies in
the Taylor-Green flow u∞ = (cos(x) sin(y),− sin(x) cos(y)). The number of bodies per unit area is
ν ≈ 3.1 which is greater than 1/`2 = 1.1. Therefore, this suspension is well within the concentrated
regime.
We discretize the bodies with N = 32 points and select the minimum separation distance
δ = 0.05h. Snapshots of the simulation are shown in Figure 4. In this concentrated suspension, the
bodies come into contact much more frequently. If the interactions between these nearly touching
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∆t
δ 4× 10−2 2× 10−2 1× 10−2 5× 10−3 2.5× 10−3
0 1.35× 10−1 7.32× 10−2 3.74× 10−2 2.00× 10−2 1.01× 10−2
h 1.35× 10−1 7.32× 10−2 3.74× 10−2 2.00× 10−2 1.01× 10−2
2h 1.88× 10−1 1.41× 10−1 1.17× 10−1 1.08× 10−1 1.02× 10−1
2.25h 2.55× 10−1 2.08× 10−1 1.87× 10−1 1.78× 10−1 1.73× 10−1
2.50h 3.05× 10−1 2.69× 10−1 2.52× 10−1 2.45× 10−1 2.40× 10−1
2.75h 3.64× 10−1 3.31× 10−1 3.13× 10−1 3.07× 10−1 3.03× 10−1
3.00h 4.12× 10−1 3.88× 10−1 3.72× 10−1 3.67× 10−1 3.63× 10−1
Table 1: A study of time reversibility of the shear flow example. At t = 10, the flow direction is
reversed and we calculate the relative error in the initial and final positions. When the collision
constraint is active and force is needed to keep the bodies apart the error in the reversibility is
dominated by the contact algorithm.
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Figure 3: The contact algorithm causes streamlines to cross. Keeping the minimum separation
fixed at δ = 3h, we vary the starting y location of the left body. The teal and red streamlines
do not require a repulsion force to enforce the minimum separation between the bodies, but the
blue streamline does. Once the contact algorithm is applied, the blue streamline crosses the other
streamlines (middle inset). This crossing of the streamlines breaks the reversibility of the simulation.
bodies are treated explicitly, this leads to stiffness. Our time stepper controls this stiffness by
treating these interactions implicitly, and the simulation successfully reaches the time horizon. We
performed the same simulation, but with the locally implicit time stepping method [48]. Because
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of the near-contact, smaller time step sizes must be taken. We took time step sizes as small as
10−8, and the method was not able to successfully reach the time horizon. This exact behavior has
also been observed for vesicle suspensions [62]. In the bottom right plot of Figure 4, we show the
trajectory of one body for different time step sizes. The dots denote locations where the contact
algorithm is applied. For this very complex flow, the trajectories are in good agreement with
different time step sizes.
t = 0 t = 15
t = 30
∆t = 2.50× 10−2
∆t = 1.25× 10−2
∆t = 6.25× 10−3
Figure 4: Snapshots of a dense suspension in an unbounded Taylor-Green flow. The number
of bodies per unit area ν is approximately 3.1. This is greater than 1/`2 = 1.1, which puts the
simulation well within the concentrated regime. Bodies are discretized with 32 points and the
minimum separation is δ = 0.05h. The bottom right plot shows the trajectory of the center of the
colored body for different step sizes. Each line in that plot is marked where a repulsion force is
used to enforce the minimum separation.
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4.3 Fluid Driven Deformation
A recent experiment considers a dense monolayer packing of soft deformable bodies [50]. Motivated
by this experiment, we perform numerical simulations of rigid bodies in a similar device. We pack
rigid bodies in a Couette device, but with a very small inner boundary. The boundary conditions
are an inflow or outflow of rate Q at the inner boundary with an outflow or inflow at the outer
cylinder. This boundary condition corresponds to injection and suction of fluid from the center
of the experimental microfluidic device. In the experimental setting, the soft bodies are able to
reach the outer boundary, and the resulting boundary condition would not be uniform at the outer
wall. So that we can apply the much simpler uniform inflow or outflow at the outer boundary,
we force the rigid bodies to remain well-separated from the outer wall. We accomplish this by
placing a ring of fixed rigid bodies halfway between the inner and outer cylinders (Figure 5). The
spacing between these fixed bodies is sufficiently small that the mobile bodies are not able to pass.
Since the outer boundary is well-separated from the fixed bodies, the outer boundary condition is
justifiably approximated with a uniform flow.
Qn/(2piRin) Qn/(2piRout)
Figure 5: The geometry used in our numerical experiment that is motivated by the experimental
setup of MacMinn et al. [50]. The fixed solid bodies are shaded in black.
We start by examining the effect of the contact algorithm on the reversibility of the flow. We
again reverse the flow at time T and run the simulation until time 2T . The rigid bodies are in
contact for much longer than the shear example in Section 4.1, so maintaining reversibility is much
more challenging. Figure 6 shows several snapshots of the simulation, and the bottom right plot
superimposes the initial and final configurations. We observe only a minor violation of reversibility,
and it is largest for bodies that were initially near the fixed bodies—the contact algorithm is applied
to these bodies most frequently.
In [50], the shear strain rate is measured to better characterize the flow. In Figure 7, we
compute and plot the shear strain rate for the simulation in Figure 6. A qualitative comparison of
the numerical and experimental results are in good agreement. In particular, the petal-like patterns
in Figure 7 are also observed in the experimental results.
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t = 0 t = 2 t = 4
t = 6 t = 8 initial and final configurations
Figure 6: Snapshots of a rigid body suspension motivated by an experiment for deformable
bodies [50]. Fluid is injected at a constant rate starting at t = 0. At t = 4 the flow direction is
reversed. Fixed bodies are colored in red, while bodies subject to a repulsion force are colored in
green. The initial configuration has been superimposed on the final configuration at t = 8 to show
the effect of the repulsion forces on reversibility.
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t = 0 t = 2 t = 3.9
t = 8 t = 6 t = 4.1
−4 −3 −2 −1 0 1
Figure 7: The shear strain rate log10(|σxy|) of the suspension in Figure 6. The formation of the
petal-like patterns is also observed for the suspension of deformable bodies [50].
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4.4 Taylor-Couette Flow
In many industrial applications, for example pulp and paper manufacturing, suspensions of rigid
elongated fibers are encountered. Motivated by these suspensions we investigate rheological and
statistical properties of confined suspensions. We consider suspensions of varying area fraction and
body aspect ratio; specifically we will look at 5, 10, and 15 percent area fractions and elliptical
bodies of aspect ratio, λ of 1, 3, and 6. In all the examples, nuM1/ell2, so all the suspensions are
in the dilute regime. The bodies initial locations are random, but non-overlapping (Figure 8). The
flow is driven by rotating the outer cylinder at a constant angular velocity while the inner cylinder
remains fixed.
Figure 8: Four initial configurations for Taylor-Couette flow with varying volume fraction φ and
aspect ratio λ. From left to right: 1) φ = 5%, λ = 3, 2) φ = 5%, λ = 6, 3) φ = 10%, λ = 3, 4)
φ = 10%, λ = 6.
Before measuring any rheological properties, we complete one full revolution of the outer wall so
that the bodies are well-mixed and approaching a statistical equilibrium. We start by considering
the alignment of the bodies. The alignment is particularly insightful since many industrial processes
involve fibers suspended in a flow, and the alignment affects the material properties [43]. One way
to measure the alignment is the order parameter, S defined as,
S =
〈
d cos2 θ˜ − 1
d− 1
〉
,
where d is the dimension of the problem (2 in our case), θ˜ is the deviation from the expected angle,
and 〈·〉 averages over all bodies. If S = 1, all bodies are perfectly aligned with the shear direction,
S = 0 corresponds to a random suspension (no alignment), and S = −1 means that all bodies are
perfectly aligned perpendicular to the shear direction. In our geometric setup, a body centered at
(x, y) has an expected angle of θ˜ tan−1(y/x) +pi/2, and the average alignment of the bodies will be
in the direction of the shear, which is also perpendicular to the radial direction.
Since the initial condition is random, the initial configurations in Figure 8 have an order pa-
rameter S ≈ 0. As the outer cylinder rotates, we see in Figure 9 that S increases quite quickly.
The area fractions φ we consider have a minor effect on S; however, the aspect ratio has a large
effect. In particular, suspensions with slender bodies align much better with the flow.
This matches the known dynamics of a single body in an unbounded shear flow, where the
body will align with the shear direction on average. Bodies with a high aspect ratio rotate quickly
when then they are perpendicular to the shear direction and spend more time nearly aligned with
the shear direction. We compare our results to the time averaged order parameter of a single
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Figure 9: The order parameter of different fiber concentrations and aspect ratios. We see that the
6:1 fibers align better. The 6:1 fibers rotate rotate through the angle perpendicular to the shear
direction more quickly than the 3:1 fibers and thus spend more time approximately aligned with the
shear direction. The dashed lines represent the order parameter for a suspension in an unbounded
shear flow with bodies that do not interact hydrodynamically. The red line shows λ = 3, while the
blue line shows λ = 6.
elliptical body in an unbounded shear flow. If the shear rate is γ˙, the body rotates with period
τ = pi/(2|γ˙|)(λ+ λ−1) [32] according to
ϕ(t) = tan−1
(
1
λ
tan
(
λγ˙t
λ2 + 1
))
.
The time average order parameter is then,
〈S〉 = 1
τ
∫ τ
0
(
2 cos2(ϕ(t))− 1) dt = λ− 1
λ+ 1
.
Independent of shear rate, for λ = 3 the theoretical 〈S〉 is 1/2 and for λ = 6 it is 5/7. Table 2
shows the time and space averaged order parameter for the Couette apparatus.We see that in all
cases our computed time averaged order parameter is higher than the theoretical single fiber case.
This could be due to the hydrodynamic interactions between the bodies, or the effect of the solid
walls.
In the absence of solid walls and hydrodynamic interactions between bodies, a suspension will
align and disalign. The period of the order parameter in this case is the same as the rotational
period for a single fiber. In Figure 9 the theoretical order parameter is shown for a suspension of
non-hydrodynamically interacting fibers in an unbounded shear flow. Hydrodynamic interactions
prevent the suspension from disaligning completely.
Another quantity of interest in rheology is the effective viscosity of a suspension. The shear
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area fraction, φ aspect ratio, λ computed 〈S〉 theoretical 〈S〉 (single fiber)
5% 3 0.52 0.50
10% 3 0.60 0.50
15% 3 0.65 0.50
5% 6 0.91 0.71
10% 6 0.89 0.71
Table 2: The time averaged order parameter during the second revolution of the Couette apparatus.
The higher aspect ratio fibers align better on average. The alignment is in all cases higher than
predicted for a single Jeffery orbit.
viscosity µ relates the bulk shear stress σxy of a Newtonian fluid to the bulk shear rate γ˙,
σxy = µγ˙.
Adding bodies increases the bulk shear stress of a suspension. The proportionality constant relating
the increased σxy to the shear rate is the apparent viscosity, and the ratio between the apparent
viscosity and the bulk viscosity is the effective viscosity µeff. Experimentally, the bulk shear stress
is often computed by measuring the torque on the inner cylinder [38]. Numerically, this is simply
the strength of the rotlet centered in the inner cylinder. By computing the ratio of the torque on
the inner cylinder with bodies to the torque without bodies we determine the effective viscosity of
a suspension. Figure 10 shows the effective viscosity increases with φ, but is generally lower for
bodies with aspect ratio λ = 6. This is because higher aspect ratio bodies align themselves better,
and thus contribute less to the bulk shear stress. The spikes in 10 occur when a repulsion force is
added to the system. Similar spikes were observed numerically in [48]. To make the results more
clear we have used a multiscale local polynomial transform to smooth the data shown in Figure 10.
Finally, instead of computing the instantaneous effective viscosity, experimenters are interested
in the time averaged effective viscosity of a suspension. In Table 3, we report the average instan-
taneous effective viscosity over the second revolution of the outer cylinder
λ 5% area fraction 10% area fraction 15% area fraction
1 1.12 1.22 1.42
3 1.10 1.23 1.36
6 1.08 1.18
Table 3: Time averaged effective viscosity for various area fractions and aspect ratios. The time
average is done between the first and second revolutions of the outer cylinder. As φ increases the
effective viscosity increases as expected. In general higher aspect ratio bodies increase the viscosity
less.
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Figure 10: Instantaneous bulk effective viscosity for various volume fractions and body aspect
ratios. The inner cylinder is fixed, while the outer one rotates at a constant angular velocity. The
transparent lines represent the raw data, while the solid lines have been smoothed using a multiscale
local polynomial transform.
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5 Conclusions
We have developed a stable time stepping method for simulating dense suspensions of rigid bodies
without introducing stiffness or requiring a large minimum separation distance. A contact algorithm
is used that is guaranteed to avoid overlap. Using this new time stepper we are able to simulate
concentrated suspensions with a large time step and a small minimum separation distance. We
verify that our new globally implicit time stepping method is able to take larger stable time step
sizes when compared to a locally implicit time stepping method.
The contact algorithm is not reversible, and we examine the net effect on the reversibility of the
flow. We compare the initial and final configurations of two suspensions where the flow is reversed
halfway through the simulation. The simulations demonstrate that the error in the reversibility is
the expected sum of the time stepping error and the error introduced by the contact algorithm.
We use the new time stepping method to compute rheological properties of suspensions including
order parameters, effective viscosities, and strain rates. These rheological properties are compared
with known order parameters for of Jeffery orbits and the strain rate observed in an experiment
for deformable bodies.
There are several outstanding issues with this method. The most obvious is that the suspen-
sions are two-dimensional. All the individual algorithms we have developed in three dimensions.
However, to simulate similar results with respect to volume fraction, minimum separation distances,
and aspect ratios, the spatial resolution will have to be reduced, and this will still require parallel
algorithms and low-resolution algorithms [34].
A recent publication considers three-dimensional simulations of rigid bodies [17], but uses a
different contact algorithm than the STIV we used. It is unclear that this contact algorithm will be
able to resolve dense suspensions where there are many contacts. As an alternative to the STIV,
the contact can be measured only at the final configuration, rather than as a space-time volume.
However, this collision metric indicates a contact-free configuration when two particles pass through
one another. Therefore, we prefer to use the STIV contact algorithm, which has been developed in
three dimensions [29], but it has not yet been applied to suspensions.
Even with the development of our new time stepping method, we observe difficult cases. First,
a good contact model between mobile bodies and fixed rigid walls needs to be developed. Second,
the LCP solver can converge slowly or not at all to a contact-free suspension. While the adaptive
time stepping method helps alleviate some of these instances, it is clear that additional algorithms
are needed. Moreover, a more reliable algorithm for choosing an optimal time step size would
help avoid instances where the time step size is reduced many times before a time step is finally
accepted.
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