The ever increasing complexity of real-time control systems results in significant deviations in the timing of sensing and actuation, which may lead to degraded performance or even instability. In this paper we present a method to analyze stability under mostly-periodic timing with bounded uncertainty, a timing model typical for the implementation of controllers that were actually designed for strictly periodic execution. In contrast to existing work, we include the case of multiple sensors and actuators with individual timing uncertainty. Our approach is based on the discretization of a linear impulsive system. To avoid the curse of dimensionality, we apply a decomposition that breaks down the complex timing dependency into the effects of individual sensor-actuator pairs. Finally, we verify stability by norm bounding and a Common Quadratic Lyapunov Function. Experimental results substantiate the effectiveness of our approach for moderately complex systems.
Introduction
The vast majority of control systems are implemented as discrete-time controllers executed on a real-time computing platform. In the design process, sampling the sensors and updating the actuators is generally assumed to be synchronous and strictly periodic. However, on modern computing platforms and due to the ever-growing overall system complexity, it is becoming increasingly difficult and often prohibitively costly to satisfy this assumption in the actual implementation: First, execution times are non-constant and hard to predict, especially when multiple applications share one processor. Second, contemporary digital sensors incorporate excessive signal pre-processing. Consequently, the sensor reading may be outdated by a small but varying duration, even if it is queried strictly periodically. Last but not least, the accuracy of time synchronization in distributed (i. e., ranging from multi-core to networked) systems is limited. All these factors jeopardize the controller's design assumptions and add to timing uncertainties in its input and output.
Therefore, the practical implementation of a controller with period T will in most cases result in a mostly-periodic system in which the sensor and actuator times do not lie on the intended periodic grid t = kT , k ∈ , but in a small timing window around these points. The resulting dynamics may be worse or even unstable. In practice, it is often assumed that the timing window is still small enough such that stability and convergence are not affected. This argument is problematic for two reasons: Firstly, without proper analysis, there is no guarantee that a certain timespan is "small enough". Secondly, larger timing windows relax and simplify the scheduling of real-time applications and are therefore even desirable from a (real-time) design point of view. Consequently, in this paper, we concentrate on the stability analysis of mostly-periodic digital control loops with given timing windows.
Problem Statement
Given: A control loop that is exponentially stable for perfect timing is executed with uncertain timing. The following system model matches to one in [GU19] . For clarity, we restrict it to the linear case without disturbance and measurement uncertainty.
The plantẋ p (t) = A p x p (t) + B p u(t) with state x p (t) ∈ n p , output y(t) = C p x p (t) ∈ p and input u(t) ∈ m is controlled by a discrete-time controller with state x d (t) ∈ n d and measurement buffer y d (t) ∈ p .
To achieve a consistent formulation, the "discrete-time" variables u, x d and y d are treated as continuous-time signals that are updated at certain times and remain constant inbetween (zero-order hold).
The k-th control period (k ∈ ) is executed as follows: At t y,i,k = kT + ∆t y,i,k , the i-th sensor, i = 1, ..., p, is sampled by setting the i-th component of y d (t) to the i-th component of y (t) . Similarly, the j-th actuator, j = 1, ..., m, is updated at t u, j,k = kT + ∆t u, j,k by setting the j-th component of u(t) to the i-th component of C d x d (t).
The timing deviations are unknown but bounded by ∆t {u,y},i < ∆t {u,y},i,k < ∆t {u,y},i , where the fixed upper and lower bounds are restricted to half a period by −T /2 < ∆t {u,y},i ≤ ∆t {u,y},i < T /2. Finally, the discrete controller is updated at t = (k + 1/2)T by setting
For readability, the startup behavior is defined such that the 0-th control period is skipped and the initial state is given at t 0 = T /2.
The resulting system is linear but nondeterministic and time-variant.
Goal: Prove robust exponential stability of the closed loop for moderate timing uncertainties. The focus is on an efficient solution which scales well to systems with a large number of inputs and outputs, even if this scalability makes the result more pessimistic and therefore the approach is only applicable to small timing uncertainties. Formally, stability is defined as the exponential decay of plant state x p , controller state x d , sampled measurement y d and actuation u, which are combined in the state vector
(1)
Definition 2.1. The closed loop with initial state x(t 0 ) admits Continuous-Time Robust Exponential Stability, denoted as CRES(λ, D), iff there exist constants D ∈ [1, ∞) and λ < 0 such that for all possible timings
(2)
Related Work
Providing a deterministic execution platform has always been a core aim in real-time scheduling and design. Here, the general approach to eliminate timing uncertainty is to rely on a time-triggered execution of the controller code at predetermined instants of time. Known representatives for this are the Cyclic Executive [BS89] and Fixed-Priority Models [SG89] for periodic tasks. However, the focus is on deadline adherence rather than avoidance of jitter. Synchronous development models address the latter problem. For example, the logical execution time (LET) paradigm [Hen+03] suggests a decomposition of input and output: Sensors are sampled at fixed time instants (e. g., t = kT ). Instead of updating the output immediately after the new value has been computed, the update is delayed until t = kT + D u to eliminate jitter. In general, support for exact synchronization requires, however, tailored programming languages and hardware support and is thus inapplicable to a wide range of systems. Therefore, most practical implementations of LET resort to overapproximations and pessimism to match synchronicity within some uncertainty, which results in a timing window as considered in this work. For the analysis of sampled-data systems with uncertain timing, a wide array of theoretical methods is available (cf. [Het+17] ). From a user's point of view, the existing results building upon these methods can be categorized by the employed timing model:
Based on the small gain theorem, [Cer12] analyzes stability for a timing model similar to ours. The analysis is, however, restricted to the single-input-single-output (SISO) case, which is easier since there are only two scalar timing uncertainties, namely sensor and actuator delay. The same holds for multiple inputs and outputs when sensors are sampled at the same time instant; the same holds for the actuators. This results in a system with SISO-like timing but vector-valued signals ("quasi-SISO"). However, the quasi-SISO assumption is invalid for systems with multiple sensors that are not exactly synchronized.
Quasi-SISO cases are analyzed in [KR07; AGD16; Bau+12] and, with restriction to quantized output delays, in [FGP13] . To model network-controlled systems, [Bau+12] also offers the alternative model that exactly one sensor or actuator is updated in every control period, thereby transforming a multiple-input-multiple-output (MIMO) system to a switched quasi-SISO one. As this scenario is tailored to networked control with severely restricted communication resources, it does not match the common scenario of an embedded system that has enough resources to query all sensors in every period.
To the best of our knowledge, none of the existing publications address the actual MIMO case of multiple sensors and actuators with independent timing uncertainties. Filling this critical gap is the contribution of this work.
Approach
This section presents an overview of our approach including key definitions and theorems. For readability, all details are detached to the subsequent sections.
Time Discretization:
The time discretization
leads to the linear discrete-time system x k+1 = A k x k , whose transition matrix A k = A(∆t k ) depends on the current timing vector ∆t k = ∆t u,1,k . . . ∆t u,m,k ∆t y,1,k . . . ∆t y,p,k .
The offset +T /2 was chosen such that the sensing and actuation events cannot move across the discretization times. This ensures that A k depends only on ∆t k . In the following, the subscript k of the timing variables ∆t ... is omitted. To further simplify the notation, the system dynamics are defined as right-side continuous, so that always x(t + ) = x(t). Therefore, the discretization is simplified to
Stability of the resulting discretized system is easier to analyze and can be shown to be equivalent to the intended continuous-time stability:
Definition 4.1. The discretized control loop
admits Discrete-Time Robust Exponential Stability, denoted as " is DRES(ρ, C)", iff there exist constants C ∈ [1, ∞) and ρ ∈ (0, 1) such that
(Note that the restrictions C ≥ 1 and ρ = 0 immediately follow from the above equation.) Corresponding to the set of possible timings ∆t ...,k ,
is the set of possible A k .
Theorem 4.1. For the given control loop, CRES ⇔ DRES.
Proof. See section 7.
Stability Approach: To show DRES, a Common Quadratic Lyapunov Function (CQLF) is to be derived. Formally, we need to find P ∈ n×n such that
Difficulty: At this point, the straightforward extension of an existing method seems implausible:
A direct numerical approach based on a grid of possible ∆t k (e. g. grid-and-bound as in [Hee+10] ) suffers from exponential complexity with regard to the number m + p of sensors and actuators, which is also the dimension of the timing parameter space.
Similarly, an analytical approach which directly uses an explicit expression for A(∆t k ) suffers from the prohibitively large number of case distinctions corresponding to the (m + p)! of possible orderings of sensor and actuator times.
In the following, we present a solution to avoid these difficulties by splitting the dynamics into summands that can be treated independently.
Key Ideas and Theorems:
Theorem 4.2 (Decomposition). Using the problem structure, the transition matrix, which depends on m + p scalar timing variables, can be split into summands that depend on at most two scalars:
"Stable" refers to the assumption that the nominal case (perfect timing, i. e., ∆t = 0) is exponentially stable. "Small" annotates that lim |∆t|→0 ∆A ... = 0.
Proof. See section 6.
For a properly designed controller, the nominal case (∆t = 0) is stable, i. e., DRES is valid for some ρ n < 1. The resulting safety margin 1 − ρ n > 0 can then be used to prove stability up to a certain amount of timing deviation.
The following theorem shows the equivalence betweeen quadratic Lyapunov functions and a specific matrix norm. 
is a submultiplicative matrix norm. For x k+1 = Ax k , it represents the minimum decay of V (x) in the sense of
In general, norm bounds can be highly pessimistic. However, this norm can accurately capture stability of the nominal case x k+1 = A(∆t = 0)x k : There exists P with
where ρ{A(∆t = 0)} is the minimal possible stability factor ρ for DRES.
Proof. See section 8, theorems 8.2 and 8.4 for the proof and a formalization without "≈".
Theorem 4.4 (Norm Bounding). Choose P such that ρ n < 1, e. g., by the previous theorem. Then, stability under uncertain timing can be shown if the "∆" summands in (8), which represent timing deviation, are small enough:
Proof. See section 5, theorem 5.4.
Benefits:
Theorem 4.5 (Stability implies timing robustness). If the nominal case is stable, there always exist some nonzero timing bounds for which stability can be shown using theorem 4.4, as long as no numerical issues arise.
Proof. Consider the summands in (12) = ρ n + ∆A ... P for the timing bound |∆t| < δ with δ > 0. For the first summand, the assumption of nominal stability ρ{A(∆t = 0)} < 1 means that due to theorem 4.3, it is possible to choose P such that ρ n < 1.
The next step is to bound the remaining part of the sum below 1 − ρ n . Due to theorem 4.2, ∆A ... (∆t ... ) → 0 for ∆t ... → 0. By the definition of a matrix-valued limit, which will be given later in definition 5.4, this implies that for any desired bound ε > 0 on the deviations ∆A ··· P from the nominal case, there is a corresponding timing bound δ(ε) > 0 such that (|∆t| < δ ⇒ ∆A ... P < ε). Let ε be small enough such that the condition of theorem 4.4 is satisfied. Then, the system is stable for |∆t| < δ(ε).
Because nominal stability (ρ n < 1) must hold for the result of any controller design method, this has two important consequences:
• In theory, the approach is always guaranteed to return some nonzero timing range. In practice, numerical issues of the implementation may prevent success if ρ n is very close to 1.
• Independent of the approach, any control loop of the considered form which is stable for perfect timing is also stable for a small amount of timing deviation, even if timing or robustness were not considered in the design.
Remark 4.1 (Complexity). With increasing number of sensors and actuators, checking theorem 4.4 requires only a polynomially increasing number of matrix norm computations. The approach therefore avoids the exponential growth suffered by gridding the parameter space. In detail, the computation consists of determining P, ρ n , and then p + m + mp bounds on a one-dimensional function ∆A ... (δ) , where δ is a bounded scalar variable.
Remark 4.2 (Interpretability). Because each summand ∆A ... only refers to the timing variables of at most one sensor and one actuator, its maximum can be loosely interpreted as the amount of instability caused by the timing of one sensor/actuator (or one sensor-actuatorpair). This gives important hints on the timing sensitivity, which can be used to improve the design of the underlying real-time system, e. g. to give priority to sensors with high sensitivity.
Further Contents of this Paper The approach sketched above will be detailed and proven in the subsequent sections. To skip these technical details, jump to section 11 for experimental results and a conclusion.
Preliminaries and Notation
Definitions are denoted with a colon, e. g., a := b means that a is defined as b. We define as the real numbers, := {1, 2, . . . } and :
For a, b ∈ , the reversed product is defined as
I is the unity matrix and e j = 0 . . . 0 1 0 . . . 0 the j-th unit vector, both of appropriate dimension.
Definition 5.1 (Positive Definiteness). For the functions f , g : n → , we define
For the symmetric matrices F = F , G = G ∈ n×n ,
To define positive semidefiniteness, negative definiteness and negative semidefiniteness ( , ≺, ), the relation > is replaced by ≥, <, ≤ respectively.The restriction to symmetric F and G simplifies the further derivations, but does not restrict the results because only the symmetric part of a matrix contributes to the quadratic form:
Definition 5.2 (Norm [Ber09, pp. 597, 601]). The function · : S → [0, ∞) is a vector norm on S = n or matrix norm on S = m×n iff ∀x, y ∈ S, α ∈
and
Definition 5.3 (Euclidean Vector Norm). For x ∈ n , |x| := x x denotes the Euclidean norm, which is a vector norm.
Theorem 5.1 (Equivalence of Norms). All norms · a , · b are equivalent up to a bounded factor: 
Due to theorem 5.1, the result is independent of the chosen norms · X and · Y .
Definition 5.6 (Equi-Induced Matrix Norm [Ber09, pp. 607 f.]). Every vector norm · v on n leads to a corresponding equi-induced matrix norm · v on n×n , defined by
which is submultiplicative. The prefix "equi-" denotes that M is square.
Definition 5.7 (Spectral Norm). The spectral norm
of M is the maximum singular valueσ(M ), which describes the maximum growth of the euclidean norm | · | due to multiplication with M . It is the equi-induced matrix norm of the euclidean vector norm, and therefore a submultiplicative matrix norm. .38]). Any P 0 ( 0) can be decomposed into P =: P 1/2 (P 1/2 ) such that P 1/2 is lower triangular with positive (nonnegative) diagonal entries. For P 0, P 1/2 is invertible and uniquely defined.
Theorem 5.4 (Robust stability from norm bounds). Let A k = N i=0 A k,i with fixed N < ∞. Then, the system x k+1 = A k x k is DRES(ρ, C) for some C if there are a submultiplicative matrix norm · and a bound 0 ≤ρ < 1 such that i A k,i ≤ρ ∀k.
which proves DRES(ρ, C).
Decomposition
This section is concerned with the proof of theorem 4.2. This theorem allows decomposing the transition matrix A k , which depends on m + p timing variables, into summands which depend on at most two timing variables.
Definition and Discretization of a LIS
A simple definition of a linear impulsive system iṡ
For ease of notation, this definition is chosen such that the resulting trajectory is rightcontinuous, i. e., x(t + ) = x(t).
Extension of LIS to Concurrent Events
This definition cannot handle concurrent events τ i = τ i+1 , which is a problem for the basic case of perfect timing: In this case, all measurements and actuator updates occur at the same time t = kT . Therefore, the definition must be extended such that τ i+1 = τ i is permitted and yields the same result as the right-side limit τ i+1 → τ + i . Definition 6.1 (LIS with Concurrent Events). A more appropriate generalized definition is the following algorithm, which can be interpreted as a hybrid automaton:
(For concurrent events, i. e. τ i+1 = τ i , this step has no effect.)
If τ i+1 does not exist because there is only a finite number of events, use the unbounded time range
Trajectory The above algorithm yields an explicit formula for the trajectory of the linear impulsive system:
with N such that τ N ≤ t < τ N +1 and Π as defined in (14).
Model of Closed Loop as Linear Impulsive System
The closed loop defined in [GU19] can be rewritten in the framework of linear impulsive systems, similar to the derivations in [Gau+18] and [Rhe19] . Because the following model is merely a reduced version of the one presented in [Gau+18] , a detailed derivation is omitted.
State As noted before, the state is defined as
In the following, all block matrices are separated along the dimensions n p , n d , p, m of the four state components.
Continuous Dynamics
The plant dynamics are continuous and all other variables are constant between the discrete events:
Discrete Events The k-th control period is defined as the time range (k − 1/2)T < t ≤ (k + 1/2)T . Within this period, all sensors and actuators are updated near t = kT with a time offset ∆t:
S i := e i e i = diag(0, . . . , 0 i−1 times , 1, 0, . . . , 0) are selector matrices of appropriate dimension. The index "k" of the event times will later be omitted for better readability. Just before the end of the control period, at t = (k + 1/2)T , the new controller state and upcoming output are computed instantaneously from the recent measurements:
Note that the actual timing of the controller computation may deviate from this assumption by a bounded amount because updating the controller state has no physical impact. This can be proven by (28) and
Therefore, the only timing requirements on the controller are its data dependencies: Computation may start as soon all measurements are available and may take until the first actuator is updated.
Order of events With τ 0 := kT − T /2, the set of events (E i , τ i ) in the k-th control period is
which means that events in each period are numbered as i = 1, . . . , N e according to their temporal order and that all events occur exactly once. While the order of events with identical time τ i is ambiguous, this is not a problem since the following theorem guarantees that all possible orders lead to the same trajectory, thus, an arbitrary order can been chosen without loss of generality.
Theorem 6.1. The order of actuation and/or measurement events occuring at the same time τ i = τ i+1 does not change the system dynamics.
Proof. Consider the trajectory (28) of the linear impulsive system. If the i-th and (i + 1)-th event occur at the same time τ i = τ i+1 , this yields a trajectory x(t) = · · · E i+1 E i · · · . Reversing the order of these events changes the trajectory to x(t) = · · · E i+1 E i · · · . As will be shown later in (48), E i+1 E i = E i E i+1 holds for all measurement and actuation event matrices E i , E i+1 , so the trajectory remains unchanged.
Properties of Measurement and Actuation Event Matrices
In this section, properties of the combinations of event matrices for actuation and measurement will be stated, which will later lead to the proof of theorem 4.2. These properties follow directly from block matrix multiplication. For each of the properties, a loose interpretation will be given, which is not to be taken as a formal statement on its own. Notation In the following, ∀i is shorthand for ∀i ∈ {1, . . . , m} if it refers to E u,i , and ∀i ∈ {1, . . . , p} for E y,i . The same holds for ∀ j. Similarly, ∀δ is shorthand for ∀δ ∈ . The notation E a,... = . . . ∀a ∈ {"u", "y"} means that an equation is valid for both E u,... and E y,... .
Properties of a Single Event
Lemma 6.1. Actuation is unaffected by prior delays, as
whereas measurement is unaffected by subsequent delays:
However, measurement is affected by prior delays, as
Properties of Two Subsequent Events Lemma 6.2 (Zero products). Products of the form (E ... − I)e A cont δ (E ... − I) are zero, as long as the events are distinct and the combination is not "actuate, then measure":
Additionally, for δ = 0, i. e., no delay between the events, this product is always zero:
Proof. The lemma directly follows from block matrix computations for each case. Actuation of u j does not affect the subsequent actuation of u i = j :
Measurement does not affect subsequent actuation:
Measurement of y i does not affect subsequent measurement of y j =i :
However, actuation does affect subsequent measurements, i. e.
can be nonzero, except if the measurement happens immediately after actuation:
Lemma 6.3 (Commutativity). All measurement and actuation event matrices commute:
Proof. For (a, i) = (b, j), the statement is trivially true. Now consider (a, i) = (b, i): Lemma 6.4 (Long products are zero).
The result implies that any such product of length three and above is zero.
Proof. This is because there are 2 3 possibilities for (a, b, c), and for each the chain contains at least one product that is zero due to (41):
Proof of Theorem 4.2
Consider the complete k-th control period from x(t k−1 ), i. e., just after the controller state has been computed, until x(t k ), i. e. just after the next controller computation. As discussed above, the period starts with the event counter i = 0 at t = τ 0 := t k−1 = kT − T /2 and ends after event i = N e = m + p + 1 at t = τ N e = t k = kT + T /2. Equation (28) leads to x(t k ) = A k−1 x(t k−1 ) with the discrete transition matrix
X only contains measurement and actuation events, i. e., in the following analysis of X , all matrices E i are either E i = E u,... or E i = E y,... . Rewriting the product leads to
The above is a general expansion using the binary vector [ d 1 d 2 ... ] ∈ {0, 1} N e −1 , which encodes all 2 N e −1 possible combinations of the "I" and the "E i − I" cases by counting from
This expanded form can be split by i d i , the amount of how often a factor (E i − I) appears, to then apply the event matrix properties from section 6.3:
all summands except for the combination ...(E y,i −I)e A cont δ ...(E u, j −I)... are = 0 due to (41) and e A cont δ 0 Ie A cont δ 1 =e A cont (δ 0 +δ 1 )
=0 due to (50) and e A cont δ 0 Ie A cont δ 1 =e A cont (δ 0 +δ 1 )
According to this splitting of X , A k = A ctrl e A cont (τ N e −τ N e −1 ) X can be rewritten as
With t {u, y},i = ∆t {u, y},i + kT , this becomes
Setting this equal to the desired result of theorem 4.2,
leads to A(∆t = 0) = A k | ∆t y,0,1,...,m =∆t u,0,1,...,p =0 (62)
This proves the key equation of theorem 4.2. With
∆A uy,i, j can be rewritten as
Now, all ∆A ... are of the form M 1 (e A cont δ − I)M 2 , which simplifies the derivation of bounds. Next, the annotations "stable" and "small" in eq. (61) will be proven from the above result: Stability of A(∆t = 0) trivially follows from the fact that it is equal to A k for ∆t ... = 0 and we assume this nominal case to be stable. The matrices ∆A u,i and ∆A y,i are small in the sense of theorem 4.2 because lim ∆t u,i →0 ∆A u,i = 0 and lim ∆t y,i →0 ∆A y,i = 0. The same holds for ∆A uy,i, j because lim ∆t u,i −∆t y, j →0 (E y, j − I)(e A cont (∆t y, j −∆t u,i )
This concludes the proof of theorem 4.2.
Discretization
In this section, the equivalence of DRES and CRES will be shown using the fact that the overshoot between two discrete samples is bounded.
Theorem 7.1. The growth rate of the closed control loop during one control period is bounded: There exist constantsC ≥ 1,λ ∈ such that ∀k ≥ 0,
Note that this is not a stability result: Any discrete-time control effectively runs in open loop between the sampling instants, soλ > 0 if the uncontrolled plant is unstable (To see that this must be true, consider the case when the plant state is nonzero, i. e., x p (t k ) = 0, and all other entries of x(t k ) are zero).
Proof. Assume 0 < δ < T (the case δ = 0 is trivially true). The event matrices from section 6.2 are bounded by
which exists because they are constant and finite. Consider eq. (28) with N ∈ {0, . . . , m + p} as the number of events in (t k , t k + δ]. Note that by (35), the events are numbered such that the first event after t = τ 0 := t k has the number i = 1. By definition 5.2 and theorem 5.2,
(77)
Proof of theorem 4.1: CRES ⇔ DRES
The proof is similar to [AGD16, Prop. 2]. A generalized version of this argument is given in [NTS99] .
"⇒": Assume CRES(λ, D) and let ρ = e λT and C = D. Then, the system is DRES(ρ, C):
"⇐": Assume DRES(ρ, C), which implies 0 < ρ < 1. Let λ = log(ρ)/T , so λ < 0 and ρ = e λT . Assume t ≥ t 0 , since both CRES and DRES only refer to this time range. Define k(t) := (t − t 0 )/T as the integer k for which t k(t) ≤ t < t k(t)+1 . This implies k(t) ≤ (t − t 0 )/T and therefore ρ k(t) ≤ e λ(t−t 0 ) . Because theorem 7.1 bounds the ratio between x(t) and the previous discrete-time sample x(t k(t) ), the system is CRES(λ, D):
From Lyapunov Function to P-Norm
This section presents connections between the Lyapunov candidate function V P (x) := x P x and matrix norms. Theorem 8.2 (P-Norm). The P-norm, defined as
is a submultiplicative matrix norm with I P = 1.
Note that for all P 0, A P < 1 is equivalent to V P (Ax) ≺ V P (x). The P-norm can therefore be interpreted as the matrix norm which is equivalent to a quadratic Lyapunov function.
Proof. Because P 0, V P (x) = x P x is a vector norm [Ber09, Fact 9.7.30]. This norm can also be seen as the euclidean norm after applying a coordinate transformation, as
where P 1/2 is the Cholesky decomposition of P per theorem 5.3. If V P is a Lyapunov function, the transformed system is contractive, i. e., |z k+1 | = V P (x k+1 ) ≤ V P (x k ) = |z k |. V P (x) is a vector norm for x. The P-norm is its equi-induced matrix norm and therefore submultiplicative with I P = 1 due to definition 5.6 and theorem 5.2.
Theorem 8.3 (Computing P-norm via Spectral Norm). Rewriting the P-norm as
and changing variables to z with x = (P 1/2 ) − z leads to an explicit formula in terms of the spectral norm:
Theorem 8.4 (Extreme Quadratic Lyapunov Function). If a time-invariant system x k+1 = Ax k is stable, i. e., ρ{A} < 1, then there exists a quadratic Lyapunov function V P (x) that proves a stability factorρ arbitrarily close ("≈" in theorem 4.3) to the spectral radius ρ{A}:
Proof. Assume ρ{A} < 1 andρ > ρ{A}. Assume thatρ < 1, which is without loss of generality because the resulting P is also valid for anyρ > 1. Consider the "destabilized" systemx k+1 = Aρ −1x k , for which all eigenvalues and therefore the spectral radius are scaled byρ −1 . It is still stable, but almost unstable forρ → ρ{A} + .
Applying theorem 8.1 to Aρ −1 and any Q 0 shows that there is a P such that
Note that the resulting V P (x) is a Lyapunov function for both Aρ −1 and A.
Theorem 8.5 (Spectral Radius Bound via Matrix Norms [Jun09, Proposition 2.6]). Any submultiplicative matrix norm · S leads to an upper bound of the spectral radius:
Remark 8.1 (Extremal P-norm). In the general case, there is no lower P-norm than the one guaranteed by theorem 8.4. Especially, it is not generally possible to find a P such that A P = ρ{A} holds exactly.
Proof. Due to theorem 8.5, A P ≥ ρ{A} always holds. The remainder of this proof is to show by example that "=" is not generally possible, i. e.,
Assume A as given in the previous equation. Here, ρ{A} = ρ < 1. All P 0 can be parameterized using theorem 5.3 as
By theorem 8.3,
where σ 2 i are the eigenvalues of M M , which are the solutions of
In the limit A P → ρ{A}, this results in c → ∞ or a → 0, so that P 1/2 or (P 1/2 ) −1 become numerically problematic. This motivates that a numerical solution for P should stay away from this limit, but rather keep some distance A P −ρ{A} > 0 to ensure numerical robustness. The source code provided in section 11 contains symbolic and numeric computations for this example in notes/matlab_counterexample_for_existence_of_extreme_P.m. 
is expanded up to order r ≥ 0, and the remainder E is bounded.
Implementation Applying this idea leads to
As h(|τ|) is a polynomial of |τ| with nonnegative coefficients, it is nondecreasing for increasing |τ|. Therefore, its bounds for |τ| ∈ [0, δ] are h(0) = 0 and h(δ):
For computation, it is rewritten as
As lim δ→0 + h(δ) = 0, this bound preserves the property ∆A ... (∆t ... ) P → 0 for ∆t ... → 0 (105) from theorem 4.2, and therefore also the feasibility result from theorem 4.5. In the implementation, r = 10 is used.
Verified Numerical Implementation
To ensure a safe overapproximation despite finite numerical precision, interval arithmetic is used to determine all norms and norm bounds. This leads to an overapproximated, i. e., pessimistic but guaranteed result. The numerical approximation of P 1/2 results in an approximate value K = P 1/2 without guarantees on the error K − P 1/2 to some "nearest" valid solution for P 1/2 . LetP = K K be the corresponding replacement for P. If there is a boundρ such that A k (∆t k = 0) P <ρ < 1, this approximation is usable to show stability for some timing bounds. Otherwise, the stability analysis has failed.
Computing a guaranteed bound forρ despite numerical errors is possible using interval arithmetic in the computation of A k (∆t k = 0) P via the spectral norm, as will be explained later.
To show stability using theorem 4.4, ∆A ... P < 1 −ρ must be checked. A bound on each summand is computed by evaluating section 9.1 in interval arithmetic.
The use of interval arithmetic has the advantage that small uncertainties in the plant model A p , B p , C p and the period T can be explicitly considered. Because the result of the presented approach is a Common Quadratic Lyapunov Function, the same stability result also holds if the uncertainties are time-varying (theorem 5.4).
Interval Computation of the Spectral Norm
By [Rum10, p. 5], an upper bound for the spectral norm of matrices with small entries can be efficiently computed by
For general matrices, relatively precise bounds for the spectral norm can be determined from the singular value decomposition Σ = U AV , where Σ = diag(σ 1 , . . . , σ n ) is the diagonal matrix of singular values of A, U U = U U = I and V V = V V = I [Ber09, Theorem 5.6.3 and Fact 3.11.4]:
LetṼ be a numerical approximation of V with unknown accuracy. All following computations must be in interval arithmetic and are due to [Rum10, Theorem 3.2]. Compute D + E =Ṽ A AṼ , where D = diag(d 1 , . . . , d n ) is the diagonal part and E the rest, to approxi-
By (106), compute α such that I −Ṽ Ṽ σ ≤ α < 1 and ε such that E σ < ε. Then,
This computation has a complexity of O(n 3 ) [Rum10, p. 378].
Interval Computation of the Matrix Exponential
The matrices M 1 , M 2 in section 9.1 depend on e A cont T /2 in some cases. Therefore, a validated computation of the matrix exponential is required. This is done using functions provided by the Python mpmath library. This also solves the problem that A cont T /2 may be not exactly known or not exactly representable by floating point values.
Computational Complexity
The exponentiation of interval matrices with specified accuracy is NP-hard [Gol09] and therefore any known algorithm is of worse than polynomial complexity. As the dimension of A is n = n p + n d + m+ p, this suggests that an increase in the number m+ p of sensors and actuators leads to an exponentially (or worse than polynomially) increasing amount of computation time, effectively invalidating the advantage stated in remark 4.1 (Increasing m + p requires only a polynomially increasing number of norm bounds).
However, this is not true, as the structure (30) of e A cont τ reveals that only the terms e A p τ and τ 0 e A p ξ dξB p need to be computed. For constant A p , all terms except B p are fixed, so that increasing m only incurs the polynomial complexity of matrix multiplication, and p is irrelevant for this step.
Synthesis of P via LMIs
To show stability using theorem 4.4, the CQLF matrix P must be determined such that the boundρ is less than 1: While theorem 8.4 provides an explicit solution for P with minimal A(∆t = 0) P , the resulting ∆A ... P are often prohibitively large. Therefore, a better approach based on optimization of LMIs is presented in this section.
It should be noted that any approximations in this section do not restrict the validity of the final analysis: Theorem 4.4 is true for any P 0, as the underlying theorem 5.4 is valid for any submultiplicative matrix norm. The condition P 0 is checked during the computation of (P 1/2 ) −1 . In summary, if the stability test succeeds for an arbitrary P, the system is indeed stable, whereas if it fails, no conclusion can be drawn.
LMI Equivalence of Norm Bounds
The minimum or maximum eigenvalue λ {min,max} can be formulated as LMI 
A similar result for the P-norm can be derived from its definition and the definition of (cf. section 5):
LMI Problem Formulation
To use the efficient framework of LMIs, the P-norms in (109) can be expressed using (117) as is not a valid LMI because (118) contains a product of the optimization variables P andρ. Additionally, to avoid numerically ill-conditioned P, the constraint
with γ > 0 is added. (Note that λ max (P) < 1 is equivalent to λ max (P) < C < ∞ for any C > 0, since scaling P affects neither · P nor λ {min,max} (P).)
The optimization then becomes max P∈ n×n ,γ>0 γ subject to (118), (119) and (122),
where the desired norm boundsρ and β are constant within the LMI and instead optimized in an outer loop. The numerical robustness is additionally improved by preconditioning as detailed in section 10.4. While in theory, should be set of all ∆A {u,y,uy},... for a representative set of timings, this would be prohibitively large for systems with many sensors and actuators. It is instead approximated as the set
representing eight extreme combinations of ∆t u and ∆t y .
Optimization ofρ and β
In the previous LMI, the parametersρ and β must be given, whereas the actual goal is to minimize the analysis resultρ. By (120), neglecting the approximation of ,
soρ and β should be as small as possible. However, the theoretical boundsρ > A P > ρ{A} and β > ∆A i P constitute a lower limit. A small additional safety margin is required to avoid numerical issues. The implementation uses a fixed 20% margin forρ, i. e.,ρ = 0.8 + 0.2ρ{A} ∈ (ρ{A}, 1), and a heuristic search strategy for β :
1. Initially, β = 1 4 1−ρ m+p+mp and δ = 2, where δ will be explained later.
2. Repeat the following three times:
• Compute P andρ
• In the exceptional case of A P > 1, the system is probably unstable. Then, retry with smaller β (or exit with error).
• If γ < 10 −5 , update δ := 0.45δ.
• Update β := δβ
3. Return the lowestρ found and the corresponding P.
For δ = 1 and ∆A ... P proportional to β, this would converge toρ = 1 at the second iteration. A larger value of δ potentially achieves lowerρ at the cost of lower robustness γ. Experiments suggest that it also helps to speed up convergence.
LMI Preconditioning
To improve speed and accuracy of the LMI solver, a state transformationÃ = R −1 AR and = {R −1 DR|D ∈ } is applied. By the definition of previous LMI, the ideal robustness γ = 1 would be achieved withP = I. Assuming ∆A i ≈ 0 andρ ≈ 1,P = I is a solution if
Therefore, R should be chosen such that Ã σ < 1.
A lemma required for the following derivation is that A
The computations of section 10.2 are denoted as P LMI (A, ,ρ, β) . For improved accuracy, this original LMI is reused as follows:
1. Compute a quadratic Lyapunov function for the nominal case: P nominal = P LMI (A = A, = ,ρ = 1, β = 0), therefore A P nominal < 1 (in practice: ≈ 1). 
Choose
This derivation shows that the norm bounds concerningρ and analogously also β hold unchanged.
As the computation never uses P, but only P 1/2 , it is desirable to derive an inverse transform for the Cholesky decomposition.
Proposition: This inverse transform is (P 1/2 ) = (P 1/2 ) R −1 .
Proof: The statement is true because the Cholesky definition is unique (theorem 5.3) and the proposed value of P 1/2 fulfills all three conditions of the definition of the Cholesky decomposition: a) P 0 due to (127) andP 0. b) P 1/2 fulfills P 1/2 (P 1/2 ) = P, so it is either the Cholesky decomposition or a transformed (e. g., transposed) variant. c) (P 1/2 ) is upper triangular with positive diagonal entries (UT + ) because:
• It is the product of UT + matrices: (P 1/2 ) and R −1 = (P 32 0.980 9.9 · 10 −8 328.9 2904.9 All values are rounded up to the last shown digit. Times are wall-times in seconds on an Intel i7-8750H CPU with 16GB RAM. n = n p + n d + m + p: Total state dimensioñ ρ: Upper bound on stability factor with interval arithmetic ρ approx : Fast approximation ofρ t approx , t: Time for computingρ approx , ρ. Modified system parameters are indicated as 2n (dimension doubled by repetition) and K∆t (timing variable(s) increased by factor K) 
Experimental Results
The approach was prototypically implemented in Python using CVXPY for LMIs and mpmath for interval arithmetic. (Source code licensed under GPLv3 is available at https://github. com/qronos-project/timing-stability-lmi.) Stability could successfully be proven for examples C2 and D2 from [GU19] , for which no previous stability result is known. These examples are the one-(C2) and three-axis (D2) angular rate control of a linearized quadcopter with a period of 10 ms and a timing uncertainty of ±1 %. Example D2 is a multivariable system with m = 4, p = 3 and a total dimension of n = 16. Table 1 compares the results and computation times obtained using interval arithmetic (ρ, t) with those from a simplified approximation (ρ approx , t approx ), in which the norm bounds from section 9 are replaced by the floating-point maximum max τ ∆A ... (τ) over 100 samples of τ. While this approximation is not guaranteed to be correct, it is about eight times faster. The small deviations |ρ approx −ρ| show that the norm bounds are accurate.
While stability (ρ < 1) can be shown for example D2, this does not hold for doubled timing uncertainty (D2 b ), which may be due to conservatism or due to actual instability. To analyze the scalability, the dimension of D2 was doubled by block-diagonal repetition. The resulting system D2 c of dimension n = 32 can still be analyzed approximately within six minutes and verified within one hour, however at the cost of increased conservatism: Stability can only be shown for reduced timing uncertainty (D2 d , ∆t y reduced to 1/10th).
Conclusion
We presented a stability verification approach for control systems with multiple inputs and outputs under uncertain timing for sensing and actuating. Here, the challenge is that the system dynamics depends on the combination of all individual timing variables, that is, varying jitter for each sensor and actuator. To avoid the resulting curse of dimensionality, we exploit the system model's structural properties: A decomposition of the discrete-time dynamics leads to summands with at most two timing variables. Subsequently, we can bound these summands in terms of a norm that corresponds to a Common Quadratic Lyapunov Function (CQLF). The experimental results show that our approach facilitates the stability analysis for moderately complex systems for which, to the best of our knowledge, previously no analysis methods were known.
Future research will be concerned with extending the approach to the nonlinear case and improving the scalability by a more efficient implementation.
