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The work in this thesis is directed towards understanding the chemistry of free 
radical and transient species primarily in plasmas and flash photolytic reactors using 
infrared and Raman laser-based techniques. The introduction of the general properties of 
glow discharge and the applications of tunable infrared diode laser absorption 
spectroscopy (TDLAS), optical emission spectroscopy (OES) and FTIR absorption 
spectroscopy in the plasma diagnostics were presented in the first chapter. The principle 
of infrared diode laser, OES and the experimental set up of the dc discharge cell, TDLAS, 
OES and FTIR absorption spectroscopy as well as Gaussian 98 calculation methods were 
delivered in Chapter 2. 
In Chapter 3, the translational, rotational and vibrational distributions of CO in an 
acetone/argon dc plasma have been characterized by using TDLAS and FTIR absorption 
spectroscopies. A broad vibrational distribution of CO was observed with gradually 
decreasing intensities from the fundamental band to υ = 12 ← 11. When nitrogen was 
added to the plasma, the distribution became narrower. The rotational distribution can 
generally be fitted to a Boltzmann distribution within each vibrational level although the 
rotational temperature is highest for the lowest vibrational quantum number.  
In Chapter 4, the plasma chemistry of transient species in CH3CN and CH3SCN dc 
discharges was studied semi-quantitatively using TDLAS, OES and FTIR spectroscopies 
with focus on CN and/or CS transient species. The vibrational spectra of CS and CN in 
these plasmas have been recorded using TDLAS and the concentrations of CN and CS 
were determined aided by vibrational intensity calculations performed at UB3LYP/6-
311+G** level of theory in Gaussian 98. It was also found that under high plasma current 
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1.1 Physical properties of plasmas 
 
1.1.1 What is a plasma?  
 
When a sufficiently high voltage is applied across two electrodes immersed in a 
gaseous medium, atoms and molecules of the medium will break down electrically, 
forming electron-ion pairs and permitting current to flow. The phenomenon of current 
flowing through a gaseous medium is termed a “discharge”. Irving Langmuir and his 
collaborators were the first to study the phenomena in the discharge in the early 1920’s 
and it was Langmuir who gave the ionized gas the name of ‘plasma’ [1].  
The plasma is considered the fourth state of matter beside solid, liquid and gas. In 
fact, most of the observable matter in the universe is in the plasma state [2]. Plasmas can 
be divided into high-temperature plasma and low-temperature plasma and a further 
subdivision of the low-temperature plasma relates to local thermodynamic equilibrium 
plasma (LTE plasma) and non-local thermodynamic equilibrium plasma (non-LTE 
plasma) (Table 1.1) [3].   
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Table 1.1 Classification of plasmas. Taken from reference [3]. 
Low-temperature Plasma High-temperature Plasma 
LTE plasma 
Te ≈  Ti ≈  Tt ≤ 104 K 
(Tt gas temmperature) 
Non-LTE plasma 
(cold plasma, glow discharge) 
Ti ≈  Tt  ≈  300 K 
Ti << Te ≤  105 K 
Te ≈  Ti ≥  107 K 
 
In a non-LTE plasma, which is normally discharged at low pressures, 
thermodynamic equilibrium is not reached, even on a local scale, between the electrons 
and the heavy particles. The temperature of the electrons can reach 104 to 105 K (1 – 10 
eV), while the gas temperature can be as low as room temperature [4]. This type of 
plasma has been developed specifically based on its non-equilibrium properties and its 
capability to cause physical and chemical reactions with the gas at relatively low 
temperatures. In such plasmas, the electric fields can impart significant energy to the 
electrons and ions but the plasma will still remain cold enough to support a multitude of 
chemical reactions, which is critical for the processing of many modern materials. Such a 
plasma is also called a cold plasma or glow discharge. It is worthy to point out that terms 
like non-LTE plasma, non-thermal plasma, glow discharge, and cold plasma refer to the 
same kind of plasma.  
Table 1.2 summarises the properties of the three major particles (neutral atoms, 
ions, and electrons) found in the glow discharge [5]. The difference in the population 
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between the neutral and the charged particles is due to the small probability of ionization 
in a cold plasma.  
Table 1.2 Properties of particles in plasmas. Taken from reference [5] 
Property Neutral atom/molecule Ion Electron 
Density High Low Low 
Kinetic energy 
(temperature) Low Low High 
Internal energy Possible (metastable) Possible  Not possible 
 
1.1.2 Plasma temperature 
 
One of the important physical parameters defining the state of a neutral gas in 
thermodynamic equilibrium is its temperature, which represents the mean translational 
energy of species in the system. There are several terms for temperature in the plasma: 
Gas Temperature, Tt (called translational temperature), ion temperature, Ti, and electron 
temperature, Te [6]. In the cold plasma the electron temperature is most important 
because electrons possess the most energy in the system and dominate almost all the 
reactions in the plasma.  
The electron temperature is related to the average energy of electrons, Wav by  
Wav = 3/2 kTe         (1-1)  
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There are two theories describing Wav, in which the first one is the Maxwellian energy 




WWWWf −= −       (1-2) 
Due to the simplifying assumptions, the Maxwellian distribution provides only a first 
approximation of the energy (or velocity) distribution in the plasma. In low pressure 






WWWWf −= −      (1-3) 
A low electric field is assumed so that fewer energetic electrons are produced. It follows 
that fewer inelastic collisions will take place and hence these collisions can be neglected 
compared to elastic collisions. Another assumption is that the electric field frequency is 
lower than the collision frequency and that the collision frequency is independent of the 
electron energy. Fig. 1.1 illustrates Maxwellian and Druyvesteyn distributions for a 
sample of several average electron energies. As can be seen, the Druyvesteyn distribution 
is characterized by a shift toward higher electron energies, as compared to the 
Maxwellian one. The Druyvesteyn distribution function gives a better approximation than 
the Maxwellian one for the electron energy distribution in the non-LTE plasmas [4]. The 
Druyvesteyn distribution tends to possess a higher average electron energy and since 
electron impact dissociations are produced by the high energy tail of the distribution, the 
rates of ionization are predicted to be higher if electrons follow this distribution.  
 
 
 CHAPTER 1 1ntroduction 
 
5 
Figure 1.1 Electron energy distributions according to the Druyvesteyn and Maxwell 
distribution. The numbers indicate the average electron energy for each distribution. 
Taken from reference [4].   
 
1.1.3 Debye length and plasma sheath 
 
Other important parameters in the plasma are the Debye length and plasma sheath. 
The electrical potential distribution of a charge carrier inside a plasma is different from 
the corresponding distribution in a vacuum. In the plasma, each charge carrier polarizes 
its surroundings and thereby reduces the interaction length of the Coulomb potential. The 
response of charged particles to reduce the effect of local electric fields is called Debye 












kTελ        (1-4) 
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where ne is the electron density, and Z is the charge of the ion. An example of typical 
values found in a cold plasma is Te = 1 eV, ne = 1010 molecule cm-3, and λD = 74 µm [4].   
 The plasma is always at a positive potential relative to any surface in contact with 
it because the electrons reach the solid surface and recombine with it at a higher rate than 
ions, hence leaving behind a positive region. This layer of positive space charge that 
exists around all surfaces in contact with the plasma is called the plasma sheath. The 














        (1-5) 
where mi is the mass of the ion. The thickness of the plasma sheath is related to the 
Debye length. It also depends on the collision mean free path in the plasma and is 
affected by any external bias applied to the surface.  
 
1.2 DC glow discharge  
 
1.2.1 General characteristics of a dc glow discharge 
 
In most cases, radio frequency (rf), microwave, hot filament and direct current (dc) 
plasmas are utilised for growing films. This process is normally called Plasma-Enhanced 
Chemical Vapour Deposition (PECVD). Since only the dc discharge was utilised in this 
work, the general characteristics of the discharge will be described in this section. Fig. 
1.2 illustrates a simple dc discharge chamber in which there are two parallel electrodes. 
The chamber was equipped with an outlet port for connection with the pump and an inlet 
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port for introducing gases. A dc potential is applied across the electrodes to initiate and 
sustain the discharge. The electrons are accelerated by the electric field and subsequently 
collide with the neutral atoms and molecules. When the applied voltage reaches a certain 
threshold value, electrons attain sufficient energy to cause ionization of the atoms or 
molecules through inelastic collisions. A large amount of energy is transferred to these 
species in such collisions. The electrons produced in these ionization processes are in turn 
accelerated by the electric field and produce further ionizations by impacting with other 
species in the gas. Thus an electron avalanche process, also called electron multiplication 










Figure 1.2 Schematic structure of a dc glow discharge.  
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1.2.2 Physical structure of a dc glow discharge 
 
Eight regions can be distinguished in a normal dc discharge. A diagram of the 
different light-emitting regions in a dc discharge is shown in Fig. 1.3 as well as the 
voltage drop, space-charge densities and current densities over these regions [12]. 
Electrons emitted from the cathode are accelerated towards the anode. Close to the 
cathode, the electrons have very low energies (1 – 2 eV) and only after acceleration can 
more inelastic collisions with the gas species take place leading to light emission from 
excited molecules. These collisions usually occur further away from the cathode surface, 
hence a dark region called the Aston dark space is located next to the cathode. In the 
cathode layer region, the electrons reach an energy which corresponds to the maximum 
excitation function of the gas species, thus leading to the brightness of this layer. In the 
cathode dark space, the electron energy exceeds the maximum value of the cross-section 
excitation curve and thus the light emission is reduced. The major part of the voltage drop 
across the discharge occurs in the cathode region and is called the cathode fall potential. 
Ionization also occurs very effectively in this region due to very energetic electrons, 
hence both the density of ions and electrons increase.  
Adjacent to the cathode dark space is the bright, collision-rich negative glow 
region. The visible emission coming from this region is the result of gas-phase excitation 
and ionization collision processes. A sharp boundary separates the cathode dark space 
from the negative glow, which becomes progressively dimmer towards the Faraday dark 
space. The intensity of light decreases as the electrons have lost much of their energy 
after passing through the negative glow. Next to the Faraday dark space is the positive 
column. In general, the volume of positive column is the largest of these zones thus it is






Figure 1.3 Diagram of the spatial distribution of dark and luminous zones, electric field 
X, space-charge densities ρ+ and ρ -, and current j+ and j- in a glow discharge. Taken from 
reference [12].  
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the most prominent of the zones in the discharge column. Close to the anode, the 
electrons are attracted and accelerated again, causing excitation of gas molecules and 
producing the anode glow [13].   
The transport of current through a glow discharge occurs by the axial motion of 
electrons and positive ions. The flow of current through the cathode zones can be 
understood by referring to the distribution of the electric field, which is its axial 
component, as shown in Fig. 1.3. The field has been found to be large at the cathode, 
decreasing in intensity towards the negative glow. After passing a minimum in the 
Faraday dark space, it stays constant throughout the positive column and only rises again 
at the anode. Therefore, in a normal glow discharge, the cathode fall and the current 
density remain at constant value, even if the external itself is varied. As the current is 
increased, the glow will spread to cover a greater area of the electrodes. Once the whole 
electrode has been covered, an increase in the current density is needed in order to 
increase the total current. The cathode fall potential becomes larger in order to push more 
energetic electrons into the discharge. An abnormal glow discharge is formed when the 
fall potential increases with the current. Such discharges are normally used for industrial 
applications such as thin-film formation where a greater power density is required [12].  
 
1.3 Applications of plasma diagnostic techniques 
 
The purpose of plasma diagnostic is to better understand and control plasma 
processes. The majority of molecular plasmas are characterised by high chemical 
reactivity due to the large concentrations of transient or stable chemically active species 
present. Non-invasive diagnostic techniques have been developed for the investigation of 
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plasmas, such as laser-induced fluorescence (LIF), mass spectrometry, Raman 
spectroscopy and in particular, absorption spectroscopy and Optical Emission 
Spectroscopy (OES). These techniques are compared in Table 1.3 [14]. Because Tunable 
Infrared Diode Laser Spectroscopy (TDLAS), OES and Fourier Transform Infrared 
(FTIR) absorption spectroscopy are utilised in this work for the detection of transient and 
stable species in the plasma, applications of these techniques in the plasma diagnostic 
will be briefly discussed in this section.  
 
 
Table 1.3 Comparisons of various popular  
diagnostic techniques for plasmas. Taken from reference [14] 
 OES TDLAS FTIR  LIF Raman 
Cost Low High High High High 
Implementation Simple Difficult Difficult Difficult Difficult 
Ground state atom/molecule 
detection 
Difficult Yes Yes Yes Yes 
Concentration measurement 
of ground state spies 
No Yes Yes Yes Yes 
Sensitivity Very Good Very Good Good Very good Poor 
 
1.3.1 Applications of TDLAS in plasmas 
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Tunable infrared diode laser absorption spectroscopy (TDLAS) allows virtually 
unambiguous identification of species, even in a complex gas mixture. This technique has 
been widely used in the diagnostic of various kinds of plasmas. For example TDLAS has 
found good applications in the detection of SiHx (x = 1-3) radicals and silicon-containing 
anions and cations in silane discharges which can be used to produce high quality 
amorphous silicon films for electronic applications. It is currently believed that the 
neutral hydride radicals, especially SiH3 and SiH, are the essential precursors for the 
formation of silicon films in plasmas [15]. Hence it is important to detect these species 
and thereafter investigate their behaviors in the plasma. Fundamental transitions and 
some hot band lines of SiH radicals in silane discharge have been detected by Davies et 
al. [16] while the υ2 band of SiH2 centred at 999 cm-1 has been detected by Yamada et al. 
[17]. Itabashi detected the SiH3 radical in a pulsed SiH4/H2 discharge by passing the 
resonant diode laser 40 times through the discharge [18]. They measured the SiH3 density 
and employed this species as a diagnostic probe for the silane deposition plasma. Lon and 
Jasinski [19] used TDLAS to probe the kinetic of potentially important reactions in 
silicon CVD, including the reactions of SiH3 with SiH3, H, CCl4, SiD4, Si2H6, and Si2H6. 
From the kinetic data they found that SiH3 is a long-lived species under typical CVD 
conditions and is therefore potentially important during plasma and photochemical 
deposition of silicon. In addition, numerous charged silicon-containing species have been 
detected by TDLAS. Some examples include the fundamental band of SiH+ centred at 
2088 cm-1 [20], υ2 and υ4 fundamental bands of SiH3+ at 838 cm-1 and 928 cm-1 
respectively [21], two bands of A2ΠuÅX2Σg+ transition of Si2+ centered at 755 cm-1 and 
1289 cm-1 respectively [22] and the fundamental band of SiCl+ at 678 cm-1 [23].   




Figure 1.4 Typical TDLAS spectrum of CF2 radical around 1096 cm-1 recorded using 
first-derivative (1f) detection. Taken from reference [26].  
 
The study of fluorocarbon plasmas is of great interest for their applications in 
silicon dioxide etching and in depositing low-dielectric constant fluorocarbon thin films. 
The CF2 species is believed to be an important transient species in this kind of plasmas. 
Davies conducted an early diode laser measurement of CF2 in the microwave discharge 
of CF2CFCl mixed with Ar and detected the υ1 fundamental band of this species centered 
at 1225 cm-1 [24]. Later the υ2 band of CF2 centered at 666 cm-1 was also detected but the 
intensity was very low [25]. Wormholdt [26] measured the absolute concentrations of 
CF2 and C2F6 in CF4 rf plasmas using TDLAS and studied the variation of the 
concentrations of these species as functions of total pressure and rf power. Haverlag et al. 
[27] measured the absolute concentration of CF2 in an rf discharge operated with either 
CF4, CHF3, C2F6, or CF2Cl2 as the precursor and found that the partial pressure of CF2 is 
around 1% – 5 % of the total pressure in most of these discharges. Oh et al. [28] probed 
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CF2 and CF2O during the CH3F/CF4 plasma etching of silicon and silicon dioxide. The 
diode laser measurement of CF2 concentration was found to be useful for the monitoring 
of etching rates while the diode laser monitoring of CF2O during etching of SiO2 is 
potentially useful as an end point indicator. A typical TDLAS spectrum of CF2 is shown 
in Fig. 1.4.  
TDLAS can also be used for the detection of the electronic spectra of some atoms. 
For example, Wormhoudt et al. [29] probed Cl atoms in a Cl2 glow discharge by the 
magnetic-dipole-allowed transition 2P1/2 Å 2P3/2 at 882.36 cm-1 between spin-obit split 
levels of the ground electronic level using TDLAS. Example of the TDLAS spectrum of 
Cl atom is shown in Fig. 1.5. The gas temperature and absolute concentration of atomic 
chlorine were measured in their work. Richards et al. [30, 31] employed high frequency 
wavelength modulation of diode laser to measure the Cl atom density for a wide range of 
Cl2 and CF3Cl plasmas. Stanton [32] and Loge [33] have made similar measurements of 








Figure 1.5 TDLAS spectrum of Cl atoms in a Cl2 rf discharge for (a) a direct absorption 
scan, (b) a corresponding second-derivative (2f) scan and (c) the scan in (b) after 
subtraction of superimposed etalon background scan. Taken from reference [29].  
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1.3.2 Applications of OES in plasmas   
 
Emission spectroscopy is the most widely used optical techniques for glow 
discharge characterization due to its simple implementation and high sensitivity. In the 
early stage, Harshbarger et al. [34] first undertook a simple study of the resolved 
emission from a standard parallel plate plasma reactor where Si was etched with a 
mixture of CF4/O2. They found that the F and O atoms are active in the etching process. 
Booth [35] studied the kinetics of O and F atoms in O2-based plasmas by time-resolved 
optical emission spectroscopy (actinometry) in modulated plasmas. Cruden et al. [36] 
examined the emission spectra of CF2 and CF in pulsed C2F4 and CF3CF2CF2O plasmas.  
OES has also been frequently used to investigate the PECVD of silicon and 
silicon-containing films. Mataras et al. [37] measured the spatial concentration profiles of 
ground-state and excited state SiH in a silane rf dicharge using laser-induced fluorescence 
and OES respectively. Their results indicated a close correlation between concentration 
profiles of the species and local electron energy distribution. Tochikubo et al. [38] 
studied SiH4/H2 rf discharges using the emission spectra of Si, SiH, H and H2 as probes 
and found that there exists a considerable population of negative ions compared with 
positive ions in high-frequency discharges in SiH4.  
When the synthesis of submicron, amorphous, silicon nitride powders were 
performed using an rf discharge, Ho [39] identified Si, H, SiH, NH, and N2 in the OES 
spectra. However the emission spectrum of SiN could not be observed. In an 
investigation on SiCl4 and SiCl4/Si plasma for etching processes, Tiller [40] observed 
emission signals from SiCl, SiCl2, SiCl3+, Si, Cl, and Cl2. He reported that the relative 
emission intensity of these species depended strongly on the plasma conditions thus OES






Figure 1.6 (a) OES spectrum of a Si/NH3 plasma. Taken from reference [39]. (b) OES 
spectrum of a SiCl4 plasma. Taken from reference [40]. 
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can be used for controlling the plasmas and etching conditions as well as the state of the 
reaction and the vacuum system. Fig. 1.6 shows some representative OES spectra of 
Si/NH3 plasma and SiCl4 plasma.  
1.3.3 Applications of FTIR absorption spectroscopy in plasmas  
 
The techniques of FTIR and at an earlier stage, IR absorption spectroscopy were 
often used for real-time plasma diagnostic mainly for the detection of stable products and 
high concentration species. One advantage is that it is easy to distinguish different 
particles in the plasma because infrared absorptions are at different characteristic 
wavelengths. In an early work, Poll et al. [41] studied the use of IR spectroscopy to 
evaluate the partial pressures of potential reactants and products in plasma etching with 
fluorinated gases, such as CF4, C2F4, C2F6 n-C3F6, C3F8, SiF4 and COF2. Nishizawa et al. 
[42] monitored the variation of IR absorption peaks of CF4, C2F6 and C3F8 and the 
products SiF4 as a function of time during the reactive ion etching of Si by CF4, C2F4 or 
C3F8 and proposed possible reaction processes responsible for the etching. Nishizawa et 
al. [43] also used IR spectroscopy to probe the gas phase species during molecular-layer 
epitaxy of silicon by SiH2Cl2 and H2. Another advantage of FTIR measurement is that the 
data collected also contain information on the temperature of the absorbing species. For 
example, Cleland and Hess used in-situ FTIR spectroscopy to measure the rotational 
temperature and dissociation in an N2O discharge, which can be used as a reactant gas for 
PECVD deposition of SiOx, SiOxNy and phosphosilicate glass [44]. 
The halogen-containing plasma products have strong dipole moment derivatives 
and are therefore strongly infrared-absorbing products in the plasma. These products are 
good candidates for detection by IR absorption since halogen-based gases (e.g. Cl2, CCl4, 
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BCl3, CF4) are the gases of choice for etching many materials of interests in device 
fabrication (Si, SiO2, SiNxHy, Al, W) [45]. Cleland [46] monitored gas phase product 
species resulting from the etching of aluminium and heavily doped n-type polycrystalline 
silicon in a Cl2 plasma. Gas phase AlCl3 and perhaps AlCl species were observed during 
Cl2 plasma etching of Al, wihile SiCl4 was the only infrared-absorbing product detected 
during the Cl2 plasma etching of n-type poly-Si. O’Nell et al. [47] monitored the FTIR 
absorption during plasma etching of Si by either CF4, CF3Cl, CF2Cl2, CFCl3 or CCl4. A 
high degree of fluorination rather than chlorination was seen in the products when both F 
and Cl were present in the reaction. Goeckler et al. [48] conducted a FTIR spectroscopy 
measurement of a CF4 plasma in an electron-cyclotron etching system. They monitored 
CF3 and CF4 and calculated the densities of these species from the strength of the 
measured absorptions. In this study they found that the CF4 density depended only on the 
plasma density. The CF3 density was approximately 20% of the total density and 
depended on the product of the plasma density and the CF4 density. The upper limit of 
CF2 density was 1.6 × 1013 molecule cm-3 over the entire parameter range explored.  
This method has also been used to probe many types of PECVD processes. 
Kobayashi et al. [49] utilised FTIR spectroscopy to probe the gas above the substrate in 
selective CVD of tungsten using WF6 and SiH4 plasmas. The infrared spectra show that 
trifluorosilane (SiHF3) is the main by-product species, and that silicon-tetrafluoride (SiF4) 
is less than 20%-25% of SiHF3 in density.  
1.3.4 TDLAS, OES and FTIR diagnostics of hydrocarbon plasmas 
 
Hydrocarbon plasmas are of great interest in PECVD processes for the deposition 
of hard carbon and graphite films in PECVD processes [50, 51]. For example, diamond 
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film growth has been demonstrated by numerous chemical vapor deposition methods [52-
57]. In particular, methane plasmas were extensively studied and used to deposit 
amorphous carbon and nanocrystalline diamond films [58-63]. Apart from the studies on 
the near-surface species and reactions, investigations have concentrated on probing the 
gas-phase species and reactions with the goal of deducing the critical precursor species 
for diamond growth [64]. The aim of such research was to discover some internal 
mechanisms of these plasma systems and understand how these films were grown in the 
plasmas. In any case, information about the electrons, the neutral gas temperature and the 
transient or stable plasma reaction products, in particular their ground state 
concentrations, is the key to an improved understanding of the chemistry in molecular 
non-equilibrium plasmas [65, 66].  
In spite of intense experimental and theoretical work, it is still not easy to fully 
understand which mechanisms and species are responsible for the deposition process 
because the deposition process is the result of a complex chain, which includes various 
factors such as plasma chemistry, gas-surface interactions, surface chemistry, etching and 
bombardment effects. Different growth species have been proposed, such as CH3, C2H2, 
C, C2, and CH [67-69]. It has long been recognized that transient species such as free 
radicals, and ions play an important role in PECVD, thus a full understanding of the 
plasma chemistry requires methods of monitoring both stable and unslable plasma 
species [65, 66, 70, 71].   
Electron impact is generally assumed to be the major process contributing to 
hydrocarbon dissociation in plasma [60]. It is certainly the main process producing free 
radicals, e.g. CH3, CH2, CH, and H, from hydrocarbon precursors. The abstraction of a 
hydrogen atom from methane by electron impact is a process with a large rate constant 
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and the CH3 radical is generally accepted to be one of the most essential intermediates in 
hydrocarbon plasma chemistry for the production of thin films. Several TDLAS studies 
of methane plasmas have found CH3 radical to be one of the dominant species in the 
systems with a close correlation with the growth of carbon films [72-74]. In some ac 
plasmas, it was found that the growth rate of amorphous carbon films on the ground 
electrode varied linearly with the concentration of CH3 measured close to this electrode 
as shown in Fig. 1.7 [70]. 
 
Figure 1.7 Average growth rate of amorphous carbon film as a function of concentration 
of CH3 radicals measured 2.5 mm above a glass substrate in an ac discharge by diode 
laser spectroscopy. Taken from reference [70]. 
The gaseous species present in methane/argon, methane/hydrogen/argon, and 
methone/oxygen/argon plasmas have been extensively studied by TDLAS. The reactive 
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hydrocarbon species, such as CH4, C2H2, C2H4, C2H6, and CH3 free radical have been 
investigated by this technique,  as well as some oxygen-containing products such as CO2, 
CH2O, HCOOH, CO, OH, HCO, and CH3OH. The dominant kinetic pathways and 
species in these plasmas have been summarised in several references [60, 65, 74]. Since 
TDLAS can measure the concentration of these species, the rate constants of some 
important reaction in these systems can be determined as well. 
Recently while growing nanocrystalline diamond, a new growth process based on 
the C2 transient species was proposed. Gruen [66, 71] found this species to be abundant 
in methane/argon and hydrogen/methane/argon plasmas at high argon fractions (>50%). 
By investigating the plasmas using OES, they found the emission intensity of C2 to 
increase linearly with the growth rate of diamond as shown in Fig. 1.8, therefore they 
drew the conclusion that the C2 concentration is correlated with the growth rate of 
nanocrystalline diamond. Meanwhile, a two-step C2 addition mechanism of diamond 
growth, which requires no hydrogen abstraction reactions, was proposed by Redfren et al. 
[75]. Since hydrogen abstraction is not necessary, the growth rate is expected to display a 
weaker temperature dependence than for hydrogen-rich chemical processes. Gruen [76, 
77] also deposited diamond films with fullerene as the precursor in which no hydrogen is 
involved in the process. The emission from these plasmas was intense and dominated by 
C2. Thus it was speculated that C2 radical could be responsible for the high growth rate of 
the very-fine-grained diamond films.  
 




Figure 1.8 Plasma emission intensities observed as a function of growth rate for the 
nanocrystalline diamond film. Taken from reference [71]. 
 
Goyette et al. [64] investigated methane/hydrogen/argon plasmas and observed 
both emission and absorption spectra of C2. The concentration of C2 was determined to 
be 1011 – 1012 molecule cm-3 under their plasma conditions by using high-sensitivity 
absorption spectroscopy. Goyette et al. also reported that high fractions of argon in the 
discharge result in an increase in the concentration of C2 species [78]. The CH3 density in 
the methane discharge measured by TDLAS was reported to be about the same level as 
that of C2 or slightly higher depending on the plasma conditions [70, 73].  
In brief, both CH3 and C2 transient species are believed to be important in the 
deposition of carbon films. However, there is no clear experimental proof correlating 
both radicals, except a simulation study of methane/Ar plasmas reported by Riccardi [79] 
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who discovered the transition from a CH3-rich plasma in a pure CH4 discharge, to a C2-
rich plasma in a discharge of CH4 highly diluted by argon.  
However, not much work on FTIR spectroscopy diagnostic of hydrocarbon 
plasmas has been reported. Hest et al. [80] demonstrated the applications of FTIR and 
mass spectrometer in the diagnostic of C2H2/Ar plasma. The rotational temperature of 
C2H2 with an error of 100 K in the plasma was determined by FTIR spectroscopy as well. 
1.3.5 Hydrocarbon plasmas doped with N and S elements.  
 
Hydrogenated carbon films have attracted considerable attention due to their wide 
range of technological uses. Meanwhile, there is always interest in growing films doped 
with other elements such as N, S, and O. For example, nitrogen incorporation into the 
amophous carbon films could be of particular importance due to its contribution in 
reducing film stress and improving the field emission properties [81, 82]. Nitrogen 
doping has also been shown to lead to the reduction of coordination defects which are 
present in amorphous carbon films due to unsaturated dangling bonds [83].   
For sulfur film doping, Barber and Yarbrough [84] have shown that diamond 
growth is possible using mixtures of a few percent of CS2 diluted in hydrogen within a 
hot filament CVD reactor. Their work has encouraged several subsequent investigations 
of H2S as another possible source of sulfur for in situ doping of CVD diamond films [85]. 
Microwave CVD has been reported by Sakaguchi [86, 87] to yield semiconducting, 
homoepitaxial diamond films exhibiting n-type behavior by H2S addition to the 1% 
methane/hydrogen gas mixture. They found that small H2S additions (100 ppm) improved 
crystallinity of the film also. Boron-doped CVD diamond films with p-type 
semiconductor properties are grown routinely by the addition of diborane to the standard 
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gas mixture of methane/hydrogen [88]. Such films are finding applications in UV 
detectors [89] and as electrodes for harsh electrochemical applications (e.g., highly acidic 
solutions) [90].  
The understanding of the chemical mechanism of such process is again focused on 
the transient species. For example, Clay [91] characterized amorphous-C:H:N deposition 
from methane/nitrogen rf plasmas. The OES spectra of transient species including the CN 
radical were investigated. Their study provided proof that plasma reactions are important 
in the growth of a-C:H:N films and the activation energies for the generation of energetic 
nitrogen species are lower than those determined for methane-derived species. Ropcke et 
al.[72] detected CH3 and other species in CH3OH microwave plasmas using TDLAS.  
Formaldehyde, formic acid, and methane were also detected in these plasmas.  
1.3.6 Silicon nitride films and plasmas 
 
Apart from carbon films, the mechanism for the deposition of silicon nitride films 
has also been studied. Silicon nitride is used for chemical passivation and encapsulation 
of silicon bipolar and Metal Oxide Semiconductor (MOS) devices because it serves as an 
extremely good barrier to diffusion of water and sodium ions [92, 93]. In particular, 
silicon nitride is used as the dielectric gate in active-matrix liquid crystal displays [94]. 
On the other hand SiN film is also hard insulator. Good protection is provided if 
semiconductor devices have a coating of SiN film. However, the detailed processes of 
how SiN film grows in the plasma are not clearly understood. The application of the 
silicon nitride film is dependent on its characteristics, which in turn are a function of how 
the film is deposited.  
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PECVD has emerged as the preferred method for deposition of silicon nitride films 
because of its low temperature [95]. Plasmas that have been employed in the past for 
silicon nitride film growth include microwave [96], rf plasma [97] and electron cyclotron 
resonance plasmas [98]. Typical precursors used for depositing silicon nitride films are 
silane or silicon tetrachloride acting as the silicon source and nitrogen or ammonia acting 
as the nitrogen source. A single source, such as RSi(N3)3 (R = Et, tBu) [99] or Si(NMe2)4-
nHn [100] has also been used as the precursor but significant carbon contamination was 
fond in the film.  
 
1.4 Objectives of the project 
 
In Chapter 3, the vibrational energy distributions of CO in acetone/argon and 
acetone/nitrogen discharges were investigated. The aim of the project is to characterize 
these distributions and examine their deviation from equilibrium. 
So far only methane plasmas have been widely studied in relation to PECVD 
processes. However, other O, N, or S-containing plasmas such as acetone, acetonitrile 
and acetaldehyde discharges have not been studied in depth. Little is known about the 
chemical mechanism of decomposition of these molecules in such plasmas. In Chapter 4, 
CH3CN and CH3SCN plasmas were investigated with focus on the transient species of 
CN and CS. It is anticipated that the CN and CS transient species generated by electron 
impact dissociation of these molecules could act as film precursors especially for the 
deposition of the N and S atoms. Thus it is desirable to study the carriers of these 
heteroatoms in various excitation forms and only then, reasonable reaction pathways may 
be proposed to account for their plasma chemistry. In addition, a quantitative study of 
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plasmas in which molecular concentration measurements and kinetic data of these species 
can be extracted, is highly sought after as it will aid in the development of carbon thin 
film technology. The plasma chemistry of these transient species with respect to the 
variation of important plasma conditions such as flow rate of precursor, input current 
were investigated and several important radical-molecular reactions were discussed.  
In Chapter 5, SiCl4 and N2 were used as precursors to deposit the silicon nitride 
films. The TDLAS and OES were utilised to detect and study the transient species in the 
system. The study was focused on the SiN radical which is predicted to be an important 
precursor of silicon nitride film. The electronic spectra of SiN have been detected by both 
TDLAS [101] and LIF [102]. The objective is to correlate the gas phase chemistry with 
the quality of the film thus finding out the best conditions for SiN film grows.  
In Chapter 6, another project which will be described later is explored. Briefly, the 
266 nm pulsed laser photodissociation of cyanogen isothiocyanate (NCNCS) in a static 
cell was investigated. The gas phase Raman spectra of NCNCS and its photolysis 
product, isocyanogen (CNCN) were detected by coherent anti-Stokes Raman scattering 
(CARS) spectroscopy. The aim of this project is to understand from both the 
experimental and theoretical point of view how isocyanogen could be generated from 
NCNCS thus explores the photodissociation dynamics of this system.    
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– CHAPTER 2 –  
Experiments and Theory 
 
This chapter comprises the experimental assembly of a dc discharge system, the 
basic operation principles of the Tunable Infrared Diode Laser Absorption Spectroscopy 
(TDLAS), Optical Emission Spectroscopy (OES) and Fourier Transform Infrared (FTIR) 
absorption spectroscopy and lastly a brief introduction of Gaussian 98 calculation 
methods used in the project. The principles and the experimental setup of Coherent Anti-
Stokes Raman Scattering (CARS) spectroscopy will be discussed in Chapter 6.  
 
2.1 Discharge cell  
 
A diagram of the experimental assembly of the discharge system and a photograph 
of the discharge cell are given in Fig. 2.1. Briefly, the plasma cell was made of a 1-m 
Pyrex tube of about 1.5 cm diameter. Several ports were made on the cell for gas inlet 
and outlet as well as for the electrode connections. Potassium bromide (KBr) or calcium 
fluoride (CaF2) windows were equipped at both ends of the cell for infrared 
measurement, while for the emission studies, the windows were replaced by quartz 
windows. Off-axis tungsten or molybdenum electrode plates were placed at both ends of 
the cell in order to initiate and sustain a dc discharge. A high voltage dc power supply 
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Figure 2.1 (a) Schematic of the experimental setup of the dc discharge system and (b) a 
photograph of the plasma cell in discharge.   
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(Spellman, SL 1200, 3 kV, 400 mA) was used as the plasma source with ballast resistors 
(800 Ω, 900 W) acting as stabilizers. The powered electrode could be very hot when the 
discharge was switched on hence a fan was used to cool it. Two ways have been tried to 
flow the gases. First the samples were flowed in at one end of the cell and pumped at the 
other end as shown in the diagram in Fig. 2.1, and second, the samples were flowed into 
the cell through the middle inlet and pumped out from both ends as shown in the 
photograph of Fig. 2.1. However no significant difference in the experimental results has 
been found for both methods. 
Teflon flow meters (0 – 1000 sccm) were used to control the flow rate of gases 
into the cell. The pressure in the cell was monitored by a MKS Baratron pressure gauge 
(mode 626A, 0.01 – 100 Torr). A two-stage rotary pump (3 L/min) was used to evacuate 
the system to a background pressure of about 2 × 10-3 Torr. A valve attached to the pump 
enabled the pumping speed to be adjusted so that for a given flow rate the pressure in the 
cell might be varied over a wider range. The liquid chemicals (CH3COCH3, CH3CN, 
CH3SCN, SiCl4) were stored in flasks sealed with high vacuum ‘O’ ring taps (J.Young). 
These chemicals were subjected to two freeze-pump-thaw stages for purification. Their 
vapors served as precursors for the transient species. Argon (99.9995%) was used as a 
buffer gas and flowed in directly from the gas cylinder into the cell without further 
purification.   
Typical total gas pressures achieved with the discharge ranged from 1 to 5 Torr 
with partial pressures of precursor gases of 0.1 to 0.5 Torr. The discharge current was in 
the range of 10 to 250 mA. Higher currents were avoided since the power electrode 
would be too hot and breakage of the glass occurred occasionally. The voltage of a 
discharge of pure argon was 600 to 800 V but when the precursor was present, the 
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voltage could increase to 1.2 kV, sometimes reaching 3 kV for high ratios of precursor to 
argon.  
 
2.2 Tunable infrared diode laser 
 
2.2.1 Introduction to diode lasers 
Diode laser absorption spectroscopy is the primary technique used for the 
detection of transient species in the plasmas in this project. When the lead-salt tunable 
diode laser was first developed in the mid-1960s they found immediate application as 
much-needed tunable infrared sources for high-resolution Tunable Diode Laser 
Absorption Spectroscopy, commonly referred to as TDLAS [1-3]. Since then substantial 
improvements in sensitivity and detection speed have been achieved and an increasing 
number of laser-based gas monitoring applications have been reported. Diode lasers, in 
general, continue to find applications in the research areas that require very high 
resolution, accuracy and sensitivity.  
What is a diode laser? The diode laser itself is a block of semiconductor material 
containing a pn junction. Typically an individual laser chip is a rectangular block of a few 
hundred microns in size and the active layer is very thin, only in the order of ≈ 0.3 µm. 
Fig. 2.2 shows a schematic of the interior structure of the diode laser [4]. The energy of 
the photons released by the semiconductor is a function of the bandgap energy, which is 
determined by the crystalline structure and the chemical composition of the 
semiconductor material [5].  
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Figure 2.2 Schematic of a diode laser. The expanded picture below is the fine structure of 
a double heterostructure laser with PbEuSeTe active layer formed by molecular beam 
epitaxy. Taken from reference [4] 
 
 
Most of the diodes are manufactured from complex ternary or quaternary 
compounds of group III – V (GaAs-based), group IV – VI (containing different lead salts 
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PbS or PbSe) and less importantly from group II - group VI elements. Commercially 
available tunable diode lasers can be conveniently divided into two classes: lead salt-
based lasers which operate in the mid-infrared region from approximately 3 to 30 µm and 
gallium arsenide-based lasers which could extend to the visible region from 0.6 to 4 µm. 
Infrared diode lasers can be structurally classified as homostructure or heterostructure [6, 
7]. The simplest lead salt diode design is the homostructure lasers made by diffusion 
processes.  These diffused-junction lasers have one n-type and one p-type semiconductor 
layer but they require operating temperatures below 80 K. A closed-cycle helium cooler 
is normally used for their operation. However, in double heterostructure diodes, an n-(or 
p-) type semiconductor layer is sandwiched between a p-type material on one side and an 
n- type material on the other side. The diode laser used in the current project is based on 
PbEuSeTe/PbTe-buried heterostructure laser in which several differently doped layers are 
deposited by molecular beam epitaxy (see the expanded picture in Fig. 2.2). This kind of 
heterostructure diode lasers is designed for operation about and above 80 K where a more 
convenient and quieter liquid nitrogen coldhead can be used.  
The operation of a diode laser relies on the internal physics of semiconductor 
electronics. As in other semiconductor devices, the current in a diode laser is carried by 
electrons, which are free to move within the crystal when an electric field is applied, and 
by holes, which are vacancies to balance the electron numbers within the crystal lattice. 
Forward-biasing the pn junction lowers internal potential barriers and thus causes carrier 
injection from one side of the junction to the other. In this case, forward bias means that a 
negative voltage is applied to the n material and a positive voltage to the p-material, 
creating a local excess of carriers. Equilibrium is restored when the excess electrons fall 
to lower energy states, i.e. holes. The process, shown schematically in Fig. 2.3, is called 
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electron-hole recombination [5]. Light emission does not occur spontaneously in the 
diode laser, which is designed such that stimulated emission will be the dominant 
process. In a diode laser, recombination of the excited carriers, which remain briefly in 
excited states, is stimulated by a photon of the recombination energy before the excited 
state can drop naturally to the lower energy level by spontaneous emission. High-drive 
currents are needed in the diode laser to produce a population inversion of excited 
carriers, so that the light will be amplified as it passes through the material. Another 
requirement for laser generation is the presence of resonant mirrors. Because 
semiconductor materials have a large refractive index of ~ 3.5 (except the external cavity 
versions) the cleaved facets of the laser chip act as resonator mirrors in most diode lasers.  
The wavelength or frequency of the diode laser can be tuned by many methods. 
Normally frequency tuning is achieved by altering the temperature or the injection 
current of the diode, which results in changes in the refractive index and the cavity 
length. On increasing the temperature or the current, the emitted frequency in lead salt-
based diodes increases, whereas it decreases in GaAs-based diodes.  
2.2.2 Characteristics of IR diode lasers 
The resolution of IR diode lasers is typically 0.003 cm-1. This feature is ideal for 
high resolution spectroscopy studies in mid-infrared region where most fundamental 
rovibrational bands of molecules occur as well as a few electronic transitions of mainly 
atomic molecules. Furthermore, TDLAS is an absorption technique in which the Beer-







       +○
○+                           
               ○                      ● 
●- 
       ●-
(a) 
p-type material Hole 
Junction Recombination 

















Figure 2.3 Operation of a diode laser: (a) forward bias produces current flow and 
recombination; (b) stimulated emission in active layers. Taken from reference [5]. 
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Lambert’s law may be used for small absorptions hence making this ideal for 
concentration measurements. The combination of long path lengths and harmonic 
detection makes IR diode lasers capable of detecting molecular concentrations down to 
1010 cm-3 for molecules possessing large vibrational transition moments [8]. Sensitivities 
in the sub-ppb level have also been achieved for trace gas analysis with lead salt diode 
lasers [7]. Furthermore TDLAS is in-situ and non-intrusive, allowing diagnostics of 
plasma systems without changing its physical properties.  
Based on the above mentioned features, TDLAS is widely used for the detection of 
high resolution infrared spectra of stable molecules and transient species such as free 
radicals, ions and weakly-bonded complexes in many chemical systems [9]. The specific 
applications of TDLAS include real-time in-situ monitoring of industrial processes [10], 
atmospheric and environmental trace gas analysis [6,11], semiconductor process 
diagnostic [7] and reaction kinetic studies (time-resolved spectroscopy) [12].   
However, the frequency of the diode laser is not continuous when the diode is 
operated at a certain temperature, which means it can emit light in several longitudinal 
modes. This can be seen clearly from Fig. 2.4 which shows the mode structure of a 
heterostructure diode laser as a function of current at different temperatures. As a result 
some frequencies are not available at a certain temperature. A specific frequency can be 
obtained by tuning both current and temperature, since the laser frequency also shifts 
with the temperature. Normally one diode covers only a certain infrared range. In Fig. 
2.4, the laser is shown to be tunable from 1890 to 2110 cm-1. Therefore, several diodes 
covering different infrared ranges have been purchased for the detection of the infrared 
spectra of a variety of molecules.     
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Figure 2.4 Mode chart for one of our heterostructure-mode lasers. This diode laser emits 
from 1890 to 2110 cm-1. The maximum operation current and temperature are 0.25 A and 
130 K, respectively. This diode was used for the detection of infrared spectra of CN, CO, 
and SiN.   
 
 
2.2.3 Modulation of TDLAS   
As mentioned previously, the high sensitivity of TDLAS is based on achieving 
long path length and modulation. For example an isolated absorption line of the species 
under investigation is scanned using a single narrow laser line. Normally modulation 
spectroscopy is employed instead of the conventional direct absorption measurement 
because it has to resolve small changes in a large signal. The benefits of the modulation 
spectroscopy in TDLAS are two-fold. Firstly, it allows the signal to be detected at a 
frequency at which the laser noise is significantly reduced, and secondly it produces a 
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difference signal which is still directly proportional to the species concentration (zero 
baseline technique).  
There are two types of modulation spectroscopy employed in TDLAS systems: 
Wavelength Modulation Spectroscopy (WMS) and Frequency Modulation Spectroscopy 
(FMS). The WMS and FMS are somewhat misleading terms since in both cases it is the 
wavelength (or optical frequency) of the laser that is being modulated. Actually the 
essential difference between them is that for FMS, the modulation frequency is 
comparable to the absorption linewidth which is normally in the order of several MHz to 
GHz, whereas for WMS, the modulation frequency is setup to about 100 kHz only [7]. So 
far there is no clear advantage as to which modulation has better sensitivity although 
theoretically, FWS is capable of achieving two orders of magnitude better sensitivity than 
WMS. This is because the noise level at higher frequencies tends to be much smaller. 
However, FMS is significantly more complicated and expensive than WMS and efforts in 
improving the sensitivity of the two modulations are still continuing [4, 13-15]. 
In our work WMS was employed for modulation of the IR diode laser. Historically 
WMS, also called derivative spectroscopy, was developed first and has been used with 
the tunable diode laser sources since the early 1970s.  The laser frequency is modulated 
by rapidly varying the drive current at a frequency, while being slowly tuned across the 
absorption line. The resulting signal is then demodulated by a phase sensitive detector at 
the modulation frequency or at its harmonics. The injection current is sinusoidally 
modulated as the laser wavelength is tuned through an absorption line. When the laser is 
modulated around its center frequency υL at a modulation frequency ω, the instantaneous 
frequency is:  
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 υ = υL + δυcos(ωt)         (2-1) 
where δυ is the modulation amplitude, typically of the order of the absorption linewidth. 
The modulation frequency ω is typically below 50 kHz. The intensity I(υ) of the radiation 
transmitted through the absorption cell can then be expressed as a cosine Fourier series 
[16]:   






= )        (2-2) 
where An is the amplitude of the respective harmonic components. An (for n > 0) can be 
measured with a lock-in amplifier and is given by [11, 15]: 
( ) ( ) ( )∫ +−+= π θθθδυυσθδυυπυ 0 0 cos]cosexp[cos2 dnLNIA LLLn   (2-3) 
where ωt has been substituted by θ. This equation can be evaluated provided I0(υ) and 
δ(υ) are known. In the ideal case I0 is not a function of υ, which means the absorption line 
can be scanned without any change in I0 and eq. (2-3) becomes,  
( ) ( )∫ +−= π θθθδυυσπυ 00 cos]cosexp[2 dnLNIA LLn     (2-4) 
In the limit of low absorbance, σLN << 1, which is true at very low concentrations, this 
expression becomes, 
( ) ( )∫ +−= π θθθδυυσπυ 00 cos]cos2 dnNLIA LLn     (2-5) 
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thus each harmonic component is directly proportional to the species concentration N. A 
special case occurs when the modulation amplitude δυ is much smaller than the 

















210       (2-6) 
where the nth harmonic component is proportional to the nth derivative of σ(υ) [4]. 
Usually only the first and the second-harmonic of the modulation frequency are used to 
monitor infrared signals although all harmonics of the modulation frequency can be used. 
The normal mode of operating a TDLAS system is to scan the laser center frequency υL 
through the absorption line repeatedly at kHz frequencies and then use a computer-
controlled signal averager to accumulate the signal from the lock-in amplifier which is 
measuring An(υL). Detection is usually done at the first or second harmonics of the 
modulation signal therefore it is called harmonic detection or 1f and 2f detection, 
respectively. For very small modulation amplitudes with respect to the linewidth, the line 
shapes produced at lf and 2f are proportional to the first and second derivative of the 
original line shape whereas for larger modulation amplitudes the proportionality no 
longer holds although the line shapes are similar. For second harmonic detection, the 
maximum signal is attained when the modulation depth is approximately 2.2 times the 
half-width at half maximum of the absorption line [16, 17].   
Scanning over the line gives increased confidence in the measurement because the 
characteristic feature of the measured species is clearly seen and unwanted spectral 
features due to interfering species or etalon fringes can easily be identified. Advances in 
data-processing technology have allowed increasingly faster data acquisition rates to be 
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used.  Since the amplitudes of all harmonics are proportional to the species concentration, 
each of them can be used for monitoring purposes. In practical TDLAS systems, the 
second harmonic detection is efficient in eliminating linear slopes of the spectra and is 
the preferred choice [18].  
Fig. 2.5 is an example of the original absorption spectrum (collected by chopper 
modulation) and the 1f and 2f spectra of SO2 [18]. With the chopper modulation, the 
baseline is influenced by the changes in the laser power which may not be uniform across 
the line width. Sometimes the absorption peak has to be measured against a sloping 
baseline. With 2f modulation, which is basically a derivative method, the sloping baseline 
can be smoothened fairly easily and the absorption is usually measured against a flat 
baseline. Furthermore, the signal-to-noise ratio of 2f spectrum is much better than that of 
the original spectrum. The maximum point of the 2f signal coincides with the peak of the 
original absorption signal hence making the peaks easier to be identified. The peak height 
(measured from the middle peak to the baseline) of 2f signal is assumed to be 
proportional to the concentration. Because the 2f modulation method offers sensitivity up 
to two orders of magnitude better than the chopper modulation, it is widely used to 
measure small changes in concentration. 
 




Figure 2.5 Examples of TDLAS spectra of SO2: (a) direct absorption using chopper 
modulation. (The sloping background is due to the increase in laser power as the laser 
tunes across the absorption peak.) (b) First harmonic modulation (1f). (c) Second 
harmonic modulation (2f). Taken from reference [18]. 
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2.3Experimental setup of TDLAS system    
 
 
Fig. 2.6 shows the experimental layout of the TDLAS system used in this project. 






























Figure 2.6 Experimental assembly of the infrared diode laser system.  
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2.3.1 Infrared laser coldhead and Laser Control Module (LCM) 
The continuous wave (CW) infrared diode lasers (Laser Components GmbH) were 
housed in a liquid-nitrogen (LN2) dewar which is also called a coldhead (Mütek Infrared 
Laser Source OLS 150). Two lasers at a time can be mounted in the coldhead which is 
evacuated to about 10-5 Torr by a turbo-molecular pump. The operation temperature of 
the coldhead itself can be controlled from 83 K to 135 K although each diode laser has its 
own maximum operation temperature. The coldhead temperature and the injection 
current are controlled by a Mütek Infrared Laser Control Module (TLM, mode TLS 150). 
An active feedback loop between a resistive heater and two silicon diode temperature 
sensors mounted on the cold station stabilizes the cryogenic temperature in the coldhead. 
Rapid temperature fluctuations are the main cause of frequency instabilities and hence 
broaden the laser linewidth.   
2.3.2 Optics  
The whole optical setup including the laser coldhead and the discharge cell is 
mounted on an optical table (Newport, 4 × 8 feet). The beam from the diode laser is first 
collimated by a gold-coated off-axis parabolic mirror and then co-aligned with a Helium-
Neon laser (632.8nm) radiation by means of a flip mirror. The HeNe laser facilitates 
alignment of the diode laser beam along the desired optical path since the infrared diode 
laser itself is invisible. The parabolic mirror was mounted on an x-y-z translator stage 
thus the direction of the diode laser can be adjusted to ensure its co-alignment with the 
HeNe laser. The laser can then be directed by a sequence of gold-coated spherical mirrors 
into a long glass tube which acted as a discharge cell. Both ends of the glass tube are 
equipped with KBr or CaF2 windows which are IR transparent from 400 to 40,000 cm-1 
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and from 900 to 70,000 cm-1 respectively. In order to prevent the occurrences of optical 
fringes, windows at both ends of the tube were set at a bevel angle, as shown in Fig. 2.6.  
After passing through the discharge cell the laser was focused into a 
monochromator (Jobin Yvon, Triax series 180). The function of the monochromator 
which has a nominal resolution of about 1 cm-1 is to select single modes of the multimode 
laser beam. Apart from mode-selection it is also useful for rough calibration of the laser 
frequency given that its frequency is not known. Although the 5-micron grating mounted 
in the monochromator has the maximum reflection around 2000 cm-1 region, it can be 
used for mode selection from 1000 to 3000 cm-1. 
A LN2-cooled photovoltaic detector was placed immediately after the exit slit of 
the monochromator for signal detection. An Indium-Antimony (InSb) detector (Judson 
Technologies, J10D-M204-R10M-60 or InfraRed Associates, IS-1.0) was used for 
detection around 2000 cm-1 and a Mercury Cadmium Telluride (MCT) (Judson  
Technologies, J15D12-M204-S10M-60) detector was used for detection from 600 to 
1270 cm-1. After that the signal was sent to a preamplifier, and then was sent to an 
oscilloscope and a lock-in amplifier for demodulation. 
2.3.3 Scanning and modulation  
As mentioned previously, the laser frequency was tuned by scanning the injection 
current to the diode laser. This function was executed by the LCM, which has built-in 
functions for sweeping the diode current and therefore the laser frequency. At the same 
time the injection current was scanned and sinusoidally modulated at 310Hz by a 
Function Generator (Agilent 33120A) connected to the LCM. A Stanford Research 
Systems program, (DDDA data acquisition software, version 1.3), was used for writing a 
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program to control the LCM so that the scanning of the laser can be automated. The 
communication between the LCM and the computer was established via a National 
Instruments GPIB interface card. The scan rate and the current increment are parameters 
which can be changed by the user at the computer prior to each scan if required. 
Typically, an increment of 2 × 10-5 A corresponds to a change in frequency of about 
0.0006 cm-1. The step of the scan is set at two points per second and 10 points or more 
are recorded for one line.     
After the signal was collected by the detector, it was sent to a pre-amplifier and 
then to an oscilloscope thus the mode structure can be viewed on it. In this case the 
modulation amplitude and the frequency of the injection current were set to 100 mA and 
310 Hz, respectively. To collect the 1f and 2f WMS spectra the signal was sent to a lock-
in amplifier (Stanford Research Systems SR510). In this case a 2 MΩ buffer resistor 
acting as a potential divider was added in series to ensure that the current step-size is 
sufficiently small. Data collection was done by the same SRS DDDA program that 
controls the LCM via the same GPIB card and the spectrum was stored and displayed on 
the computer. An example of the SRS DDDA program that controls the diode laser and 
collecting the spectrum can be found in Appendix 1. 
In some cases the original absorption spectrum is required for the determination of 
the translational temperature of plasma by measuring the full width at half maximum 
(FWHM) of the absorption peak. Briefly the experimental assembly was similar to that of 
the WMS but the function generator is now replaced by an optical chopper (ThorLabs, 
MC1000) at a frequency of 300 Hz. The signal was also demodulated by the lock-in 
amplifier under 1f modulation and Fig. 2.5(a) shows an example of a chopper-modulated 
absorption spectrum.   
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2.3.4 Calibration of the spectrum 
The 1f or 2f modulated spectrum alone cannot tell the exact frequency of each 
absorption line unless the spectrum was individually calibrated. The calibration was 
achieved by referencing the sample spectrum to the spectra of some absorbing gases 
recorded under identical laser operating conditions. Unfortunately, the frequency of the 
laser output is non-linear with respect to the injection current and as a result the spectrum 
can not be simply calibrated by interpolating lines between reference gas lines. This 
problem is surmounted by additionally recording the spectrum of an etalon which is a 
device that establishes an interference pattern by overlapping two components of the laser 
beam which have travelled different distances. The fringes, as a result of the interference, 
provide a series of markers which are linear in frequency. The same spacing of the 
fringes, known as the free spectral range (f.s.r., in wavenumber), is characteristic of the 
etalon used. In this experiment a germanium confocal etalon was used. The free spectral 
range of this etalon was calibrated by the spectrum of the reference gas and was found to 
be 0.0095 cm-1. This value depends only very weakly on the laser frequency and the 
calibration verified that the variation of this value from 1270 cm-1 to 2000 cm-1 was so 
small that it could be ignored. 
Normally the ideal reference gases should be stable molecules which have 
extensive, intense, and easily identified spectra modes in the required region. Several 
atlases of common reference gases [19, 20], giving both line frequencies and intensities 
lists as well as printed spectra, are available for the purpose of diode laser calibration, 
although they do not cover the entire mid-infrared spectrum. In this experiment OCS and 
N2O are used as reference gases. OCS spectra in the region of 1970 – 2140 cm-1 are 
suitable for the calibration of CO, CN and SiN spectra, which will be discussed in later 
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chapters. N2O absorptions around the 1110 – 1310 cm-1 match the calibration 
requirement of CS of which its vibrational band center occurs at 1274 cm-1. Occasionally 
CO gas was also used as reference to calibrate CO signals in plasmas.  
The reference gas cell is a static glass tube of approximately 15 cm in length and 
equipped with KBr or CaF2 windows.  First of all the reference spectrum was displayed 
on the oscilloscope and compare with the spectral atlas to determine the rough frequency 
of the reference lines. Then the chopper-modulated or the WMS spectra were taken for 
calibration. In order to take a fully calibrated spectrum of a sample, three spectra were 
needed: the sample spectrum itself, the reference gas spectrum and a spectrum of the 
etalon interference fringes. The exact frequency of each absorption line was determined 
by comparing it with the reference gas spectrum using the etalon as a ruler. For example, 
Fig. 2.7 is a fully calibrated 2f WMS spectrum of P(8) rovibrational transition of 
protonated argon ion, ArH+ recorded in an argon plasma with a very trace amount of 
hydrogen. The N2O signal is at 2405.358 cm-1 and using the etalon as a ruler, the 
frequency of the ArH+ signal was determined to be 2405.337 cm-1 (literature value 
2405.336 cm-1) [21]. Normally the relative error of the frequency was found to be about 
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Figure 2.7 Fully calibrated TDLAS WMS 2f spectrum of P(8) (2405.337 cm-1) 
rovibrational transition of ArH+. The pressure of Ar was 5 Torr with trace amount of H2 
and the applied current was 0.15A. N2O and etalon spectra were recorded for frequency 
calibration.  
 
2.3.5 Sensitivity of the TDLAS system  
The sensitivity of the system was tested with the ArH+ spectrum. The vibrational 
spectrum of ArH+ is known to be intense and its transition strength has been estimated 
experimentally or calculated using Gaussian 98. Gaussian 98 program based on the 
method B3LYP/6-311+G* was run to determine the vibrational band strength of ArH+. 
The value obtained was 560 km mol-1 which is in reasonable agreement with the 
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experimental value [21]. The 2f modulation peak height of the P(8) transition of ArH+ 
was measured against those of nearby N2O lines of known line strengths and pressures. 
The concentration of ArH+ in a 1.0 Torr and 250 mA argon plasma was determined to be 
2.3 × 1012 molecule cm-3. The details of the absolute concentration calculation will be 
described in section 4.3. The limit of ArH+ concentration that can be detected in this 
system was found to be 2 × 1011 molecule cm-3. Such sensitivity should be sufficient to 
perform the diagnostic task of transient species in this work.  
 
2.4 Optical Emission Spectroscopy (OES) 
 
2.4.1 Basic principles  
Not every molecule possesses an intense infrared spectrum. For example, atoms 
and homonuclear diatomic molecules are infrared-inactive. However, if these species 
give intense emission in the UV/VIS range, emission spectroscopy can be used as a 
diagnostic tool. In low-temperature plasmas, a variety of processes such as electron 
collisions, ion-molecule reactions, charge exchanges, and chemical processes lead to a 
large number of atoms, molecules, radicals and ions in excited states. The intensity of the 
emission of photons is mainly governed by the rate of de-excitation of these species 
provided the influence of self absorption inside the plasma is relatively small or 
negligible. Most plasma reactors give off a variety of "optical" emissions ranging 
throughout the spectrum from the IR to UV, and consequently one of the simplest 
diagnostic methods for plasmas is the spectral analysis of this radiation. Normally the 
detection of the emission is accomplished by passing the emission through a 
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monochromator and recording its time-average intensity features. This method is called 
OES (Optical Emission spectroscopy) and is probably the most widely used method for 
monitoring and diagnosis of plasma processes [22].   
The emission produced in the plasma is a result of electron-impact or dissociation 
of atomic and molecular species. The electron possesses the most energy in the plasma 
and most gas-phase species can be promoted to their excited electronic states by 
collisions with these energetic electrons: 
A + e Æ A* + e         (2-7) 
AB + e Æ A* + B + e        (2-8) 
A+ + e ( + M ) Æ A* ( + M )        (2-9) 
Apart from the dominant electron impact processes, there are also some species, although 
in less quantity which are pumped to their excited states by the process of neutral 
molecule or atomic impact: 
A + BC Æ AB* + C       (2-10) 
The process of OES is schematically depicted in Fig. 2.8. After the species were 
pumped to the excited electronic state, they could spontaneously emit a quantum of 
radiation and relax to a lower electronic state. Emission was radiated and the discharge 
can be seen to glow in different colours. The emitted radiation is then spectrally dispersed 
and detected. By measuring the wavelengths and intensities of the emitted spectral lines, 
one can identify the neutral particles, atoms, and ions present in the plasma [22, 23].
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Figure 2.8 (a) Ground state molecule excitation by electrons with subsequent emission 
from the excited states. (b) Observed emission spectrum. 
 
The intensity of the spontaneous emission from molecules and other species can be 
expressed as the number of photons emitted by a unit volume per second over all solid 
angles. The intensity of a spectral line from the n', v', N', Æ n", v", N" rovibronic 








Nln BNI =         (2-11) 
where n is the quantum number describing an electronic state of the molecule, and l and 
N are vibrational and rotational quantum numbers, respectively. The initial state is 
denoted by primes and the final state by double primes. N n" l" N" is the population density 
of the initial rovibronic level and B the corresponding transition probability for 
spontaneous emission [24].  
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Emission spectroscopy requires relatively little sophisticated equipment and is 
therefore readily implemented. Meanwhile it is also a very sensitive, in situ, and non-
intrusive diagnostic technique. These features fit the requirement of the plasma diagnostic 
very well and consequently OES is the first choice of plasma diagnostics in many cases. 
From the optical emission spectra it is usually straightforward to identify the emitting 
species and to follow qualitative change in the plasma properties as a function of various 
external parameters (e.g. source gas composition and flow rates, power, etc.) [25]. OES is 
considered to be a reliable diagnostic tool that can both provide basic understanding of 
the plasma and serve as a useful indicator for actual processes.  
However, unlike TDLAS, OES techniques are limited to the monitoring of the 
light-emitting species, and the relationship between optical emission intensity and the 
concentration of the ground electronic state species can be quite complicated. The 
observed spectrum gives information about the excited states but does not directly reflect 
the population profile of the ground state. Moreover, the emission from the specific 
intermediates and products may dominate optical emission. As a result, the emission from 
abundant species and highly reactive species that are of interest may not be observed at 
all. Fortunately this phenomenon is not serious in the current systems and most of the 
important species possess OES spectra.   
2.4.2 Experimental setup of OES 
The experimental assembly of OES is shown in Fig. 2.9. The discharge setup is the 
same as the TDLAS experiment. Since the emission to be collected is in the UV/VIS 
region, a quartz window is attached to one end of the discharge tube. A quartz optical 
fiber is placed just outside the quartz window so that the emission could be collected












Figure 2.9 Diagram of The OES experimental setup.   
from the discharge. The collected emission signal is sent into the entrance slit of a 0.1 nm 
resolution Acton Research monochromator (SP-300). The scanning range for the 
monochromator can be set from 200 to 800 nm. A photomultiplier tube (PMT, Acton 
Researh, model NCL) is placed at the exit slit of the monochromator for the collection of 
light from the plasma. The voltage of the PMT ranges from 300 to 700 V depending on 
the intensity of emission. The signal of the photomultiplier tube is directed into the 
monochromator software program for processing in order to generate OES spectra on the 
computer.  
Emission can be collected from both ends of the discharge cell, either closer to the 
cathode or to the anode. A dc discharge exhibits several bright and dark regions along the 
discharge tube but most of the glow discharge is occupied by the positive column [22]. In 
our dc discharge system, the length of the whole discharge tube is occupied by the 
positive column since the electrodes were placed in an off-axis position (Fig. 2.9).  
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2.5 Fourier transform infrared (FTIR) absorption spectroscopy 
 
Although the sensitivity of FTIR spectroscopy is much lower than TDLAS, it 
covers the entire infrared range so that in one scan, all the spectra of molecules can be 
recorded. Several examples of FTIR diagnostic of plasmas have been reported [27, 28]. 
The main purpose of employing FTIR in this work is to detect stable molecules and 
abundant species especially the final products in the plasma.  
 The FTIR absorption spectroscopy experimental setup is similar to the TDLAS. A 
diagram is shown in Fig. 2.10. The spectra were recorded on a Nicolet Nexus 870 
spectrometer where spectra were scanned from 400 cm-1 to 4000 cm-1 or from 1000 cm-1 
to 4000 cm-1 depending on the choice of windows used i.e. KBr or CaF2. The FTIR beam 
is coupled out of the spectrometer and focused into the plasma cell using a 50 cm focal 
length concave mirror. Nevertheless the diameter of the infrared beam is still large (~ 
1cm), so only the most intense portion of the beam can be directed into the plasma cell in 
a similar manner to the diode laser arrangement. After passing through the cell, the beam 
is directed back into a room temperature DTGS (pyroelectric) detector or liquid nitrogen-
cooled MCT detector placed inside the spectrometer. A 5.6cm focal length aluminum 
parabolic mirror was used to focus the IR beam onto the detector.  
For most of the plasma systems, we have not been able to collect real time spectra 
of the plasma when the plasma was turned on, although a germanium window was put 
just in front of the detector to block the UV/VIS emission coming from the plasma. It was 
deduced that strong electronic interference from the plasma itself probably caused the 
problem. Therefore the FTIR spectra could only be recorded immediately after the 
discharge with the rotary pump switched off leading to the detection of final stable












 Figure 2.10 Diagram of the FTIR absorption setup. 
products of the plasma only. Only in one case during this project where the FTIR 
spectrum of CO in acetone/argon plasma could be collected while the plasma was turned 
on. Details of this work will be discussed in Chapter 3.  
2.6 Computational Chemistry 
 
Gaussian 98 program was utilized to calculate the vibrational frequencies and the 
infrared and Raman band intensities of the target molecules in this work. For some cases 
involving mechanistic studies, the structures of transition states were also determined. 
Several methods have been used in the calculation. Ab initio Hartree-Fock (HF) method 
which is a basic-level theory neglects electron correlation effects and uses a limited set of 
basis functions for the construction of molecular orbitals. 2nd order Møller-Plesset 
perturbation theory (MP2) is one of the least expensive ways to improve upon the HF 
method. MP2 method deals the electron correlation, where electron interactions are 
treated as the perturbation to the some of the one-electron Hamiltonians. MP2 method 
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can successfully model a wide variety of systems and the molecular calculated this way 
geometries are usually quite accurate. However, transition state calculations of free 
radical species, especially of the CN radical, are usually poorly determined by the MP2 
theory [29].  
B3LYP method is based on Density Functional Theory (DFT) and is becoming 
increasingly widely used. The best DFT methods achieve significantly greater accuracy 
than HF theory with only a modest increase in computational cost (far less than MP2 for 
medium and larger molecular systems) [29]. Published results show that DFT methods 
can reproduce experimental vibrational frequencies with higher accuracy than do the HF 
and MP2 calculations. For example, Stephenes and Devlin reported better agreement with 
the experimental results for B3LYP in calculating the vibrational transitions of some 
chiral molecules [30, 31]. Lee calculated the molecular structures and vibrational spectra 
of pyrrole and carbazole and also found that the results of B3LYP are more accurate than 
those of MP2 [32]. Even when a uniform scaling is performed for the computed 
vibrational frequencies, DFT methods give better agreement with the experimental 
frequencies [33, 34].   
In this work, MP2 and B3LYP methods with 6-311G** basis set, have been 
employed to calculate the vibrational frequencies of the target molecules as well as their 
infrared and Raman intensities. Due to the heavy computing cost in performing the 
transition state geometry optimizations, a low level theory of HF with 6-311G** basis set 
is actually employed to predict the structure of transition states. For further details 
concerning computer calculation, the interested reader may refer to references [36-38]. 
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– CHAPTER 3 – 
 The Energy Distributions of CO Produced in  




The plasma or electric discharge is a relatively energetic environment where 
electron-impact dissociations of molecules and chemical reactions occur to a large extent. 
Gas phase species undergoing these processes end up as both ground state and 
vibrationally-excited state products possibly distributed in a non-thermal manner. With 
the exception of CO, the vibrational distributions of stable species such as ethane, 
ethylene and acetylene in hydrocarbon plasmas are hardly mentioned [1]. In terms of the 
chemical modeling of plasmas, it is important to take into account both ground state and 
vibrationally-excited state concentrations especially if the excited state molecules exist in 
abundance. Most of the time, only ground state species have been considered in modeling 
schemes with the assumption that the Maxwell-Boltzmann distribution is obeyed for all 
molecules under plasma conditions. 
Much work has already been conducted on the energy distribution of CO itself in 
plasma systems. Studies of CO and CO/O2 diluted in helium in radiofrequency discharges 
have been performed [2-5]. Benedictis [1] also found that vibrational levels up to υ = 15 
could be populated and the vibrational populations were estimated mainly by evaluating 
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the infrared emission intensity of CO. Interestingly, the dissociation rates of CO are 
enhanced by cooling the plasma reactor wall with liquid nitrogen [6]. Laser-induced 
fluorescence studies of CO have also been conducted in plasma systems where its A-X 
electronic transition was probed [7]. Although CO can be produced in a discharge from 
many organic precursors such as acetone, the various energy distributions of CO have not 
been studied under such conditions before.  
In this chapter, the translational, rotational and vibrational energy distributions of 
carbon monoxide, CO in acetone/argon and acetone/nitrogen discharges were 
investigated using infrared absorption techniques. The aim of the project is to 
characterize these distributions and examine their deviation from equilibrium. 
Furthermore, since CO is produced by the electron impact dissociation of acetone and 
subsequent unimolecular decomposition of the acetyl radical intermediate, it is also 
possible to explore whether this pathway has any effect on the various energy 
distributions. For example, the excess energy imparted to CO from the dissociation may 
result in an even more highly excited distribution of energy for CO. Both high resolution 
TDLAS and FTIR absorption spectroscopies have been used to record the infrared 
spectrum of CO in the plasma. Measurements of the intensities and linewidths of 
transitions belonging to various vibrationally-excited levels enable the translational, 
rotational and vibrational distributions and if possible, temperatures of CO to be 
estimated. In addition, the infrared spectra of species of similar structure or molecular 
weight such as the CN radical and C2D2 were also detected under the same conditions 
and analyzed for comparison purposes. 
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3.2 Experiments and frequency calculations 
 
3.2.1 Experimental setup 
The plasma cell has been described in Chapter 2. Briefly a 90 cm Pyrex tube of 
about 1.5 cm diameter was used as the plasma cell. Acetone (99.9%), d6-acetone (d-99%) 
and acetonitrile (99.9%) were purchased from Sigma-Aldrich and subjected to two 
freeze-pump-thaw stages for purification. Argon (99.9995%) or nitrogen (99.999%) was 
flowed in directly from the gas cylinders. Typical total gas pressures achieved with 
discharge ranged from 4 to 5 Torr with partial pressures of the precursor of 0.8 to 1 Torr.  
The FTIR absorption spectrum of CO in the plasma was collected using the 
Nicolet Nexus 870 FTIR spectrometer from 1700 to 2400 cm-1 at a resolution of 0.125 
cm-1. Most of the rovibrational lines of CO were well-separated at this resolution. The 
discharge was struck using voltages of 0.8 – 3 kV at currents of 0.1 – 0.3 A. After 
traversing the cell, the beam was directed into a liquid nitrogen-cooled InSb detector 
(refer to Fig. 2.10).  
For TDLAS measurements, the diode laser was also propagated into the plasma 
cell in a similar way to the FTIR beam. The absorption spectra of CO were recorded 
using chopper modulation at 300 Hz. In this way, a Gaussian lineshape of the 
rovibrational transition could be obtained with its linewidth estimated for temperature 
measurements [8]. Diode lasers covering small sections of the range 1880 - 2140 cm-1 
were used for the detection of the infrared spectra of CO and CN while a diode around 
2400 cm-1 was used for C2D2. The wavenumber of the diode laser was determined with 
N2O and OCS reference gases calibrated with an etalon and the infrared signal was 
detected by a LN2 cooled InSb detector [9].  
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3.2.2 CO rovibrational frequency calculations 
In order to identify the rovibrational lines of CO, its rovibrational frequencies were 
calculated. Since highly-excited vibrational hot bands have been detected in the CO 
plasma, higher order terms become important so that the most precise energy level terms 
have to be used to describe the CO energies. CO is a diatomic molecule and the 
rovibrational energy expression for such a rotor up to sextic distortion terms has been 
given by [10]:  
E(υ, j) = G(υ) + Fυ(J) 
           = ωe(υ + 1/2) – ωexe (υ + 1/2)2 + ωeye (υ + 1/2)3 – ωeze (υ + 1/2)4
+ ωeae (υ + 1/2)5 – ωebe (υ + 1/2)6 + ···  
+ J(J + 1)[Be – αe(υ + 1/2) + γe(υ + 1/2)2 – δe(υ + 1/2)3 + ··· ] 
– J2(J + 1)2[De – βe(υ + 1/2) + πe(υ + 1/2)2 – ··· ] 
+ J3(J + 1)3[He – ηe(υ + 1/2) + ··· ] – J4(J + 1)4[Le  + ··· ]   (3-1)  
where conventional spectroscopic symbols have been used and the parameters refer to a 
specific rovibrational state. The molecular constants are taken from the same reference 
and listed in Table 3.1:  
A QBASIC program (can be found in Appendix 2) has been written to match the 
rovibrational frequencies at different vibrational levels of the experimental spectrum with 
the calculated values. The calculation matched the experiment value very well at low 
vibrational levels and at high vibrational levels up to υ = 12, well within 0.2 cm-1, which 
is the resolution of the FTIR spectrometer. 
 
Table 3.1 Molecular constants of 12C16O. Taken from reference [10] 





ωe xe 13.283076 
ωe ye 1.051127 × 10-2
ωe ze –5.7440 × 10-5
ωeae 9.831 × 10-7
ωebe 3.166 × 10-8
Be 1.93128087 
α e 1.75044121 × 10-2
γ e 5.487 × 10-7
δe –2.541 × 10-8
De 6.12147 × 10-6
β e 1.1526 × 10-9
πe 1.8050 × 10-10
He 5.8272 × 10-12
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3.3.1 The FTIR spectrum of acetone/argon discharge 
Fig. 3.1 (a) is the FTIR absorption spectrum of pure CO in the static cell without 
discharge. Only the fundamental rovibrational transitions can be observed and hot bands 
especially the υ = 2 ← 1 transition, can hardly be observed in the spectrum. The FTIR 
spectrum of CO in an acetone(1 Torr)/argon(3 Torr) discharge at 0.15 A is shown in Fig. 
3.1 (b). From the spectra, CO was indeed found to be highly excited in the discharge 
where rovibrational transitions up to υ = 12 ← 11 could be observed. All the individual 
lines with the exception of very weak absorptions close to the noise level were assigned 
according to eq. (3-1). Fig. 3.2 is a section of Fig. 3.1 (b) with each rovibrational line 
being assigned.  
In order to describe the vibrational distribution of CO, the absorbances of the 
rovibrational lines of CO in each vibrational band were summed. Since the line 
absorption depends on the population of the lower state, the sum of the absorbances will 
thus be proportional to the lower state concentration. For overlapping lines, the spectrum 
may still be deconvoluted to extract the intensity of each line. At low vibrational levels, 
up to 40 lines have been used for summation in each level. At high levels, it depends on 
the absorption intensity and 15 to 30 lines have been used for summation. In addition, the 
slightly different transition moment of each vibrational band has also been taken into 
account here according to the values given in [11]. The relative total absorbances of these 
bands were then compared and Fig. 3.3 shows the relative population of CO in their 
various vibrational states in the acetone/argon discharge. As expected, a non-equilibrium 
distribution of the vibrational states of CO was observed with the distribution peaking at 












































































































































Figure 3.2 A section of the FTIR spectrum showing the rovibrational spectra of CO at 
different vibrational states recorded in an acetone (1 Torr)/argon (3 Torr) discharge at 
0.15 A. 
 
























Figure 3.3 The relative population distribution of CO at different vibrational levels in the 
acetone(1 Torr)/argon(3 Torr) and acetone(1 Torr)/nitrogen(3 Torr) discharges at 0.15 A. 
 
35% for the υ = 0 band. The population in the higher vibrational bands decreases 
gradually until it reaches only about 1% in the last detectable vibrational transition, υ = 
12 ← 11.  
For comparison studies, the FTIR spectra of CO/argon and acetone/nitrogen 
discharged under similar conditions were also recorded. It was found that the vibrational 
distribution of CO in the CO/argon plasma followed almost the same pattern as that of 
CO in acetone/argon discharge. However in the acetone/nitrogen discharge, a marked 
difference was observed in which transitions up to only υ = 9 ← 8 were detected with 
about 48% of the overall population at υ = 0 (Fig. 3.3).  
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3.3.2 Translational temperature 
Spectroscopic temperature is a key factor in evaluating whether a system is in 
equilibrium or non-equilibrium. In an equilibrium system, the translational, rotational and 
vibrational temperatures are the same, whereas for a non-equilibrium system these 
parameters could have different values. Hence the three temperatures for the 
acetone/argon discharge were determined in order to further understand the energy 
distributions of CO in the discharge.  
Determination of the translational temperature by emission and absorption 
spectroscopy is rather common in plasma diagnostics [12, 13]. The measurement of the 
Doppler broadening of spectral lines is a well-known and widely used method of the 
translational temperature determination in gas discharges [14]. In general, the width of an 
infrared absorption line is determined by a superposition of three broadening 
mechanisms. First of all, the transition has a natural width but this contribution is small 
and can be neglected compare with the other two factors. The second contribution comes 
from collisions of the absorbing species with surrounding gas molecules that induce 
phase changes in the molecular wave function and therefore broaden the absorption 
profile [15, 16]. However, if the pressure is below 10 Torr the collisions are less frequent 
hence the contribution to the absorption profile is not expected to be significant [17]. The 
third contribution is caused by Doppler broadening due to the velocity distribution of the 
absorbing molecular species. In the pressure region where this measurement is taken, 
Doppler broadening is expected to be the dominant broadening mechanism. A 
characteristic line broading in the term of HWHM is given by [18]: 













υυ         (3-2) 
where υ is the wave number, Tt is the translational temperature, m (g) is the mass of the 
atom or molecule.  
As the Doppler broadening is expected to be in the order of 10-3 cm-1, TDLAS was 
used for the translational temperature determination due to its superior resolution. 
However, a correction factor has to be introduced before a precise temperature 
measurement can be made. When the plasma is not switched on, the temperature of the 
gas is about 300 K at room temperature. The experimental linewidth turned out to be 
slightly broader than the expected Doppler broadening at this temperature. This 
difference is normally attributed to the slight temperature variations in the diode laser 
coldhead itself hence producing a broader laser linewidth than expected. This linewidth 
was taken into account in the formula below assuming that it is Gaussian-shape,   
υexp = (υd2 + υl2)1/2         (3-3) 
where υl is the laser linewidth [18]. υl was determined to be around 1.5 × 10-3 cm-1 after 
substituting the value of υd for CO at 300 K. Fig. 3.4 shows the line profiles of a CO 
rovibrational line of P(21) at 2055.40cm-1 with and without discharge. A few other lines 
belonging to different vibrational lower levels were measured so that any dependence of 
the temperature on the vibrational quantum number can be recorded. From the 
measurements, the Doppler linewidths turned out to be similar for lines originating from 
different vibrational levels. Temperatures of 350 – 550 K were determined with a slight 
dependence on the flow rate of precursor and the external current of the plasma system. 












CO at room temperature






Figure 3.4 Rovibrational line of CO P(21) at 2055.400 cm-1 recorded with and without 
switching on the acetone(1 Torr)/argon(3 Torr) discharge at 0.15 A. The etalon spectrum 
is also shown for the purpose of determining its linewidth. 
 
 However, the error in such determinations is often large, as the contribution to the 
overall measured linewidth from the effects of current and temperature of the laser 
coldhead on the laser laserwidth can be almost as large as the contribution from the 
linewidth change due to the plasma temperature. The error at different conditions is about 
100 K after taking a sample of about 5 to 10 lines of each vibrational transition. 
Nevertheless, the range of temperature determined here are typical for hydrocarbon-
containing plasmas in similar condition, such as acetonitrile [19], methanol [20] and 
methane [8] plasmas.  
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3.3.3 Rotational temperature  
If possible, the rotational temperature for each vibrational state was also 
determined for CO in the plasma. The absorbance, A, of each rovibrational line in the 
vibrational state was fitted into the formula below to obtain the rotational temperature of 





JhcBJJCA )1"("exp1"2       (3-4) 
where C is the proportionality factor, B is the rotational constant and Tr is the rotational 
temperature. Here, we assume that the rotational intensities within each vibrational state 
follow the Boltzmann distribution if equilibrium is established. However if the 
distribution is not in equilibrium, the fitting of the rotational intensities would then be 
expected to be very poor. 
The rotational temperature of each vibrational state was calculated and plotted 
against the vibrational quantum number as shown in Fig. 3.5. For υ ≥ 3, it can be seen 
that the rotational temperature is almost constant and slowly approaches a value of about 
480 K, well within the previously measured translational temperature range. The error of 
the fit is reasonably small, indicating that the rotational distribution can indeed be 
described by the Boltzmann distribution. For this range of υ the determined rotational 
temperatures are very close to the translational temperature. However, at low vibrational 
levels (υ = 0, 1 and 2), the standard error of the fitted rotational temperature is larger. 
After careful examination, it turned out that the lowest rotational J lines (J < 4) especially 
of the υ = 0 level were the lines that deviated significantly from equilibrium. If these low 
J lines were removed, the fit becomes much better and the average value for the























Figure 3.5 The rotational temperatures of CO at different vibrational levels in acetone(1 
Torr)/argon(3 Torr) discharges at 0.15 A. The solid line is a fitting curve and the dashed 
line is the translational temperature to which it converges. 
 
rotational temperature of the ground state (υ = 0) can then be estimated to be about 1300 
K. Slightly lower temperatures of 950 K and 750 K were determined for the υ = 1 and υ = 
2 states respectively.  
3.3.4 TDLAS of C2D2 and CN   
In addition to CO, the TDLAS spectra of species such as C2D2 and the CN radical 
were also studied for comparison purposes. Unlike the case for CO, TDLAS is the 
preferred method for studying the energy distributions of these two species because of its 
much higher sensitivity for detecting the reactive CN radical and higher resolution for 
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resolving rovibrational lines of the more complicated spectrum of C2D2. The infrared 
spectrum of the CN radical was also recorded to see if its reactive nature might give rise 
to different internal energy distributions from those of CO. In addition, CN is also a 
diatomic rotor and possesses almost similar mass, rotational constant and vibrational 
frequency to CO. The CN radical was generated by discharging acetonitrile in argon. Its 
rovibrational lines P(9), P(10) and P(11) of the fundamental band of the CN radical were 
detected around 2000 cm-1. Fig. 3.6(a) shows a typical spin-rotation rovibrational doublet 
line of the radical at 1998.936 cm-1. A search was made for the hot bands of CN as 
reported in [21] but no signals were obtained.  
Because of the unavailability of diode lasers for the detection of the intense 
vibrational bands of C2H2 (υ3 = 3287 cm-1), C2D2 produced from the dissociation of d6-
acetone, was chosen to check whether a polyatomic molecule in the plasma might also 
give rise to highly excited vibrational and rotational states. The υ3 and several 
combination bands of υ3 with υ4 and υ5 of C2D2 were indeed detected in the region of 
2430 – 2440 cm-1 but no hot bands of any type other than those already present at room 
temperature were detected (Fig. 3.6(b)). Overall, the line intensities of the C2D2 spectrum 
in the discharge appeared similar to its previously reported spectrum under room 
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Figure 3.6 The 2f frequency-modulated TDLAS spectra of (a) CN P(11) around 1998.936 
cm-1and (b) C2D2 (0010000)-(0000000) P(11) at 2420.105 cm-1 and   (0010011)d-0000011)d 
P(8) at 2420.199 cm-1.  
 
 





When the energy distributions of CO in the acetone/argon and CO/argon are 
compared, virtually no difference in the distributions is observed. It suggests that the 
origin of the various energy states of CO whether from the dissociation of acetone or 
ground state CO itself plays a minor role only. The production of CO from acetone 
requires at least 4.2 eV and for many dc plasma systems, the average electron energy is 
about 3 to 5 eV [8, 23]. Thus it is possible that this production imparts only little excess 
energy to the CO molecules. The observed energy distribution of CO would then come 
about through its subsequent electronic excitation and relaxation processes. 
Vibrational transitions up to υ = 12 ← 11 in CO have been observed in our spectra 
although there have been reports of transitions as high as υ = 20 ← 19, also observed in a 
CO discharge but in emission mode [24]. It is also not possible to fit the distribution to 
any vibrational temperature. On average the CO molecules are in highly excited 
vibrational states after electron excitation partly because of its chemical stability and the 
large vibrational energy gap of about 2169 cm-1(harmonic frequency). This energy 
spacing makes it difficult for vibrationally-excited CO to relax spontaneously to the 
ground state. The effect of the buffer gas such as argon is not significant as it is well 
known that vibration-translation energy transfer is very slow. In a 1.0 Torr discharge, the 
average collisional frequency is about 1 ×107 s-1 and if each collision carries away a large 
portion of the energy, the CO molecules would have been vibrationally-relaxed in an 
efficient manner. In the case of N2, the vibrational de-excitation is more efficient, 
consistent with previous literature determinations. It is well-known that N2 (υ = 2330 cm-
1) is able to relax vibrationally-excited CO via a near-resonance vibration-vibration 
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energy transfer [25, 26]. Thus a narrower vibrational distribution of CO is observed here 
when N2 is present in the plasma system.  
The effect of the vibrational distribution was also investigated for other molecules 
such as C2D2 in a d6-acetone/argon plasma. The observed rovibrational pattern in the υ3 
(2430 cm-1) region is very similar to its room temperature spectrum, implying the 
establishment of equilibrium in all forms of energy distribution. It is also consistent with 
the measurements of translational temperature only slightly higher than room 
temperature, which is also within the experimental error. Since C2D2 has more vibrations 
than CO, its rovibrational energy density of states is much higher. Thus no significant 
deviation of the vibrational excitation from equilibrium was expected and indeed this is 
the case observed here. We have also explored the vibrational distribution in the CN 
radical species generated in an acetonitrile discharge. Peaks due to hot bands of this 
radical were not observed despite long and careful searches. A possible explanation is 
that the signal-to-noise ratio of CN is much smaller than that of CO but if its vibrational 
distribution is far from equilibrium, it is possible that the hot band signals of CN ought to 
be intense or even as strong as its fundamental band. The CN vibration energy level 
spacing is almost as large as that of CO. If the vibrational spacings play an important role 
in determining the vibrational distribution of a species, it is not reflected in the CN case. 
The reactivity of CN probably plays a major role in determining its vibrational 
distribution. Unlike vibrationally-excited CO molecules, the corresponding excited-state 
CN may be even more reactive towards many species in the plasma than ground state CN 
and hence these reaction channels would lead to its low concentration [27]. However, an 
interesting case can be found in the literature where vibrational transitions up to υ = 3 ← 
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2 for the CH radical were actually observed although the CH radical is also known to be a 
very reactive species [28].  
So far, rotational distributions of all vibrational levels of CO have been assumed to 
be in thermal equilibrium at a certain gas ratio and plasma current hence a single 
rotational temperature can be determined [1]. In this work we find that each vibrational 
level has a different rotational temperature. The rotational distribution within each 
vibrational level of CO can generally be fitted by the Boltzmann distribution as shown in 
Fig. 3.5. The rotational temperature tends to be highest for low vibrational levels (Trot ≈ 
1300K for υ = 0) and shows a gradual decrease until it approaches the value of the 
translational temperature at higher vibrational levels. This observation suggests that the 
rotational and translational distributions are only in equilibrium for high vibrational level 
cases. Furthermore, at the lowest vibrational level (υ = 0), we observed that the rotational 
distribution can only be poorly fitted to a Boltzmann distribution unless the low J (J < 4) 
rovibrational lines were removed from the fit. These low J lines are of higher intensities 
than expected. These data may be partly explained by considering the relaxation rates of 
vibrations in CO. For high vibrational levels, the infrared emission or relaxation rates are 
higher due to the larger transition moments and hence, equilibrium can be established 
fairly quickly [11]. However, for low vibrational levels, the emission rates become 
progressively smaller until it reaches zero for the υ = 0 level. The only way molecules in 
a υ = 0 J rotational level could relax radiatively is through pure rotational emission, 
which is known to be even slower. Hence the rotational temperature appears to be much 
higher for low vibrational levels under steady state conditions. Similarly, low J lines also 
appear to have higher intensities in the υ = 0 level because the relaxation rates of these 
levels are very small since the number of lower levels that are accessible becomes 
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smaller. As mentioned, the differences in rotational temperature were not detected 
previously and it could be partly due to the resolution of the emission spectrometer used 
for some previous studies of such work. Nevertheless it is difficult to perform a 
comparison studies since many variations of plasmas have been used and each has its 
unique characteristics. However, under any plasma steady-state conditions, there is no 
doubt that the mechanism for such distributions is complicated from the result of the 
interplay between the rate of generation and the rate of relaxation of these various energy 
levels of CO. 
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– CHAPTER 4 – 
Diatomic CN and CS Transient Species in CH3CN 





Carbon, diamond-like and diamond films can be grown using suitable gas 
molecules as precursors under various conditions such as microwave, hot filament, rf and 
dc plasmas [1]. Gas phase plasma processes play an important role in the preparation of 
good quality films since films of certain desired properties can only be fabricated within a 
certain range of conditions, depending on the plasma current, pressure and choice of the 
starting material. Because gas phase plasma processes are widely dominated by the 
presence of highly reactive free radicals and transient species, measurements of the 
concentration and flux of these important species to the film substrate have been 
demonstrated to be helpful in discovering the precursor responsible for film deposition in 
the plasmas. For example, it has been described in Chapter 1 that methyl and C2 transient 
species were regarded as important diamond and carbon film precursors in hydrocarbon 
plasmas, in particular methane plasmas. [2, 3].  
However, there are many other benchmark systems that have yet to be investigated 
in depth such as acetone (CH3COCH3), acetonitrile (CH3CN), methyl thiocyanate 
(CH3SCN) and methyl isothiocyanate (CH3NCS) discharges. Meanwhile there is also 
much interest in growing carbon films with the incorporation of nitrogen, oxygen, or 
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sulfur atoms leading to useful modifications of the film properties for specific 
applications in industry [4, 5]. Thus it is desirable to study the carriers of these 
heteroatoms in various excitation forms and only then, reasonable reaction pathways may 
be proposed to account for their plasma chemistry.  
This chapter will present a preliminary investigation in a semi-quantitative 
manner, the chemistry of acetonitrile/argon plasmas and methyl thiocyanate/argon 
plasmas. It is anticipated that the CN and/or CS transient species generated by electron 
impact dissociations of acetonitrile and methyl thiocyanate could act as film precursors 
especially for the deposition of carbon films with N and S atoms. So far, limited studies 
have been conducted on the plasma chemistry of these transient species in such systems. 
Hempel et al. [6] studied the behavior of the CN radical in a methane/nitrogen plasma 
using TDLAS while a study on CH3SCN and CH3NCS rf plasmas has been reported in 
which the detection and characterization of the main stable products were performed [7]. 
A dc discharge will be served as the plasma reactor and the molecular species in the 
plasma will be detected by diode laser, FTIR and OES spectroscopies. Unfortunately 
CH3NCS could not be investigated in this work because of strict regulations forbidding 
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4.2 Experimental section 
 
Although CH3CN and CH3SCN dc discharges were investigated respectively, they 
share many common experimental procedures. Both chemicals were purchased from 
Sigma-Aldrich (99%) and were subjected to two freeze-pump-thaw stages for 
purification. Typical total gas pressures achieved with the discharge ranged from 1 to 5 
Torr with partial pressures of precursor gases of 0.1 to 0.5 Torr. The discharge current 
was in the range of 10 to 250 mA. In the TDLAS experiment, diodes covering two 
spectral regions were used. A diode laser in the range of 1990 – 2040 cm-1 was used for 
the detection of the infrared spectrum of CN in both CH3CN and CH3SCN discharges. 
The wavenumber of the diode laser was determined with the OCS reference gas 
calibrated with the etalon. The infrared signal was detected by a LN2 cooled InSb 
detector. For the detection of the infrared spectrum of CS in CH3SCN discharges, another 
diode laser in the range of 1240 – 1290 cm-1 was utilised. N2O was used as a reference 
gas and a LN2-cooled HgCdTe detector was used instead. The concentrations of CN and 
CS with respect to the flow rate of precursor and discharge current were explored in both 
discharges.   
Emissions of both CN and CS were detected together with those coming from 
other transient species: such as C, H, C2, CH, and NH in the CH3CN discharge and C, H, 
C2 and CH in the CH3SCN discharge. The effects of the flow rate of precursor and the 
discharge current were also explored using OES as a probe. All the species detected in 
both plasma systems by TDLAS and OES and their wavelengths or frequencies which 
were used for diagnostics are listed in Table 4.1.  
 




Table 4.1 Species detected by TDLAS and OES  
and their corresponding frequencies or wavenumbers which were used for diagnostics 
 
 Species λ or υ Energy State 
TDLAS CN 1998.936 cm-1 1-0 P(11) 
  2003.055 cm-1 1-0 P(10) 
  2007.147 cm-1 1-0 P(9) 
 CS 1280.155 cm-1 1-0 R(4) 
  1280.646 cm-1 2-1 R(13) 
  1280.407 cm-1 4-3 R(33) 
OES C 247.9 nm 2s22p2P0 – 2s21p2P0
 H 486.1 nm 2s – 4p 
 C2 471.5 nm A3Π – X´3Σ 
 CH 431.4  nm A2∆ – X2 Π 
 NH 335.7 nm A3Π – X3Σ-
 N2 337.1 nm C3Π – B3Π 
 CN 387.14 nm B2 Σ  – X2 Σ 
 HNCS 283.80 nm 3A – 1A 
 CS 267.39 nm A1Π  – X1Σ 
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Although FTIR spectroscopy is ideal for analyzing discharge products in a flow 
cell, we were unable to operate the plasma flow cell directly coupled with FTIR detection 
in these two plasma systems due to strong electronic interference from the plasma itself. 
The FTIR spectra of the final products were collected in the discharges only after the 
plasma was turned off.  
The chemistry of a HNCS plasma was also investigated for comparison with the 
CH3SCN discharge. The HNCS vapor was prepared by dropping concentrated phosphoric 
acid, H3PO4 onto solid potassium thiocyanate, KNCS (Aldrich, 99%) under vacuum at 
273 K. Inspection of the products by FTIR spectroscopy indicated that the vapor was 
pure enough to be used directly for the experiment.   
 
4.3 Rovibrational line strengths and concentrations of CN and CS  
 
4.3.1 Determination of the vibrational band intensity of CN and CS  
Efforts have been taken to conduct a literature search for the experimental 
determination of the rovibrational line strength of CN but surprisingly, we were unable to 
obtain relevant data. In this case, the vibrational band intensities of CN as well as CS 
were estimated by performing computational calculations using Gaussian 98 software.  
The vibrational band intensity of the open-shell CN radical was calculated using 
UB3LYP and UMP2 method with 6-311+G** basis set. For the UB3LYP method, a 
vibrational band intensity of 19 km mol-1 was determined and the vibrational harmonic 
frequency was calculated to be 2060 cm-1 after applying a frequency scaling factor of 
0.96 [8]. This value is remarkably close to its harmonic frequency of 2068 cm-1 [9]. For 
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the UMP2 method, the band intensity was calculated to be 22 km mol-1 and the harmonic 
frequency was determined to be 2149 cm-1 after applying a frequency scaling factor of 
0.94. The calculation results are listed in Table 4.2 
 
Table 4.2 B3LYP and MP2 calculation results of  
the harmonic frequencies and the vibrational band intensities of CN, CS, CO, and NO.  




basis set Calculation Ref value Calculation Ref value 












(6254 cm-2 mol-1) 
[10] 















Botschwina [10] has already calculated the integrated vibrational strength of the 
close-shell CS fundamental band by using CEPA-1(ED) method. A value of 6254 cm2 
mol-1 (80 km mol-1) was obtained. However, in order to be consistent with the CN 
calculation, the CS band intensity was also estimated by performing the same B3LYP and 
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MP2 method. In this case the band intensity was determined to be 83 km mol-1 and 53 km 
mol-1 respectively. Meanwhile, the vibrational harmonic frequency of CS was determined 
to be 1253 cm-1 and 1243 cm-1, respectively after applying frequency scaling factors. The 
literature value for the CS fundamental frequency is 1274cm-1 [11]. In both cases the 
B3LYP calculation results are closer to the reference values than the MP2 calculation 
results.  
In order to provide a comparison on the reliability of the calculations, the 
vibrational harmonic frequencies and intensities of similar size molecules CO (closed 
shell) and NO (open shell) were also calculated using the same level of theory. The 
results are shown in Table 4.2. The values obtained for CO and NO were 2113 cm-1 (86 
km/mol) and 1899 cm-1 (46 km/mol) respectively for the B3LYP method. For the MP2 
method, the values obtained for CO and NO were 1997 cm-1 (57km/mol) and 1848 cm-1 
(22 km/mol), respectively. The experimental band intensities of CO (75 km/mol) and NO 
(30 km mol-1 for both 2P1/2 and 2P3/2 states) taken from reference [12] compare well with 
the calculated values, especially the B3LYP method. Therefore, B3LYP calculation 
results were adopted in the work: the vibrational band intensities of 19 km mol-1 for CN 
and 83 km mol-1 for CS were used to calculate the individual rovibrational line intensity 
of CN and CS.  
4.3.2 Determination of the individual rovibrational line intensities of CN and CS 
The individual rovibrational line intensity was calculated based on an assumption 
that CN and CS are in Boltzmann distribution. The probability of absorption is 
proportional to the population of molecules in the lower rovibrational levels [13]. The 
intensity distribution, among rotational transitions in a vibrational band is governed by 
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the Boltzmann distribution of the population among the initial vibrational states, the ratio 
of the number of molecules at each rotational level to that of the ground rotational level is 







N rJ −+=        (4-1) 
where h, c, and k are universal constants, J" is the rotational quantum number of the 
lower vibrational energy level, Er" is the energy of the lower vibrational level, 
spectroscopic constants of CN and CS were taken from references [14] and [11] 
respectively and are shown in Tables 4.3 and 4.4. For the CN radical, the spin of the 
unpaired electron is coupled to the rotational angular momentum to form a resultant J, 
hence each rovibrational line was split into a doublet. We made an assumption that both 
states are equally populated [9]. In this work, constants up to Dυ were considered in the 
calculation of the vibrational energy:  
Er" = BυJ"(J"+1) – DυJ"2(J"+1)2      (4-2) 
The ratio of individual rovibrational line intensity to the vibrational band intensity is 
equal to the ratio of the population at the lower rovibrational level of that rovibrational 

























       (4-3) 
where Sυ is the vibrational band intensity estimated using Gaussian 98. Thus the 
individual rovibrational line intensity SJ" can be determined. 




Table 4.3 Spectroscopic constants (in cm-1)  
of the X2Σ+ vibrational level of CN radical. Taken from reference [14] 
Constants υ = 0 υ = 1 
Tυ 0.0 2042.42261 
Bυ 1.8910827 1.8736591 
106 × Dυ 6.4072 6.4162 
1012 × Hυ 6.36 6.08 
 
Table 4.4 Spectroscopic constants (in cm-1)  
of the X1Σ+ vibrational level of CS. Taken from reference [11] 
Constants υ = 0 υ = 1 υ = 2 υ = 3 
Tυ 0.0 1271.162055 2531.353665 3777.59739 
Bυ 0.817084141 0.811163722 0.805241221 0.799316671 
106 × Dυ1 1.336182 1.337566 1.339021 1.340605 
1013 × Hυ 1.974 1.777 1.568 1.383 
 
Constants υ = 4 υ = 5 υ = 6 
Tυ 5010.91646 6231.33336 7438.87038 
Bυ 0.793389601 0.787459946 0.781527353 
106 × Dυ 1.342244 1.344023 1.345849 
1013 × Hυ 1.177 1.024 0.851 
 
                                                 
1
 υIn Ref 11 the order of D  was 10  which is a print error and should be corrected to 10 . 7 6
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A Qbasic program was written to calculate the rovibrational line intensities of CN 
and CS. An example of the program that calculates the rovibrational intensities of CN can 
be found in appendix 3. The results of the intensities of several selected rovibrational 
lines are given in Table 4.5.  
Table 4.5 Results of the calculated intensities  
of several rovibrational transitions of CN and CS at 450 K. 
Molecule Intensity ( × 10-19 cm molecule-1) 
P(6) P(7) P(8) P(9) P(10) P(11) P(12) 
CN 
1.04 1.10 1.12 1.10 1.06 1.00 0.93 
R(1) R(2) R(3) R(4) R(5) R(6) R(7) 
CS 
1.21 1.99 2.74 3.44 4.08 4.66 5.16 
 
4.3.3 Determination of the absolute concentrations of CN and CS 
The procedure for determining the concentration of CN in CH3CN discharges by 
TDLAS will be described here. The expression used here is in accordance with the Beer-
Lambert's law for small absorptions [2, 12]:  
ACN = SCN  f(υ – υL) [CN] L    (4-4) 
where ACN is the absorption intensity, in this case the 2f peak height of the rovibrational 
line of CN, SCN (km/mol) is the rovibrational line strength of CN, L (cm) is the absorption 
path length of CN in the plasma, υ (cm-1) is the frequency, υL (cm-1) is the frequency at 
the line center, and f(υ– υL) is the Gaussian line shape function given as:  
 f(υ) = (1/υd) [ln(2/π)]1/2 exp[(-ln(2)) ((υ –  υ L) / υd)2]     (4-5) 
 υd = υ / c (2kbT ln 2/m)1/2       (4-6) 
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where υd (cm-1)is the Doppler HWHM, m (g) is mass of CN. The 2f modulation peak 
height of one of the rovibrational line of CN, ACN was measured against that of nearby 
OCS line, AOCS of known line strength and pressure [15]. CN concentration was 










υ=    (4-7) 
where LOCS is the path length of OCS in the reference cell.  
In the case of CH3CN plasma the P(11) rovibrational line was used as a spectral 
probe for CN and its concentration was thus derived from its intensity. OCS is a suitable 
calibrating gas for CN because it has many well-documented intense lines in the 1990 – 
2040 cm-1 region [12]. In fact, one of the 16O13C32S lines at 1998.893 cm-1 lies very close 
to the CN P(11) line at 1998.936 cm-1. The closest reference OCS line should be chosen 
because the diode laser does not necessarily have uniform power across a mode even 
though the mode itself may only be 0.5 – 1.0 cm-1 long. The percentage absorption could 
not be measured using 2f modulation hence making the coincidence of the calibrating gas 
and the CN signals even more important.  
A 15 cm (LOCS) long glass cell was filled with OCS at a specific pressure and 
ambient temperature to meet the condition of peak height proportionality to 
concentration. The OCS pressure was kept below 0.15 ± 0.01 Torr, which corresponded 
to a concentration of 5.2 × 1015 molecule cm-3 ([OCS]) at room temperature (300 K), in 
order to maintain the linear correlation between the absorption intensity and the pressure. 
The 2f detection was used to scan over the OCS reference line. The line strength of 
16O13C32S at 1998.893 cm-1 has been determined to be 1.12 × 10-20 cm molecule-1 [12]. 
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The modulation amplitude used for 2f modulation should be small so that the line profile 
of the signal approaches that of the true second derivative line shapes. The peak height 
AOCS at 0.15 Torr was determined to be 0.3903 ± 0.0004 unit.  
Since all the parameters involving OCS of eq. (4-7) have been found, we need to 
determine the parameters of CN. A specific case will be chosen as an example to 
demonstrate how the CN concentration in the plasma was calculated. For the 
experimental conditions, flow rate of CH3CN of 400 sccm, total pressure of 2.0 Torr 
which is adjusted by the partial pressure of the buffer gas argon, and the discharge current 
of 0.08 A, the 2f peak height of the P(11) rovibrational transition of CN was measured to 
be ACN = 0.0020 ± 0.0004 units. The line strength and the effective reaction pathlength 
have already been mentioned in the previous section. After taking into account the line 
shape factors of both CN and OCS, the concentration of CN in the plasma of above 
mentioned condition was determined to be:  
[CN] = ( 8.4 ± 3.8 ) × 1011 molecule cm-3  
Recently Hempel et al. investigated the CN free radical in the 
methane/nitrogen/hydrogen microwave plasma and determined that the CN 
concentrations were in the range of  1011 to 1012 molecule cm-3 in their system [6]. As a 
comparison, methyl radical concentrations in pure methane plasmas were also about 1011 
to 1012 molecule cm-3 [2, 16]. The sensitivity of our diode laser spectrometer could be 
estimated by monitoring the pressure of OCS in a static glass cell when the signal to 
noise ratio of its 1998.893 cm-1 line infrared transition reached 1 or 2. After accounting 
for the pathlengths and line strengths of OCS and CN, it was estimated that minimum 
concentrations of CN of about 3 × 1011 molecule cm-3 should be detectable by our 
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system. The detection limit is also related to the time constant used in signal averaging 
with a lock-in amplifier although we found this not to be critical. This value is consistent 
with the detection limit for the concentration of ArH+ in Section 2.2. Thus, the value 
obtained for the plasma concentration of CN in the region of 1011 molecules cm-3 appears 
to be reasonable.  
For the CS transient species, the fundamental 1-0 R(4) rovibrational transition at 
1280.155 cm-1 was monitored and the 15N14N 16O line at 1280.127 cm-1 was taken as the 
reference gas line to calculate its concentration. After performing the same calculation, 
the concentrations of CN and CS in the CH3SCN discharge were determined to be 
between 1 × 1012 and 6 × 1012 molecule cm-3 and between 2 × 1013 and 9 × 1013 molecule 
cm-3, respectively. Details of the results will be discussed in later section.   
Of course the accuracy of the concentration measurement is limited. For example, 
the error associated with the concentration value was estimated to be around 45% for CN. 
It was believed that the error is due to several factors, the uncertainty in the determination 
of the CN line strength, the shift of the diode laser frequency causing variation of the 
absorption intensity, low concentrations of CN in the discharge affected the signal to 
noise ratio.  
4.4 The CN radical in CH3CN discharge  
 
Fig. 4.1 shows the infrared diode laser absorption spectrum of the P(11) 
rovibrational line of the CN radical at 1998.936 cm-1 in a 2.0 Torr CH3CN/argon plasma 
with the flowrate of CH3CN at 400 sccm discharged at 80 mA. The reference gas OCS 
line at 1998.893 cm-1 and etalon signals are shown as well. Two other rovibrational lines, 
P(9) and P(10) have also been observed in the plasma, thus confirming the identity of the 
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CN radical. The P(11), P(10), and P(9) transitions are shown  in Fig. 4.1 also . It can be 
seen that the CN lines are separated by 0.008 cm-1 which is caused by spin-rotation 
splitting [9]. A search for CN hot band was also made, but we were unable to detect 
them. Hence an assumption was made that the vibrational distribution of CN closely 
resembles a Boltzmann distribution.  
Fig. 4.2 shows a section of the FTIR spectra of CH3CN before and after discharge 
in a static cell. As mentioned before, the latter spectrum was collected after the discharge 
and the pump were switched off and as a result, only the final products were observed. 
Even after a few seconds, it could be seen that by far the major final product of the 
discharge is HCN (υC-H str at 3314 cm-1 and combination band at 2805 cm-1). More 
intense HCN spectra were obtained with higher initial pressure of acetonitrile in the 
discharge cell. A weak spectrum of acetonitrile was also observed in Fig. 4.2 after 
discharge indicating that a significant amount of acetonitrile has been dissociated even 
within a short interval. However, the ratio of the HCN : CH3CN infrared bands (measured 
by the peaks of each of the bands) decreased from about 12 at 1 Torr to 8 at 5 Torr, 
indicating less efficient dissociation under high pressure conditions.  
The gas phase reaction pathways for the CN radical in the plasma are briefly 
discussed here. It is obvious that the most important reaction generating CN in the plasma 
is the electron impact dissociation of acetonitrile. It is also possible for metastable argon, 
Ar* to contribute to the dissociation of acetonitrile in an argon-containing plasmas. Many 
excited argon lines could be observed using OES. However when acetonitrile was 











CN P(11) 1998.936 cm-1
OCS 1998.893 cm-1








Figure 4.1 A fully calibrated TDLAS spectrum of CN P(11) transition recorded in 
CH3CN plasma (with total pressure 2.0 Torr and applied current 0.08 A). The OCS and 
etalon spectra are also shown here. The spectra of P(11), P(10), and P(9) transitions of 
CN radical are shown in the bottom figure.  











Figure 4.2 A section of the FTIR spectra showing the vibrational spectra of HCN and 
CH3CN recorded before and after discharge in a static cell of 2 Torr of CH3CN initial 
pressure. 
 
introduced into the discharge, the emission lines of argon were almost suppressed. 
Although excited state argon and argon ions are essential in maintaining the stability of 
the discharge, their roles in creating copious amounts of CN will be diminished once 
sufficient acetonitrile is present in the plasma. Furthermore, it was also possible to detect 
similar amounts of CN if helium was used as the buffer gas. As such, electron impact 
dissociation (reaction 4-8a in Table 4.6) should be more important in generating the CN 
radicals since the process is equally important in both argon and helium-dominated 
plasmas.  
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Chemical reactions play an important role in depleting the CN concentration. One 
of the main reactions of CN is with the precursor, CH3CN (Reaction 4-8b) leading to the 
formation of the main product, HCN. We have performed a calculation to estimate the 
activation energy for H atom abstraction. Due to the heavy computer cost, high level 
calculation was avoided. Hence the method used for the computation was UHF theory 
with 6-311G** basis set in Gaussian 98. Fig. 4.3 shows the predicted energies of the 
reaction and the geometry of the transition state in which a linear C-H-C configuration 
was determined. The activation energy is quite low, about 48 kJ mol-1 which compares 
well with the barriers of similar classes of reactions [2]. According to the NIST Chemical 
kinetics database [17], the rate coefficient for this reaction has been determined to be 3.3 
× 10-12 molecule-1 cm3 s-1 at 400K. Therefore, the reaction of CN with the abundant 
precursor could be considered as a major loss process for the radical under plasma 
conditions. Another chemically important reaction pathway for CN is its reaction with the 
abundant plasma product, HCN where cyanogen, C2N2 and hydrogen atom are produced 
as main products (Reaction 4-8c) [18, 19]. The rate coefficient for the reaction of CN and 
HCN to produce C2N2 and H is reasonably large, about 7 × 10-13 molecule-1 cm3 s-1 at 
400K.    
The change in the concentration of CN with respect to the flow rate of acetonitrile 
at a fixed current is shown in Fig. 4-4(a). Initially it was thought that the CN 
concentration should decrease due to its reaction with HCN as more acetonitrile was 
flowed into the plasma cell. HCN is expected to be generated in copious amounts in 
acetonitrile-rich plasmas as indicated in the FTIR experiments. As we know the rate 
coefficient for the reaction of CN and HCN is reasonably large, the decrease in the 
concentration of CN in the presence of HCN should be detectable [18, 19]. However, the 
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concentration of CN shows an initial increase before reaching a near stable value with 
increasing flow rates of acetonitrile at all three different total pressures and currents 
investigated. Another interesting result for CN was observed in Fig. 4-4 (b) when the 
variation of CN concentration with the plasma current was investigated at different fixed 
flow rate conditions. It could be seen that as more current was injected into the plasma, a 
slight decrease in CN concentration was observed. Since CN is one of the primary 
radicals produced by direct electron impact dissociation, it is typically expected that its 
concentration would increase with current and indeed, this trend was observed for the 
methyl radical in many methane-containing plasmas [2]. In order to investigate the 
plasma chemistry of CN further, the optical emission spectrum of its B2Σ - X 2Σ transition 
around 388 nm was probed. The high resolution emission spectrum of CN B2Σ - X 2Σ 
transition can be found in Fig. 4.5. Fig. 4.6 (a) and (b) show that an almost linear increase 
in the CN* intensity was observed with the flow rate of CH3CN and the applied current. 
It appears that the CN* intensity tends to be optimized under the conditions of high flow 
rate and discharge current.  
It appears that based on the experimental data above, several major pathways of 
CN in the CH3CN /Ar discharge could be deduced as listed in Table 4.6.  
Table 4.6 Some important  
electron-impact and chemical reactions of CN in CH3CN/Ar plasma 
 Reaction  
1 CH3CN + e Æ CH3 + CN + e 4-8a 
2 CN + CH3CN Æ HCN + CH2CN 4-8b 
3 CN + HCN Æ C2N2 + H 4-8c 
4 CN + e Æ CN* Æ C + N 4-8d 




CH3CN + CN 
48 kJ mol-1





Figure 4.3 Activation energy and the transition state geometry of the reaction CN + 
CH3CN leading to the formation of HCN calculated by the UHF method with 6-311G** 
basis set.   
 









































Figure 4.4 The variation in the concentration of CN with respect to (a) the flow rate of 
CH3CN at selected values of the external current and (b) the current at selected values of 
flow rate of CH3CN in the CH3CN /Ar discharge.   
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Figure 4.5 Selected OES spectra of CH, N2, NH, C2, and CN recorded in the CH3CN/Ar 
discharge.  
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Figure 4.6 The variation in the emission intensity of excited state CN with respect to (a) 
the flow rate of CH3CN at selected values of the external current and (b) the current at 
selected values of flow rate of CH3CN in the CH3CN /Ar discharge. 
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Based on this simple reaction scheme in Table 4.6 and assuming steady state 








++      (4-9) 
Unfortunately, due to the lack of precise data on rates of electron impact processes, 
only a qualitative description of the plasma chemistry of CN based on the experimental 
data can be given here. Fig. 4.4 (a) shows that the CN concentration increased initially 
and attained a stable value at high flow rates of acetonitrile. This observation can be 
partly accounted for by examining the ratio of CH3CN:HCN at different acetonitrile 
pressures. The FTIR data shows that this ratio increases at high acetonitrile pressures. 
The equation shows that the concentration of CN will be higher at high flow rates of 
acetonitrile providing all other parameters remained the same. Fig. 4.6 (a) also indicates 
that CN* density increases with the flow rate of acetonitrile which also means that the 
term k4[e] is larger under high flow rate conditions. Thus the ground state CN 
concentration should also exhibit a decrease because of this effect. However the observed 
increase of ground state CN concentration implies that the effect has been overcome by 
the higher increase of the CH3CN:HCN ratio whenever more acetonitrile is present in the 
system. 
Initially, it was surprising to observe the decrease of the concentration of ground 
state CN at high currents as indicated in Fig. 4.4 (b). After all, the main production route 
of CN in the plasma is via electron impact dissociation of acetonitrile and when more 
electrons are available for this process, more CN radicals should be generated as well. 
Therefore, it can be deduced that in order to account for the decrease of ground state CN, 
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either the concentration of HCN has increased dramatically at high currents or other 
electron-induced processes have destroyed the CN radicals. Under high current 
conditions, the radical may have undergone increased excitation to excited electronic 
states and subsequent dissociation to C and N. The experimental evidence for this effect 
was studied via OES and the results are presented in Fig. 4.6 (b) where copious amounts 
of excited B state CN were indeed generated under high current conditions. The B state 
of CN lies at around 3.2 eV [20]. The typical average electron energy measured in many 
methane plasmas is 2 to 4 eV [2]. If a similar range of values is assumed for the 
acetonitrile plasma, the CN excitation will fall in the region of high electron densities. 
The data shows that electron excitation process becomes more efficient while the 
depletion of ground state CN concentration by the same process becomes more severe at 
high currents. However, excited CN may fluoresce or suffer collisional deactivation, 
eventually falling back and repopulating the ground state of CN. If this were the case, the 
ground state CN concentration could not be severely affected by this process. So, it is 
then possible to assume that subsequent dissociation of energetic CN* to C and N atoms 
must have taken place substantially so that repopulation of the ground state CN is 
minimized. The dissociation of CN into its constituent atoms could also have taken place 
via repulsive electronic states as well. Although other excited electronic states were not 
studied, the emission intensity from the B state is taken as a representative spectrum of 
the rest of the electronic states. It is anticipated that excitations to higher excited 
electronic states whether they are bound or repulsive, and subsequent dissociation of CN 
are much more efficient under high current conditions.  
The emission spectra of excited CH, C2, N2, and NH diatomic molecules were also 
observed by OES. The OES spectra of CH, C2, N2, NH, and CN collected at the 
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resolution of 0.1 nm are shown in Fig. 4.5. CH and C2 are common in hydrocarbon 
plasmas with the CH radical formed by electron impact dissociation of CH3, one of the 
primary radicals in acetonitrile plasmas [2]. C2 is formed when acetylene dissociates 
under electron impact with copious amount of H atoms also generated in the process. 
However, the formation of NH is surprisingly difficult to explain even though this species 
is common in ammonia discharges [20]. The NH transient species is easily formed from 
dissociation of ammonia through stepwise hydrogen abstraction or direct electron impact 
dissociation. However, the NH formation from the acetonitrile precursor may not be as 
straightforward. It is highly unlikely that NH is formed from the recombination reaction 
of N with H due to the low pressure of the plasma. However there is another interesting 
route for efficient generation of NH. Doughty et al has shown that the isomerization of 
acetonitrile to ketenimine, CH2CNH proceeds with an activation energy of about 440 kJ 
mol-1 [21]. Although the barrier is high, electrons possessing energies far in excess of the 
barrier height exist in the plasma. Previously, ketenimine has been detected by infrared 
spectroscopy and the method of its generation was via the reaction of acetylene with NH 
[22]. It is likely that in an acetonitrile discharge, the reverse reaction takes place whereby 
NH is formed when the unimolecular decay of ketenimine proceeds at a reasonable rate. 
The reaction and energies (kJ mol-1) for the rearrangement of ketene imine to acetonitrile 
is displayed in Fig. 4.7. The structure of ketenimine resembles ketene itself and the 
unimolecular dissociation of ketene is well known to produce copious amount of CO at 
and above 30,000 cm-1 of energy [23]. Hence this route for the production of NH maybe 
favored because the NH moiety is already present in ketenimine.  
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4.5 The CN and CS transient species in CH3SCN discharge  
 
The plasma chemistry of CN radical and another transient species CS in the 
CH3SCN discharge will be discussed in this section. Fig. 4.8(a) shows the TDLAS 
spectrum of a CH3SCN (0.5 Torr) /Argon (4.5 Torr) plasma around 2003 cm-1 together 
with the spectra of the reference gas OCS and etalon. The vibrational spectrum of ground 
state CN was identified by its P(10) rovibrational doublet at 2003.055 cm-1. The CN 
signal disappeared immediately after the discharge was switched off. CN hot bands also 
could not be detected in the discharge. Most of the other peaks in this region could be 
assigned to the υ2 band of HNCS by comparison to a pure HNCS spectrum. Fig. 4.8 (b) 
shows the rovibrational lines of CS at around 1280cm-1 region in CH3SCN/Argon plasma 
under the same conditions as above together with the spectra of the reference gas N2O 
and etalon. Ground and excited vibrational states of CS up to υ = 5 in the plasma were 
detected by TDLAS [24]. The infrared transitions of the fundamental and even some hot 
bands of CS were observed to be much stronger than those of CN. Fig. 4.9 (a) shows the 
OES spectrum of the CH3SCN/Ar plasma under the same conditions as stated in Fig. 4.8. 
Strong emission spectra of CS (A1Π − X1Σ) and CN (B2Σ − X2Σ) as well as the emission 
of NH (c1Π − a1∆) could be observed [20]. Weak emission lines of HNCS (3A – 1A) were 
also observed from 280 to 310 nm. Because of the presence of another emission band of 
NH (c1Π − a1∆) in the same region, the identity of the HNCS could only be confirmed 
when a much stronger HNCS spectrum was recorded in a HNCS/Ar discharge under 
similar conditions (Fig. 4.9 (b)). However, it was surprising to note that NH emission was 
not detected in the HNCS discharge.   

































Figure 4.8 TDLAS spectra of (a) CN and HNCS and (b) CS in CH3SCN/Ar plasma. The 
CH3SCN and Ar pressure are 0.5 and 4.5 Torr respectively, with the applied current of 
0.03 A. The reference gas and etalon spectra are also shown here. 



































































Figure 4.9 OES spectra of gaseous species in (a) CH3SCN/Ar plasma and (b) HNCS/Ar 
plasma, discharged under the same conditions as stated in Fig. 4.8. 
Fig. 4.10 (a) shows the variation of the concentration of ground state CN with 
respect to the flow rate of CH3SCN at a fixed input current. It can be seen that the 
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concentration keeps increasing with increasing flow rate of CH3SCN. This phenomenon 
is different from what was observed in the CH3CN plasma where the ground state CN 
reaches a maximum at high flow rate of CH3CN (Fig. 4.4 (a)). However in the CH3SCN 
plasma, the spectrum was recorded at low input current while in the CH3CN plasma it 
was recorded at high input current. Due to the overlapping of strong absorptions of one of 
the main products HNCS at high currents, the TDLAS of CN was only able to be 
collected at lower currents (10 mA and 20 mA). Otherwise the signal will be severely 
submerged by the HNCS signals, even though in the CH3SCN discharge, CN 
concentration is slightly higher here than that in the CH3CN discharge. At low input 
currents, the ground state CN increased linearly with respect to the flow rate of the 
precursor. The variation in the concentration of ground state CN with respect to the input 
current at a fixed precursor flow rate is shown in Fig. 4.10 (b). As more current was 
injected into the plasma, a decrease in the CN concentration was observed, although it 
was still very difficult to record the CN infrared spectrum at high currents due the 
influence of HNCS.  
In order to investigate the plasma chemistry of CN further, the variation in the 
emission intensity of its B2Σ -X2Σ transition of CN was followed with respect to the flow 
rate of CH3SCN at fixed input current. As shown in Fig. 4.11 (a), an almost linear 
increase was observed and this trend is consistent with the variation of ground state CN. 
The emission intensity of the excited state CN with respect to the discharge current at 
fixed flow rate of the precursor was shown in Fig. 4.11 (b). Contrary to the ground state














































Figure 4.10 The variation in the concentration of ground state CN with respect to (a) the 
flow rate of CH3SCN at selected values of the external current and (b) the current at 
selected values of flow rate of CH3SCN in the CH3SCN /Ar discharge.   
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Figure 4.11 The variation in the emission intensity of the excited state CN with respect to 
(a) the flow rate of CH3SCN at selected values of the external current and (b) the current 
at selected values of flow rate of CH3SCN in the CH3SCN /Ar discharge.  
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CN observations, the emission of excited state CN appeared to increase almost linearly 
with increasing input current. These behaviors are similar to what were seen in the 
CH3CN discharge (Fig. 4.6(b)).  
The concentration of the ground state CS with respect to the flow rate of precursor 
and the discharge current was also monitored in the same way as for the CN radical. 
Examination of the concentration of ground state CS with respect to the flow rate of 
CH3SCN at fixed input current shows that it keeps increasing and gradually reaches a 
maximum value as indicated in Fig. 4.12 (a). A similar trend can be found in Fig. 4.12 (b) 
which shows that the concentration of CS reaching a maximum value at high input 
current but at a fixed flow rate. However, under the conditions of high flow rate of 
CH3SCN and input currents, the transitions of CS began to broaden and only by 
measuring the area under the curve, it could be shown that the CS concentration has 
actually kept increasing with the flow rate of precursor and the input current.  
Fig. 4.13 (a) shows the variation of the A-X emission intensity of excited CS with 
respect to the flow rate of CH3SCN at fixed input current. The emission intensity 
increases initially and becomes stable at high flow rate of CH3SCN. As for the emission 
intensity of CS with respect to the input current at fixed flow rate of CH3SCN in Fig. 4.13 
(b), it also became stronger, rising almost linearly with increasing current. Fig. 4.14 (a) 
shows the FTIR spectrum of the final products of CH3SCN/Ar discharge collected 
immediately after the discharge and pump were switched off. Strong absorptions due to 
CS2 and HCN were recorded at 1520 cm-1 and 3314 cm-1 respectively. Weak acetylene 
lines around 3286 cm-1 were also detected and caused an overlap with the HCN spectrum.  
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Figure 4.12 The variation in the concentrations of ground state CS with respect to (a) the 
flow rate of CH3SCN at fixed external current and (b) the current at fixed flow rate of 
CH3SCN in the CH3SCN /Ar discharge.    
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Figure 4.13 The variation in the emission intensities of excited state CS with respect to 
(a) the flow rate of CH3SCN at fixed external current and (b) the current at fixed flow 
rate of CH3SCN in the CH3SCN /Ar discharge. 
 
 















Figure 4.14 (a) FTIR spectra of CH3SCN before discharge (top) and after discharge 
(bottom). Expanded spectra of (b) CS around 1274 cm-1 and (c) HCN around 3310 cm-1 
are also shown. Spectra are collected immediately after the discharge and pump were 
switched off. 
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Interestingly, the fundamental vibrational band of CS centered at 1274 cm-1 was also 
observed as shown in Fig. 4.14 (b) although it took several seconds for the spectrum to be 
accumulated. However, further scans did not reveal any more traces of CS, which is 
consistent with its transient nature. In addition, more intense CS, CS2, and HCN spectra 
were obtained with higher initial pressures of CH3SCN. Spectra were also recorded for 
different input currents and the intensities of all three species above increased as well. In 
addition, the FTIR spectrum of the precursor CH3SCN was still seen after the discharge 
has been turned off. Depending on the duration of discharge, a significant amount of 
CH3SCN (20-30%) could be dissociated under these static conditions.  
Using the expression derived for concentrations previously described in Section 
4.3, the concentration of CN was estimated to be about 4 × 1012 molecule cm-3 at a 
discharge current of 0.02 A and a flow rate of 300 sccm of CH3SCN which  corresponds 
to a partial pressure of 0.5 Torr in 4.5 Torr of argon. This value is not unlike the 
concentration of CN found in acetonitrile discharges. Meanwhile, the CS concentration 
was determined to be about 6 × 1013 molecule cm-3 under similar conditions as reported 
for the CN radical. Unlike CN, many hot bands of CS have been detected hence the 
population distribution of CS in the plasma is considered to be far from being Boltzmann-
like. Hence, the calculated concentration has to be taken as the minimum concentration of 
CS in the plasma since the higher vibrational state populations are unaccounted for. By 
summing up all the excited vibrational state populations, we estimated that the total 
concentration of CS was about 3 times higher, about 2 × 1014 molecule cm-3 under 0.5 
Torr CH3SCN in 4.5 Torr of Ar at 0.02A discharge current. The value is significantly 
higher than that for CN but it is not surprising since CN is known to be much more 
reactive under plasma conditions.    
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The concentrations of stable products such as HNCS, HCN and CS2 in the plasma 
were also determined either by TDLAS or FTIR spectroscopy. By comparison to a pure 
HNCS diode laser spectrum around 2000 cm-1 in which its pressure has been recorded, 
concentrations in the range from 1 × 1015 to 3 × 1015 molecule cm-3 were determined for 
HNCS in CH3SCN plasmas. It was found that these values were surprisingly large and 
we have also observed that HNCS persisted in the glass cell for a few hours despite 
having the discharge switched off and the cell evacuated by the pump. This suggests that 
surface reactions in addition to gas phase chemical reactions may have played an 
important part in HNCS production. Unfortunately diode lasers were not available to 
monitor HCN and CS2 directly in the plasma. Instead the concentrations of these final 
plasma products were determined in a static cell using FTIR spectroscopy. From the 
recorded FTIR spectra and by comparing with their pure vapor spectra, the CS2 and HCN 
concentrations were found to be in the range of 2 to 5 × 1013 molecule cm-3 and 6 to 8 × 
1014 molecule cm-3, respectively, depending on the duration of the discharge. However, 
these values could not be compared to the HNCS concentration since their determinations 
have been performed under different conditions. More importantly, the detection of CS2 
and HCN serve to provide some support for our proposed reaction pathways for the CN 
and CS species. 
The reaction pathways leading to the generation and destruction of CN and CS 
transient species in the plasma are dominated by electron impact and radical-molecule 
reactions. Table 4.7 summarizes some of the important reactions occurring in the 
thiocyanate plasmas. As in many low temperature plasma systems, electron-induced 
dissociation of the precursor is the most important primary initiation reaction. The C-
SCN bond of methyl thiocyanate may be cleaved by electron bombardment leading to the 




Table 4.7 Some important electron-impact  
and chemical reactions in CH3SCN/Ar plasmas 
 Reaction  
1 CH3SCN + e Æ CH3 + NCS + e 4-10a 
2 NCS + e Æ CN + S + e 4-10b 
3 NCS + e Æ CS + N + e 4-10c 
4 CH3SCN + e Æ CH3S + CN + e 4-10d 
5 CH3S + e Æ CH2S + H + e 4-10e 
6 CH2S + e Æ HCS + H + e 4-10f 
7 HCS + e Æ CS + H + e 4-10g 
8 CN + e Æ CN* + e 4-10h 
9 CN* Æ C + N 4-10i 
10 CN + HCN Æ C2N2 + H 4-10j 
11 CN + CH3SCN Æ HCN + CH2SCN 4-10k 
12 CS + e Æ CS* + e 4-10l 
13 CS* Æ C + S 4-10m 
14 CS + S Æ CS2 4-10n 
15 CS + S2 Æ CS2 + S 4-10o 
16 H + CH3SCN Æ HNCS + CH3 4-10p 
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formation of NCS and CH3. CS and CN are subsequently formed through further 
electron-induced dissociation of NCS either at the C=S or C=N bond (Reactions 4-10a to 
4-10c). CH3SCN could also undergo another dissociation process, which involves the 
formation of intermediates CH3S, CH2S and HCS. In this pathway, the S-CN bond is 
broken leading directly to the formation of the CN radical and CH3S.  The CS species is 
then produced via subsequent hydrogen atom elimination of the intermediate species 
(Reactions 4-10d to 4-10g). Unfortunately for many of these reactions involving electron 
impact processes, their reaction enthalpy and activation energy data are not easily 
available.   
Not surprisingly, electron-impact dissociation processes again play a major role in 
depleting the concentration of CN. Similar to its chemistry in acetonitrile discharges, the 
CN radical undergoes excitation from the ground to electronically-excited states and from 
some of these states, many of which are repulsive, dissociation may then occur to 
generate C and N atoms (Reactions 4-10h and 4-10i). Chemical reactions also play a part 
and one of the main reactions of CN is with the abundant plasma product, HCN where 
cyanogen, C2N2 and hydrogen atom are produced at reasonable rates (Reaction 4-10j) [2]. 
Another chemically important reaction pathway for CN is its reaction with the precursor, 
CH3SCN (Reaction 4-10k). The rate of this important reaction again is not known and 
hence a calculation was performed to estimate the activation energy for H atom 
abstraction. The method used for the computation was UHF with 6-311G** basis set in 
Gaussian 98. Fig. 4.15 shows the predicted energies for this process and the geometry of 
the transition state. It can be seen that similar to the reaction between CN and CH3CN, a 
linear C-H-C configuration of the transition state structure was determined. The 
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activation energy is quite low, about 52 kJ mol-1 which compares well with the barriers of 
similar classes of reactions [2].  
Some of the major reactions of the longer-lived CS species could be its electron 
impact dissociation to yield C and S atoms and also reactions with sulfur atoms or 
diatomic S2 to produce CS2 (Reactions 4-10l to 4-10o). However, since the chemical 
lifetime of CS is relatively long, these reactions are not expected to be proceeding at high 
rates. We have also considered the effect of the pumping speed on the loss of CS species 
from the plasma but the range of residence times of 0.5 to 5 second is too long to 
compete with electron or chemically-induced processes.    
As in the previous studies of CN in acetonitrile plasmas, the decrease of the 
concentration of ground state CN at high currents was also observed in the CH3SCN 
plasmas (Fig. 4.10 (b)). In order to account for the CN depletion, its loss rate would 
appear to have been more dramatic at high currents. One of the proposed pathways is to 
assume that under high current conditions, the radical may have undergone increased 
excitation to excited electronic states leading to subsequent dissociation to C and N. The 
experimental support for this effect was studied via OES and copious amounts of excited 
B state CN were indeed generated under high current conditions. Although other excited 
electronic states were not included, the emission intensity from the B state is taken as a 
representative spectrum for the rest of the electronic states. It is anticipated that 
excitations to higher excited electronic states whether they are bound or repulsive, and 
subsequent dissociation of CN are much more efficient under high current conditions. 
However, the same trend was not observed for the CS transient species. Both ground and 
excited state CS concentrations were found to increase with the applied current. Contrary 




igure 4.15 Activation energy and the transition state geometry of the reaction CN + 
CH3SCN leading to the formation of HCN in the CH3SCN plasma calculated by utilizing 
 
52 kJ mol-1
CH3SCN  + CN 
125 kJ mol-1




UHF method with 6-311G** basis set.   
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to the CN observations, the increase current may have enhanced only very little 
dissociation of CS via excited electronic states. The loss of CS through reactions with S 
or S2 species is also considered. We found that the production rate of CS2 as seen in its 
FTIR spectrum did not increase as quickly as that for CS. Even if more pure sulfur 
species are formed at high currents, their reactions with CS are still too slow to 
overwhelm the higher production rate of CS via electron impact dissociation of the 
precursor. Overall, for our thiocyanate plasma system containing both CN and CS 
transient species, low currents are required to detect ground state CN and high currents 
for ground state CS.  
Some of the more interesting observations in the spectra of other discharge 
products are discussed here. It was found that copious amount of HNCS, in the order of 
1015 molecule cm-3 and constituting about 2-3% of the total reactants, was produced in 
the CH3SCN plasma. One of the main ways of its generation in the gas phase is the 
reaction of H atom with CH3SCN leading to the formation of HNCS and CH3 (Reaction 
4-10p). We have also performed a similar transition state calculation of this reaction 
using UHF method coupled with 6-311G** basis set. Fig. 4.16 shows the predicted 
energies for the reaction and the geometry of the transition state. The computed activation 
energy is only 7 kJ mol-1, much lower than the corresponding value for the reaction of 
CN with CH3SCN. The lowering of the barrier is aided by the stronger bond energy for 
N-H compared to C-H. Thus, it appears that this reaction is important in producing 
significant amount of HNCS. However, the SCN radical has not been detected in our 
system either by TDLAS or OES, thus it suggests that its concentration is rather low. 
Other reactions such as the association reaction of NCS with H atoms are also not 
expected to be efficient under low pressure conditions. HNCS is also susceptible to 
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electron bombardment leading to a depletion of its concentration. Thus, it is difficult to 
account for a large amount of HNCS based on the gas phase chemical reactions only. It is 
possible that surface reactions play important roles in enhancing HNCS concentrations in 
the plasma by providing another avenue for the NCS radical to abstract H atoms adsorbed 
on the cell wall. We have found that HNCS is difficult to be pumped away and little 
amounts of it can still be detected by TDLAS even after a few hours. It is likely that 
adsorption of HNCS already present as deposits on the glass walls could have contributed 
significantly to its large gas phase concentration in the plasma.   
A weak OES spectrum of HNCS around 300 nm was also seen in the CH3SCN 
plasma. The spectrum however overlaps with a band belonging to NH emission. In order 
to confirm the signal carrier, a pure HNCS in argon plasma was operated and indeed, 
large signals of HNCS emission were seen. Surprisingly, while the NH emission is 
reasonably strong in CH3SCN plasmas, it was not seen in the HNCS plasma despite 
numerous detection attempts under different conditions. It appears that NH emission is 
either quenched severely in HNCS plasma under our experimental conditions or that its 
production does not simply come from direct dissociation of HNCS. The former is rather 
surprising since the discharge products in either HNCS or CH3SCN discharge are similar 
hence quenching effects ought to be present in both cases. However the presence of NH 
in only CH3SCN plasma may suggest that the generation of NH requires the presence of 
an alkyl group along its reaction pathway. One could assume a complicated pathway 
which first involves the isomerization of CH3SCN to CH3NCS and then H atom 
migration from the C atom to N atom leading to the formation of methyleneimine 
(CH2NH) and CS. Richards has predicted the energies of the isomerization from CH3N to 
CH2NH and the transient state geometry in Fig. 4.17 [25]. Electron bombardment or 
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unimolecular dissociation of CH2NH could then yield CH2 and NH. However, more work 
is certainly needed to explore this possibility.  
7 kJ mol-1
99 kJ mol-1
CH3SCN  + H 
CH3 + HNCS 
 
 
Figure 4.16 Activation energy and the transition state geometry of the reaction of H + 
CH3SCN leading to the formation of HNCS in the CH3SCN plasma calculated by 
utilizing UHF method with 6-311G** basis set. 
 
 








Figure 4.17 Relative energies (kcal mol-1) predicted for the singlet CH3N to CH2NH 
rearrangement and predicted geometries for the 1A" (open-shell singlet) stationary points 
of (a) CH3N; (b) the 1,2-shift transition state; and (c) CH2NH. Taken from reference [25].  
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4.6 Summary  
 
The plasma chemistry of transient species, CN and CS in acetonitrile/argon and 
methyl thiocyanate/argon dc discharges have been studied semi-quantitatively using 
spectroscopic techniques such as TDLAS, FTIR, and OES with the aid of computational 
calculations. Electron impact dissociation is the main channel for generating CN and CS 
transient species in the plasma. In the CH3CN plasma, the concentration of CN was 
determined to be 1011 to 1012 molecule cm-3. The major source of CN in the plasma is 
election impact dissociation of acetonitrile while its loss processes include dissociative 
excitation processes and radical-molecule reactions. By using FTIR spectroscopy, HCN 
was found to be the main final product in the CH3CN discharge. The activation energies 
and transition state structures of the reaction of CN with CH3CN leading to the formation 
of HCN have been calculated. The low activation energy barrier of 48 kJ mol-1 shows that 
this reaction should proceed reasonably quickly to generate HCN in the plasma.  
In the CH3SCN discharge, CN and CS transient species were also produced by 
electron impact dissociation. The concentration of CN is slightly higher than that in the 
CH3CN discharge and was determined to around 1012 molecule cm-3. The concentration 
of CS was determined to be around 1014 molecule cm-3. The current dependence of CN in 
the CH3SCN discharge is similar to that in the CH3CN discharge where the concentration 
of CN is depleted whilst the CS concentration is enhanced at high currents. HNCS, HCN 
and CS2 were found to be the main gas phase final products in the CH3SCN discharge. 
The activation energies of the reactions of CN with CH3SCN leading to the formation of 
HCN and the reaction of H atom with CH3SCN leading to the formation of HNCS, were 
investigated theoretically with their respective calculated values determined to be 52 kJ 
mol-1 and 7 kJ mol-1. These reactions are possible channels for the production of HCN 
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and HNCS in CH3SCN plasmas. However, HNCS can also be produced from reactions 
with the surface which acts as a reservoir of hydrogen atoms. Other important species in 
the plasmas detected using OES include C, H, C2, CH, NH and N2+    
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It has been introduced in Chapter 1 that silicon nitride film provides good 
protection for semiconductor devices. Since silicon nitride films were deposited in 
plasmas and the characteristic of films is a function of how the film is deposited, it is 
worth investigating the relationship between the chemical behavior of gas phase species 
in the plasma and the quality of films to obtain a better understanding of the process. For 
example, good quality silicon nitride film was found to be produced when the ratio of the 
silicon-containing gas to nitrogen-containing gas used varies between 1:5 to 1:10 [1, 2]. 
As for the film growth in silane plasmas, the actual precursors may have come from gas 
phase species generated in the plasma and it is still unknown as to which species make 
the most contribution to the growth of the silicon nitride films. It is possible that the film 
comes directly from species already containing silicon and nitrogen atoms such as 
diatomic SiN. On the other hand, contributions from atomic species such as silicon and 
nitrogen atoms to film growth could be significant as well. Recently, it was shown that 
the SiN diatomic molecule could be generated by bombarding a piece of silicon wafer in 
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a pure nitrogen plasma therefore precluding the need of a gaseous silicon-containing 
precursor [3].  
In this chapter, the main target was focused on detecting and understanding 
qualitatively the behavior of the SiN free radical in SiCl4/N2 discharges and thereafter 
correlating the data with the characteristic of silicon nitride films. Absorption 
spectroscopy is the most direct method of monitoring the ground electronic state of a 
radical species. So far the vibrational transition of SiN has not been detected due to its 
low intensity. Nevertheless, the electronic spectra of SiN lie around 2000 cm-1 region and 
it has been first detected by Yamada and Hirota in such plasmas using TDLAS [4]. 
Therefore, TDLAS as well as OES will be utilized to record the spectra of SiN and other 
transient species in this plasma system [5, 6].  
 
5.2 Experimental section 
 
The TDLAS and OES systems are essentially the same as described in previous 
chapters. For the TDLAS study, a long plasma cell (1.3 m) was used to extend the 
absorbance path length for the detection of the SiN free radical. Liquid SiCl4 (99%) was 
purchased from Sigma-Aldrich and subjected to two freeze-pump-thaw stages for 
purification. Nitrogen gas (99.9995%) was flowed in directly from the gas cylinder into 
the cell without purification. Argon gas (99.995%) was also added to stabilize the 
discharge. Typical total gas pressures achieved with discharge ranged from 1 to 5 Torr 
with partial pressures of silicon tetrachloride of 0.05 to 0.4 Torr. The voltage of a pure or 
almost-pure discharge of nitrogen was 1.2 to 1.5 kV but in the presence of SiCl4, the 
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voltage increased to 3.0 kV for high ratios of SiCl4 to N2. A diode laser emitting around 
2000 cm-1 was used for the detection of the rovibronic transitions of the SiN radical. The 
frequency of the diode laser was determined with N2O reference gas and etalon. An LN2-
cooled InSb detector was used to detect the SiN signal with the application of 2f 
modulation.  
Some depositions of silicon nitride films were also investigated here. A short 
plasma cell with a larger diameter (20 cm) was utilized instead since the long pathlength 
needed for the IR detection of SiN was not required here. The silicon nitride film was 
deposited on a clean p-type silicon wafer substrate with (111) orientation. The silicon 
substrate was placed on a specially designed sample holder placed in the plasma cell. The 
orientation of the substrate was placed at 40o relative to the gas flow. Tungsten wire was 
coiled around the sample holder so that the substrate could be heated by the hot filament. 
The temperature of the substrate was monitored by a thermocouple placed between the 
hot filament and the substrate. The substrate can be heated up to 700 K and normally the 
deposition temperature was around 570 K. The flow rate of N2 was kept at 1000 – 2000 
sccm while the flow rates of SiCl4 were varied in order to find the optimal conditions for 
film deposition. The total pressure was kept at 2 Torr by adjusting the flowrate of argon. 
The film was allowed to deposit for 30 to 60 minutes. The silicon nitride films were then 
analyzed by X-ray Photoelectron Spectroscopy (XPS). The XPS measurement was 
performed using a VG ESCALAB MKII spectrometer with a base pressure of 1 × 10-10 









Fig. 5.1 shows a typical 2f-modulated TDLAS spectrum of the rovibronic lines of 
(A2Π - X2Σ) 1-0 band of SiN around 2017 cm-1 recorded in the SiCl4/N2/Ar plasma. The 
flow rates of N2 and SiCl4 were 2000 and 350 sccm respectively with the applied current 
of 0.1 A and total pressure of 5 Torr. SiN transitions around similar wavenumber regions 
were detected also. When either SiCl4 or N2 was removed or the discharge was switched 
off, the SiN spectrum could not be detected. Silicon deposits were allowed to build up in 
the plasma so that the possibility of generating diatomic SiN from the deposits in a pure 
nitrogen plasma could be explored. Again, the SiN transitions could not be observed in 
this manner.  
Fig. 5.2 shows the change of intensity of the Q21(11.5) SiN transitions when the 
SiCl4 flow rate was varied at a fixed nitrogen flow rate and applied current. Two sets of 
data were produced for different argon pressures at fixed nitrogen flow rates and it was 
observed that the intensity of the SiN line was at the maximum when a flow rate ratio of 
SiCl4 : N2 of about 1:5 to 1:7 was reached. Similar results were also produced when the 
Q22(10.5) rovibronic line was used as the probe.  
Although some other species in similar discharges elsewhere, such as SiCl+ in 
SiCl4/He systems, have been detected by TDLAS [7], it could not be detected in the 
current system because the fundamental band of SiCl+ is located in the region below 700 
cm-1. Unfortunately, LN2-cold diode laser does not emit radiation in this region.   
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Figure 5.1 The TDLAS spectrum of the Q21(11.5) and R22(10.5) A-X electronic transition 
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Figure 5.2 Infrared absorption intensity of Q21(11.5) SiN transition with respect to the 
flow rate of SiCl4 at two sets of total pressure. The flow rate of N2 was set at 1500 sccm 
with a current of 0.1 A and total pressure of 1 Torr.  
 
Some important transient species apart from SiN were also investigated using OES 
in an effort to understand the SiN generation and loss mechanism in the plasma. Fig. 5.3 
shows the OES spectrum of SiCl4/N2/Ar discharge with the flow rate of N2 and SiCl4 at 
1500 sccm and 300 sccm, respectively, 0.1 A input current and total pressure of 1 Torr. 
The OES spectra of Si atoms, Cl atoms, SiCl (B2Σ - X 2Π), SiCl2 (A1B1 - X1A1), and N2 
(C3Πu - B3Πg) were recorded as well as the weak emission of N2+ (B2Σ+u- X2Σ+g) [8, 9]. 
According to reference [9], the broad band between 310 and 400 nm was attributed to 
SiCl2 emission. Despite numerous efforts, the emission spectra of the N atom and SiN 
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radical itself could not be detected at various conditions and even at the highest 
photomultiplier voltages and discharge current.  
Fig. 5.4 shows the emission intensities of Si atom, SiCl, SiCl2, N2+ and Cl atom as 
a function of SiCl4 flow rate at fixed nitrogen flow rate and input current. It is interesting 
to note that the intensities of Si atom and SiCl free radical displayed similar trends to SiN 
where peaks were observed close to the ratio of SiCl4 : N2 of about 1 : 7. However, for 
SiCl2, only a gradual increase of its emission intensity was observed. For N2+, its 
intensity appeared to decrease before it stabilized at high ratios of SiCl4 to N2. The Cl 
atom intensity increased quickly initially before reaching a stable value.  
Fig. 5.5 shows the variation of the SiN intensity against the discharge current. A 
gradual increase of SiN was seen as more current was injected into the plasma. Fig. 5.6 
shows the variation of the emission intensities of Si, Cl, SiCl, SiCl2, and N2+ with respect 
to the discharge current at fixed SiCl4 and N2 flow rate. Once again, the behaviors of SiCl 
and Si followed the trend as that of SiN, which kept increasing with the input current. 
However, an opposite trend was observed for the emission of SiCl2 in which a slight 
decrease in its intensity occurred as the current was increased. For Cl atom and N2+, the 
emission signals also showed gradual increase when more current was injected into the 
plasma. Both TDLAS and OES data showed that the concentration of SiN in the gas 
phase is most closely associated with that of Si and SiCl. It is highly likely that the 
generation of SiN in the gas phase involves the participation of Si and/or SiCl. The 
related reactions will be discussed in the next section. 
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Figure 5.4 Optical emission intensities of SiCl, SiCl2, Si, Cl, and N2+ with respect to the 
flow rate of SiCl4 in SiCl4/N2/Ar plasma. The discharge current was kept at 0.1 A, the 
flow rate of N2 is 1500 sccm and the total pressure was kept at 1.0 Torr. 
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Figure 5.5 TDLAS absorption intensity of SiN with respect to discharge current in 
SiCl4/N2/Ar plasma. The flow rate of N2 and SiCl4 were fixed at 1500 sccm and 240 
sccm, respectively, and total pressure was kept 1.0 Torr by adjusting the partial pressure 




Fig. 5.7 shows an XPS spectrum of a film grown on a clean silicon (111) wafer 
under a SiCl4:N2 ratio of 1:6 at a current of 0.3A and total pressure of 2.0 Torr. The XPS 
peak of nitrogen was detected but the chlorine peak was not observed under these 
conditions. Both the binding energy of the silicon 2p (102 eV) and nitrogen 1s (399 eV) 
peaks appeared very close to the values expected for a silicon nitride film [10]. It is also 
worth mentioning that little film growth was seen if the ratio of SiCl4:N2 fell outside the 
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Figure 5.6 Optical emission intensities of SiCl, SiCl2, Si, Cl, and N2+ with respect to the 
discharge current in SiCl4/N2/Ar plasma with flow rate of N2 at 1500 sccm, SiCl4 at 240 




















Figure 5.7 X-ray photoelectron spectrum of a film grown on a silicon wafer at a SiCl4/N2 
ratio of 1:6. The current was 0.3 A, the total pressure was 2 Torr, the substrate 
temperature was 570 K, and the film was allowed to deposit for 45 min. The N 1s and Si 
2p peaks were located at 399 eV and 102 eV respectively. The carbon and oxygen peaks 






The results showed that efficient generation of the SiN diatomic molecule occurred 
over a relatively narrow range of conditions in which a ratio of SiCl4 : N2 of about 1:5 to 
1:7 was found to be optimal. This range also coincided with many previous studies of the 
growth of silicon nitride films in various types of plasmas where good quality and 
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quantity of SiN films were produced [11]. The coincidence in both the gas phase and film 
studies lends support to the importance of ground state SiN species acting as a direct 
precursor for SiN film growth. However other transient species formed in the plasma 
could not be discounted. As observed in the OES spectra, many important silicon-
containing species were generated such as SiCl, SiCl2, and Si atom. Interestingly, a 
similar trend to the behavior of SiN was observed in the OES spectra of diatomic SiCl 
and Si atom as well. The peak maximum of their emission spectra occurred within similar 
ratios for SiN. In Fig. 5.5 and 5.6, a correlation was also observed between diatomic SiN 
and SiCl or Si with respect to the applied current. However, the emission intensity of 
SiCl2 showed a gradual increase with the addition of SiCl4 and its behavior towards the 
addition of current to the plasma also differed from diatomic SiN. Different trends with 
respect to the flow rate ratio of SiCl4 : N2 also were observed with the N2+ and Cl atom 
emission spectra. It is unlikely that SiCl2 and N2+ contribute directly and significantly to 
the reaction pathways of SiN in the plasma.  
These observations lend support to a close relationship among SiN, SiCl and the Si 
atom which may lead to a better understanding of the production of SiN in the gas phase. 
The production of Si and SiCl in the plasma could be explained relatively easily. Si atom, 
SiCl and SiCl2 are generated when sequential loss of the chlorine atom occurs through 
electron impact dissociation of SiCl4 in the plasma. However, the reaction pathways 
leading to the generation of SiN in the plasma are not as well-known.  Based on the 
similarities in the behavior of SiN, SiCl and Si atoms, a list of proposed routes to 
generating SiN from SiCl and Si atom is suggested here [12], 
SiCl + N Æ SiN + Cl    ∆H = -177 kJ mol-1 (5-1) 
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SiCl + N2 Æ SiN + NCl   ∆H = 433 kJ mol-1 (5-2) 
Si + N2 Æ SiN + N    ∆H  = 395 kJ mol-1 (5-3) 
Si + N +(M) Æ SiN + (M)   ∆H = -550 kJ mol-1 (5-4) 
As the most exothermic reaction, reaction 5-4 would generally assume to be the 
most likely route of production of diatomic SiN. However the total pressure of the plasma 
was only between 0.5 and 5 Torr and it is very unlikely that under such conditions, a 
highly exothermic atom-atom recombination reaction, which requires a third body, would 
occur efficiently. As for selecting among the remaining three reactions, reaction 5-1, by 
virtue of its exothermicity, appears to be the most likely reaction leading to SiN 
production. It is also noted that the emission spectrum of NCl was not observed, thus 
reaction 5-2 may not be favored as well. The reaction (5-2) is most endothermic thus the 
reverse reactions are strongly favored. This could provide a reason why there is no 
observation of emission from NCl. Furthermore, the choice of N atoms is preferred over 
N2 as one of the reactants (compare reaction 5-1 and 5-3) since intense signals of SiN 
were observed not at the highest concentrations of N2 but at the certain ratio of SiCl4 to 
N2 in the plasma. It may be possible that the N atom concentration in the plasma could 
also have reached a peak value at that ratio although the emission spectrum of N atom 
could not be detected. It is also well-known that diatomic SiCl could be produced in 
copious amounts in SiCl4 plasmas whereas the concentration of Si atoms remains much 
lower [13].  
Some calculations performed on the reaction of SiCl (2Π) and ground state N (4S) 
atoms to produce SiN (2Σ) and Cl (2P) are discussed here. Spin and orbital conservation 
CHAPTER 5 The SiN Radical in SiCl4/N2 discharges  153
 
rules lead to a possibility that a triplet state linear reactive intermediate, NSiCl may be 
formed. The Gaussian 98 software has been utilized here to explore the properties of this 
intermediate as well as estimating the activation energy of the above reaction. The UMP2 
method with 6-311+G** basis set was used for all the species involved here. The 
optimized geometry of NSiCl is indeed linear and the calculated harmonic vibrational 
frequencies (before correction) of the intermediate are 1360 cm-1 (Si-N str, 1.678 Å), 347 
cm-1 (Si-Cl str, 2.219 Å) and 151 cm-1 (deg. N-Si-Cl bend).  The calculated difference in 
energy between NSiCl and the reactants, SiCl and N was 41.6 kJ mol-1. This value is 
assumed to be the minimum activation energy of the reaction and it is worth noting that 
the value is still much lower than the endothermicities of reactions 5-2 and 5-3. The 
detection of this species in the plasma will be interesting and provide much scope for the 
calculations of properties of molecules containing Si and N atoms as well as the reaction 
kinetics that govern SiCl4/N2 reactions in plasma systems. 
The deposition of silicon nitride films was also attempted in SiCl4/N2 plasmas. The 
preliminary data of the film analysis suggested that SiN films could only be grown at the 
same SiCl4/N2 ratio where copious amounts of diatomic SiN were being produced. Fig. 
5.7 shows an XPS spectrum of a film grown under a ratio of SiCl4 : N2 of about 1:6. A 
strong nitrogen peak was observed in the XPS spectrum with its binding energy very 
close to that found in a-SiN film. For other ratios, the nitrogen peak was extremely small 
or not observed at all. Therefore, the ratio of SiCl4 and N2 is indeed an important factor in 
growing silicon nitride films.  
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5.5 Summary:  
 
The transient species in the SiCl4/N2/Ar dc discharge, which were involved in the 
growth of silicon nitride films, have been studied by TDLAS and OES. Both TDLAS and 
OES spectra showed that SiN may act as a direct precursor for silicon film growth and 
the ratio of 1:5 to 1:7 for SiCl4 and N2 is the optimum condition for growing silicon 
nitride films. This observation lends support to the importance of diatomic SiN as a film 
precursor. Investigation of other transient species detected by OES showed that the 
chemistry of Si and SiCl are closely correlated with that of SiN. Further examination 
showed that the preferred reaction that produces SiN could be SiCl reacting with N atom. 
The XPS measurement of silicon nitride film showed that the ratio of 1:5 to 1:7 for SiCl4 
and N2 is a suitable condition for growing the silicon nitride films.  
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– CHAPTER 6 – 
Vibrational Spectroscopy and  
266 nm Photochemistry of NCNCS and CNCN 
 
6.1 Introduction  
 
6.1.1 Photochemistry of thiocyanate (X-NCS) compounds 
 
Dissociation studies of polyatomic molecules play an important role in the 
understanding of chemical bonding. In this chapter and in the view of the numerous 
studied conducted on photochemistry of small molecules, we will focus only on the 
photodissociation of thiocyanate NCS-containing molecules.   
The photochemistry of thiocyanate (X-NCS) compounds has been the subject of 
fundamental studies and also partly due to their relevance in atmospheric chemistry. 
Boxall and Simons [1] conducted an early study of the near-UV flash photolysis of 
isothiocyanic acid, HNCS. The photodissociation reaction yields S, S2, and NCS. The 
two dissociation channels they suggested are:   
HNCS +  hν Æ HNC (XΣ+) + S (3P)      (6-1a) 
HNCS +  hν Æ H (2S) + NCS (X2Π)     (6-1b)  
and these are followed by the rapid reaction of 
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S (3P) + HNCS Æ S2 (X2Σ-) + HNC      (6-1a’) 
Upon irradiating HNCS with UV light, the third channel of dissociation is 
available according to the reaction proposed by Lenzi [2]:  
HNCS +  hν Æ NH (X3Σ−) + CS (A1Π)    (6-1c) 
CS (A1Π) Æ CS (X1Σ+)      (6-1c’) 
Recently in a study of low temperature photolysis of HNCS in an Ar matrix, it was 
found that HNCS could be isomerized to HSCN and HSNC [3]. 
As a comparison, the photochemistry isocyanic acid, HNCO in the λ > 190 nm 
range is also complicated. There could be three channels of dissociation,  
HNCO +  hν Æ NH (a1∆) + CO (X1Σ+)    (6-2a) 
HNCO +  hν Æ NCO (X2Π) + H (2S)      (6-2b) 
HNCO +  hν Æ NH (X3Σ-) + CO (X1Σ+)     (6-2c) 
Spiglanin et al. [4] scanned the 239–189 nm range and found that the small 
amount of internal energy imparted for NH (a1∆) could be attributed to direct, impulsive 
dissociation from a nonlinear N-C-O configuration. Yi et al. [5] photolysed HNCO at 
193.3 nm and 212.6 nm and found the main channel to be (6-2a) as well. In brief, the 
photodissociation in the 230 - 190 nm range is dominated by reaction (6-2a) Brownsword 
et al. [6] reported that at 248 nm, direct H atom formation, reaction (6-2b), is the 
dominant dissociation channel. The spin-forbidden channel (6-2c) has been observed 
directly in the photodissociation of jet-cooled HNCO by Zyrianov et al. [7]. They found a 
progressive loss of structure in its yield spectrum, at first a state-specific loss above 43 
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400 cm-1 (230 nm) and total loss above 44 000 cm-1. This was attributed to the 
competition of intersystem crossing to T1 with the direct reaction channels of channel (6-
2a) and (6-2b) which open one after the other over the respective barrier on S1.  
D'Amario et al. [8] conducted a UV photolysis study of CH3SCN and CH3NCS 
and detected both NCS and CN in the photodissociation of CH3SCN but only NCS in the 
photolysis of CH3NCS. The dissociation processes of CH3SCN and CH3NCS were 
proposed:    
CH3SCN +  hν Æ CH3 + NCS      (6-3a) 
CH3SCN +  hν Æ CH3S + CN      (6-3b) 
CH3NCS+  hν Æ CH3 + NCS       (6-3b) 
Northrup and Sears [9, 10] have detected both CN and NCS in the 193 nm and 248 nm 
photodissociation of R-NCS and R-SCN (R = H, CH3 and C2H5) molecules using laser 
induced fluorescence (LIF):  
 RNCS +  hν Æ R + NCS      (6-4a) 
 RSCN +  hν Æ R + NCS       (6-4b) 
           Æ RS + CN       (6-4c) 
They investigated the energy distribution of CN and NCS in the photolysis processes and 
found that isomerization proceeded readily between CH3SCN and CH3NCS via the 
migration of CH3. Some research in the plasma decomposition of CH3SCN and CH3NCS 
have also been carried out [11].  
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However, relatively little chemistry of other derivatives were explored. The XNCS 
(X = halogen or CN) molecules have been studied by Devore in which the intense 
vibrational bands in the infrared spectrum of NCNCS were tentatively assigned [12]. The 
microwave and photoelectron spectra of this molecule were recorded earlier and showed 
that NCNCS is non-linear with a CNC bond angle of about 150o [13, 14]. A bent 
equilibrium geometry of NCNCS with a low barrier to linearity of about 308 cm-1 has 
also been determined by theoretical work [15]. Gas phase thermal isomerization of the 
isomer, NCSCN (sulfur dicyanide) to NCNCS has been shown to occur under high 
temperature conditions although the infrared spectrum of sulfur dicyanide, NCSCN has 
only been reported in the solid state [14, 16]. 
Gas phase Raman spectroscopy has not been performed extensively on the 
thiocyanates partly due to the reduced intensity of Raman scattering compared to infrared 
absorption signals. However, CARS (Coherent Anti-Stokes Raman Scattering) 
spectroscopy which is one of the most sensitive Raman techniques has been applied 
successfully to the study of gas phase species [17]. A combined study of both infrared 
and Raman studies will be able to shed light on the assignment and symmetry of 
molecular vibrations.  
6.1.2 Principles of CARS spectroscopy  
 
CARS spectroscopy, first observed by Terhune and Maker is one of the non-linear 
Raman techniques that is characterized by the coherent generation of Raman radiation. It 
has been extensively used as a spectroscopic tool for chemical analysis in the condensed 
and gas phases [17, 18].  
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In conducting CARS spectroscopy, a pump laser and a Stokes laser beam, with 
center frequencies of ω1 and ω2, respectively, are spatially overlapped and focused onto 
the sample. When the frequency difference ω1 – ω2 = ωυ coincides with the frequency of 
a Raman active vibration of a molecule under investigation, the Anti-Stokes wave signal, 
ωas = 2ω1 – ω2 is often strongly enhanced. This signal is the CARS radiation. Fig. 6.1 
shows the energy levels in the CARS spectroscopy. Because of the nonlinear interaction 
both anti-Stokes and Stokes waves are generated and in the similar way, a Stokes wave 
with frequency ωs = 2ω2 – ω1 is also generated by the incident wave ω1 and ω2. Since 
four waves are involved in the generation of the process, CARS is known as a four-wave 
parametric mixing process. The output of the Stokes laser beam can be combined with 
the pump laser beam in a collinear or a three-dimensional phase-matching geometry, 
which is then called folded BOXCARS. The phase-matching diagrams of both collinear 
and folded BOXCARS are also shown in Fig. 6.1 [19-21]. In our case the collinear CARS 
was selected because it is easier to align the lasers. 
The intensity of the CARS signal depends nonlinearly on the molecular density 
and the pump laser intensity [22]:  
SCARS ~ N2 Iω12 I ω2       (6-5) 
As a result the efficient way to increase the intensity of the CARS signal is to increase 
either the molecular density and/or the pump laser power. If the two pump laser beams 
are focused into the sample, most of the CARS signal is generated within the local 
volume where the intensities are at their maxima. CARS spectroscopy therefore offers 
high spatial resolution which can be as small as 0.1 mm × 0.1 mm × 5 mm. 









υ = 1 







Box CARS  
 
Figure 6.1 CARS energy scheme: ω1 indicates the pump laser beam frequency, ω2 the 
Stokes laser frequency, ωas the frequency of the emitted signal (anti-Stokes wave), and ωυ 
a Raman-active vibrational frequency of a molecule. The scheme is a direct result of 
energy conservation during the scattering process. The bottom figures are the phase 
matching diagrams of collinear CARS and box CARS. 
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Normally the Raman spectrum is obtained by continuously scanning the Stokes laser and 
simultaneously recording the intensity of the CARS beam. Whenever ω1 – ω2 = ωυ, an 
increase of the CARS intensity by many orders of magnitude is observed. This procedure, 
which is called scanning CARS, is an interesting technique insofar as it allows taking 
high-resolution spectra, determined by the bandwidth of the laser. Lasers usually feature 
a bandwidth much better than the bandwidth even of large spectrometers [23, 24]. In 
addition, only a simple light detector is needed for recording the spectrum. As a curiosity, 
the CARS spectrum of hydrogen can be recorded even with a thermal laser power meter, 
showing again the tremendous difference in signal strength compared to spontaneous 
Raman scattering [25]. The major difference between CARS and spontaneous Raman 
spectroscopy is the fact that CARS spectroscopy is a coherent process, in which the 
molecular vibrations in the excitation volume oscillate in phase, and interfere 
constructively. Therefore, according to eq. (6-5), the CARS signal is proportional to the 
square of the concentration of the vibrational modes. In contrast, a spontaneous Raman or 
fluorescence signal is incoherent and has linear concentration dependence. These features 
contribute significantly to the high sensitivity of CARS spectroscopy [21]. Using this 
technique, Nibler et al. have successfully detected the υ1 symmetric C–F stretching 
vibration of CF3 radical at 1088.6 cm-1 [26] and the υ1 symmetric stretch of CH3 radical at 
3004 cm-1 [27].  
6.1.3 Experimental setup of CARS spectroscopy. 
 
Fig. 6.2 shows the setup for the CARS experiment used in this work while Fig. 6.3 
is a photograph taken of the CARS setup in operation. The output of a frequency-doubled 
10 ns Nd-YAG laser (Spectra Physics Lab-170, 0.1 cm-1) at 10 Hz was split by an 80:20 
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beam splitter (CVI Laser) where the more intense beam was used to pump a dye laser 
(Sirah Cobra-Stretch, CSTR-G-24) while the weaker beam became the Raman pump 
beam, ω1. The output of the dye laser (Rhodamine 610, 0.15 cm-1), which was also the 
Stokes beam ω2, varied from 5 mJ pulse-1 to 70 mJ pulse-1 (50 mW cm-2 to 700 mW cm-2) 
when the amplifier was utilized. A collinear arrangement was employed for the CARS 
setup where a dichroic mirror was used to combine the two beams before entering the 
glass cell. Lenses of 50 cm focal length were used to focus the ω1 and ω2 beams into the 
glass cell so that efficient CARS generation could be achieved. A 532 nm dichroic mirror 
and dichroic filters were assembled to allow only the CARS beam, ω3 = 2ω1 – ω2 which 
was generated along the same direction as ω1 and ω2, to reach the photomultiplier tube 
(R928A Hamamatsu) while at the same time, rejecting ω1 and ω2.  The CARS spectrum 
from 472 nm to 482 nm, equivalent to the Raman range from 1950 to 2400 cm-1(= ω1 – 
ω2) was recorded by tuning the dye laser wavelength ω2. The gate of the boxcar 
integrator (Stanford Research System, SR250) was set at 100 ns after the CARS pulses 
and remained open for 200 ns in order to collect the Raman signal from the 
photomultiplier tube. A SRS DDDA data acquisition program was written to digitize the 
signal and display it on a computer. This program can be found in appendix 4.  
The laser alignment was done by monitoring the CARS signal of atmospheric 
nitrogen. Since the Raman shift of N2 is 2330 cm-1 (= ω1 – ω2) and the Stokes laser 
coinciding to this frequency is 607 nm (ω2), the dye laser was tuned to 607 nm in 
advance and then the alignment was adjusted until a blue signal at 474 nm (= 2ω1 – ω2), 
which represented the CARS signal of N2, was observed on a white board.   






















































































































Figure 6.3 A photograph of the CARS experiment in operation. A collinear setup was 
employed in this work. The green beam is the Nd-YAG laser at 532 nm acting as the 
Raman pump beam, ω1; the red beam is the dye laser tunable from 594 nm to 609 nm 




CHAPTER 6 NCNCS and CNCN 
 
166
6.1.4 Objectives of the project  
 
In this chapter, the 266 nm pulsed laser photodissociation of NCNCS and the 
detection of the CARS spectra of NCNCS and CNCN in a static cell will be reported. The 
initial goal of the experiment was to study the reverse isomerization of NCNCS to 
NCSCN (sulfur dicyanide) by photochemical means since the SCN moiety shows 
ambidentate character, bonding via nitrogen to give NCNCS or via sulfur to give 
NCSCN. It has been shown that NCNCS can be formed by thermal isomerization of 
NCSCN in the gas phase [14, 28]. Therefore it was thought that the CN and NCS radicals 
produced from the laser decomposition of NCNCS might lead to subsequent 
recombination of CN with the sulfur end of NCS to form NCSCN. However a very 
different reaction pathway appeared to have occurred for the UV photodissociation of 
NCNCS, in which the main product turned out to be a transient species, CNCN. Here, a 
preliminary understanding of the process is sought and we attempt to understand from 
both the experimental and theoretical point of view how isocyanogen could be generated 
from NCNCS. The potential energy surface of NCNCS will also be discussed with the 
aid of Gaussian 98 software leading to a better appreciation of the photodissociation 
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6.2 Experimental section 
 
6.2.1 Synthesis and photolysis of NCNCS 
 
Cyanogen isothiocyanate, NCNCS was synthesized according to the procedure 
given in reference [12]. Briefly, silver thiocyanate, AgNCS was prepared from the 
reaction of potassium thiocyanate, KSCN with silver nitrate, AgNO3 solution. The 
AgNCS deposit was filtered and dried in the dark under vacuum at room temperature. 
Upon heating in vacuum, the main products NCNCS and CS2 vapors were produced and 
trapped in a liquid nitrogen cold-trap. Then CS2 was removed by pumping on the cold 
trap in the dry-ice acetone solution (< 75 ˚C). After warming to room temperature, about 
2 Torr NCNCS was collected in a gas cell. Both ends of the gas cell (20 cm long, 1 cm 
diameter) were sealed with calcium fluoride windows so that the FTIR spectrum (Nicolet 
Nexus 870 infrared spectrometer) of NCNCS could be recorded from 1000 to 3000 cm-1 
at a resolution of 1 cm-1. It was found that pure samples of NCNCS, as far as the IR 
spectrum showed, could be obtained.  
6.2.2 CARS experiment of NCNCS and CNCN 
 
About 200 to 700 Torr argon was filled into the NCNCS cell before the sample 
was photolysed by a Continuum Surelite III-10 nanosecond pulsed Nd-YAG laser. 
Dichroic mirrors were used to direct about 10 mJ pulse-1 of 266 nm radiation for 10 
minutes into a static gas cell containing the NCNCS/Ar mixture. A static cell has to be 
used as the reaction vessel since it is difficult to generate sufficient NCNCS for 
continuous flow experiments. The FTIR spectra were taken before and after photolysis 
for each run. The Raman spectra were then taken by employing CARS spectroscopy.  
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About 9 mJ of ω1 and 2 mJ of ω2 were sufficient to produce strong CARS signal of 
NCNCS. However, more NCNCS has to be photolysed in a narrower glass tube (6 mm 
internal diameter, 45 cm long) so that CNCN could be collected at a higher pressure. 
Even after the modification, higher laser powers of 20 mJ of ω1 and 12 mJ of ω2 were 
still required to generate the CARS spectrum of CNCN.  
6.2.3 UV/VIS absorption spectrum of NCNCS 
 
In order to select the appropriate laser for photolysis, a UV/VIS spectrum of 
NCNCS was first recorded. Fig. 6.4 shows three bands in the UV-VIS absorption 
spectrum of about 1 Torr of NCNCS recorded at a resolution of 0.1 nm. The peak of the 
most intense band occurs below 200 nm while another strong absorption band labeled as 
'a' (λmax = 267 nm) extends to about 360 nm while a weaker band, 'b' (λmax = 393 nm) 
extends to about 450 nm. Unfortunately no literature data could be found on the 
electronic spectrum of NCNCS hence the identities of these electronic states are 
unknown. Based on the absorption intensities, the two strongest bands ought to be 
singlet-to-singlet electronic transitions. Therefore the 266 nm pulsed laser was chosen as 
the photolysis source so that the strong 'a' band state could be accessed. From Fig. 6.4 the 
absorption cross Section, ε of this band can determined by the Beer-Lambert’s law:  
A = εbc          (6-6) 
Where A is the absorbance, which is 0.06 in the figure; b is the pathlength, which is 1 cm; 
c is the concentration of NCNCS, which is about 3.3 × 1016 molecule cm-3 (1 Torr) at 
room temperature. Thus the absorption cross section, ε of this band was determined to be 
about 1.8 × 10-18 cm2 molecule-1 at room temperature.   
















a(λmax = 267 nm)





Figure 6.4 The UV/VIS absorption spectrum of purified NCNCS (~1 Torr) in a 1 cm 





Calculations on the geometry optimization, vibrational frequencies and IR/Raman 
intensities were performed on NCNCS and CNCN using Gaussian 98 software. The 
G3MP2 method was used for optimizing the NCNCS geometry while the MP2 method 
coupled with a 6-311+G** basis set was employed to extract vibrational frequency and 
IR intensity values at the optimized geometry of NCNCS. Unfortunately for Raman 
intensities, the MP2 theory was unable to produce these values thus only a lower level of 
theory, RHF/6-311+G** was used to generate the data. Since the enthalpies of formation 
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of many thiocyanate species have not been determined experimentally, this 
thermodynamic property was also estimated using G3MP2 method for some of the 
species involved in order to shed light on the photochemical pathways leading to the 
production of CNCN from NCNCS.  
 
6.3 Results and discussion  
 
6.3.1 Infrared and CARS spectra of NCNCS  
 
 
Fig. 6.5 (a) shows the FTIR spectrum of NCNCS before purification. The three 
peaks between 1900 cm-1 and 1700 cm-1 belong to the main side product CS2. The most 
intense absorption of CS2 at 1530 cm-1 is not displayed in the figure. After purification 
CS2 was removed and the FTIR spectrum of pure NCNCS was shown in Fig. 6.5 (b). 
Only the IR spectrum ranging from 1750 to 2800 cm-1 is shown as no other significant 
peaks were detected below 1700 cm-1. Beside the two strong peaks at 2017 and 2261 cm-1 
reported by Devore [12] three new peaks at 2116, 2355, and 2697 cm-1 were also 
assigned to NCNCS. The intensity ratio of the peaks remained almost the same for all 
preparations of NCNCS samples. In order to show that these peaks belong to NCNCS, 
when NCNCS was subjected to photolysis of about 3 mJ pulse-1 of 266 nm laser, the 
decay of these peaks were least-squares fitted by the equation 
Ia = A expt (-kd t) + B     (6-7) 











Figure. 6.5 (a) the FTIR spectrum NCNCS before purification, the main side product is 
CS2. (b) The FTIR spectrum of purified NCNCS. (c) The FTIR spectrum of CNCN after 
10 minutes of 10 mJ pulse-1 of 266 nm laser photolysis of NCNCS with 200 Torr argon 
present in the sample cell. 
 
CHAPTER 6 NCNCS and CNCN 
 
172
where Ia is the measured FTIR peak intensity, t is the time. Thus the decay rate constant, 
kd can be determined. Table 6.1 shows the measured kd of all the peaks are consistent 
within the experimental error.   
Table 6.1 The decay rate constants of the NCNCS peaks. 
Vibrations 2017 cm-1 2116 cm-1 2261 cm-1 2355 cm-1 2697 cm-1
kd (sec-1) 0.54 ± 0.02 0.57 ± 0.03 0.53 ± 0.02 0.48 ± 0.06 0.57 ± 0.03 
 
In reference [12], the two most intense peaks at 2017 cm-1 and 2261 cm-1 were 
assigned to CN vibrations. Table 6.2 displays the frequency and intensity calculations on 
NCNCS with a G3MP2-calculated CNC angle of 150o, which is an excellent match to the 
experimental value [13]. These calculations also indicated that the higher frequency peak 
at 2261 cm-1 could be assigned to υ8, the symmetric stretch of NC–NC (N atoms moving 
in phase) while the lower peak at 2017 cm-1 is due to υ9 which is the asymmetric stretch 
of NC–NC (N atoms moving out of phase). Predicted intensities also agreed well with the 
experimental observations in which the rest of the fundamental vibrations within the 
spectral range of the FTIR spectrometer should be much weaker and hence could not be 
detected even at a higher pressure of NCNCS of approximately 10 Torr.  
The FTIR spectrum of NCNCS also exhibited other interesting features. A small 
peak appeared at 99 cm-1 on the high frequency side of the υ8 band while another peak 
was observed at about 94 cm-1 higher than υ9. The latter peak was broad because of 
residue CO2 absorption (υ = 2347 cm-1) coming from imperfect subtraction of the 
background. The two peaks are the combination bands involving the lowest-lying 
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vibration of NCNCS namely υ1, the bending vibration of C–N–C. Calculations have 
shown this band to be lying at about 95 cm-1 which compares reasonably well with the 
experimental observations. Previous microwave data have also placed the υ1 energy level 
at about 105 cm-1 [15]. The discrepancy between the infrared and microwave data is 
mainly because the anharmonicity of the vibrations has not been accounted for. The 
bands at 2116 cm-1 and 2355 cm-1 have thus been assigned to υ8 + υ1 and υ9 + υ1 
respectively. However, another prominent NCNCS peak at 2697 cm-1 could not be 
assigned. Presumably this is a vibrational band due to combination of the intense υ9 or υ8 
bands with one of the lower frequency vibrations (υ3 to υ6). However, these vibrations are 
weak as implied by the calculations thus their combination bands are usually not 
expected to show up as well. Currently, there is insufficient data to be able to confirm the 
assignment of this band.  
The CARS spectrum of NCNCS was recorded as the calculations showed that the 
υ8 band ought to exhibit intense Raman activity. Indeed, a large signal was detected for 
this vibration at 2261 cm-1 while the other peak at 2017 cm-1 failed to appear in the 
CARS spectrum as indicated in Fig. 6.6. The CARS spectrum of N2 (υ = 2330 cm-1) was 
also detected besides the NCNCS peak but it was due to atmospheric nitrogen rather than 
nitrogen in the cell. This effect was confirmed when the CARS spectrum of N2 persisted 
even after the glass cell has been evacuated to about 10-3 Torr. Since a collinear CARS 
arrangement was used, it was not surprising that the N2 spectrum could be generated by 
overlap of the slightly focused ω1 and ω2 beams before the glass cell. The CARS 
spectrum of NCNCS also disappeared upon photolysis under 266 nm laser.  
 




Table 6.2 Experimental and calculated vibrational frequencies (cm-1, no scaling factor) 
and infrared (km mole-1)/Raman intensities (Ao4 amu-1) of NCNCS and CNCN. The 
values in parentheses are the infrared intensity values.   






































































































Figure 6.6 The CARS spectrum of NCNCS at 2261 cm-1 recorded with 9 mJ of ω1 and 5 
mJ of ω2 pulse energies. The CARS spectrum of atmospheric nitrogen (2330 cm-1) was 
recorded during the same scan.  
 
 
6.3.2 Infrared and CARS spectra of CNCN  
 
Initially when pure NCNCS was photolysed by 266 nm laser, the FTIR spectrum 
showed that the compound disappeared and deposit was formed on the wall of the 
reaction cell. However, no new compound was observed in the gas phase. When argon 
was added into the system, NCNCS disappeared upon photolysis and immediately two 
new peaks were generated together with some yellow deposits on the wall. The yellow 
deposit was later identified to be sulfur. Relatively clean FTIR spectrum could be 
observed from 2000 to 2400 cm-1 range as shown in Fig. 6.5 (c). The two new peaks were 
identified and shown to belong to the major product, isocyanogen CNCN [29, 30].  
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CNCN belongs to the symmetric group C∞v hence it exhibits three stretching 
vibrations of symmetry species Σ and two bending vibrations of symmetric species Π, 
which are all infrared and Raman active. The fundamental modes of CNCN and the 
relative displacements of the atoms for each mode can be found in Fig. 6.7 and Table 6.2. 
Both calculation and experiment showed that the υ4 band system due to the pseudo-
antisymmetrical C≡N stretching mode of CNCN located at 2056 cm-1 and the υ5 band 
system due to the pseudosymmetrical stretching mode of CNCN located at 2302 cm-1 are 
the strongest fundamentals in the IR spectrum of CNCN with relative intensity of 6:10 
respectively [31].  
Initially, it was thought that OCS was also generated due to leaks in the glass cell. 
The band center of the C=O stretch of OCS at 2062 cm-1 is relatively close to one of the 
CNCN transitions [32]. In order to confirm the actual molecular carrier of the band at 
2056 cm-1, the FTIR scan was operated at 0.125 cm-1 resolution in order to resolve the 
rovibrational peaks (Fig. 6.8). An excellent match was found between the experimental 
peaks and the literature values for CNCN within 0.15 cm-1 [29, 31]. CNCN was observed 
to be stable for about 20 hours in the static glass cell even under continual photolysis. 
It was found that it is essential to introduce argon into the system in order to 
generate CNCN by photolysis of NCNCS. The photolysis of NCNCS under different 
partial pressures of argon has been investigated and it was found that CNCN could not be 
generated when the argon pressure is lower than 80 Torr. Argon in the system somehow 
stabilizes CNCN by removing the excessive energy through collisions. As suggested by 
the vibrational symmetry and calculations of Raman intensities on CNCN in Table 6.2, 
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Figure 6.7 The normal mode of CNCN as obtained from the analysis of the valence force 
field. The arrows indicate the relative displacements of the atoms in each of the normal 
modes. The symmetry species and the vibrational term values are also given. Taken from 
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the υ5 band system at 2302 cm-1 was expected to show reasonably intense Raman activity. 
Thus the dye laser was scanned for the equivalent infrared range from 2000 to 2400 cm-1 
in order to search for the CARS spectrum of CNCN.  
As mentioned previously, special care has to be taken to increase the pressure of 
CNCN in the static glass cell and at the same time 200 Torr argon was added into the cell 
so that the CARS spectrum could be observed more readily. Fig. 6.9 shows the CARS 
spectrum of the υ5 band of CNCN recorded after NCNCS in 200 Torr argon has been 
photolysed for about 10 minutes under 10 mJ of 266 nm radiation. Again the Raman 
signal due to N2 in the atmosphere was also recorded. The signal-to-noise ratio of the 
band was smaller than that of NCNCS Raman spectrum. The pressure of CNCN was 
lower and measured to be about 0.5 Torr only, assuming it was the only gaseous 
photoproduct. Since the CARS signal depends on the square of the molecular density, a 
signal decrease of more than ten times for CNCN compare to NCNCS was expected. 
Furthermore, calculations have also implied a relatively weaker Raman band compared to 
NCNCS as shown in Table 6.2. The region around 2056 cm-1 was recorded during the 
same scan but Raman signals failed to appear, indicating the weaker Raman activity for 
the υ4 vibration.  







Band center 2056 cm-1
Background H2O peaks
band center 2302 cm-1
 
 
Figure 6.8 High resolution (0.125 cm-1) FTIR spectra of CNCN at 2056 and 2302 cm-1 
after 10 minutes photolysis of NCNCS under 266 nm laser with 10 mJ and 200 Torr 
argon present.  








Figure 6.9 The CARS spectrum of CNCN at 2302 cm-1 recorded with 20 mJ of ω1 and 12 
mJ of ω2 pulse energies. The CARS spectrum of atmospheric nitrogen (2330 cm-1) was 
recorded during the same scan.  
 
6.3.3 266nm photodissociation of NCNCS 
 
As mentioned, laser photochemical isomerization of NCNCS to NCSCN was the 
initial goal of the experiment and it was thought that the photoproducts CN and NCS 
radicals might combine to produce the required isomer. However, the major product in 
the gas phase from the static cell photolysis of NCNCS turned out to be CNCN and no 
trace of NCSCN in the gaseous or solid form was detected. Sulfur was deposited on the 
walls of the cell. NCNCS was also subjected to photolysis at 355 nm (337 kJ mol-1), but 
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CNCN could not be detected in both cases. Upon photolysis at 355 nm, The IR intensity 
of NCNCS did not change as the absorption cross-section is very small at that wavelength 
(Fig. 6.4).  
Here, two possibilities of how CNCN comes from NCNCS are explored:  
Scheme 1.   
NCNCS + hυ Æ CN + NCS   ∆H = 400 kJ mol-1 (6-8a) 
CN + NCS Æ CNCN + S(3P)   ∆H = -45 kJ mol-1 (6-8b)  
CN + NCNCS Æ CNCN + NCS  ∆H = -75 kJ mol-1 (6-8c) 
CN + CN + (M) Æ CNCN + (M)  ∆H = -475 kJ mol-1 (6-8d) 
CN + CN + (M) Æ C2N2 (cyanogen) + (M)    ∆H =  -576 kJ mol-1 (6-8e) 
Scheme 2. 
NCNCS + hυ Æ CNCN + S(3P)  ∆H = 355 kJ mol-1 (6-9) 
Unfortunately, the reaction enthalpies of some of the reactions here have not been 
determined experimentally. For consistency purposes, all the above enthalpies of reaction 
were calculated using G3MP2 theory. The energy separation between the ground state, 3P 
and the first excited state, 1D of sulfur atom was also determined to be 113 kJ mol-1 
which is consistent with the experimental value of 110.4 kJ mol-1 [33]. However, a larger 
error of about 6% was found when the calculated reaction enthalpy for reaction (6-8e) 
was compared with its available experimental value of 540 kJ mol-1 [33]. This 
discrepancy could lie with the difficulty of calculating the thermochemical properties of 
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CN accurately [34]. Nevertheless, the G3MP2 has been known to be generally reliable 
for thermodynamic computations of many other molecules.   
In Scheme 1, 266 nm laser photodissociation of NCNCS yields CN and NCS 
radicals in the first step with subsequent production of isocyanogen via reactions (6-8b), 
(6-8c), and (6-8d). The recombination of CN will also lead to the formation of cyanogen 
as indicated by reaction (6-8e). As the more thermodynamically stable isomer, cyanogen 
should have been present in the static cell under thermal equilibrium. However, the 
infrared spectrum of cyanogen (2158 cm-1, 2340 cm-1) could not be detected at all [35]. 
Up to 700 Torr of argon was added into the static cell in order to promote the 
recombination process but this effect appeared to slightly increase the infrared peaks of 
isocyanogen instead. It was thought that cyanogen might have decomposed under 266 nm 
irradiation but the reported C-C bond energy of C2N2 (see reaction 6-8e) exceeds the 
photon energy. Furthermore, the UV spectrum of C2N2 only shows the appearance of 
strong electronic absorptions higher than 6 eV [36]. The absence of cyanogen casts doubt 
over the feasibility of isocyanogen production in Scheme 1.  
The photolysis process in Scheme 2 appears much simpler. Breakage of the C=S 
bond of NCNCS gives CNCN immediately with the (3P) sulfur atom deposited in the 
solid form. It was found that the production of CNCN from NCNCS resembles the 
photodissociation of HNCS where HNC and S(3P) are the primary products [33]. The 
absence of cyanogen after photolysis could also be easily explained since CN is not 
required as an intermediate towards the production of CNCN. Because of the heavy 
sulfur atom, spin conservation rules need not apply and hence photodissociation of 
singlet sulfur-containing compounds can often lead to the generation of 3P sulfur atom 
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paired with another singlet state product. At first glance it seems surprising that the CS 
double bond will cleave first rather than the C-N single bond. This effect may be 
attributed to the C=S bond dissociation being facilitated by having a stable leaving group 
in CNCN whereas the breakage of the CN single bond produces two radical species. 
Since the enthalpies of the various dissociations here have not been determined 
experimentally, they were calculated using G3MP2 theory, which is known to be 
generally reliable for molecular thermodynamic computations [34]. A value of 355 kJ 
mol-1 was determined for the C=S bond cleavage while the C-N bond dissociation in 
NCNCS requires 400 kJ mol-1. Hence in terms of purely energy consideration, the 
observation is not unreasonable and in addition, sufficient energy is also present in the 
266 nm laser to overcome the bond energies.  Well-known examples of C=S dissociation 
include the previously mentioned CH3NCS dissociation to CH3NC and S, OCS to CO and 
S and CS2 to CS and S [33, 37]. 
 
6.3.3 Potential energy of NCNCS  
 
Fig. 6.10 shows a very simplified schematic potential energy diagram of the 
ground and excited states of NCNCS. The potential energy curves are modeled after the 
observed UV-vis spectrum and the computed enthalpy of reactions. The ground state of 
NCNCS (1A') is correlated adiabatically to CN and NCS and also to CNCN and S (1D) 
products as these are the reactions of the lowest computed reaction enthalpies. The 
excited electronic states 'a' and 'b' are also represented in the diagram. Since the tails of 
the UV-VIS absorption spectra of 'a' and 'b' begin at around 360 nm and 450 nm 
respectively, they are assumed to be the ground state energies of these excited states. The 
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symmetries of the excited states are undetermined since A'-A" and A'-A' transitions are 
allowed. It is also possible, as in the case of CS2 and other molecules, for a triplet 
repulsive state to be present and correlate to the lowest channel containing S (3P) as a 
product [38]. A possible way in which isocyanogen could be produced from NCNCS can 
now be understood based on the proposed potential energy diagram. When NCNCS is 
excited to the singlet electronic state 'a', spin-orbit coupling between the excited singlet 
state and a triplet state could have provided an access to the lowest dissociation channel, 
CNCN and S (3P). The calculated dissociation of NCNCS to CNCN and S (1D) was only 
about 18 kJ mol-1 above the 266 nm laser energy. If the actual energies of this channel are 
lower by at least this amount, then threshold dissociation could also have taken place via 
direct electronic transition thus producing CNCN and S (1D) instead. Unfortunately our 
experimental data could not provide a distinction between these two cases. Photolysis of 
NCNCS at 355 nm (337 kJ mol-1) was also carried out but CNCN or other products could 
not be detected. This study may indicate that the dissociation threshold to either CNCN 
and S (1D) or S (3P) has not been reached at this wavelength, which is consistent with the 
potential energy diagram. However, internal conversion processes could also have 
transferred the excited molecules back to the ground state. Since the molecules now 
possess sufficient energy to overcome the CN bond strength, dissociation should proceed 
readily to yield CN and NCS. Perhaps the absence of this channel implied that internal 
conversion is weak between these two singlet states. The study of excited states is indeed 
very complicated and many other mechanisms may be possible to account for the 
experimental data. In the above, only a very simplified version of possible photochemical 
pathways of NCNCS based on the observations has been proposed. Much work on both 
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the theoretical and experimental front is required to provide a better understanding of the 

























igure 6.10 A simplified potential energy diagram of NCNCS showing the ground and 
xcited states of NCNCS and the computed enthalpies of the products. The 266 nm laser 








6.4 Summary  
 
The spectroscopy and 266 nm photochemistry of NCNCS and its major product, 
CNCN were investigated. New vibrational bands involving the lowest-lying bending 
vibration of NCNCS were assigned in the FTIR spectrum. The strongest Raman-active 
bands for NCNCS and CNCN were also reported in which a collinear arrangement of the 
CARS setup was used for their detection. Both the infrared and Raman assignments were 
aided by either MP2/6-311+G** or HF/6-311+G** frequency and intensity calculations 
in Gaussian 98. Two photochemical reaction pathways for the production of CNCN from 
NCNCS were explored. The photodissociation of singlet NCNCS to the spin-forbidden 
CNCN and S (3P) channel was proposed based on calculations and the experimental data. 
Depending on the accuracy of the G3MP2 calculations, direct dissociation on the first 
excited electronic state yielding CNCN and S (1D) was also suggested as an alternative 
channel. Unfortunately the high-level excited electronic state calculations could not be 
done for both singlet and triplet NCNCS. It will be helpful if theoretical calculations, 
possibly in the form of CASSCF are performed in order to reveal more about the 
interesting photochemistry of NCNCS.   
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APPENDICES   
 
A. The SRS DDDA data acquisition program that controls the diode laser and collects 
the TDLAS spectrum  
(Refer to Chapter 2) 
 
Start Block  
 pro800: Send(:slot 1) T 
 pro800: Send(:ild:start 0.67) T   
 pro800: Send(:ild:sop 0.68) T   
 pro800: Send(:elch:steps 100) T 
 pro800: Send(:elch:meas 1) T 
   pro800: Send(:ild:meas 1) T 
   pro800: Send(:laser on) T  
   pro800: Send(:elch:run 2) T  
 start1  
  pro800: Send(:elch:trig?) T 
  sr510: Send(q) T  
  sr510: Read ASCII(output)  
   pro800: Read ASCII(valuecurrent) 
  currentscan(0): Plot(waiyip, valuecurrent) 
  dataoutput(0): Plot(waiyip, output)  
  displayoutput(0): Plot(wayip, output)  
  wait 500 milliseconds 
  increment waiyip by 1 
 Repeat from start1 untill waiyip> 100 
 pro800: Send(:elch:run 0) T 
 pro800: Send(:elch:reset 0) T 
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B. The QBASIC program that calculate the rovibrational frequencies of CO at 
different vibrational levels  
(Refer to Chapter 3) 
 
SCREEN 12 




DIM B(13)          'rotational constant 
DIM D(13)   




FOR j = 0 TO 13 STEP 1 
     vib(j + 1) = 2169.81358# - 2 * 13.28831 * (j + 1) + .0105113 * (3 * j ^ 2 + 6 * j + 13 / 
4) + .000065 * (4 * j ^ 3 + 12 * j ^ 2 + 13 * j + 5) 
     B(j) = 1.93128087# - .017504417# * (j + .5) 
     D(j) = (6.12147 + .04 * (j + .5)) * .000001 
    'PRINT j, B(j), D(j), vib(j) 
NEXT j 
 
FOR n = 0 TO 13 
FOR j = 0 TO 45 STEP 1 
   ener(j, n) = B(n) * j * (j + 1) - D(n) * j ^ 2 * (j + 1) ^ 2 




PRINT "which is lower state ?" 
INPUT lower 
PRINT "input temperature" 
INPUT ; T1 
 
FOR j = 1 TO 21 
IF j <> 0 THEN p(j) = vib(lower + 1) + ener(j - 1, lower + 1) - ener(j, lower) 
r(j) = vib(lower + 1) + ener(j + 1, lower + 1) - ener(j, lower) 
 
PRINT j, p(j), r(j) 
 
sint(j) = (2 * j + 1) * EXP(-6.626E-34 * 3E+10 * ener(j, lower) / (1.38E-23 * T1)) 
NEXT j 
 
FOR j = 1 TO 13 




C. The QBASIC program that calculate the rovibrational line intensities of CN  








DIM B(6)          'rotational constant          
DIM D(6)          'centrifugal distortion 
DIM sint(51)      'intensity 
     
     vib(1) = 2042.42261# 
     B(0) = 1.8910827# 
     B(1) = 1.8736591# 
     D(0) = 6.4072E-06 







FOR N = 0 TO 1 
FOR j = 0 TO 50 STEP 1 
   ener(j, N) = B(N) * j * (j + 1) - D(N) * j ^ 2 * (j + 1) ^ 2 




PRINT "which is lower state ?" 
INPUT lower 
 
FOR j = 0 TO 50 
IF j <> 0 THEN p(j) = vib(lower + 1) + ener(j - 1, lower + 1) - ener(j, lower) 
r(j) = vib(lower + 1) + ener(j + 1, lower + 1) - ener(j, lower) 
 
sint(j) = (2 * j + 1) * EXP(-6.626E-34 * 3E+10 * ener(j, lower) / (1.38E-23 * temp)) 
sumint = sumint + sint(j) 
 
NEXT j 
PRINT 2 * sumint, sint(10) / (2 * sumint) 
 
 FOR j = 1 TO 7 
PRINT j, pexp(j) - p(j), rexp(j) - r(j) 
NEXT j 
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D. The SRS DDDA data acquisition program that collects the CARS spectrum 
(Refer to Chapter 6) 
 
Start Block  
 boxcar: Send(MR) T 
 boxcar: Send(14) T 
 start1 
  boxcar: Send(?4) T 
  boxcar: Read ASCII(boxvalue2) 
  boxcar: Send(?2) T 
  boxcar: Read ASCII(boxvalue1) 
  calculate(ratio= boxvalue2-boxvalue1) 
  boxcargraph(0): Plot(Counter, boxvalue2)  
  ratiograph(0): Plot(Counter, boxvalue1)  
  calculate(wavelength=603.0+counting*0.04) 
  conversion(0): Plot(Counter, wavelength) 
  wait 500 milliseconds 
  increment counting by 1 
 Repeat from start1 until counting>500 
 
 
