Abstract. We study a new Selberg-type integral with n + m indeterminates, which turns out to be related to the deformed Calogero-Sutherland systems. We show that the integral satisfies a holonomic system of n + m non-symmetric linear partial differential equations. We also prove that a particular hypergeometric function defined in terms of super Jack polynomials is the unique solution of the system. Some properties such as duality relations, integral formulas, Pfaff-Euler and Kummer transformations are also established. As a direct application, we evaluate the expectation value of ratios of characteristic polynomials in the classical β-ensembles of Random Matrix Theory.
1. Introduction 1.1. Kaneko's integral and symmetric polynomials. In the early 1990s, Kaneko [21] thoroughly studied the following generalization of the Selberg integral:
where t denotes the set of variables t 1 , . . . , t n , the parameter µ is either equal to 1 or −λ, and
Note that a convenient way to guarantee the convergence of the integral is to set ℜ(λ) > 0, ℜ(λ 1 ) > −1, ℜ(λ 2 ) > −1, and for the case with µ = −λ, t i ∈ C \ [0, 1]. In the absence of variables t, which corresponds to the case n = 0, the value of the integral K N is given by Selberg's celebrated result [39] S N (λ 1 , λ 2 , λ) = See [15] for a beautiful discussion on the above formula and its various applications. Kaneko showed in particular that the integral K N (λ 1 , λ 2 , λ; t) satisfies the following holonomic system of partial differential equations:
. . , n, (1.4) where α = λ, a = −N , b = (λ 1 + λ 2 + n + 1)/λ + N − 1, c = (λ 1 + n)/λ if µ = 1, while α = 1/λ, a = λN , b = −(λ 1 + λ 2 + 1) + λ(n − N + 1), c = −λ 1 + nλ if µ = −λ. He further proved that the above system possesses a unique solution F (t 1 , . . . , t n ) subject to the following conditions: (1) F (t 1 , . . . , t n ) is symmetric of t 1 , . . . , t n ; (2) F (t 1 , . . . , t n ) is analytic at (0, . . . , 0) and such that F (0, . . . , 0) = 1. This allowed him to conclude for instance that the integral K N given in Eq. (1.1) with µ = 1 is equal to the Selberg constant S N (λ 1 + n, λ 2 , λ) multiplied by a Gaussian hypergeometric function in n variables 2 F 1 (a, b; c; t 1 , . . . , t n ). As will be explained in Section 3, the precise definition of the latter function requires some theory on symmetric Jack polynomials, a subject that was developed in the late 1980s, principally by Kadell, Macdonald, and Stanley [20, 29, 44] . Remarkably, the theorem on the existence and uniqueness of the solution for the system (1.4) was independently and almost simultaneously obtained by Yan [46] . Although not concerned with the full generalized Selberg integral (1.1), Yan obtained a series of results on hypergeometric functions also defined in terms of Jack polynomial together with some of their integral representations.
One of the main inspirations behind Kaneko's work was an article by Aomoto on a one-variable generalization of the Selberg integral and its relation to the Jacobi polynomials [1] . In our notation, Aomoto's integral corresponds to K N (λ 1 , λ 2 , λ; t 1 ) (i.e., case n = 1). Another crucial motivation for studying the integral (1.1) was Muirhead's holonomic system of equations [35] whose unique solution was given as a hypergeometric function 2 F 1 (a, b; c; T ) whose argument T is a real symmetric n × n matrix. For special values of parameters a, b, c, the latter function can be represented as an integral over some symmetric N × N matrix, which in turn is closely related to the integral (1.1) with n general but with λ = 1/2 [36] .
All the previous results converged in the seminal article by Baker and Forrester [2] . There, the authors used the hypergeometric functions of Kaneko and Yan for studying the Hermite, Laguerre and Jacobi polynomials in many variables as independently defined by Lassalle and Macdonald, both using Jack polynomial theory. They also showed that the classical polynomials in many variables as well as their associated hypergeometric functions are all related to the famous quantum many systems of Calogero and Sutherland and applied their results for evaluating the ground state density of these systems, which, as is well known, is equivalent to the eigenvalue density of classical ensembles of random matrices.
Relations with Random Matrix Theory. The integrand (1.2) is indeed known in Random Matrix
Theory [14, 16, 32] as the non-normalized eigenvalue probability density function in the Jacobi β-Ensemble, where β = 2λ is any positive real. The latter ensemble is a generalization of the three classical Jacobi Ensembles which can been defined in terms of rectangular matrices with real (β = 1), complex (β = 2) or real quaternions (β = 2) elements [14, Chapter 3] . Thanks to the parameters λ 1 and λ 2 , the Jacobi Ensembles can also be seen as generalizing the somewhat more common Circular, Gaussian and Chiral Ensembles of random matrices, whose respective eigenvalue probability densities are proportional to When β is any real positive number, the function (1.2) is proportional to the eigenvalue density coming from a real symmetric matrix whose non-zero elements lay on the three main diagonals and are randomly drawn from some specific distributions. This was first obtained in the article [25] by extending the work of Dumitriu and Edelman [13] on Laguerre and Hermite β-Ensembles as models of tri-diagonal random matrices.
The properties and applications of β-Ensembles have been studied by many other authors. For instance, it was established that in the limit where the size N of a random matrix β-Ensembles goes to infinity, the eigenvalues of the random matrix become statistically distributed as the eigenvalues of some onedimensional stochastic differential operators [38, 45] . In high energy physics, the β-Ensembles recently appeared in the study of a conjectured (so called AGT) duality between two quantum field theories defined on space of distinct dimensions: the four-dimensional Seiberg-Witten theory and the two-dimensional conformal field theory [33, 43] . They are also expected to play an important role in topological string theory and are used in the context of "quantum" Riemann surfaces [5, 8] , which are parametrized by a formal Planck parameter = ( β/2 − 2/β)/N .
If x = (x 1 , . . . , x N ) denotes the eigenvalues of a N × N random matrix X in the Jacobi β-Ensemble, we see that the integral (1.1) is proportional to the the expectation value of products of characteristic polynomials in X:
K N (λ 1 , λ 2 , λ; t 1 , . . . , t n ) = S N (λ 1 , λ 2 , λ) Similar expressions exist for the Hermite and Laguerre β-Ensembles. This means that the expectation values of product of characteristic polynomials in β-Ensembles of random matrices can be given in terms of hypergeometric functions involving Jack polynomials. Other probabilistic quantities such as the cumulation distribution of the largest or smallest eigenvalue, the marginal probability distribution of k eigenvalues have been related to the hypergeometric functions studied by Kaneko and Yan or the their associated classical symmetric polynomials [2, 9, 11, 13, 14, 26] . Despite the fact that the generalized hypergeometric functions are defined as sums over an infinite number of Jack polynomials, efficient algorithms have been found that make possible their numerical evaluation [26] .
Although interesting in their own right, expectations of product of characteristic polynomial such as (1.8) are not the most useful probabilistic object. Expectation of ratios of characteristic polynomials such as S N (λ 1 , λ 2 , λ; t; s) = S N (λ 1 , λ 2 , λ)
are often preferred since they are of particular interest in the study of the zeros of the Riemann ζ-function [23] and provide a method for computing the marginal densities of the eigenvalues also known as the n-point correlation functions (see for instance Proposition 2.16 in [7] ). For the three classical cases β = 1, 2, 4, the exact calculation of these expectations have been completed by several authors (see [3, 7] and references therein). In the case where β is a general positive integer however, almost nothing is known.
1.3. Goals and main results. Our aim is to exactly calculate the expectation (1.8) of ratios of characteristic polynomials in the Jacobi-β-Ensemble for β general, which is equivalent to the following generalization of the Selberg integral with λ = β/2:
where it is assumed that s ℓ ∈ C \ [1, ∞) for all ℓ. By looking at similar integrals but with D λ1,λ2,λ replaced by the densities in (1.5), we also want to find exact expressions for the expectation ratios of characteristic polynomials in the Circular-, Gaussian-and Chiral-β-Ensembles. For reasons that will become clear in the next section, we will always suppose
One of the few results on expectations of ratios of characteristic polynomials in β-Ensembles was the observation in [9, Section 6] that such expectation for the Gaussian β-Ensemble is an eigenfunction of a second order differential operator which can be interpreted as the Hamiltonian in the so-called deformed Calogero model. The latter belongs to a more general family of quantum Calogero-Sutherland models involving two sets of variables (particles) that were extensively studied by Sergeev and Veselov [40, 41] and more recently in [12] . They were also shown to be related to super-matrices and symmetric superspaces [17] as well as to "multispecies Calogero models" exhibiting particles-antiparticles and strong-weak dualities [4] .
In Section 2, we provide a stronger result than [9, Section 6] by showing that the function defined by integral (1.10) satisfies a holonomic system of n + m nonsymmetric differential equations.
(1.12)
Then S N (λ 1 , λ 2 , λ; t 1 , . . . , t n ; s 1 , . . . , s m ) satisfies
for all i = 1, . . . , n and j = 1, . . . , m. Moreover, it also satisfies the cancellation condition
The sum of all the above differential equation gives a single differential equation of the form L n,m F = 0, where L n,m is a linear combination of operators that previously appeared in the article [12] . The latter was concerned with the solutions of some deformed Calogero-Sutherland models [40] [41] [42] whose study requires the use of the super-Jack polynomials, here denoted by SP (α) κ (t; s). These objects were introduced by Kerov, Okounkov and Olshanski [24] , and subsequently studied by Sergeev and Veselov [41] . They generalize both the usual Jack polynomials P (α) κ (t) (case with s = (0, . . . , 0)) and supersymmetric Schur polynomials s κ (t|s) (case α = 1). The latter were first defined as characters in the representation theory of the superalgebra gl(n|m); see examples 23-24 in Section I.3 in [29] and the article [34] .
A solution for the equation for L n,m F = 0 was given in [12] as a super-hypergeometric function
1 (a, b; c; t; s), which can be written as an infinite sum of super-Jack polynomials. This provides us with one possible solution of the system (1.13)-(1.14). We will confirm this claim in Section 4. Unfortunately, there is no uniqueness theorem for the equation L n,m F = 0 in [12] that would allow us to conclude that the deformed Selberg integral in (1.10) is indeed equal to 2 SF (α) 1 (a, b; c; t; s). As we will explain in Section 4, the method developed by Muirhead and Kaneko for proving the uniqueness for systems like (1.4) does not extend directly for our case.
We will tackle the delicate problem of uniqueness for the system (1.13)-(1.14) in several steps (Sections 4.1 to 4.3). We will first prove that there is a unique symmetric formal power series that satisfies the infinite version of the system (1.13) (i.e., with n = ∞). This will allow us to conclude that the solution of the system (1.13)-(1.14), when both n and m are infinite. We will also show that the latter infinite system is compatible with the rectiction of the number of variable to the finite system. We will finally use this property and the fact that the super-hypergeometric function 2 SF 1 (a, b; c; t; s) is the unique solution of the system (1.13)-(1.14) subject to the following additional conditions:
(1) F (t; s) is symmetric both in t 1 , . . . , t n and in s 1 , . . . , s m ; 
1 (a, b; c; t; s).
In Section 5, we will obtain more properties related to the super-hypergeometric functions p SF q . This will make possible in Section 6, to show that the expectations of ratios of characteristic polynomials in the Gaussian-, Laguerre-, and Circular-β-Ensembles are also super-hypergeometric functions.
Finally, it is worth mentioning that the super-Jack polynomials have already appeared in the study of the Circular-β-Ensemble. Indeed, the large N limit calculation of n-point correlation function for this ensemble was attempted in the preprint [37] and involved super series of hypergeometric type. More recently in [31] , some formal results on the ratios of characteristic polynomials in the Circular-β-Ensemble were derived by using super-Jack polynomials and super-series. The latter preprint also contains interesting dualities relations between expectation values in the Circular β and 4/β Ensembles. Such β ↔ 4/β dualities are common in Random Matrix Theory (see [9] and references therein). For more general ensembles, such as the Jacobi-β-Ensemble, the duality relations for the expectation values of ratios of characteristic polynomials are much more complicated than their circular counterparts, and will be the subject of a forthcoming article.
Deformed holonomic systems
We want to prove Theorem 1.1. In order to facilitate the presentation of the demonstration, we first introduce some more notations based on the theory of supermatrices [10, 17] .
2.1. Z 2 -graded notation. Let w = w 1 , . . . , w n+m be an ordered set of variables equipped with the following Z 2 -grading: w i is even if i ≤ n and odd otherwise. We set
Let also ρ denote the Z 2 -graded function on {1, . . . , n + m} defined by
We see that if α = λ and equation (1.11) is satisfied, then
The Z 2 -grading allows moreover to recast the two types of differential operators given in Theorem 1.1 into a single type of deformed differential operators:
More general deformed operators will be considered in Section 4.
2.2.
System for S N (λ 1 , λ 2 , λ; t; s). We now proceed to show that for one specific choice of parameters a, b, c, and α, the function S N (λ 1 , λ 2 , λ; t; s) defined in (1.10) is an eigenfunction of each operator SL i defined above. The method presented here is in essence equivalent to Kaneko's, which basically uses Stokes' Theorem and clever choices of functions to be integrated and derived. However, proceeding exactly like Kaneko would rapidly lead us to long and almost uncheckable lines of equations. For this reason, in the proof, we prefer to interpret (1.10) not only as N dimensional integral, but also in terms of the scalar product over the Hilbert space H N of symmetric functions in L 2 (Ω; µ), where Ω = (0, 1) N and µ is the absolutely continuous measure given by the Selberg density (1.2):
In what follows, the expectation value of any µ-integrable function f will be denoted by brackets:
Lemma 2.1. Let h : [0, 1] → C be rational and regular. Define the following linear differential operator acting on smooth functions of H N :
2)
Then for any symmetric f : Ω → C that is rational and regular,
Proof. Let us first recall that the weighted scalar product over H N is given by
where the bar denotes the complex conjugation. This means that expectation value of f over Ω is equal to f = f | 1 . We now turn our attention to the domain ∆ of the operator D. Given that
we choose ∆ to be the set of all smooth and symmetric functions f in
. Note that D preserves the symmetry of the functions f , so we indeed have ∆ ⊂ H N . Since λ 1 , λ 2 > 0, the domain ∆ includes all the functions we are concerned with, namely the rational symmetric functions that are continuous all over the closure Ω of Ω. Moreover, the condition
This allows us to conclude that for all f and g in ∆ ,
Let also SL i be the deformed differential operator given in (2.1) and assume
Then F (w) satisfies the following deformed holonomic system of partial differential equations, 5) and the cancellation property
whenever w i and w j do not share the same parity.
Proof. Before showing anything, we note that F (w) is simply equal to the expectation Π , where
Also, assuming that µ 1 , µ 2 > 0 and w i ∈ C\[1, ∞) for all i > n, we remark that all the partial derivatives of Π with respect to the variables w belong to C ∞ (Ω). This allows us to take the derivatives in w indifferently inside or outside the brackets (or equivalently, the integral signs).
The first part of the proof consists in obtaining relations between expectation values involving Π. For this we successively apply Lemma 2.1 for different choices of operator D . Let us set h(x i ) = x i in the definition (2.2) of the operator D and get the following operator:
According to Lemma 2.1, we have A Π = 0. Moreover
Simple manipulations then lead to
where
2) and define
From BΠ = 0 we get
We need to introduce yet another differential operator:
which corresponds to the operator D of (2.2) with h(
After some simplifications, the substitution of (2.7) and (2.8) gives
For the second part of the proof, we will rewrite the last equation as a differential operator in the variables w acting on Π . Little work first gives
and
Then, by making use of the identity
and of (2.11)-(2.13), one can prove
The last equation is proportional for every k to the two first terms of (2.10) if
As expected, the latter equation has two solutions σ k = 1 and σ k = −λ. We choose
This allows us to combine (2.10) and (2.14) and get
Moreover, by substituting (2.11) and (2.12) into the last equation, we actually find that Π satisfies the desired equation as long as σ i = 1/ρ i , which imposes λ = α, and the parameters a, b, c are given by (2.4). Finally, one easily verifies that the cancellation property follows from (2.11) and (2.15).
2.3.
System for contour integrals. In the last theorem, the conditions on the parameters λ 1 , λ 2 and λ were crucial for ensuring the convergence of the integral defined in (1.10) and its derivatives with respect to the graded variables w k . It is possible however to interpret differently the integral without affecting the holonomic system it satisfies. For instance, in the case where λ 1 is a negative integer and λ is a positive integer, then we can replace the volume integration over [0, 1] N by repeated contour integrals such that each variables x j follows a closed loop in the complex plane starting at 1 and encircling 0 in the counterclockwise direction. When λ 2 is not an integer, a branch cut is made from 1 to ∞. This defines a new analytic function at w = (0, . . . , 0):
where it is understood that ℜλ 2 ≥ 0 and λ ∈ N. In principle, the integral can be evaluated by using the residue theorem. What should be stressed here about the multiple integrals defining T N is the following: (1) all the partial derivatives in w k commute with the integral signs; and (2) the integral of any "total derivative" is zero, i.e.,
These two conditions are enough to guaranty that all the steps in the proof of the last theorem remain valid, so we conclude that T N also satisfies the same deformed holonomic system as S N (λ, λ 1 , λ 2 ).
For similar reasons, the following contour integrals defines another function that is analytic at w = (0, . . . , 0) and satisfies the same deformed holonomic system:
where it is also understood that ℜλ 1 ≥ 0 and λ ∈ N. If λ 1 is not an integer, we consider that each x j -plane is cut along (−∞, 0]. 
is a solution of the following deformed system:
Lemma 2.4. Suppose that G(w 1 , . . . , w m+n ) satisfies the following cancellation property:
whenever w i and w j do not share the same parity. Then
. . , 1/w m+n ) satisfies the same cancellation property. Now, let us define an integral that generalizes both the µ = 1 and µ = −λ Kaneko integrals:
where it is assumed that s k ∈ [0, 1]. If moreover t j = 0, then we have
In other words,
1/w) with a = −N and α = λ, so we can apply Lemmas 2.3-2.4 to Theorem 2.2.
Then F (w) satisfies the following deformed holonomic system of partial differential equations, 22) and the cancellation property
where it is understood that w i and w j do not share the same parity.
In order to extend the range of possible values for the variables s j , and allow for instance s k ∈ [0, 1), the contours of integration must be modified. Let C denote a closed path in the complex plane starting at 1, encircling the m variables s j in the positive direction, and returning to 1. Suppose λ 2 , λ ∈ N and λ 1 ∈ Z (for instance we can suppose that λ 1 has a non zero imaginary part). Then we define
The function K C N (λ 1 , λ 2 , λ; t; 0, . . . , 0) is in fact an analytic continuation of the usual Kaneko integral K N (λ 1 −λm, λ 2 , λ; t) with µ = 1. Indeed, suppose as before λ 2 , λ ∈ N, λ 1 ∈ Z, and additionally ℜλ 1 −λm > 0. Then, using the classical methods of complex analysis (such as those related to Hankel's contour for the Gamma function or Pochhammer's contour for the Beta function; see also [2, section 5]), we conclude that each C f (x, t)dx i , where f (x, t) denotes the integrand of (2.24), is equal to (e 2πi(λ1−λm) − 1)
Then F (w) satisfies the deformed holonomic system (2.22) and the cancellation property (2.23).
Supersymmetric functions and associated hypergeometric series
This section first provides a brief review of some aspects of symmetric polynomials and especially Jack polynomials. The classical references on the subject are Macdonald's book [29] and Stanley's article [44] . This will allow us to introduce the supersymmetric Jack polynomials [41] and especially their associated hypergeometric functions [12] . A few results proved here will be used later in the article.
We stress that in the following pages, we always assume F = Q(α), which means that F is equal to the field of rational function in the formal parameter α.
Partitions.
A partition κ = (κ 1 , κ 2 , . . . , κ i , . . .) is a sequence of non-negative integers κ i such that
and only a finite number of the terms κ i are non-zero. The number of non-zero terms is referred to as the length of κ, and is denoted ℓ(κ). We shall not distinguish between two partitions that differ only by a string of zeros. The weight of a partition κ is the sum
of its parts, and its diagram is the set of points (i, j) ∈ N 2 such that 1 ≤ j ≤ κ i . Reflection in the diagonal produces the conjugate partition
. Let κ, σ be partitions. We define κ ∪ σ to be the partition whose parts are those of κ and σ, arranged in descending order. For example, if κ = (321) and σ = (21), then κ ∪ σ = (32211).
The set of all partitions of a given weight are partially ordered by the dominance order: κ ≤ σ if and only if
We shall also require the inclusion order on the set of all partitions, defined by σ ⊆ κ if and only if σ i ≤ κ i for all i, or equivalently, if and only if the diagram of σ is contained in that of κ.
3.2. Jack symmetric functions. Let Λ N (x) denote the algebra of symmetric polynomials in N indeterminates x 1 , . . . , x N . As a ring, it is generated by the power sums:
The ring of symmetric polynomials is naturally graded: Note that if the length of the partition κ is larger than N , we set m κ (x) = 0.
The whole ring Λ N (x) is invariant under the action of homogeneous differential operators related to the Calogero-Sutherland models [2] :
The operators E 1 and D 2 are special since they also preserve each Λ k N (x). They can be used to define the Jack polynomials. Indeed, for each partition κ, there exists a unique symmetric polynomial P (α) κ (x) that satisfies the the two following conditions [44] :
where the coefficients ǫ κ and c κµ belong to F. As a condition of the tiangularity condition, Λ N (x) is equal to the span over F of all Jack polynomials P (α)
κ (x), with κ a partition of length less or equal to N . Following the standard nomenclature of algebraic combinatorics [29] , when the number N of indeterminates is infinite, we say "symmetric functions" instead of "symmetric polynomials" (although in general the "functions" cannot be considered as mapping from a set to another). The ring of symmetric functions is given by Λ = ⊕ k≥0 Λ k , where Λ k is equal to the inverse (or projective) limit of Λ k N . In other words, if z = (z 1 , z 2 , . . .) stands for an infinite set of intederminates, each element of Λ(z) is equal to a finite linear combination of monomial symmetric functions m κ (z) with coefficients in F, where
.).
The addition and the multiplication in Λ(z) acts component by component. Similarly, we can define the Jack symmetric function P (α) κ (z) as an inverse limit of polynomials:
This object is well defined since the coefficients of the Jack polynomials are stable with respect to the number N of variables: the coefficients c κµ in (3.2) do not depend upon N . The power sum polynomials also share this stability, so we can form the k-th power sum function p k (z) similarly. Thus, the algebra Λ(z) of symmetric functions can be seen as the F-span of either
where κ runs through the set of all partitions and
. .) and y = (y 1 , y 2 , . . .) be three sequences of independent indeterminates. As explained above, Λ(z) is the graded algebra consisting of symmetric functions over F. The algebra of bi-symmetric functions is given by Λ(x) ⊗ Λ(y), that is, each element f (x, y) of this algebra is symmetric in x and y separately. Now let SΛ(x, y) be the subalgebra of Λ(x) ⊗ Λ(y) formed by the bi-symmetric functions f (x, y) that satisfy the following cancellation conditions:
Each element of SΛ(x, y) is called a supersymmetric function. It is very easy to check that the homogeneous elements of SΛ(x, y) also satisfy (3.5), so we have the grading SΛ = ⊕ k≥0 SΛ k . Moreover, there is a natural ring homomorphism ϕ : Λ(z) → SΛ(x, y) such that
Such a homomorphism was first used by Kerov et al. in [24] . We call p k,α (x, y) the k-th deformed power sum (in infinitely many variables). Let N α (x, y) denote the algebra generated by these power sums. In other words,
Obviously, we have N α (x, y) ⊆ SΛ(x, y). As proved below, the algebra of supersymmetric functions coincide with the algebra N α (x, y) for specific choices of the parameter α and in particular, for all real α > 0, which is the relevant case for the study of the deformed Selberg integral .
Lemma 3.1. If α is neither a negative rational number nor zero, then SΛ(x, y) is generated by the deformed power sums p r,α (x, y), r ∈ N.
Proof. Since the p r (x), with r ≥ 1, are algebraically independent over F, so are the p r,α (x, y) of N α (x, y). The mapping ϕ defined in (3.6) is then an isomorphism between Λ(z) and N α (x, y). As we have already pointed out N α (x, y) ⊆ SΛ(x, y). Thus, to show they are actually the same it is sufficient to prove that the dimension of the homogeneous component of degree k of N α (x, y) is not greater than the number of partitions κ of k.
For n, m ∈ N 0 = {0, 1, 2, . . .}, set x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y m ). Let us denote by SΛ n,m (x, y) the subalgebra of Λ n (x) ⊗ Λ m (y) consisting of bi-symmetric polynomials f n,m (x, y) which satisfy the cancellation conditions. For given k, taking n, m ≥ k, we define a homomorphism φ n,m from SΛ(x, y) to SΛ n,m (x, y) by setting
Since the homogeneous components of degree k of the rings Λ(x) ⊗ Λ(y) and Λ n (x) ⊗ Λ m (y) are isomorphic, the homomorphism φ n,m , once restricted to the homogeneous components of degree k, is injective whenever k ≤ min(n, m). When α is neither a negative rational number nor zero, by Proposition 2 of [40] , the dimension of the homogeneous component of degree k of SΛ n,m (x, y) is not greater than the number of partitions κ of k, which implies that it is also true for SΛ(x, y).
Let us go back to the homomorphism (3.7), which restricts the number of indeterminates. If we combine with the map ϕ of (3.6), we obtain a homomorphism between the symmetric functions and the supersymmetric polynomials:
The image of a Jack symmetric function, which is defined by (3.2)-(3.3) and (3.4), under the action of ϕ n,m is called a super Jack polynomial [37, 41] . We write
Likewise, we call the image of a Jack symmetric function under ϕ a super Jack symmetric function. Let H n,m be the set of partitions which consists of the partitions κ such that κ n+1 ≤ m. In other words, κ ∈ H n,m if its diagram does not contain the square (n + 1, m + 1). Recently, Sergeev and Veselov have proved the following very important properties of super Jack polynomials (Theorem 2, [41] ): If α is neither a negative rational number nor zero, then the kernel of ϕ n,m is spanned by the Jack symmetric functions P (α) κ (z) with (n + 1, m + 1) ∈ κ. Moreover, the polynomials
form a linear basis of SΛ n,m .
In the present article we will treat our objects in the super-symmetric space SΛ(or SΛ n,m ) or as the associated super series given below, in particular when α > 0.
Super hypergeometric series.
Recall that the arm-lengths and leg-lengths of the box (i, j) in the partition κ are respectively given by
We define the hook-length of a partition κ as the following product:
Closely related is the following α-deformation of the Pochhammer symbol:
In the middle of the last equation, (x) n ≡ x(x + 1) · · · (x + n − 1) stands for the ordinary Pochhammer symbol, to which [x] (α) κ clearly reduces for ℓ(κ) = 1. The left-hand side of (3.12) involves the co-arm-lengths and co-leg-lengths box (i, j) in the partition κ, which are respectively defined as
By looking at the formulas above, one readily proves the following.
Lemma 3.2. Let M be a positive integer. Let κ be a partition of length ℓ and first part equal to
We are now ready to give the precise definition of the super hypergeometric series in question. Definition 3.3. Fix p, q ∈ N 0 and let a 1 , . . . , a p , b 1 , . . . , b q be complex numbers such that (i−1)/α−b j / ∈ N 0 for all i ∈ N 0 . We then define the (p, q)-type super hypergeometric series by the following formal power series:
(3.14)
When we are given finitely many variables, x = (x 1 , . . . , x n ) and y = (y 1 , . . . , y m ), the above series coincide with the super hypergeometric functions introduced in [12] . The latter were given as the image of formal power series in Jack symmetric functions under the action of the restriction homomorphism ϕ n,m . If we suppose moreover that y = (0, . . . , 0), then we recover the (generalised) hypergeometric functions studied, in particular, by Korányi [27] , Yan [46] , and Kaneko [21] . p SF (α) q will be denoted by p F (α) q whenever y = (0, 0, . . .).
Some peculiarities of the series p SF q with n+ m variables deserve to be mentioned. First, there is always an infinite number of terms in the series (3.14) that do not contribute to p SF q since SP κ (x, y) ≡ 0 unless κ ∈ H n,m . Second, the super series p SF q does not terminate as easily as the usual p F q . To understand this point suppose that in (3.14), we have y = (0, . . . , 0), q > 1, and a 1 = −M for some integer M . According to Lemma 3.2, no partition with κ 1 > M will contribute to the series. Moreover, the Jack polynomials P κ (x 1 , . . . , x n ) ≡ 0 for all partitions κ with length ℓ > n. This means that for the case with some a i equal to a negative integer, the usual hypergeometric series p F q is actually a polynomial. However, a super Jack polynomial SP κ (x 1 , . . . , x n , y 1 , . . . , y m ) = 0 even if the ℓ(κ) > n + m, so the series p SF q with some a i equal to a negative integer does not terminate in general.
The following proposition shows that the integral formulas relating p SF q and p+1 SF q+1 series also have to be treated slightly differently than for the usual hypergeometric series in many variables, which are due to Yan for general α > 0 [46] . These new formulas are expressed in terms of series involving both Jack and super Jack polynomials:
Note that the above sums makes sense only if it extends over all partitions length less of equal to ℓ.
Suppose moreover that for some positive integer ℓ and some 1 ≤ i ≤ p + 1, we have
Then, formally
Proof. Here we treat p SF (α) q as a formal power series, so we suppose that it can be integrated term by term. In fact, the proposition is almost a direct consequence of Kadell's integral formula [20, 21] (see (12.143) in [14] ):
We see that the integration of P (α)
q+1 . Given that the series p SF (α) q does not contain terms associated to partitions of length greater than ℓ, the integrated series can not contain such terms either. Recalling Lemma 3.2, we conclude that the integrated series is indeed equal to p+1 SF (α) q+1 if at least one the parameters a i of the latter series is equal to ℓ/α.
In the subsequent sections, we will pay special attention to the hypergeometric series 0 SF 0 , 1 SF 0 , 0 SF 1 , 1 SF 1 and 2 SF 1 . As for the classical Gaussian hypergeometric function, these series satisfy simple systems of differential equations of second order.
Existence and uniqueness theorems for holonomic systems
The aim of this section is to establish existence and uniqueness for solution of the deformed holonomic system with finitely or infinitely many variables. We will prove that the super hypergeometric series 4.1. Holonomic system with infinitely many variables. In this subsection we study the special case of the system (1.13) and (1.14) with n = ∞ and m = 0, which corresponds to a non-deformed system but with infinitely many variables:
The finite case n < ∞ is already well understood. Indeed, by generalizing Muirhead's result [36] for the case α = 2, Kaneko [21] and Yan [46] independently showed that 2 F (α) 1 (a, b; c; y 1 , . . . , y n ) is the unique solution F (y 1 , . . . , y n ) to the following system that is symmetric in y 1 , . . . , y n and analytic at (0, . . . , 0) with value F (0, . . . , 0) = 1:
The systems (4.1) and (4.2) are easily shown to be equivalent when the number of variables is finite. However, in the infinite case, only the former makes sense. We first demonstrate the following uniqueness property. Its proof can be given in a similar way to that of the finite case by Muirhead [35] and Kaneko [21] . Given that
we easily see that the differential equation in (4.1) is equal to ∞ µ,ν=1
Now, for i = j, let us denote by r 
Writing y j as y j − y i + y i , we then find
where we have used
In fact, given a sequence i 1 < i 2 < · · · < i k such that i l = i, l = 1, 2, . . . , k, the factor y i1 y i2 . . . y i k occurs exactly k times in the summation of the left-hand side of (4.5). This can be made more precise:
) if and only if j = i t for some t ∈ {1, 2, . . . , k}. Hence,
Further identities are needed for simplifying the differential equation (4.4). We note that
By iterating this relation, we get
and r
where (see James [19] , p.372-373 for more details) a
Therefore, according to (4.6) and (4.7), the differential equation (4.4) can be rewritten as
In the latter equation, we can equate coefficients of r (i) k−1 to zero for k = 1, 2, . . ., according to the following, which will be showed in Appendix A. 
Equating the coefficients of r (i)
k−1 in (4.9) to zero, we obtain the system of partial differential equations
(a
Note that by convention, a
µν = 0 and
We introduce the lexicographic ordering on L, that is, for I = (i 1 , i 2 , . . . , ), J = (j 1 , j 2 , . . . , ) ∈ L, saying I ≤ J if either I = J or there exists n ∈ N such that i k − j k = 0 for k > n but i n − j n < 0. Now we write . . is only a finite product since the components of the index I are zero except for the first finite. Order coefficients γ(I) according to the lexicographic ordering of the index I. To determine the coefficient γ(i 1 , . . . , i n , 0, . . .) where i n > 0, substituting (4.12) in (4.11) with k = n and putting r j = 0 for j > n, we obtain a recurrence relation expresses i n i n − 1 + c − (1/α)(n − 1) γ(i 1 , . . . , i n , 0, . . .) in terms of coefficients of lower order. Since i n − 1 + c − (1/α)(n − 1) is not zero by assumption, one can iterate this reduction until one reaches γ(0, . . . , 0, . . .). Hence all coefficients γ(I) of (4.12) are uniquely determined by the recurrence relations. On the other hand, each of the infinitely many differential equations in (4.9) gives rise to the same system (4.11), so it follows that each equation in the system (4.1) has the same unique solution F subject to conditions (a) and (b). This completes the proof of Theorem 4.1.
It remains to show that the hypergeometric series 2 F It suffices to show that
For any partition σ and given n > max{1, ℓ(σ)}, putting y j = 0 for j > n, F (y 1 , . . . , y n , 0, .
κ (y 1 , . . . , y n , 0, . . .) clearly satisfies the finite system (4.2). The theorem finally follows from a result due to Yan [46, Theorem 2.13]: There exists a unique sequence {A κ } with A (0) = 1
By proceeding as in the proof of Theorem 4.1, one can get the following useful generalization. 
has the same unique formal power series solution F (y) subject to the conditions (a) F is a symmetric function of {y i } In particular,
Proof. One simply specializes the values of α 1 , α 2 , β 0 , β 1 , γ 0 and uses the confluence relations, such as are trivial and can be explicitly solved.
Deformed holonomic system with infinitely many variables.
Here we want to show that the super hypergeometric series 2 SF (α) 1 (a, b; c; t, s) is one solution of the infinite deformed system, which corresponds to (1.13) and(1.14) with n = ∞ and m = ∞.
We first introduce non-symmetric versions of the differential operators E l and D k , which naturally appear in the study of Calogero-Sutherland [2, 12] :
Obviously, these operators do not preserve ring Λ(z) of symmetric function in the indeterminates z = z 1 , z 2 , . . ., but as we will see below, their action is sufficiently "nice" to be exploited. Note that this new notation, the non deformed infinite system of Theorem 4.4 can be written as:
We then generalize the Z 2 -grading introduced in Section 2 by collecting the two sequences of indeterminates x = (x 1 , x 2 , . . .) and y = (y 1 , y 2 , . . .) into a single sequence w = (w 1 , w 2 , . . .), where
Also, we introduce a map ρ : {1, 2, . . . , } → F by specifying the value of ρ(i) according to
As explained in Section 3, the algebra SΛ(x, y) of supersymmetric functions is generated by the deformed power sum (3.6), which can now be written as
Furthermore, we define the following deformations of the operators E l i and D k i :
The infinite dimensional equivalent of the operator SL i defined in (2.1), which reads
can be simplified as
(4.21) By summing up all the operators SL i one obtains a deformed operator of Calogero-Sutherland type that preserves the algebra SΛ = SΛ(x, y). However, the image of a super symmetric function under the action of SL i is not super symmetric, so we need a bigger ring than SΛ. We first define Λ[z 1 , . . . , z n ] as the ring of polynomials in indeterminates z 1 , . . . , z n with coefficients belonging to Λ = Λ(z), where n ∈ N. Second, we form the direct limitΛ
It is clear that E l i and D k i map Λ intoΛ. Likewise, SΛ is the direct limit of the rings SΛ[w 1 , . . . , w n ] of polynomials in w 1 , . . . , w n with coefficients in SΛ(w). The deformed operators SE l i , SD k i map SΛ into SΛ. Now we interpret both Λ and SΛ as vector spaces. This means that the homomorphisms of algebras ϕ : Λ → SΛ, defined by ϕ(p r ) = p r,α , is now seen as a linear map. We finally extend ϕ to the linear map ϕ :Λ → SΛ as follows:φ
for all "coefficients" f in Λ, i 1 < · · · < i q , and j 1 , . . . , j q > 0. We stress thatφ is not a ring homomorphism.
Proposition 4.6. For all l ∈ N 0 , k, i ∈ N, the following diagrams are commutative:
Proof. Note that E l i are first order differential operators and that Λ is generated by the power sums p r (z) with r ∈ N, it is sufficient to compute their action on the power sums. Observe that
This yields the left-hand side of (4.22). We now focus on the differential operators D k i and SD k i . It is sufficient to consider their action on the product p r (z)p s (z) and p r,α (w)p s,α (w), respectively. Note that
Moreover, direct calculations lead to When all ρ i are equal to 1, we see that the action of D k i on p r (z)p s (z) has the same form as above. Consequently, the commutativity of the diagram on the right-hand side of (4.22) holds true.
As long as we are dealing with countably infinite sets of indeterminates, both linear maps ϕ andφ are injective and surjective. The existence and uniqueness of the solution for the infinite deformed system then follows from Theorem 4.3 and Proposition 4.6. 
Deformed holonomic system with finitely many variables. As pointed out in remark 4.8, we already know that 2 SF 1 (a, b; c; t, s) is a solution of ρ i SL i F = abF for all 1 ≤ i ≤ n + m. It thus remains to prove that it is the only one that can be expanded as κ A κ SP (α) κ (t, s) and such that it is equal to 1 when (t, s) = (0, . . . , 0).
We first have to consider the binomial formula for super Jack polynomials. Let u be an indeterminate and define a F-algebra homomorphism ǫ u : Λ → F[u] by setting ǫ u (p r ) = u, r ∈ N.
Stanley [44] (see also Section VI.10 in Macdonald [29] ) has shown that the corresponding specialisation of Jack symmetric functions is given by 23) c.f. (3.10) and (3.13). When u = n, the above formula gives the evaluation P In particular, if u is replaced by n − αm we havẽ
and hence for any f ∈ SΛǫ n−αm (f ) = f (1 n+m ).
In the last equation f (1 n+m ) means that f (x, y) is evaluated at x 1 = · · · = x n = 1, x n+1 = · · · = 0 and
We recall that SP
κ ) where ϕ : Λ → SΛ is the algebra isomorphism defined in (3.6). Hence,
In particular, for n, m ∈ N 0 ,
We here emphasize that SP In the finite variable case, Lassalle [28] defined generalized binomial coefficients κ σ by the following series expansion in the algebra of symmetric polynomials:
This was recently lifted to the algebra of symmetric functions (i.e., infinitely many variables) [12] . The idea was to introduce a new indeterminate, called p 0 , and then define the homomorphism θ γ : Λ F(p0) → Λ F(p0) for any γ ∈ F by setting
Proposition 4.10 (Proposition 2.1, [12] ). For any partition κ, we have
In a similar manner, we define the algebra homomorphismθ γ :
By identifying p 0,α and ϕ(p 0 ), we get the following commutative diagram:
It immediately follows from (4.23), (4.24) and Proposition 4.10 that
. Thus, we have the binomial formula for super Jack polynomials:
σ (x 1 , . . . , x n ; y 1 , . . . , y m ). (4.27) where SP
By summing up the (n + m) differential equations in the deformed system (1.13) and (1.14), we get a single differential equation that preserves the space of super symmetric polynomials:
In the last equation,
The action of these operators on super Jack polynomials can be calculated explicitly. We use the notation e i , i ∈ N, for the sequence defined by (e i ) j = δ ij , where δ ij is the Kronecker delta. In addition, if κ is a partition,
We also use the standard convention that terms in summations containing κ (i) or κ (i) are considered only if they are partitions. Proposition 4.11. We have
Proof. One either applies the homomorphism ϕ n,m on the formulas of Lemma 3.9 in [12] or proceeds as in the Jack polynomial case [21, 36] and uses the binomial formula for super Jack polynomials (4.27).
The following proposition readily follows from equations (4.31a)-(4.31d).
Proposition 4.12. The formal series
satisfies the equation L n,m F = 0 if and only if the coefficients satisfy the recurrence relations
Let p ≤ n and q ≤ m. Moreover, let F p,q denote the function obtained from the function F above by reducing the number of variables:
To ensure the uniqueness of the solution of L n,m F = 0 from the recurrence relations (4.34), we make use of the following criterion, which was first introduced by Kaneko in the non-deformed case (see Corollary 4.6 in [22] ). Proof. Let H n,m =H n,m H n,m , whereH n,m = {κ ∈ H n,m |κ n+1 = 0} andH n,m = {κ ∈ H n,m |κ n+1 > 0}. Without loss of generality, we assume n ≥ 1. We will determine A κ by induction from A (0) = 0. Note that the coefficient of A κ (i) on the left-hand side of (4.34) is not zero except for the factor n − αm + ακ i − i + 1, which is denoted by g n,m (κ i ).
We first claim that A κ = 0 for every κ ∈H n,m . It is sufficient to prove that F p,0 = 0 by induction on p. The case p = 1 immediately follows from (4.34) because g 1,0 (κ
Substituting this σ into (4.34) shows that A σ (n) is a linear combination of A σ and A σ (i) , i < n because of g n,0 (σ n ) = 1, which implies A κ = A σ (n) = 0 with κ n = 1. The case where κ n > 1 can be checked by induction on κ n since g n,0 (κ n ) = 1 + ακ n > 0.
Next, we deal with the A κ for κ ∈H n,m . Every κ ∈ H n,m can be rewritten uniquely in the form κ = (κ 1 , . . . , κ n ) ∪ π ′ where π ′ = (κ n+1 , . . . , κ n+i , . . .) with κ n+i ≤ m, i.e. π = (π 1 , . . . , π m ). We prove that F n,q = 0 by induction on q. If q = 0 nothing is done. When q = 1, for κ ∈H n,m with κ = (κ 1 , . . . , κ n , 1, 0), i.e. π = (1), put σ = κ (n+1) or σ (n+1) = κ. Substituting this σ into (4.34) shows that A σ (n+1) is a linear combination of A σ with σ ∈H n,m since g n,1 (σ n+1 ) = −α < 0, which implies A κ = A σ (n+1) = 0. The case where ℓ(κ) > n + 1, i.e. π 1 > 1, can be checked by induction on π 1 . Assume F n,q = 0 for q ≤ m − 1, i.e. A σ = 0 if σ ∈ H n,m−1 . For A κ with π m = 1, put σ = κ (n+1) or σ (n+1) = κ. Substituting this σ into (4.34) and noting that g n,m (σ n+1 ) = −α, one obtains A σ (n+1) = 0. The general case follows by induction on π m since g n,m (κ i ) = 0 for any i > n + 1. Lemma 4.15. If F (t 1 , . . . , t n , s 1 , . . . , s m ) is one solution of the finite (n + m)-system, then for all p ≤ n and q ≤ m, F p,q (t 1 , . . . , t p , s 1 , . . . , s q ) is one solution of the finite (p + q)-system.
Proof. Proceed by induction on p and q. For instance, if p = n − 1 and q = m, consider the first (n − 1)-equations of (1.13) in the finite (n + m)-system. Suppose t i = 0, s j = 0, i = 1, . . . , n − 1, j = 1, . . . , m, let t n → 0, then we are done. F (t 1 , . . . , t n , s 1 , . . . , s m ) is one solution of the finite (n + m)-system, then it satisfies the Kaneko's criterion. Returning to Lemma 4.14, we deduce the following.
Lemma 4.15 implies that if

Lemma 4.16. Assume that [c]
(α) κ = 0 for any partition κ ∈ H n,m . If F (t 1 , . . . , t n , s 1 , . . . , s m ) is one solution of the finite (n + m)-system, and F (0, . . . , 0) = 0, then (a) F is symmetric in t = (t 1 , . . . , t n ) and s = (s 1 , . . . , s m ) separately and satisfies the cancellation condition (1.16), (b) F has a formal power series expansion at (t, s) = (0, . . . , 0) with F (0, . . . , 0) = 1.
Remark 4.19. As will be stated in the next section, the series 2 SF 1 (a, b; c; t, s), as a function of (t, s), converges in some neighborhood of the origin in C n+m . Thus, Theorem 1.2 directly follows from Theorem 4.18. Similarly, Corollary 1.3 is a consequence Theorems 4.9 and 4.18 and the convergence of the super hypergeometric series in finitely many variables.
Similarly, for the semi-infinite systems, i.e. t = (t 1 , . . . , t n , 0, . . .), s = (s 1 , s 2 , . . .) or s = (t 1 , t 2 , . . .), s = (s 1 , . . . , s m , 0, . . .), the unique solution can also be given. Let us consider t = (t 1 , . . . , t n , 0, . . .) and s = (s 1 , s 2 , . . .). 1 (a, b; c; t, s) is the unique solution of the deformed semi-infinite system given by (1.13) and (1.14) with n < ∞ and m = ∞, subject to the following conditions:
(a) F is symmetric in t = (t 1 , . . . , t n ) and s = (s 1 , s 2 , . . .) separately and satisfies the cancellation condition (1.16), (b) F has a formal power series expansion at (t, s) = (0, . . . , 0) with F (0, . . . , 0) = 1.
Proof. Theorem 4.7 says 2 SF
1 (a, b; c; t, s) is a solution of the deformed semi-infinite system. Every solution can be rearranged as a series of super Jack symmetric functions
It suffices to show that the coefficient γ κ must be equal to
For any partition σ and given m > max{1, σ n+1 }, putting s j = 0 for j > m, F (t 1 , . . . , t n , s 1 , . . . , s m ) = ∞ k=0
|κ|=k γ κ C κ (y 1 , . . . , y n , 0, . . .) clearly satisfies the finite (n + m)-system. Since σ ∈ H n,m , Theorem 4.18 implies that γ σ = A σ , as expected.
Let us end this section by a direct generalization of Theorem 4.18, which comes from Theorem 4.4 and a simple modification of Theorem 4.17. 
has a unique solution F (t, s) subject to the following conditions: (a) F is symmetric in t = (t 1 , . . . , t n ) and s = (s 1 , . . . , s m ) separately and satisfies the cancellation condition (1.16), (b) F has a formal power series expansion at (t, s) = (0, . . . , 0) with F (0, . . . , 0) = 1.
Further properties of super hypergeometric series
In this section, we establish some important properties of super hypergeometric series p SF q with p ≤ 1 and q ≤ 2.
5.1. Special cases. Let us return to Theorem 4.21 and consider special values for the parameters α 1 , α 2 , β 0 , β 1 , and γ 0 . We are concerned with the solutions of the deformed system (4.36) and (4.37) of the form
with F (0, . . . , 0) = 1.
We immediately see that 1 SF The other simple deformed systems can be solved explicitly. Indeed, one easily finds that the unique solution for the system with (α 1 , α 2 , β 0 , β 1 , γ 0 ) = (0, 0, 1, −1, −a) and (α 1 , α 2 , β 0 , β 1 , γ 0 ) = (0, 0, 1, 0, −1)
are respectively given by
e −αsj .
5.2.
Transformations. As pointed out in [12] , properties of the super Jack polynomials and generalized coefficients imply that the super series p SF q enjoy a duality symmetry that has no equivalent in the usual case. This duality can also be understood as follows. By interchanging (1.13) and (1.14), we can rewrite the deformed system in the same form but with α replaced by 1/α, and a, b, c replaced by −αa, −αb, −αc respectively. The uniqueness then implies the following duality relation.
The next properties generalize some results obtained by Yan [46] in the usual Jack polynomial case. For convenience, we use the following convention b + as = (b + as 1 , b + as 2 , . . .) and Proof. Check directly that both sides of (5.1) satisfy the same deformed system and then make use of the uniqueness of Theorem 4.7. (5.2) follows from the third equality of (5.1) by setting t = t/b, s = s/b and letting b → ∞.
Convergence and integral representation.
Up to now, the series were considered formally. The next proposition shows that the series in SP κ (t; s) can be also treated as complex-valued functions on C n+m . The convergence of the super hypergeometric series actually follows the classical pattern. The proof will be given in Appendix B. Here we emphasize that the part (3) of Proposition 5.3 below is slightly different from the usual Jack polynomial case (see part (3) of Proposition 1 [21] , which claims that the series diverges at every nonzero point unless it terminates). Let us illustrate this point as follows: setting α = 1, n = m = 1, we have SP converges absolutely for (t, s) < ρ, unless it terminates.
As mentioned earlier, the series p+1 SF (α) p with p = 0, 1 are particularly important for us. Proposition 5.3 guarantees the convergence of such series in some neighborhood of the origin in C n+m . In some instances however, the domain of convergence can be extended.
As an example, we first look at the binomial expansion of the deformed Cauchy product i,
By using Stanley's evaluation formula for Jack polynomials (see eq. (10.20) of Chapter VI in [29] ), which can be written as 5) we arrive at the conclusion that
Proceeding like in Appendix B, one easily checks that the right-hand side of (5.3) converges for all (x, s, t) ∈ C ℓ+m+n such that |x i s j | < 1 and |x i t k | < 1, and so does 1 SF
in the same domain. As a consequence we also have
which now converges in a larger domain than that given in Proposition 5.3. We now provide another proof that the deformed Selberg integral S N (λ 1 , λ 2 , λ; t; s) defined in (1.10) is in fact given by a 2 SF 1 series.
Proof. First set α = 1/λ and let Θ denote the set of points (x, s, t) in C N +m+n such that 0 ≤ x i ≤ 1, |s j | < 1 and |t k | < 1. According to (5.6), the series 1 SF (α) 0 (N/α; x; t, s) converges to
−1/α everywhere in the domain Θ. The latter function is continuous and bounded on the same domain. Application of Lebesgue's dominated convergence theorem in Proposition 3.4 then proves that
The interchange of s and t together with the use of Proposition 5.1 finally establishes the theorem.
5.4.
Super Jacobi polynomials. The super Jacobi polynomials were introduced in [42] . They can be defined the unique super polynomials SJ (γ,η) κ (t, s; α) satisfying the two following conditions [12] :
where each coefficient c κµ depends upon α, γ, η and p 0 = n − αm. The eigenvalue is explicitly known:
Now, we have established in the last section that 2 SF 1 (a, b, c; t, s) is a solution of the form κ d κ SP With this choice of parameters, the highest term of 2 SF 1 (a, b, c; t, s) is given by the largest possible partition in the fat hook H n,m whose fist part and length are respectively equal to N and M , which is
Moreover, one easily verifies that ǫ In principle, 2 SF (α) 1 (−N, M/α, c; t, s) cannot be represented as a deformed Selberg integral since it would correspond to the case λ 1 = −M − αN + α − 1 which is negative. However, as we pointed out at the end of Section 2, the multiple contour integral T N (λ 1 , λ 2 , λ; t, s) is well defined for such values.
Applications to β-Ensembles of random matrices
In this section we apply our results on super hypergeommetric series to the classical β-Ensembles of Random Matrix Theory, namely the Jacobi, Laguerre (Chiral), Hermite (Gaussian) and Circular β-Ensembles. Note that in following paragraphs, the indeterminates t = (t 1 , . . . , t n ) and s = (s 1 , . . . , s m ) are always considered as finite sets of complex variables. Unless otherwise stated, the series considered below are convergent. 6.1. Jacobi β-ensemble. The joint probability density function of the Jacobi β-Ensemble (JβE) is equal to 1
According to Corollary 1.3 (or equivalently Theorems 4.9 or 5.4), the average of ratios of characteristic polynomials over this ensemble is given by a particular 2 SF 1 series.
Proposition 6.1. Whenever |t i | < 1 and |s j | < 1,
Moreover in the case where |t i | > 1 and |s j | > 1, following Lemma 2.3, we have
which satisfies the finite (n + m)-system
It is tempting to conclude from the last observation that the expectation given on the left-hand side of (6.3) is equal to 2 SF (β/2) 1 (a, b; c; t, s), with a, b, c equal to the values just given. However, the uniqueness theorem does not apply for this case since the expectation is not analytic in (t, s) = (0 . . . , 0). In order to extend the range of possible values for t and s, we introduce another type of correlation function:
where it is assumed that λ 1 ∈ Z, λ 2 ∈ N, β ∈ 2N, and C stands for the contour introduced for the definition of the function K C N in (2.24). Moreover,
where λ = β/2 and λ
Note that the normalization constant Z N has been evaluated thanks to the identity (sin πz)/π = 1/(Γ(z)Γ(1 − z)); it is such that the right-hand side of (6.4) equals 1 when s j = 0 and t i = 0 for all i, j. This allows us to apply the Theorem 1.2 to Corollary 2.6 and obtain the exact expression for the correlation function. Proposition 6.2. Let λ 1 , λ 2 , as λ as described above. Then for all t i , s j ∈ C such that |t i | < 1 and
We know from Lemma 3.2 that the last series terminates if for some positive integer M ,
In such a case, the series also becomes a rational function in β, well defined for all β > 0. By analytic continuation, the restriction β = 2N can then be removed from the definition of the correlation (6.4). Moreover, according to our discussion in Section 5.4, we also conclude that when the condition (6.7) is satisfied, the correlation function is proportional to a super Jacobi polynomial SJ (γ,η)
κ max (t, s; β/2), where γ = 2(λ 1 + 1)/β − 1 and η = 2(λ 2 + 1)/β − 1.
As immediate consequences of formulas (6.2) and (6.6), we compute the following scaled limits at the left hard edge of the spectrum (see [14] for more details on the spectrum edges in Random Matrix Theory).
Corollary 6.3. With the appropriate choice of parameters λ 1 , λ 2 and β, we have
6.2.
Laguerre β-Ensemble. The Laguerre β-Ensemble (LβE) is characterized by the following joint probability density function:
The normalization constant is easily derived from the Selberg integral [14, 32] :
The density given in (6.8) can be obtained from the JβE density (6.1) by making the following limiting change of variables:
(6.9) By applying the same limit transformation to the correlation (6.4) and assuming that the variables s i and t j transform as x j , we get the following formula involving C , which now denotes a Hankel type contour such that each variable x k starts at ∞ + i0 + , then encircles all the variables s j in the positive direction without crossing the interval [0, ∞), and ends at the point ∞ + i0 − .
Proposition 6.4. We have
(−N ; 2(n + λ 1 )/β − m; t; s) , (6.10) where the normalization is chosen so that the right-hand side of (6.10) is equal to unity when t i = 0 and s j = 0 for all i, j.
The scaled limit at the hard edge is easily computed.
Corollary 6.5. We have
(2(n + λ 1 )/β − m; t; s) . Now, when applying the same transformation (6.9) to the expectation values given in equations (6.2) and (6.3), one formally gets
(−N, −N + 1 − (2/β)(1 + λ 1 ); −t, −s), (6.11) and
As we already pointed out, if a and b are not equal respectively equal to −N and M/α for some N, M ∈ N 0 , the power series for 2 SF (3)). Thus, apparently, formulas (6.11) and (6.12) do not make sense. However, as will be shown below, there is an integral representation for 2 SF (β/2) 0 that allows us to circumvent the convergence difficulty. Let us first consider the expectation of a Jack polynomial in the LβE, which can be computed by making use of formula (3.17):
On the right-hand side, we make the change of variables x i = uy i , where 0 < u < ∞ and i y i = 1, which leads to
κ . (6.14)
In this equation, ∆ N denotes the set of points in the hyperplane i y i = 1 with y i ≥ 0, dσ N stands for the Lebesgue measure on ∆ N such that the left-hand side of (6.14) equals to one when κ = (0), while
Following the method exposed in [6] , which is concerned with the Jack polynomial case, we now define a new type of super series
Then, proceeding as for Propositions 3.4 or 7.2 and using (6.14), we get At this point, it should be stressed that the right-hand side of (6.17) is formally equal to that of (6.11). Indeed, if one expands 2 SF (β/2) 1 and then applies the integral transform is used in the sense of (6.18) .
Notice that the function 2 SF 
By virtue of the formula
the series on the left-hand side converges in the polydisk in question. Now, given that the ratio [b] (α) κ /(c) |κ| has at most polynomial growth in |κ|, the former series also converges in the same polydisk.
(ii) One does the same calculation as in the proof of Proposition 7.2 in [12] .
We return to our main subject. The above computations allow to give the following exact expressions for the averages of ratios of characteristic polynomials in LβE.
Proposition 6.7. Let 2 SF (β/2) 0 denote the function defined by (6.18). Then, (6.20) and
Corollary 6.8. We have
Proof. Combining (6.17) and (6.20), we find
Since, as N → ∞,
(ut, us),
we get the desired result from the fact that 0 SF
The second integral in Proposition 6.7 can be used to give expressions for some spacing distributions at the hard edge of the spectrum. Now, by definition (see [14] for more details) 22) where the second equality follows from the change of variables x i → x i + s. From this, the distribution of the smallest eigenvalue is given by 23) where the second equality follows from the differentiation of the first equality in (6.22) and then from the change of variables x i → x i + s. For a ∈ N 0 , the final integrals in both (6.22) and (6.23) can be expressed as (non super) hypergeometric functions [14, Proposition 13.2.6] . With the aid of integral (6.12) they can also be written in terms of the super hypergeometric functions, but this time, for more general values of a . 6.3. Gaussian β-Ensemble. The Gaussian β-Ensemble (GβE) refers to a set of real random variables x = (x 1 , . . . , x N ) whose joint probability density function is given
where the normalization [14, 32] From our perspective, the expectation values of ratios of products of characteristic polynomials in the Gaussian β-Ensemble seem more difficult to tackle. We nevertheless have the following. Proposition 6.10. 
and p 0 = n − (β/2)m.
Proof. In (6.3), we set
and take the limit L → ∞. Note that under the above change of variables the density in the JβE becomes the density in the GβE. Finally, the properties of the Gamma function imply lim L→∞ S N (βL 2 /2 + p 0 , βL 2 /2, β/2) S N (βL 2 /2, βL 2 /2, β/2) = 2 −p0N .
and the result follows.
One easily verifies that I n,m,N does not reduce to a single super hypergeometric series. Nonetheless, it satisfies a deformed holonomic system of differential equations, which is obtained by substituting (6.26) into (1.13) and (1.14), but with α = β/2, a = −N , b = (2/β)(1 + λ 1 + λ 2 + p 0 ) + N − 1, c = (2/β)(λ 1 + p 0 ). Remark 6.12. By interchanging (6.27) and (6.28), we can rewrite the deformed system in the same form, except that α, a, and b are respectively replaced by 1/α, −αa, and −αb. This shows that the solution of the system still enjoys a duality symmetry.
6.4. Circular β-Ensemble. By making use of the general identity (see Eq.(1.16)-(1.18) in [15] or [14] for more details about this argument) Now, the joint probability density function for the Circular β-Ensemble (CβE) is equal to 1 C β,N 1≤j<k≤N |e iθj − e iθ k | β , (6.35) where the normalization constant is C β,N = (2π) N Γ(1 + N β/2)(Γ(1 + β/2)) −N [14, 32] . More generally, when a = b,t = 0 and s = 0, the integrand on the left-hand side of (6.34) is real and referred to as defining the Circular Jacobi β-Ensemble (CJβE) [14] . The formula below directly follows from (6.34).
Proposition 6.14. 
A more general deformed Selberg integral
We end the article by explicitly computing a more general Selberg integral than S N (λ 1 , λ 2 , λ; t; s). The approach here differs from the previous sections in the sense that no deformed holonomic system for this integral is yet known and the series considered are kept at the formal level.
We first need to recall and then generalize some concepts exposed in Section 3. Let x = (x 1 , . . . , x n ), y = (y 1 , . . . , y m ), and γ ∈ F. The deformed power sums, which are defined as p r,γ (x, y) = p r (x) − γp r (y), r ∈ N, generate an algebra denoted by N γ (x, y). There is a natural homomorphism ϕ (x 1 , . . . , x n , z 1 , . . . , z rn ) whenever z 1 = · · · = z r = y 1 , . . ., z r(n−1)+1 = · · · = z rn = y n .
We actually know little about the γ-super Jack polynomials. For instance, we have not identified the kernel of ϕ ( 7.2)
The following proposition is a formal generalization of Theorems 4.9 and 5.4. Proof. First, we recall identity (5.4) in Chaper VI of [29] for the Jack symmetric functions:
Second, we act with ϕ (γ) n,m on both sides with respect to z and then restrict the number of variables x by setting x i = 0 for all i > N . This yields the identity
where now x = (x 1 , . . . , x N ). Note that the left-hand side of (7.3) immediately follows from
Now, we know from formula (3.17) the value of the integration of a Jack polynomial P (1/α) κ ′ , on can integrate term by term on the right-hand side of (7.3) and get the desired formula.
Similar calculations lead to the following trigonometric version of the generalized integral. Notice the fact: (3.14) converges absolutely for (x, y) < ρ implies that the series with y = (0, . . . , 0) or x = (0, . . . , 0) also converges absolutely for x < ρ or y < ρ respectively. (3) of the theorem follows from divergence of the series associated to Jack polynomials, see part (3) of Proposition 1, Kaneko [21] .
