In this paper, we use xed-point index to study the existence of positive solutions for a system of Hadamard fractional integral boundary value problems involving nonnegative nonlinearities. By virtue of integral-type Jensen inequalities, some appropriate concave and convex functions are used to depict the coupling behaviors for our nonlinearities f i (i 1, 2).
Introduction
In this paper, we study the existence of positive solutions for the system of Hadamard fractional integral boundary value problems:
− H D α u(t) f 1 (t, u(t) , v(t)), t ∈ (1, e), − H D α v(t) f 2 (t, u(t) , v(t)), t ∈ (1, e),
where α ∈ (n − 1, n] is a real number with n ≥ 3, j 0, 1, 2, . . . , n − 2, and H D α is the Hadamard fractional derivative. e nonlinearities f i ∈ C( [1, e] × R + × R + , R + ), R + [0, +∞). Moreover, the function h on [1, e] satis es the condition:
(H0) h ≥ 0 with e 1 h(t)(log t) α− 1 (dt/t) ∈ [0, 1). In recent years, the fractional calculus and fractional differential equations are of importance in mathematics, physics, electroanalytical chemistry, capacitor theory, electrical circuits, biology, control theory, and uid dynamics [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . For example, in [1] , the author considered the fractional (n − 1, 1)-type conjugate boundary value problems:
where α ∈ (n − 1, n], n ≥ 3, and D α 0+ is the Riemann-Liouville's fractional derivative. By means of Leray-Schauder type and Krasnosel'skii's xed-point theorems, the author derived an interval of parameter λ such that (2) has multiple positive solutions when any λ lies in the interval.
On the other hand, we note that coupled systems of fractional di erential equations have also been investigated by many authors, see [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . For example, in [21] , the authors used a xed-point theorem of increasing φ-(h, r)-concave operators to establish the existence and uniqueness of solutions for a system of four-point boundary value problems involving Hadamard fractional derivatives:
solutions for the coupled Hadamard fractional integral boundary value problems:
where the nonlinearities f and g satisfy either of the following conditions:
Inspired by the aforementioned works, in this paper, we use the fixed-point index to consider the existence of positive solutions for system (1) of fractional integral boundary value problems involving Hadamard-type fractional derivatives. Based on integral-type Jensen inequalities, some appropriate concave and convex functions are used to depict the coupling behaviors for the nonlinearities f i (i � 1, 2). Moreover, our a priori estimates for positive solutions are derived by developing some appropriate nonnegative matrices when f i (i � 1, 2) grow sublinearly at ∞. ese conditions here are different from that in (H) Yang1 and (H) Yang2 .
Preliminaries
In this paper, we only provide some necessary definitions and lemmas for the Hadamard fractional derivative. For more details about Hadamard fractional calculus, see the book [33] .
e Hadamard derivative of fractional order q for a function g :
where n � [q] + 1, [q] denotes the integer part of the real number q, and log (·) � log e (·).
Definition 2.
e Hadamard fractional integral of order q for a function g is defined as
. en, the Hadamard fractional differential equation H D q u(t) � 0 has the solution
where c i ∈ R, n − 1 < q < n, n � [q] + 1, and i � 1, 2, . . . , n.
. en, we have the following formula:
where c i and n are as in Lemma 1 and i � 1, 2, . . . , n.
Lemma 3. Suppose that (H0) holds. Let f ∈ C [1, e] . en, the boundary value problems
has a unique solution
where
Proof. Using Lemma 2, we have
2 Complexity en, (H0) implies that
As a result, we have
is completes the proof.
□
In what follows, we study some useful inequalities for Green's functions in (11) . We first provide a result in [1] .
Let h(t) ∈ C[0, 1], and then the Riemann-Liouville boundary-value problem
has a unique solution u(t)
Moreover, Green's function H satisfies the inequalities:
Comparing G 1 with H, using log t and log s to replace t and s, from (11) and (19), we obtain the function G 1 satisfies the inequalities:
is, for all t, s ∈ [1, e], implies that
and
en there exist
such that
Proof. Using (20)- (22), for all s ∈ [1, e], we have
From Lemma 3, we know (1) is equivalent to the following Hammerstein-type integral equations:
Let E ≔ C [1, e] , |u| ≔ max t∈ [1,e] |u(t)|, and P ≔ u ∈ { E : u(t) ≥ 0, ∀t ∈ [1, e]}. en (E, ‖·‖) becomes a real Banach space and P a cone on E. Moreover, E × E is a Banach space with the norm (x, y) � ||x|| + ||y||, and P × P is a cone on E × E. erefore, we define operators A i (i � 1, 2) and A as follows:
Note that G and f i (i � 1, 2) are nonnegative continuous functions, so the operators A i : P × P ⟶ P(i � 1, 2) and A : P × P ⟶ P × P are three completely continuous operators. Moreover, if (u, v) ∈ (P × P)\ 0 { } is a fixed point of A, then (u, v) is a positive solution for (1) . erefore, in what follows, we turn to study the existence of fixed points of the operator A.
Lemma 5. Let p be a continuous concave function. en, if φ is an integrable function on [0, 1], we have
p 1 0 φ(t)dt ≥ 1 0 p(φ(t))dt.(28)
Complexity
Proof. Let 0 � t 0 < t 1 < t 2 < · · · < t n− 1 < t n � 1, for all n ∈ N + , and Δt i � t i − t i− 1 , d � max Δt i , i � 1, 2, . . . , n. en, note that n i�1 Δt i � 1, for all ξ i ∈ [t i− 1 , t i ], where i � 1, 2, . . . , n, we have
□ Remark 1. If p is a continuous convex function in Lemma 5, then (28) can be changed into the inverse inequality:
Lemma 6 (see [34] 
then i(A, Ω ∩ P, P) � 0, where i denotes the fixed-point index on P.
Lemma 7 (see [34] 
then i(A, Ω ∩ P, P) � 1.
Main Results
Proof. From the definition of G, for all t, τ, s ∈ [1, e], we have
Complexity 5 en if u ∈ P, we have
(36)
Note that the arbitrariness of τ ∈ [0, 1], we have
en, max t,s∈ [1,e] G(t, s) ≤ K. Now, we list our assumptions for f i (i � 1, 2):
ere exist p 1 , q 1 ∈ C(R + , R + ) and c 1 > 0 such that (i) p 1 is a strictly increasing concave function on R + and lim z⟶+∞ p 1 (z) � +∞
ere exist p 2 , q 2 ∈ C(R + , R + ) and r 1 > 0 such that (i) p 2 is a strictly increasing convex function on R + and p 2 (0) � 0
(H4) ere exist p 3 , q 3 ∈ C(R + , R + ) and r 2 > 0 such that (i) p 3 is a strictly increasing concave function on R +
(ii)
(H5) ere exist a 11 , b 11 , a 12 , b 12 ≥ 0 and l 1 , l 2 > 0 such that
Define B ρ � z ∈ E : ‖z‖ < ρ for ρ > 0. We adopt the convention in the sequel that c 1 , c 2 , . . . stand for different positive constants. Theorem 1. Suppose that (H1)-(H3) hold. en, (1) has at least one positive solution.
where u * , v * ∈ P 0 are two given elements. en, we claim that M 1 is a bounded set in P × P. We define operators f i : P × P ⟶ P(i � 1, 2) as follows:
Moreover, together with (H2) (ii), we can obtain that
Using (H2) (i) and (iii), we have 6 Complexity
(42) erefore, we have
Recall that ϕ(t) � (log t)(1 − log t) α− 1 , where t ∈ [1, e]. erefore, we multiply both sides of the above by ϕ(t), integrate over [1, e] , and use Lemma 4 to obtain 
Solving this inequality, from (40), we have
On the other hand, we estimate the norm of v. Multiplying both sides of the first inequality of (41) by ϕ(t), integrating over [1, e] , and using Lemma 4, we obtain 
Without loss of generality, we may assume v(t)≢0, then v > 0. Note that v ∈ P 0 , we have 
Combining (H2) (i) (lim z⟶+∞ p 1 (z) � +∞), there exists N 1 such that ||v|| ≤ N 1 .
Up to now, we have proved the boundedness of M 1 . Taking R 1 > N 1 + (ω − 1 0 c 4 Γ(α)/(c 1 κ 2 1 − 1)Γ(α + 2)) and R 1 > r 1 (r 1 is defined by (H3)), we have
(49) en, Lemma 6 enables us to obtain i A, B R 1 ∩ (P × P), P × P � 0.
(50)
Next, we show that
If this claim is not true, then there exist (u, v) ∈ zB r 1 ∩ (P × P), μ ∈ [0, 1] such that (u, v) � μA(u, v).
(52)
