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Introduction
Chronic obstructive pulmonary disease (COPD) is a major cause of chronic morbidity and mortality throughout the world [1] . According to WHO estimates, 80 million people have moderate to severe COPD. More than 3 million people died of Submitting a physical system to forced oscillations is a very general approach to the investigation of its structure and/or properties [4] . Its application to respiratory mechanics was first proposed by DuBois et al. [5] . This method, known as forced oscillation technique (FOT), consists of applying small sinusoidal pressure variations to stimulate the respiratory system at frequencies higher than the normal breathing frequency and measuring the flow response. This method characterizes the respiratory impedance and its two components, respiratory system resistance (R rs ) and reactance (X rs ). The method is simple and requires only passive co-operation and no forced expiratory maneuvers. Recently, this technique has been successfully applied in the detection of early respiratory changes in smokers [6] .
Although obtaining respiratory impedance values is easy, the resulting values are difficult to understand by clinicians as they are based on an electrical equivalent circuit model of the respiratory system. In the context of a diagnosis framework, the interpretation of resistance and reactance curves, as well as the derived parameters measured by the FOT, requires training and experience, and is difficult task for the untrained pulmonologist.
Methods based on machine learning (ML) have been widely used to develop classifiers. These systems can extract information from different classes of signals after having been trained to perform this specific task by learning from examples. In respiratory mechanics, ML proved to be useful as a pattern recognition method to optimize alarms of anesthesia breathing circuits [7] , detection of upper airway obstruction [8] , esophageal intubation [9] , assessment of lung injury [10] , static compliance in animal models [11] and the evaluation of spirometric exams [12] . Recently, a severity classification for idiopathic pulmonary fibrosis by using fuzzy logic was proposed [13] .
Background
Previous works [14, 15] have compared groups of controls and COPD patients observing clear modifications in FOT parameters. However, categorization of pulmonary diseases by looking at the plotted curves of respiratory impedance or derived parameters can prove a difficult task for the untrained pulmonologist. This raises the question: an ML based approach to the analysis of FOT data can provide an efficient method to recognize COPD? In fact, only two recent conference papers have addressed this question [16, 17] . In the work of Baruá et al. [16] , an artificial neural network (ANN) was used to recognize and classify the diseases of the central and peripheral airways. The authors used IOS measurements and a feedforward ANN that was trained by the backpropagation algorithm. After supervised training, the classifier produced a 98.47% and 61.53% correct classification rate when the same data and a new set of unseen data were used, respectively. It was pointed out that the proposed classifier could be further improved with the inclusion of more training samples combined with fuzzy logic decision rules.
In a latter work of the same group [17] , a classifier based on ANN was capable of distinguishing between relatively constricted and nonconstricted airway conditions in asthmatic children. The performance of the classifier was evaluated by two methods: (1) using all of the patterns during training as well as in the feed-forward stage and (2) using only 60% of the data set during training and with the remaining 40% as unseen patterns. The classification accuracies obtained were 95.01% and 98.61%, respectively. The authors concluded that ANNs can successfully be trained with the impulse oscillation system (IOS) data, enabling them to generalize the IOS parameter relationships to classify previously unseen pulmonary patterns. The two cited studies used an IOS, which has differences from the classical FOT, including data processing and the parameters used to interpret raw data [18, 19] . In addition, from a system identification point of view, the impulse excitation signal used in IOS is a much worse excitation signal than a Multisine used in FOT. This difference is associated with a worse crest factor in the impulse signal.
In this context, we observed that there was no data in the literature concerning the use of ML algorithms associated with classical FOT measurements to aid clinicians in the identification of COPD. To contribute to elucidate this question, our group recently investigated this possibility using the classical FOT associated with a classifier based on ANN [20] . Two feature selection methods (the analysis of the linear correlation and forward search) were used in order to identify a reduced set of the most relevant parameters. Two different training strategies for the ANNs were used and the performance of resulting networks were evaluated by the determination of accuracy, sensitivity (Se), specificity (Sp) and AUC. The ANN classifiers presented high accuracy (Se > 0.9, Sp > 0.9 and AUC > 0.9) both in the complete and the reduce sets of FOT parameters. This indicates that ANNs classifiers may contribute to easy the diagnostic of COPD using FOT measurements. Although these results were very promising, this initial work was limited to the investigation of an ANN based classifier because we were interested in a direct comparison with the two previously cited works.
The purpose of the present study is to evaluate the performance of several ML algorithms in the development of an automatic classifier to help the diagnostic of COPD using forced oscillation measurements.
The paper is organized as follows: a discussion of the design principles and implementation goals is presented in the next section. The healthy group and the COPD group are characterized in Section 4, along with a description of the measurement protocol. This section also presents the evaluated classifiers and describes the methods used for performance evaluation, comparisons among classifiers and feature selection. Section 5 presents the results and Section 6 discusses the results with respect to the search for the best classifier and parameters. Section 7 summarizes the main outcomes of this investigation and points to future steps in this research topic.
3.
Design considerations
Classification system
The basic structure of a classification system is the input, the classifier and the output. In the present work, the inputs are the parameters provided by the FOT, the classifier is one of the pattern recognition algorithms chosen, and the output tells if the input parameters indicate COPD or not.
The design process of a classification system presents several important aspects such as: the evaluation of the classifiers, choice of the algorithms to be used, feature selection, selection of the best parameters and comparison of classifiers performance. In the following sections, these aspects will be briefly described.
3.2.
The studied classifiers
In this particular study, the following classification algorithms were evaluated:
• Linear Bayes Normal Classifier [21, 22] • K nearest neighbor [21] • Decision trees [23, 24] • Artificial neural networks [25] • Support vector machines [26] These algorithms were chosen because they represent wide variety of classifier algorithms as seen in Lippmann's list of types of classifiers [21] . They will be briefly described. The complete full description of the algorithms can be found in the references.
The Linear Bayes Normal Classifier (LBNC) presents the minimum-error, according to the Bayesian Decision Theory, when the classes are normally distributed with equal covariance matrixes. The Linear Bayes is fast and simple to compute from the training data and provides a very straight interpretation, since it is decision boundary is a hyperplane. In spite of its simplicity, it is reasonably robust, i.e., it can deliver surprisingly good results even when the classes do not follow normal distributions with equal covariance matrixes [21] .
The K nearest neighbor (KNN) is one of the most simple and elegant classification methods in pattern recognition [21] . It is a type of instance-based learning, or lazy learning, which means that in the learning stage, it simply stores a set of labeled instances (training set). When a new query instance has to be classified, the algorithm finds K number of training instances closest to the query point, using a similarity function usually based on the Euclidean distance. The classification is done using the majority vote among the classification of the K objects. If K = 1, then the object is simply assigned to the class of its nearest neighbor.
A decision tree (DTREE) is a hierarchical structure that consists of nodes and branches [23] . There are three types of nodes: the root that has only outgoing branches, the internal nodes that have one incoming and two or more outgoing branches and terminal (leaf) nodes that have no outgoing branches. All terminal nodes have a class label assigned to them [23] . Each non terminal node in the tree represents a test on one of the attributes and each branch that comes out of the node represents one of the possible outcomes of the test performed. A query instance is classified by starting at the root node, testing the attribute specified by this node, and then moving down the tree branch corresponding to the outcome of the test for this attribute. This process is repeated until it gets to a terminal node, where the class label is given to the query instance.
An ANN is a massive parallel system [25] composed of many simple processing elements (neurons) whose function is determined by the network architecture, connection strengths (synaptic weights) and the processing performed at the neurons. Neural networks are capable of acquiring knowledge through a learning process and to store that knowledge in the synaptic weights. One of the most successful neural network architecture is the multilayer perceptron (MLP). It has been successfully applied to a variety of pattern recognition problems in industry, business, science [27] and in medical diagnosis [27, 28] . One of the most important features of a neural network is the ability to generalize what it has learned from the training procedure. This allows the network to deal with noise in the input data and to provide the correct outputs to new data patterns, i.e., data that were not used to train the network.
Support vector machines (SVM) are learning systems based on statistical learning theory [26] and they have been successfully used in a variety of classification and regression problems. For a two-class classification problem, the basic form SVM is a linear classifier that performs a classification constructing a hyperplane that optimally separates the classes. The optimal hyperplane is the one that provides the maximal margin. (The margin is defined as the distance from a training sample and the hyperplane.) It can be proven that this particular solution has the highest generalization ability. This formulation can be generalized applying a non-linear mapping of the training set. The data is transformed to a new feature high-dimensional space where the classes are more easily separable and an optimal hyperplane can be found. The radial basis function Kernel is frequently using in accomplishing this non linear mapping and it is frequently the first non linear mapping to consider. Although the decision surface (hyperplane) is linear in the high dimensional space, however, when it is seen in the original low-dimensional feature space, it is no longer linear, meaning that SVM can also be applied to data that is not linearly separable [29] .
Feature selection
The purpose of the input feature selection is to find the smallest number of relevant and informative features that can result in a satisfactory performance [30] . Other motivations to perform feature selection are: general data reduction, to limit storage requirements, increase the algorithm speed and to gain knowledge about the process that generates the data and to allow data visualization (2D or 3D) [30] . It is also important because a large number of inputs imply in the estimation of a large number of model parameters, which can be difficult in limited size datasets [28] .
Basically there are three types of features selection methods: filters, wrappers and embedded methods [30] . Filter methods provide a ranking order of the features using a relevant index such as correlation coefficients or classical statistical tests (T-test, F-test, Chi-squared, etc.). Wrappers normally apply an efficient search strategy to find the best features based on the machine learning algorithm performance, such as the classification accuracy. Embedded methods perform feature selection in the process of training and are usually specific to some given learning machines, such as decision trees [30] .
Performance evaluation
The evaluation of the classifiers plays a key role in classification system design. Its primary goal is to choose the best classifier and estimates its performance on future examples (generalization accuracy) [31] . The main components in this evaluation are: the choice of the performance function, the evaluation structure and the comparison of different classifiers. There are several measures that can be used to access the performance of the classifier, depending on the specific domain of application. Some of the common used measures are: accuracy, sensitivity, specificity, True Positive Rate, False Positive Rate, Recall, Precision and the area under the Receiver Operating Characteristic (ROC) curve (AUC) [32] . The evaluation structure is an important part of the design. In order to decide the best classifier, one has to look into the generalization accuracy. This can be done using either Hold-out or K-fold cross-validation procedures. In Hold out, the available data is divided in training and test datasets. The classifier is trained with the training data set and the performance of the trained classifier is evaluated in the test data set to estimate the generalization accuracy. The problem with Hold out is that different Hold out sets (different splits) leads to different results. Also, depending on the available data, it is possible to end up with a very wide confidence interval for the accuracy [24] . In a K-fold cross-validation, all the available data is partitioned into k equal (or approximately equal) data sets or folds [33] . For each fold in turn, use that folder for testing and the remaining k − 1 folders are use for training a classifier. The performance of each learning algorithm on each fold can be tracked using some pre-determined measure such as accuracy. Upon completion, k samples of the performance metric will be available and different methodologies such as averaging can be used to obtain an aggregate measure from these samples, or these samples can be used in a statistical Hypothesis test to compare two or more machine learning algorithms.
The use of K-fold cross-validation allows us to estimate performance of the learned model from available data using one algorithm. In other words, it is possible to estimate its performance in unseen examples (the generalization capability of the algorithm). It can also be used to compare the performance of two or more different algorithms and realize the best algorithm for the available data, or alternatively, it can help the designer to choose the best set of parameters of a particular model.
The Hypothesis test is another important element when one desire to compare two or more machine learning algorithms. In the Hypothesis test, we want to verify if there is no difference in the performance of two classifiers (Null Hypothesis) under a certain confidence level (usually 95%). For a comparison in one data set, one can use the Studentǐs test (t-test) or one of its variations, for example the corrected resample [24] . Dietterich [31] points out that the use of a ttest has a right risk of a Type I error, i.e., a risk of find a difference where none exists, recommending the 5 × 2 crossvalidation or the use of McNemarǐs test. In the case of multiple data sets from different domains, Demsar [34] It is also important to mention that sometimes classifiers are evaluated not only by their performance measures, but also by the speed and scalability, robustness and interpretability. When one looks at speed and scalability, he (she) is interested to know how long it takes to construct the classifier, how long it takes to use classifier and if it is able to deal with data sets with several thousand points. If robustness is important, one tries to evaluate its capability of handling noise, missing values and irrelevant features. If the interpretability is important, one tries to find if the classifier can give some explanation on how it achieved the classification for a certain point of the data set.
Methods

Subjects and spirometry
The objectives of the study were explained to all individuals and their written consent was obtained before inclusion in the study. The study was approved by the Medical Research Ethics Committee of the State University of Rio de Janeiro. The study involved a group of COPD patients with 25 subjects and a control group formed by 25 never smoking subjects. The group was formed basically by students and employees of the State University of Rio de Janeiro, and was composed by healthy subjects who presented normal spirometry and no history of pulmonary or cardiac disease. The patients with COPD were coming from the Ambulatory of COPD of the Service of Pneumology of our University Hospital. The patients were in stable clinical condition. COPD patients presented mild (n = 8), moderate (n = 9) and severe (n = 8) airflow obstruction, which was evaluated using the following parameters [6, 14, 35] : forced Expiratory Volume in the first second (FEV 1 ), Forced Vital Capacity (FVC), FEV 1 /FVC ratio and the Forced Expiratory Flow (FEF) between 25% and 75% of FVC, and FVC (FEF/FVC) ratio. These measurements were obtained for all patients in a sitting position, using a closed circuit spirometer (Vitrace VT-139; Pro-médico, Rio de Janeiro, Brazil), and were presented as raw data and percentile of the predicted values (% pred).
Forced oscillation technique
The instrumentation used for evaluation of respiratory impedance by FOT has been described in other studies [36, 37] . Briefly, a pseudorandom sinusoidal signal with 2 cm H 2 O peakto-peak of amplitude, containing all harmonic of 2 Hz between 4 and 32 Hz, was applied by a loudspeaker. The pressure input was measured with a Honeywell 176 PC pressure transducer (Microswitch, Boston, MA, USA), and the airway flows with a screen pneumothacograph coupled to a similar transducer with a matched frequency response. The signals were digitized at a rate of 1024 Hz, for periods of 16 s, by a personal computer, and a fast Fourier transform was computed using blocks of 4096 points with 50% overlap. To perform the FOT analysis the volunteer remained in a sitting position, keeping the head in a normal position and breathing spontaneously through a mouthpiece. During the measurements, the subjects firmly supported his/her cheeks and mouth floor using both hands, while a nose clip was worn. A minimal coherence function of 0.9 was considered adequate [6, 38] . Anytime the coherence computed, (for any of the studied frequencies) was less than this threshold, the maneuver was not considered valid and the exam was repeated. Three measurements were made and the final result of the test was calculated as the mean of these three measurements.
To describe the resistive component of the FOT data, an analysis of linear regression in the frequency range between 4 and 16 Hz was used in order to achieve intercept resistance (R 0 ) and the slope of the resistive component of the impedance (S). Using the same frequency range, a parameter commonly related to airways dimensions, the mean resistance (R m ) was also calculated [6, 12, 38] . The results associated with the reactance were interpreted using the mean reactance (X m ), the resonance frequency (f r ) and the dynamic compliance of the respiratory system (C rs,dyn ) [6, 12, 38] . The C rs,dyn was estimated considering respiratory reactance at the oscillatory frequency of 4 Hz (X rs4 Hz ) and using the equation X rs4 Hz = −1/(2 fC rs,dyn ) [6, 12, 38] . The same frequency was used to evaluate the absolute value of respiratory impedance (Z 4 Hz ), which represents the total mechanical load of the respiratory system, including resistive and elastic effects [38] .
Feature selection
In order to find the appropriate set of inputs, all three feature selection methods cited in the previous section were used. The chosen filter method used the correlation coefficients as a ranking index. The analysis of the linear correlation coefficients was done calculating the matrix C of correlation coefficients. Each element of this matrix represents the correlation coefficient between two features, C(feature i , feature j ) or between the features and the output, C(feature i , Output). The procedure to find the most relevant features was started by looking for a feature that possess the highest correlation coefficient with the output, C(feature i , Output). If this is called HCCFO (Highest Correlation Coefficient Feature with Output). The next step was to eliminate features where the following relation holds:
It was done because if the relation (1) holds for a specific feature, the information it carries can be represented by the feature that has highest correlation coefficient with the output (HCCFO). The process of feature selection using the correlation coefficients was performed using the crossvalidation method [33] . The available dataset was divided in a fixed number of folds. Each fold had the same number of normal and COPD measurements. One of the folders is the test set and remaining folders used as training set. The feature selection using the correlation coefficients were applied only on the training sets. There was used three search strategies (forward, backward, forward floating) in the wrapper methods, and the performance index was 1-nearest neighbor leave-one-out classification performance. The embedded method was used only in the training of the decision tree.
Search for the best classifier parameters
The five classifiers (LBNC, KNN, DTREE, ANN and SVM) were implemented with a pattern recognition toolbox (prtools) for Matlab [39] . The LBNC was used with the default parameters, i.e., with no regularization. In the KNN, K was set 1, so we have the one nearest neighbor classifier. In all the other classifiers, the search for the best parameters was done with a 10-fold cross-validation using the average classification accuracy in the test folds as a performance index. In the decision process, the used parameters were the binary splitting criterion (information gain, purity, fisher criterion) and the pruning type (Quinlan pruning, no pruning or the use of a tuning set for pruning) [39] .
In the ANN classifier the parameter to be search is the number of neurons in the hidden layer. On the other hand, concerning the SVM classifier with radial basis function kernel has only two parameters to be found: the regularization parameter C, that express the choice of having a large margin with more training samples wrongly classified or having a small margin with less classification errors and the parameter, and r, that is the radius of the radial basis kernel. Since these parameters are not discrete values, it was used a gridsearch. Various pairs of (C, r) values were tried and the one with the best cross-validation accuracy was picked. Since doing a complete grid search may still be time consuming, Hsu [40] recommended to use a coarse grid first to find the "best region" and the use a finer grid to search this region. It is important to notice that the this parameter search has to be done for each set of selected features, i.e., there is no guarantee that the same parameter setting will work for all sets of selected features. For all experiments, the features were normalized to have zero mean and unit standard deviation. This is necessary to remove scale effects caused by the use of features that has different measurement scales [41] .
All the classifiers were trained and evaluated with the same training and test sets generated by a 10 fold cross-validation in available dataset. The accuracy, Se, Sp and the AUC were calculated in the 10 tests sets. Also, it was assigned to each test example in the test sets two possible outcomes: 1 meaning that the classification provided by the classifier was correct and 0, otherwise. It allowed us to apply the Cochran's Q test [42] to determine whether significant differences existed in the classification results. Besides the Cochran's test, the McNemars test [31] was applied between each pair of classifiers to find whether significant differences existed [43] . These tests were assumed to be statistically significant at p < 0.05 and were implemented in Matlab 7 .4.0 using the Statistics Toolbox 6.0.
Results
Characteristics of the subjects
The biometric and spirometric characteristics of the studied subjects are given in Table 1 . The biometric characteristics of the two studied groups were well matched, and there were not significant differences between the groups. As can be seen in Table 1 , patients with COPD presented significant reductions in the spirometric parameters (p < 0.0001). 
Feature selection
The most common selected features using correlation in the different training sets were: (f r , R 0 , C rs,dyn ) and (R 0 , C rs,dyn ). The small number of selected features shows that parameters are highly correlated. The results of the feature selection using the different search strategies (forward, backward, forward floating) using 1-nearest neighbor leave-one-out classification accuracy as performance index are shown in Table 2 . The search strategies were configured to find the number of features that gives the highest performance.
5.3.
Performance of the studied classifiers using different feature selection methods Fig. 1 shows the average ROC curve for each classifier, while Table 3 presents the average and the standard deviation of the derived parameters calculated in the 10 test folds, for all of the studied classifiers. The results presented were obtained with the best parameters found for each classifier.
Experiment 1-use of all features (FOT parameters)
LBNC presented the best average Sp (1.00), KNN presented the best average Acc (0.97) and AUC (1.00). On the other hand, SVM presented the best average Se (0.97) and AUC (1.00). The application of the Cochran test has shown statistically significant difference in the classifiers, and the McNemars test applied to all pairs of classifiers indicated that there was a statistically significant difference between KNN and LBNC, and between KNN and DTREE. 
Experiment 2-forward selection search
The second experiment was carried out using the selected features chosen by the forward selection search strategy (f r , X m , R 0 , C rs,dyn , |Z rs |). These results are described in Fig. 2 , which shows the average ROC curve for each classifier, and Table 4 . These results were obtained with the best parameters found for each classifier. Bold indicates the best values of accuracy, sensitivity, specificity and AUC.
Fig. 3 -Average ROC curve for experiment 3.
LBNC presented the best average Sp (1.00), while KNN presented the best Acc (0.95) and AUC (0.99). SVM presented the best average Acc (0.95) and Se (0.95). The application of the Cochran test has shown statistically significant difference, in the classifiers and the McNemars test applied to all pairs of classifiers indicated that there was a statistically significant difference between: KNN and DTREE.
Experiment 3-forward floating selection
The third experiment was carried out using the selected features chosen by the forward floating selection and the backward search strategies since both chose the same features (f r , X m , R 0 , |Z rs |). These results are described in Fig. 3 , which shows the average ROC curve for each classifier, and Table 5 .
According to the results, LBNC presents the best average Sp (1.00), KNN present the best average Acc (0.95) and AUC (0.99). On the other hand, SVC presents the best average Acc (0.95) and Se (0.94). The application of the Cochran test has not shown a statistically significant difference. 
Experiment 4-analysis of correlation coefficients
The fourth experiment was carried out using the features (f r , R 0 , C rs,dyn ) selected by the analysis of the correlation coefficients. Theses results are presented in Fig. 4 , shows the average ROC curve for each classifier, and Table 6 .
Using these features, LBNC presented the best average Sp (1.00), KNN presented the best average Acc (0.95), Se (0.93) and AUC (0.99). The application of the Cochran test has not shown a statistically significant difference between the classifier results.
Experiment 5-correlation coefficients
The fifth experiment was carried out also using the features (R 0 , C rs,dyn ) selected by the analysis of the correlation coefficients. Fig. 5 shows the average ROC curve for each classifier, while Table 7 shows the associated parameters.
In these conditions, LBNC presented the best average Sp (1.00), KNN and ANN presented the best average Acc (0.93), Tables 8 and 9 show the best parameters for each classifier and their average accuracies.
Search for the best classifier parameters
5.5.
Performance of the KNN classifiers using different feature selection methods Table 10 lists the results achieved by KNN in all of the experiments.
Discussion
The purpose of the present study was to develop an ML system classifier that may contribute to easy the diagnostic of COPD using FOT measurements. Although previous conference papers have investigated the potential of ANN to easy the diagnostic of COPD using IOS [16, 17] and FOT [20] , to the authors' knowledge, this is the first study dedicated to compare the performance of several ML algorithms in the development of an automatic classifier to help the diagnostic of COPD using FOT measurements. More specifically, we investigated the performance of the LBNC, KNN, DTREE, ANN and SVM algorithms. We also performed an input feature selection in order to find the smallest number of relevant and informative features that can result in a satisfactory performance [30] . Finally, we compared the performance of classifiers in order to evaluate the most adequate method to detect COPD. It has been shown that, in general, all of the studied algorithms were able to adequately detect COPD. However, it is important to point out that some classifier will perform this work better than others. Interestingly, the feature selection allowed the reduction of the used features without a significant reduction in performance. Furthermore, ROC analysis showed that particularly three of the studied algorithms presented a great potential to contribute to the automatic detection of the respiratory effects of COPD in a clinical setting. The analysis of ROC curves is performed by plotting sensitivity versus 1-specificity for each possible cut-off level. This way, the larger the area under the curve (AUC), the more valid the diagnostic test is. This parameter has the clinically useful interpretation of representing the probability of correctly discriminating between two subjects in a randomly selected pair of abnormal and normal subjects [44, 45] . According to the literature, ROC curves with AUCs between 0.50 and 0.70 indicate low diagnostic accuracy, AUCs between 0.70 and 0.90 indicate moderate accuracy, and AUCs between 0.90 and 1.00 indicate high accuracy [46, 47] .
Taking into consideration these values, all of the studied classifiers reached high levels of accuracy when all features were used (experiment 1, Fig. 1 and Table 2 ). KNN was the most adequate algorithm to correctly identify COPD (AUC = 1.00), followed by SVM (AUC = 1.00) and ANN (AUC = 0.97). Statistical comparisons showed that KNN was significantly better than LBNC and DTREE.
The results obtained using the five selected features chosen by the forward selection search strategy, described in Fig. 2 and Table 4 , were coherent with that obtained using all of the seven features, showing that KNN was the most adequate algorithm to correctly identify COPD (AUC = 1.00), followed by SVM (AUC = 0.98) and ANN (AUC = 0.96). Once gain, statistical comparisons showed a better performance of the KNN when compared with DTREE.
Although we could not observe statistically significant differences among the performance of the classifiers, the KNN algorithm also presented the highest value of AUC (0.99) considering the results obtained using the four selected features chosen by the forward floating selection and the backward search strategies. These results are described in Fig. 3 and Table 7 . The performance of the KNN was followed by ANN (AUC = 0.97) and SVM and LBNC (AUC = 0.96). These results were similar to that observed further reducing the number of used features (Fig. 4 and Table 6 ), which was conducted using three features selected by the analysis of the correlation coefficients.
In the last experiment, conducted using only two features selected by the analysis of the correlation coefficients ( Fig. 5 and Table 7 ), KNN was also the classifier with the highest AUC (0.99). However, in this experiment, one cannot say that a particular classifier dominates the others. Different sections of the curve are dominated by different classifiers (Fig. 5) .
Recommendations for research in COPD [48] include the need for improved noninvasive mechanical tests of lung function. The present study was conducted as an effort to contribute in this direction, and showed that FOT measurements, integrated with machine learning algorithms, may constitute a very promising system able to non-invasively and accurately diagnose COPD. We observed high values of AUC in all of the classifiers and features studied, and that there are statistically significant differences in the first experiment between KNN and LBNC, KNN and DTREE, and in the second experiment between KNN and DTREE. It means for all other cases one can use any of the five classifiers. However, if one looks on the average values of the performance measures (Tables 3-7) , the
