Hausdorff-type measures of the sample paths of fractional Brownian motion  by Xiao, Yimin
Stochastic Processes and their Applications 74 (1998) 251{272
Hausdor-type measures of the sample paths of fractional
Brownian motion
Yimin Xiao
Department of Mathematics, University of Utah, Salt Lake City, UT 84112, USA
Received 14 March 1997; received in revised form 21 November 1997
Abstract
Let  be a Hausdor measure function and let  be an innite increasing sequence of positive
integers. The Hausdor-type measure -m associated to  and  is studied. Let X (t) (t 2RN )
be fractional Brownian motion of index  in Rd: We evaluate the exact -m measure of the
image and graph set of X (t). A necessary and sucient condition on the sequence  is given so
that the usual Hausdor measure functions for X ([0; 1]N ) and Gr X ([0; 1]N ) are still the correct
measure functions. If the sequence  increases faster, then some smaller measure functions
will give positive and nite (;)-Hausdor measure for X ([0; 1]N ) and Gr X ([0; 1]N ) c© 1998
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1. Introduction
Let  be the class of functions : (0; )! (0; 1) which are right continuous, mono-
tone increasing with (0+)=0 and such that there exists a nite constant K>0 for
which
(2s)
(s)
6K; for 0<s<
1
2
: (1.1)
Functions in  are usually called Hausdor measure functions. For 2, the -
Hausdor measure of ERd is dened by
-m(E)= lim
!0
inf
(X
i
(2ri): E
1[
i=1
B(xi; ri); ri<
)
; (1.2)
where B(x; r) denotes the open ball of radius r centered at x: It is known that -m is
a metric outer measure and every Borel set in Rd is -m measurable. The Hausdor
dimension of E is dened by
dim E= inff>0: s-m(E)= 0g= supf>0: s-m(E)=1g:
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The packing measure is dened in a dual way by Taylor and Tricot (1985). For
2 and ERd, the -packing measure of E is dened by
-p(E)= inf
(X
n
-P(En): E
[
n
En
)
: (1.3)
where for any ERd,
-P(E)= lim
!0
sup
(X
i
(2ri): B(xi; ri) are disjoint; xi 2E; ri<
)
: (1.4)
A sequence of closed balls satisfying the conditions in the right-hand side of Eq. (1.4)
is called an -packing of E. The packing dimension of E is dened by
Dim E= inff>0: s-p(E)= 0g= supf>0: s-p(E)= +1g:
We refer to Falconer (1990), Mattila (1995) for more properties of Hausdor measure,
packing measure and related dimensions, and to Taylor (1986) and Xiao (1997c) for
applications of Hausdor measure and packing measure in the studying of sample path
properties of stochastic processes.
Let B(t) (t 2R+) be a Brownian motion in Rd (d>2): The exact Hausdor measure
for the image set of B(t) was considered by Levy (1953), who showed that if d>3
and (s)= s2 log log 1=s, then -m(B([0; 1]))<1. Later, Ciesielski and Taylor (1962)
proved that -m(B([0; 1]))>0. For planar Brownian motion, the Hausdor measure
problem is more dicult due to the neighborhood recurrence of the process. It was
proved by Ray (1964) and Taylor (1964) that the correct Hausdor measure function is
(s)= s2 log 1=s log log log 1=s:
The Hausdor measure of the graph of Brownian motion and Levy stable processes
were calculated by Jain and Pruitt (1968) in the transient case, by Pruitt and Taylor
(1969) in the recurrent cases.
One natural generalization of Brownian motion is fractional Brownian motion of
index , i.e. the centered, real-valued Gaussian random eld Y (t) (t 2RN ) with co-
variance function
E(Y (t)Y (s))= 12 (jtj2 + jsj2 − jt − sj2):
Associated with Y (t) (t 2RN ), one can dene a Gaussian random eld X (t) (t 2RN )
in Rd by
X (t)= (X1(t); : : : ; Xd(t));
where X1; : : : ; Xd are independent copies of Y . The Gaussian random eld X (t) is called
d-dimensional fractional Brownian motion of index  or the (N; d; ) Gaussian process
(see Kahane, 1985). When N =1, = 12 , X (t) is the ordinary d-dimensional Brownian
motion. If = 12 , d=1, it is the multiparameter Levy Brownian motion. It is easy to
see that X is a self-similar process of exponent , i.e. for any a>0;
X (a) d= aX ();
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where X d= Y means that the two processes X and Y have the same nite dimensional
distributions.
When = 12 , N>1 and N<d=2, Goldman (1988) obtained the exact Hausdor mea-
sure of the image set X ([0; 1]N ). Talagrand (1995) extended the result to the general
case of 0<<1 and the proof is much simpler. They proved that if N<d then with
probability 1,
0<1-m(X ([0; 1]N ))<1; (1.5)
where
1(s)= sN= log log
1
s
: (1.6)
The Hausdor measure of the graph set
Gr X ([0; 1]N )= f(t; X (t)): t 2 [0; 1]Ng
of fractional Brownian motion was calculated by Xiao (1997b) for the cases of N<d
and N>d. It is proved that if N<d, then almost surely
K161-m(Gr X ([0; 1]N ))6K2; (1.7)
If N>d, then almost surely
K362-m(Gr X ([0; 1]N ))6K4; (1.8)
where K1; K2; K3; K4 are positive nite constants depending on N; d and  only and
where
2(s)= sN+(1−d)

log log
1
s
d=N
: (1.9)
These results have also been extended to a large class of strongly locally nondeter-
ministic Gaussian random elds by Xiao (1996, 1997a). In the case of N = d, the
problem of nding -m(X ([0; 1]N )) seems more dicult. Recently Talagrand (1996b)
proved that with probability 1
sd log 1=s log log log 1=s-m(X ([0; 1]N ))<1:
This is also true for the Hausdor measure of the graph set of X (t). But in both cases,
the lower bound problems remain open.
The purpose of this paper is to study properties of some Hausdor-type measures
and generalize the results about the Hausdor measure of the image and graph of
fractional Brownian motion. In Section 2, we study the properties of Hausdor-type
measures associated to an increasing sequence of positive integers. In Section 3, we
prove some lemmas which will be useful in proving the main results. In Section 4, we
study the exact Hausdor-type measure of the image and graph of fractional Brownian
motion. A necessary and sucient condition on  is proved so that the usual Hausdor
measure functions are still the correct measure functions for the image and graph. If the
condition is not satised, then some smaller measure functions will give positive and
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nite (;)-Hausdor measure for X ([0; 1]N ) and Gr X ([0; 1]N ). These results extend
those of Levy (1953), Ciesielski and Taylor (1962), Goldman (1988) and Talagrand
(1995). The proof of the results depend mainly on the renements of the argument of
Talagrand (1995) and these methods can be applied to more general strongly locally
nondeterministic Gaussian random elds (see Xiao, 1996).
We will use K; K1; K2; : : : to denote unspecied positive and nite constants, they
may be dierent in each appearance.
2. Hausdor-type measures
Let = fkg be an increasing sequence of positive integers with k !1. For
each k>1, let Fk be the family of (closed) balls of radius 2−k in Rd and denote
F=
S1
k=1Fk . Then F is a covering family of Rd. For any 2 and ERd, we
dene
-m(E)= lim
k0!1
inf
(X
i
(jFij): E
1[
i=1
Fi; Fi 2
1[
k=k0
Fk
)
; (2.1)
where jF j denotes the diameter of F . Then -m is a metric outer measure in the sense
of Caratheodory and hence every Borel set in Rd is -m measurable (see Rogers,
1970). We will call -m(E) the (;)-Hausdor measure of E. If =N, the set of
all positive integers, then -m is equivalent to -m, -m and -m, where -m
and -m are Hausdor-type measures dened by Taylor and Tricot (1985) using the
families of dyadic cubes and semidyadic cubes, respectively.
We rst summarize some elementary properties of -m in the following lemma.
Lemma 2.1. (1) Let N and ;  2 with
lim
s!0
 (s)
(s)
= 0:
Then for any ERd, -m(E)<1 implies  -m(E)= 0.
(2) Let 2. If 12, then for any ERd,
-m2 (E)6-m1 (E):
In particular; for any set ERd, -m(E)6-m(E).
(3) For any N and any ERd, -m(E)6-p(E).
Proof. (1) and (2) follow directly from denition (2.1). In order to prove (3), by
Eq. (1.3) and the Borel regularities of both measures, it suces to prove for any
bounded Borel set E,
-m(E)6-P(E): (2.2)
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For this, we may further assume -P(E)<1. Then by Eq. (1.4), for any >0, there
is r0>0 such that for every 0<r6r0 and every r-packing fB(xi; ri)g of E,
1X
i=1
(2ri)6-P(E) + : (2.3)
Now the family FE of closed balls B(x; 2−k ) with x2E and k 2 such that 2−k6r0
is a Vitali covering of E, we can nd an r0-packing fBig in FE of E such that for
any n>1
E
-
n[
i=1
Bi
1[
i=n+1
Bi
where Bi is the ball with the same center as Bi and with radius multiplied by 5. Hence
E
n[
i=1
Bi [
1[
i=n+1
Bi 
n[
i=1
Bi [
1[
i=n+1
J[
j=1
Bij
where Bij 2F with jBijj= jBij and J is a constant depending on d only. It follows
from Eq. (2.3) that
1X
i=n+1
JX
j=1
(jBijj)= J
1X
i=n+1
(jBij)! 0 as n!1:
Hence for n large enough,
nX
i=1
(jBij) +
1X
i=n+1
JX
j=1
(jBijj)6-P(E) + 2;
which implies Eq. (2.2).
The Hausdor dimension, associated to -m, of E is dened by
dim E= inff>0: s-m(E)= 0g= supf>0: s-m(E)=1g:
It is easy to verify that dim is -stable, that is,
dim
 [
n
En
!
= sup
n
dim En:
By (3) of Lemma 2.1, we see that for any N and any ERd,
06dim E6dim E6Dim E6d: (2.4)
Inequalities (2.4) can be strict. The following example shows that for any 0<<1,
there exist N and a Cantor type compact set E [0; 1] such that
0= dim E<dim E=Dim E= :
The construction is a special case of Lemmas 3.1 and 3.2 in Talagrand and Xiao
(1996). Let = fkg be a sequence of positive integers satisfying 1 = 1, and
k+1>

1− 2
k+1(1 +   + k):
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We take
k =2−k ; mk = [2k ]; k =2  2−(1−)k+1 :
We construct a generalized Cantor set E [0; 1] in the following way.
Let E0 = [0; 1] and let E1 be the union of m1 closed subintervals of [0; 1]
of length 1, which are arranged in such a way that the distance (or gap)
between any two of them is equal to 1. This is possible since m1(1 + 1)<1:
At the second stage, each interval Ii1 of E1 contains m2 closed subintervals Ii1i2 of
length 2 with gaps equal to 2. This is possible since m2(2 + 2)61. Let E2 =Sm1
i1=1
Sm2
i2=1 Ii1i2 : Suppose now that En−1 has been constructed, En−1 =
Sm1
i1=1   Smn−1
in−1=1 Ii1in−1 : Since jIi1in−1 j= n−1 and by the choice of n−1, we have mn(n +
n)6n−1; so we can construct mn closed subintervals Ii1in (in=1; : : : ; mn) of length
n and gaps equal to n in Ii1in−1 : We set En=
Sm1
i1=1   
Smn
in=1 Ii1in : Continuing
this process, we obtain a decreasing sequence fEng of compact subsets of [0; 1]:
Let E=
T1
n=1 En; then E [0; 1] is compact. By Lemma 3.2 of Talagrand and Xiao
(1996), dim E=0, Dim E= . The fact that dim E=  is a consequence of the def-
inition of the Borel measure in the proof of Lemma 3.2 of Talagrand and Xiao
(1996) and the following density theorem (see also the proof of Theorem 2.1
below).
Lemma 2.2. Let 2 and let = fkg be an increasing sequence of positive integers
with k !1. Then there exist positive constants K1 and K2 such that for any Borel
measure  on Rd and every Borel set ERd, we have
K1(E) inf
x2E
fD; (x)g−16-m(E)6K2(Rd) sup
x2E
fD; (x)g−1;
where
D; (x)= lim sup
k!1
(B(x; 2−k ))
(2−k+1)
:
Proof. It is proved in the same way as in Rogers and Taylor (1961) (see also Saint
Raymond and Tricot, 1988).
For any measure function 2 with lim sups!0 (s)=sd<1, it is easy to verify
that there exists a positive and nite constant K such that for any innite subsequence
N we have -m(E)6KLd(E) for any Borel set ERd, where Ld is the Lebesgue
measure in Rd. On the other hand, given any two innite sequences of positive integers
 and  , it is possible to dene a piecewisely linear function 2 (depending on 
and  ) with
lim sup
s!0
(s)
s
=1;
but -m (E)6-m(E) for every ER. Hence the assumptions on the measure func-
tion  in the following theorem is reasonable.
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Theorem 2.1. Let 2 with (s)= sL(s), where 0<<d and L(s) is slowly varying
at the origin. Then
-m(E)<1) -m (E)<1 for every ERd
if and only if there exists p>1 such that   + [−p;p].
Proof. Assume that there exists p>1 such that   + [−p;p]. We will prove the
following stronger result: there exists a nite constant K>0 depending on , p and d
only such that for every ERd
-m (E)6K-m(E): (2.5)
We may assume -m(E)<1: For any >-m(E), we can choose a covering of E,
say, fB(xi; 2−ki ); ki 2g, such that
E
1[
i=1
B(xi; 2−ki )
and
1X
i=1
(2−ki+1)6: (2.6)
For each ki , there is ki 2  such that ki − p6ki6ki + p. Hence each B(xi; 2−ki )
can be covered by at most J = J (p; d) balls of radius 2−ki , that is
E
1[
i=1
J[
j=1
B(yij; 2−ki ):
It follows from Eqs. (2.6) and (1.1) that
1X
i=1
JX
j=1
(2−ki+1) 6 K
1X
i=1
(2−(ki−p)+1)
6 K
1X
i=1
(2−ki+1)6K:
Since >-m(E) is arbitrary, this proves Eq. (2.5).
To prove the necessity, we assume that for each positive integer p, there is p 2
such that
inf
2 
j− pj>p: (2.7)
Thus we can choose a subsequence, still denoted by fpg, from  such that Eq. (2.7)
and
2−1d
(2−1 )
6
1
2
;
2−pd
(2−p)
6
2−p−1d
2(2−p−1 )
(p>1) (2.8)
hold. We now proceed to construct a compact set E [0; 1]d such that
-m(E)<1 but -m (E)=1: (2.9)
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For simplicity of the notations, we assume d=1. The construction for the case of d>1
is very similar. Let E0 = [0; 1]. At the rst step, let
M1 =

1
(2−1 )

;
where [x] is the integer part of x. Let E1 be the union of M1 disjoint closed subintervals
Ii1 (i1 = 1; : : : ; M1) of length 2
−1 with distance from each other at least 12(2
−1 ). This
is possible since by Eq. (2.8)
M1(2−1 + 12(2
−1 ))<1:
Suppose that Ep has been constructed as a union of M1   Mp−1 disjoint closed subin-
tervals Ii1ip−1 of length 2
−p−1 with distance from each other at least
2−p−2
(2−p−1 )
2(2−p−2 )
:
At the pth stage, let
Mp=

(2−p−1 )
(2−p)

:
In each closed interval Ii1ip−1 of Ep−1, we construct Mp disjoint closed subintervals
Ii1ip (ip=1; 2; : : : ; Mp) of length 2
−p with distance from each other at least
2−p−1
(2−p)
2(2−p−1 )
:
This is possible since by Eq. (2.8)
Mp

2−p + 2−p−1
(2−p)
2(2−p−1 )

<2−p−1 :
Continuing the process, we obtain a decreasing sequence fEpg of compact subsets of
[0; 1]. Let E=
T1
p=1 Ep. Then E [0; 1] is compact and clearly -m(E)61.
In order to prove the second conclusion in Eq. (2.9), we rst dene a Borel measure
 on E by distributing mass to En and then apply Lemma 2.2. For each Ii1 , dene
(Ii1 ) =M
−1
1 . In general, for each Ii1ip in Ep, we dene (Ii1ip)= (M1   Mp)−1 and
(RdnEp)= 0 for p>1: Then by the mass distribution principle (see Falconer, 1990),
 can be extended to a Borel measure on Rd with (E)= 1. For any x2E, there exists
an innite sequence i= i1i2    ip    such that
fxg=
1\
p=1
Ii1ip :
Now for any 2 , there exists p>1 such that p−1<<p. Since B(x; 2) can in-
tersect at most
24(2−p−1 )
2−p−1(2−p)
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intervals Ii1ip , we have
(B(x; 2))6
2  4(2−p−1 )
2−p−1(2−p)
(2−p)
= 4 2−+p−1(2−p−1 ): (2.10)
It follows from Eqs. (2.7), (2.10) and the assumptions on (s) that
lim sup
2 ; !1
(B(x; 2))
(2 2−) 6 lim sup2 ;!1
2 2−+p−1(2−p−1 )
(2 2−)
6 lim sup
2 ;!1
2−(1−)(−p−1)
L(2−p−1 )
L(2−)
= 0:
Hence by Lemma 2.2, we have -m (E)=1. This nishes the proof of
Theorem 2.1.
Remark. If (s)= sdL(s) with L(s) slowly varying at the origin and lims!0 L(s)=1,
it is not known whether the condition in Theorem 2.1 is still necessary.
3. Some estimates
Given 2 and an innite increasing sequence N, in order to study the exact
(;)-Hausdor measure of the sample paths of fractional Brownian motion, we need
to generalize the main estimate of Talagrand (1995). We start with the following
elementary lemma.
Lemma 3.1. Let = fkg be an increasing sequence of positive integers and
1X
k=1
1
k
=1
for some >0. For any xed constant c>0, we dene a sequence fikg of positive
integers by
i1 = 1; ik = inffi: i>ik−1 + c log ik−1g (k>2)
and denote k = ik . Then for every n>2,
n − n−1>c log n−1 (3.1)
and for every 0<<,
1X
k=1
1
k
=1: (3.2)
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Proof. Inequality (3.1) is obvious. For any integer n0>1, let n1 be the largest integer
with n16n0 . Then for any N>n0 and any 0<<,
NX
k=n0
1
k
6
NX
k=n1
c log kX
j=0
1
(k + j)
6
NX
k=n1
c log k + 1
k
6
NX
k=n1
1
k
at least for n0 large enough. This proves Eq. (3.2).
Lemma 3.2. Let = fkg be an increasing sequence of positive integers and
1X
k=1
1
k
=1
for some >0. Then for any xed 0<<, c>0 and for any k0>1, there exist
integers k2>k1>k0 such that
k26
2
k1 and
k2X
k=k1
1
k
>c log k2 : (3.3)
Proof. Suppose the conclusion is not true. Then for some 0<<, there exist k0>1
and c>0 such that for any k2>k1>k0 with k26
2
k1 (such k2 exists for innitely
many k 01s), we have
k2X
k=k1
1
k
<c log k2 : (3.4)
Then we also have
k2+1X
k=k1
1
k
<(c + 1) log k2+1: (3.5)
Denote
Sk1 =
1
k1
; Sk =
kX
j=k1
1
j
(k = k1 + 1; : : : ; k2 + 1):
Then it follows from Eqs. (3.4) and (3.5) that for any k2>k1 with k26
2
k1 ,
k2+1X
k=k1
1
k
=
k2+1X
k=k1
1
−k
1
k
=
k2+1X
k=k1
1
−k
(Sk − Sk−1) (Sk1−1=^0)
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=
k2X
k=k1
Sk
 
1
−k
− 1
−k+1
!
+
Sk2+1
−k2+1
6 c
k2X
k=k1
log k
 
1
−k
− 1
−k+1
!
+
(c + 1) log k2+1
−k2+1
: (3.6)
Now we let n0 = k0 and nk = inffn: n>2nk−1g for k>1. Then nk−162nk−1 . It follows
from Eq. (3.6) that for any m>1, we can write
nmX
k=n0
1
k
=
n1X
k=n0
1
k
+
n2X
k=n1+1
1
k
+   +
nmX
k=nm−1+1
1
k
6 c
n1−1X
k=n0
log k
 
1
−k
− 1
−k+1
!
+
(c + 1) log n1
−n1
+   
+c
nm−1X
k=nm−1+1
log k
 
1
−k
− 1
−k+1
!
+
(c + 1) log nm
−nm
6 c
nm−1X
k=n0
log k
 
1
−k
− 1
−k+1
!
+ (c + 1)
mX
j=1
log nj
−nj
: (3.7)
We will show
1X
k=n0
log k
 
1
−k
− 1
−k+1
!
<1 (3.8)
1X
j=1
log nj
−nj
<1: (3.9)
Then Eqs. (3.7){(3.9) imply
P1
k=1 1=

k<1, a contradiction.
Notice that
1
−k
− 1
−k+1
=
k+1−1X
j=k

1
j−
− 1
(j + 1)−

we have
log k
 
1
−k
− 1
−k+1
!
6
k+1−1X
j=k
log j

1
j−
− 1
(j + 1)−

:
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Hence
nX
k=n0
log k
 
1
−k
− 1
−k+1
!
6
nX
k=n0
k+1−1X
j=k
log j

1
j−
− 1
(j + 1)−

=
n+1−1X
j=n0
log j

1
j−
− 1
(j + 1)−

;
which is convergent as n!1. This proves Eq. (3.8). The convergence of Eq. (3.9)
follows easily from the denition of nj . We have completed the proof of Lemma 3.2.
Let Y (t) (t 2RN ) be a real-valued fractional Brownian motion of index  (0<<1):
We will make use of the fact that there exist two independent scattered Gaussian
random measures on RN , with
E(m(A)2)=E(m0(A)2)=LN (A)
for all ARN , where LN is the Lebesgue measure in RN , such that
Y (t)= c(; N )
Z
RN
(1− cos ht; xi) dm(x)jxj+N=2 + c(; N )
Z
RN
sin ht; xi dm
0(x)
jxj+N=2 ;
where c(; N )>0 is a normalizing constant. For any 0<a<b, let
Y (a; b; t)= c(; N )
Z
a6jxj6b
(1− cos ht; xi) dm(x)jxj+N=2 + sin ht; xi
dm0(x)
jxj+N=2 :
Then for any 0<a<b<a0<b0<1; the processes Y (a; b; t) and Y (a0; b0; t) are inde-
pendent. We denote
X (a; b; t)= (X1(a; b; t); : : : ; Xd(a; b; t));
where the components are independent copies of Y (a; b; t).
The following two lemmas were proved in Talagrand (1995). For more general
results about the small ball probabilities of Gaussian processes, see Talagrand (1993)
and Monrad and Rootzen (1995).
Lemma 3.3. If 0<6r: Then for any 0<a<b we have
P
(
sup
jtj6r
jX (a; b; t)j6
)
> exp

−K
 r
1=
N
: (3.10)
Lemma 3.4. Consider 1<a<b and 0<r<1: Let
A= r2a2−2 + b−2:
If A6 12 r
2: Then for any
u>K

A log
Kr2
A
1=2
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we have
P
(
sup
jtj6r
jX (t)− X (a; b; t)j>u
)
6 exp

− u
2
KA

: (3.11)
Now consider an increasing sequence = fkg of positive integers. Let
k =sup
(
=2−m: 

log log
1

−=N
62−k
)
:
Then there exist positive and nite constants K3; K4 such that for k large enough
K32−k =(log log 2k )1=N6k6K42−k =(log log 2k )1=N : (3.12)
The following estimate, which generalizes Proposition 4.1 of Talagrand (1995), is
essential to our purpose.
Proposition 3.1. Let us be given an increasing sequence = fkg of positive integers
with
1X
k=1
1
k
=1
for some >0. Then for any xed constant c>0, there exists a constant K>0 with
the following property: for any integer k0>1 there exist integers k2>k1>k0 with
k26
2
k1 such that
P
(
9k such that k16k6k2 and sup
jtj6pNk
jX (t)j6Kk

log log
1
k
−=N)
>1− exp(−c log k2 ): (3.13)
Proof. By Eq. (3.1), we may and will assume that
k+1 − k>c1 log k ; (3.14)
where c1>0 is a constant which will be chosen later, and by Eq. (3.2) and Lemma
3.2, we will further assume that for any constant c2>0 and any integer k0>1, there
exist integers k2>k1>k0 such that
k26
2
k1 and
k2X
k=k1
1
k
>c2 log k2 : (3.15)
Now x such a pair (k1; k2). Let =min(1− ; ) and let
U =

log
1
k1
1=
: (3.16)
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It follows from Eq. (3.12) that K3
1=
k1 6U6K4
1=
k1 : Let
ak =
1
kU
and bk =
U
k
:
Elementary calculations and Eq. (3.14) show that we can take c1>0 (depending only
on  and ) such that bk6ak+1 for every k>1. We denote ~Xk(t)=X (ak ; bk ; t) and
notice that X (t) can be written as
X (t)= ~Xk(t) + (X (t)− ~Xk(t)):
Then the processes ~Xk (k =1; 2; : : :) are independent. By Lemma 3.3, we can choose
K>0, depending on , such that
P
(
sup
jtj6pNk
j ~Xk(t)j6Kk

log log
1
k
−=N)
> exp

− log log 1
k

>
K
k
:
Thus, by independence of ~Xk (k =1; 2; : : :) and Eq. (3.15), we have
P
(
9k such that k16k6k2 and sup
jtj6pNk
j ~Xk(t)j6Kk

log log
1
k
−=N)
>1−
k2Y
k=k1

1− K
k

>1− exp
 
−K
k2X
k=k1
1
k
!
>1− exp(−Kc2 log k2 ): (3.17)
Let Ak = 2k a
2−2
k + b
−2
k . Then
Ak−2k =(kak)
2−2 + (kbk)−262U−2: (3.18)
By Lemma 3.4 and Eq. (3.18), for any
u>K

Ak log
K2k
Ak
1=2
we have
P
 
sup
jtj6pNk
jX (t)− ~Xk(t)j>u
!
6 exp

−u
2U 2
K2k

: (3.19)
By Eq. (3.16) and the rst inequality in relation (3.15) we see that for k16k6k2
U(logU )−1=2>

log log
1
k
=N
:
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Hence we can take
u=Kk

log log
1
k
−=N
and by Eq. (3.19) we obtain
P
 
sup
jtj6pNk
jX (t)− ~Xk(t)j>Kk

log log
1
k
−=N!
6 exp

− U
2
K(log log 1=k)2=N

: (3.20)
Combining Eqs. (3.17) and (3.20), we have
P
(
9k such that k16k6k2 and sup
jtj6pNk
jX (t)j6Kk

log log
1
k
−=N)
>1− exp(−Kc2 log k2 )−
k2X
k=k1
exp

− U
2
K(log log 1=k)2=N

>1− exp(−c log k2 )
for suitably chosen c2>1, using the rst inequality in Eq. (3.15). This proves
Eq. (3.13).
Remark. The above proof also yields the following result, which will be needed in
proving Theorem 4.2 for the case of N>d. Under the conditions of Proposition 3.1,
for any positive constant c there exists some constant K>0 such that for any integer
k0>1 there exist integers k2>k1>k0 with k26
2
k1 and
P
(
9k such that k16k6k2 and sup
jtj6pN2−k
jX (t)j6K2−k(log log 2k )−=N
)
>1− exp(−c log k2 ): (3.21)
4. Hausdor-type measures for fractional brownian motion
In this section, we consider the (;)-Hausdor measure of the image and graph
of fractional Brownian motion.
Let X (t) (t 2RN ) be a d-dimensional fractional Brownian motion of index  (0<
<1). For any 0<r<1 and y2Rd, let
Ty(r)=
Z
[0;1]N
1B(y; r)(X (t)) dt
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be the sojourn time of X (t) (t 2 [0; 1]N ) in the open ball B(y; r). If y=0, we write
T (r) for T0(r): Similarly, for t 2 [0; 1]N and y2Rd, dene
Tt; y(r; r)=
Z
B(t; r)
1fjX (s)−yj<rg(s) ds:
If (t; y)= (0; 0), we denote Tt; y(r; r) by T (r; r).
We will need the following lemma, for the proof of Part (1) see Goldman (1988)
or Xiao (1996), for Part (2) see Xiao (1997b).
Lemma 4.1. (1) If N<d; then there exists a positive nite constant K; depending
on N; ; and d only, such that for any u>0 we have
P(T (r)>rN=u)6exp(−Ku): (4.1)
(2) If N>d; then there exists a positive nite constant K; depending on N; ;
and d only, such that for any u>0 we have
P(T (r; r)>rN+(1−)dud=N )6exp(−Ku): (4.2)
Now we state and prove the main results of this section. Recall that 1(s) and 2(s)
are dened by Eqs. (1.6) and (1.9) respectively.
Theorem 4.1. Let X (t) (t 2RN ) be a d-dimensional fractional Brownian motion of
index  (0<<1) and N<d: Let = fkg be an increasing sequence of positive
integers. Then
0<1-m(X ([0; 1]N ))<1 a:s:
if and only if there exists >0 such that
1X
k=1
1
k
=1:
Proof. We start the proof with the easy part. If for any >0
1X
k=1
1
k
<1:
Then by Eq. (4.1), we have
P(T (2−k )>1(2−k ))6
K5
Kk
:
It follows from the Borel{Cantelli lemma that with probability 1,
lim sup
k!1
T (2−k )
1(2−k )
6:
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Since >0 is arbitrary, we have almost surely,
lim sup
k!1
T (2−k )
1(2−k )
= 0:
Since X (t) has stationary increments, we have that for every t0 2 [0; 1]N , almost surely
lim sup
k!1
TX (t0)(2
−k )
1(2−k )
= 0: (4.3)
Now we dene a random Borel measure  on X ([0; 1]N ) as follows. For any Borel
set BRd; let
(B)=LNft 2 [0; 1]N ; X (t)2Bg;
where LN is the Lebesgue measure in RN . Then (Rd)= (X ([0; 1]N ))= 1. By
Eq. (4.3), for each xed t0 2 [0; 1]N , with probability 1
lim sup
k!1
(B(X (t0); 2−k ))
1(2−k )
6 lim sup
k!1
TX (t0)(2
−k )
1(2−k )
= 0: (4.4)
Let E(!)= fX (t0): t0 2 [0; 1]N and Eq. (4.4) holdsg. Then E(!)X ([0; 1]N ). A Fubini
argument shows (E(!))= 1 almost surely. Hence by Lemma 2.2, we have
1-m(E(!))=1:
Now we prove the suciency. By Lemma 2.1(ii) and Eq. (1.5), we see that it is
sucient to prove that there exists a constant K>0 such that with probability 1
1-m(X ([0; 1]N ))6K: (4.5)
We will make use of Proposition 3.1. Let c>0 be a constant whose value will be
determined later. By Proposition 3.1, for each n>1, there exist integers ln>kn>n
such that ln6
2
kn and Eq. (3.13) holds. For each such pair (kn; ln), consider the set
Rn =
(
t 2 [0; 1]N : 9kn6k6ln such that
sup
js−tj6pNk
jX (s)− X (t)j6Kk

log log
1
k
−=N)
:
Then by Eq. (3.13), we have
P(t 2Rn)>1− exp (−c log ln):
It follows from Fubini’s theorem and Chebyshev’s inequality that
1X
n=1
P(Dcn)<1;
where Dn is the event LN (Rn)>1− exp(− c2 log ln). Hence we have P(
0)= 1, where

0 =
n
!: LN (Rn)>1− exp

− c
2
log ln

innitely often
o
:
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On the other hand, it is well known (see e.g. Kahane, 1985) that there exists an event

1 such that P(
1)= 1 and for all !2
1, there exists m0 =m0(!) large enough such
that for all dyadic cubes C of order m>m0 that meets [0; 1]N , we have
sup
s; t2C
jX (t)− X (s)j6K2−mpm: (4.6)
Now we x an !2
0 \
1 and we will show Eq. (4.5) holds by constructing an
economic covering for X ([0; 1]N ). Consider n>m0 such that
LN (Rn)>1− exp

− c
2
log ln

:
Then for any t 2Rn, there exists k such that kn6k6ln and
sup
js−tj6pNk
jX (s)− X (t)j6Kk

log log
1
k
−=N
6K2−k ; (4.7)
where the last inequality follows from Eq. (3.12). We denote by Ck(t) the dyadic cube
of side k that contains t. Then by Eq. (4.7) we have
sup
s2Ck (t)
jX (s)− X (t)j6K2−k : (4.8)
Hence
RnV =
ln[
k=kn
Vk ;
where each Vk is a union of dyadic cubes with side k for which Eq. (4.8) holds. For
each dyadic cube Ckj in Vk , X (Ckj) can be covered by at most K (depending on d
only) balls of radius 2−k , and
lnX
k=kn
X
j
K1(2−k+1)6K
lnX
k=kn
X
j
Nk
= KLn(V )6K: (4.9)
Now notice that [0; 1]NnV can be covered by a union of dyadic cubes of side ln ,
none of which meets Rn. There are at most
K−Nln exp

− c
2
log ln

such cubes fCnjg. By Eq. (4.6), each X (Cnj) is contained in a ball of radius
Kln
p
log 1=ln , and hence can be covered by at most
K

log
1
ln
d=2
log log
1
ln
d=N
6Kd=2ln log ln
balls of radius 2−ln . Therefore X ([0; 1]NnV ) can be covered by a family of balls of
radius 2−ln and by taking c>d= we haveX
j
1(2−ln+1)6K−Nln exp

− c
2
log ln

d=2ln log ln  Nln61 (4.10)
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for n large enough. Combining Eqs. (4.9) and (4.10), we get Eq. (4.5). This nishes
the proof.
For the graph set Gr X ([0; 1]N ) of fractional Brownian motion, we have the following
similar result.
Theorem 4.2. Let X (t) (t 2RN ) be a d-dimensional fractional Brownian motion of
index  (0<<1) and let = fkg be an increasing sequence of positive integers.
Then
0<-m(Gr X ([0; 1]N ))<1 a:s:
if and only if there exists >0 such that
1X
k=1
1
k
=1
where (s)=1(s) if N<d and (s)=2(s) if N>d:
Proof. In the case of N<d, the proof is very similar to the proof of Theorem 4.1
above. In the case of N>d, the proof which relies on Lemma 4.1(2) and Eq. (3.21)
is similar to the proof of Theorem 3.1 in Xiao (1997b). We omit the details.
If the sequence = fkg satises
1X
k=1
1
k
<1
for every >0, then by Theorem 4.1 we know that almost surely 1-m(X ([0; 1]N ))=
1: It is natural to ask whether there is some smaller measure function  such that
the 0<-m(X ([0; 1]N ))<1: The following theorem gives an armative answer in
certain cases.
Theorem 4.3. Let X (t) (t 2RN ) be a d-dimensional fractional Brownian motion of
index  (0<<1) and let = fkg with k =2[k] and 0<<1. If N<d; then with
probability 1,
0<3-m(X ([0; 1]N ))<1; (4.11)
where 3(s)= sN= log log log 1=s, and
0<3-m(Gr X ([0; 1]N ))<1: (4.12)
If N>d; then with probability 1,
0<4-m(Gr X ([0; 1]N ))<1: (4.13)
where
4(s)= sN+(1−)d(log log log 1=s)d=N :
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The proof of the upper bounds in Theorem 4.3 depends on the following lemma,
which can be proved in a way similar to the proof of Proposition 3.1.
Lemma 4.2. Let = fkg with k =2[k] and 0<<1 and let
rk =sup
(
r=2−m: r

log log log
1
r
−=N
62−k
)
: (4.14)
Then for any xed constant c>0, there exists a constant K>0 with the following
property: for every integer k0>1
P
(
9k such that k06k62k0 and sup
jtj6pNrk
jX (t)j6Krk

log log log
1
rk
−=N)
>1− exp(−ck0 ): (4.15)
Now we sketch the proof of Theorem 4.3. It is easy to verify that there exist positive
and nite constants K6; K7 such that for k large enough
K6 2−k =(log log log 2k )1=N6rk6K7 2−k =(log log log 2k )1=N : (4.16)
Proof of Theorem 4.3. An argument similar to the rst half of the proof of Theorem
4.1, using Lemmas 2.2 and 4.1, shows that with probability 1, 3-m(X ([0; 1]N ))>0
if N<d, and 4-m(Gr X ([0; 1]N ))>0 if N>d. The proof of the upper bounds
in Eqs. (4.11){(4.13), using Eqs. (4.15), (4.16) and (4.6), is similar to the proof of
Eq. (4.5) and the proof of Theorem 3.1 in Xiao (1997b) respectively. But this time,
the assumption that 0<<1 is essential in obtaining inequalities similar to Eq. (4.10).
Remark. Another important example of Gaussian random elds is Brownian sheet or
the N -parameter Wiener process W (t) (t 2RN+), see Orey and Pruitt (1973). The exact
Hausdor measure of the image and graph set of W were considered by Ehm (1981).
It would be interesting to know whether similar results hold for the Brownian sheet.
The proof of Proposition 3.1, the small ball estimates (see Talagrand, 1993;
Monrad and Rootzen, 1995) and a zero-one law of Pitt and Tran (1979) imply the
following Chung type laws of iterated logarithm for fractional Brownian motion: Let
= fkg be an innite increasing sequence of positive integers and consider the se-
quence tk =2−k (k>1) (or tk =2k (k>1)). Then there exists a positive and nite
constant K, depending only on ; N and , such that with probability 1
lim inf
k!1
supjtj6tk jX (t)j
tk (log log
1
tk
)−=N
=K
if and only if there exists >0 such that
1X
k=1
1
k
=1:
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Under the conditions of Lemma 4.2, for sequences ftkg dened above or frkg in
Eq. (4.14), we have
lim inf
k!1
supjtj6tk jX (t)j
tk (log log log
1
tk
)−=N
=K;
where K is a positive nite constant depending on ; N and  only.
More generally, let f(t) :R+!R+ be a non-decreasing (or non-increasing) function
which tends to 1 (or 0) as t!1, it would be interesting to prove an integral test
on f and  such that
P
 
sup
jtj6f(k)
jX (t)j>f(k)(f(k)) for all k large enough
!
=1:
Such functions  are called lower functions of X (t) (t 2RN ) on sequence ff(k)g.
For fractional Brownian motion X (t) (t 2R), lower functions in the usual sense were
characterized by Talagrand (1996a).
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