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Abstract
This study is concerned with the statistics of vertical turbulent chan-
nel flow laden with inertial particles for two different volume concentrations
(ΦV = 3 × 10−6 and ΦV = 5 × 10−5) at a Stokes number of St+ = 58.6
based on viscous units. Two independent direct numerical simulation mod-
els utilizing the point-particle approach are compared to recent experimental
measurements, where all relevant nondimensional parameters are directly
matched. While both numerical models are built on the same general ap-
proach, details of the implementations are different, particularly regarding
how two-way coupling is represented. At low volume loading, both numerical
models are in general agreement with the experimental measurements, with
certain exceptions near the walls for the wall-normal particle velocity fluc-
tuations. At high loading, these discrepancies are increased, and it is found
that particle clustering is overpredicted in the simulations as compared to the
experimental observations. Potential reasons for the discrepancies are dis-
cussed. As this study is among the first to perform one-to-one comparisons
of particle-laden flow statistics between numerical models and experiments,
it suggests that continued efforts are required to reconcile differences between
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the observed behavior and numerical predictions.
Keywords: Inertial particles, wall turbulence, simulations, experiment
1. Introduction
Over the last several decades, a large number of experimental studies
have been dedicated to understanding fluid-particle interactions in turbulent
channel flows [2]. In the near-wall region, [20, 21] observed that the behav-
ior of particles is correlated with near-wall coherent structures in the dilute,
near-neutral buoyancy limit (ρp/ρf = 1.05, St
+ = 0.065−18 where St+ is the
particle Stokes number based on wall units). In the core region of the channel,
[13] found that particles form clusters of length scale O(10 η), where η is the
Kolmogorov length scale for moderate inertia particles (St+ = 27−150) with
mass fractions ranging from Φm = 0.03 − 1.0. [27] investigated the turbu-
lence modification by high inertia particles (St+ = 292−2030) by comparing
each over a range of mass loading up to Φm = 0.8. Furthermore, [4] stud-
ied the effect of mass loading and wall roughness for high inertia particles
(St+ = 2630), which was further numerically investigated by Capecelatro
and Desjardins [7] and Vreman [49]. Recently, [14] studied in detail the
particle spatial distribution both close to the wall and in the centerline of
a vertical channel, along with series of particle statistics at relatively low
Reynolds numbers and multiple mass fractions. With moderate Stokes num-
ber (St+ = 64−130), they found a significant difference (particle distribution
and particle fluctuation velocity) between mass loading Φm = 6 × 10−3 and
Φm = 0.1.
Despite the aforementioned experimental progress, measurement of the
carrier-phase velocity field near the particles remains a major problem in
studying turbulence modulation due to the presence of particles. At the
same time, numerical approaches have become a powerful tool to help fill the
entire parameter space and understand statistics and mechanisms that are
difficult to observe. In turbulent dispersed multiphase flow computations,
the Lagrangian point-particle approach coupled with direct numerical simu-
lation (DNS) has been able to successfully capture certain phenomena such
as particles’ preferential accumulation and modulation of turbulence [41, 2],
but challenges still persist in achieving quantitative prediction.
According to the standard paradigm, when Φv is small (in the range of
Φv ≤ 10−6 ), the particles have a negligible effect on the turbulence (i.e.
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one-way coupling). Here, particles are transported by turbulent motions,
and efforts have been aimed at describing this dispersion process. [30], for
instance, associated particle re-entrainment mechanisms with the strongly
coherent ejections and sweeps. Meanwhile, [34] found that particles (St+ =
5, 15) preferentially accumulate in the so-called low-speed streaks and tend
to deposit on the wall in an open channel flow. In order to compare different
numerical predictions, the low order statistics of both particle and carrier
phase is benchmarked by [31] for one-way coupled turbulent channel flows.
When Φv is moderate (in the regime of 10
−6 ≤ Φv ≤ 10−3), the particles
can have a considerable effect on turbulence through momentum exchange
(i.e. two-way coupling), especially when particles accumulate in certain re-
gions of the flow. In comparison with one-way coupling, similar particle
deposition behaviour has been observed over a wide particle parameter space
(St+ = 0.055 − 0.889 in [37]; St+ = 1 − 100 in [45]; St+ = 1 − 100 in [36];
St+ = 8.5 − 714 in [42] and St+ = 4.44 − 444 in [51]). However, [29] and
[35] showed that two-way coupling weakened the preferential distribution
of particles compared with one-way coupling in the channel flow. In addi-
tion to turbulence modulation, low-inertia particles (St+ = O(1)) induce a
destabilization effect on transition from laminar to turbulent flow, whereas
large-Stokes-number particles (St+ > O(10)) actually stabilize the turbu-
lence [23, 51]; this is sometimes accompanied by observed drag reduction in
numerical models [29, 10].
With further increase of particle loading, collision between particles takes
place and modifies both particle and fluid statistics (i.e. four-way coupling).
The particle/particle collision weakens the preferential distribution of par-
ticles [29, 35], and reduces maximum near-wall concentrations [26]. The
particle/wall collisions also affect the particle-induced turbulence modula-
tion [49]. In addition, particles at high mass loading tend to decrease the
thickness of the boundary layer and increase the skin friction [50], and act
as the primary source of turbulence generation [8, 9].
Overall, this broad range of numerical investigations has relied heavily on
the use of the point-force approximation, which is widely applied for systems
with large numbers of small, heavy particles; see [29]; [24]; [54]; [17]; [28];
[49]; [52]. While experimental and numerical efforts have made significant
progress in understanding the complex problem of particle-laden turbulent
channel flow, there remains a continued lack of comparison and validation
between consistent numerical and experimental observations [11]. This is
especially for moderate inertia (St+ = O(10)) particles with volume con-
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centrations in the regime of two-way coupling and four-way coupling, since
most comparisons have been done for high Stokes number(e.g. Benson et al.
[4]). Under these circumstances, preferential concentration and turbophore-
sis are at play, particle/particle and particle/wall collision might take place,
and particles may modify fluid momentum. In this context, we leverage the
recent experimental data of Fong et al. [14] and perform a statistical compari-
son between DNS simulations from independent numerical codes (considering
both two- and four-way coupling), particularly focusing on particle statistics
and clustering behaviour. We aim at investigating (i) particle/particle and
particle/wall collisions; (ii) the difference between the numerical predictions
of a traditional point-force method with a more advanced volume-filtering
method; and (iii) the discrepancies between numerical simulations and ex-
perimental results in a Reynolds number, Stokes number, and mass fraction
regime which can be achieved using DNS.
2. Simulation Method
This study is based on comparing two different numerical models (Richter
and Sullivan [42] and Capecelatro and Desjardins [6]) to the experiments of
Fong et al. [14]. Here we describe the two DNS-based models.
2.1. Point particle method
In this section, the numerical method of Richter and Sullivan [42] is in-
troduced and compared with existing simulations in the literature, including
[54], [7], [49], as well as experimental measurements from [27], [39] and [4].
The purpose here is to first compare against existing data before performing
our more detailed validation below.
Direct numerical simulations of single-phase flows are performed for an
incompressible Newtonian fluid, and this model has been utilized previously
in other studies [42, 43]. A pseudospectral method is employed in the periodic
directions (streamwise x and spanwise z), and second-order finite differences
are used for spatial discretization in wall-normal, y direction. The solution is
advanced in time by a third-order Runge-Kutta scheme. Incompressibility is
achieved via the solution of a pressure Poisson equation. The fluid velocity
and pressure fields are a solution of the continuity and momentum balance
equations in Eqs. (1) and (2), respectively:
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Figure 1: In comparison with [54] pressure-driven channel flow at Reτ = 180 laden with
particles of St+ = 30. (a) Mean velocity profile in wall normal direction: left half is the
fluid phase and right half is the particle phase; (b) Particle volume fraction normalized by
the bulk; (c) RMS velocity fluctuation in wall normal direction: left half is the fluid phase
and right half is the particle phase; (d) Reynolds shear stress of the fluid.
∂uj
∂xj
= 0, (1)
∂ui
∂t
+ uj
∂ui
∂xj
= − 1
ρf
∂p
∂xi
+ ν
∂ui
∂xj∂xj
+
1
ρf
Fi + δi1g. (2)
Here ui is the fluid velocity, p is the pressure, Fi is the particle feedback
force to the carrier phase computed by projecting the particle force to the
nearest Eulerian grid points, g is the acceleration of gravity, ν is the fluid
kinematic viscosity, and ρf is the fluid density.
Particle trajectories and particle-laden flow dynamics are based on the
point-force approximation where the particle-to-fluid density ratio r ≡ ρp/ρf 
1 and the particle size is smaller than the smallest viscous dissipation scales
of the turbulence. As a consequence of this and the low volume concentra-
tions (a maximum bulk volume fraction of ΦV less than 1× 10−3), only the
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Schiller-Naumann [46] hydrodynamic drag force is considered. The veloc-
ity of particle n is governed by Eq. (3) and particle trajectories are then
obtained from numerical integration of the equation of motion in Eq. (4):
dunp,i
dt
= fni + f
c
i + δi1g, (3)
dxni
dt
= unp,i, (4)
where the drag is given by
fni =
1
τp
[1 + 0.15(Renp )
0.687](unf,i − unp,i). (5)
Here, τp = ρpdp
2/18µ is the Stokes relaxation time of the particle, and the
particle Reynolds number Renp =| unf,i−unp,i | dnp/ν is based on the magnitude
of the particle slip velocity (unf,i−unp,i) and particle diameter dnp . In this work,
the average Renp is less than 1.0, which is far smaller than the suggested max-
imum Rep ≈ 800 for the Stokes drag correction in Eq. (3) [46]. As a result
of the low Rep, the correction to the Stokes drag is minimal in this study.
Other terms in the particle momentum equation [see 32] are neglected since
they remain small compared with drag when the density ratio r  1. In all
simulations, particles are initially distributed at random locations through-
out the channel.
In the two-way coupling configuration, particle-particle collisions are not
taken into consideration, and we exert a purely elastic collision between par-
ticles and the upper/lower walls. This purely elastic wall collision is com-
monly used in gas-solid turbulence [29, 45, 54], however we have tested the
restitution coefficient |unp,init/unp,final| between 0.5 and 1 and do not observe
significant changes to particle distributions or two-way coupling, consistent
with Li et al. [29]. To demonstrate that our implementation provides results
that are consistent with other similar numerical models, we provide a com-
parison to the two-way coupled simulations of [54] in Fig. 1. In this test,
gravity is not considered, pressure-driven channel turbulence is simulated at
a moderate friction Reynolds number of Reτ = 180 (based on the friction
velocity uτ ), and the particle Stokes number normalized by viscous units is
St+ = 30. The particle concentration profile, mean velocity, RMS fluctua-
tion velocity, and Reynolds shear stress are shown in Fig. 1 as a function of
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wall-normal distance. Here we are essentially confirming that the particle-
force method is correctly implemented in the code and that it provides nearly
identical results to other similar formulations in the two-way coupled regime.
Figure 2: (a) Mean fluid velocity profile in wall normal direction in single-phase flow;
(b) fluid RMS velocity fluctuation in wall normal direction in single-phase flow; (c) Mean
particle velocity profile in wall normal direction; (d) RMS fluid velocity fluctuation in wall
normal direction in particle-laden flow. All figures are normalized by the fluid centerline
velocity.
From the two-way coupling formulation described above, four-way cou-
pling can be included as well, where particle/particle and particle/wall colli-
sions are modeled according to a spring-dashpot system. The collision force
f ci in Eq. (3) is computed by coupling the DNS code to the open source,
DEM-based LIGGGHTS package for discrete element methods, applied ini-
tially by [25]. A Hertz-Mindlin contact model is used in the normal and
tangential directions to the vector connecting particle centers. In the present
study, we set the parameters in the collision model as follows: Young’s mod-
ulus (5×10−5), Poisson’s ratio (0.45), friction coefficient (0.1) and restitution
coefficient (0.9). Further details on the numerical implementation and vali-
7
Figure 3: (a) Particle concentration in wall normal direction, the mass loading (Φv =
7.2 × 10−5, Φm = 0.15) is same in present study and [7], while higher mass loading
(Φv = 9.1 × 10−5, Φm = 0.8) is used in [49]; (b) RMS fluid velocity fluctuation in wall
normal direction normalized by the fluid centerline velocity.
dation of the collision model can be found in [25].
2.2. Voume-averaged particle method
This work also utilizes the model of [6], whose notable difference with the
model of Richter and Sullivan [42] described above is that volume-averaging
is used to apply the two-way coupling forces back to the Eulerian mesh; the
model of Richter and Sullivan [42] uses the traditional particle-in-cell method,
projecting only to the nearest nodes.
The volume-averaged Navier–Stokes equations employed in the model of
[6] are given by
∂α
∂t
+
∂
∂xi
(αui) = 0 (6)
and
∂αui
∂t
+
∂
∂xi
(αuiuj) = − 1
ρf
∂p
∂xi
+
∂σij
∂xj
− ρp
ρf
αpFi + αδi1g, (7)
where α is the fluid-phase volume fraction and αp = 1−α. The fluid-phase
viscous-stress tensor is defined as
σij = (ν + ν
?)
[
∂ui
∂xj
+
∂uj
∂xi
− 2
3
∂uk
∂xk
δij
]
(8)
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where ν? is an effective viscosity that accounts for enhanced dissipation
due to unresolved fluid-velocity fluctuations generated at the particle scale
[15]. Unlike in the point-particle description, in this model two-way coupling
accounts for both the resolved stresses (pressure and viscous stress) and un-
resolved fluid stresses (i.e., drag). Thus, the momentum exchange term felt
by particle n is
fni =
1
τp
[1 + 0.15(Renp )
0.687](unf,i − unp,i)−
1
ρp
∂pn
∂xi
+
1
ρp
∂σnij
∂xj
. (9)
The momentum exchange term is projected to the grid via
αpFi =
Np∑
n=1
fni G(|xi − xni |)Vp, (10)
where Vp = pid
3
p/6 is the particle volume and G is a Gaussian kernel
with characteristic size δf = 8dp. This expression replaces the discontinuous
Lagrangian data with an Eulerian field that is a smooth function of the
spatial coordinate xi. Similarly, the fluid volume fraction is computed as
α = 1−
Np∑
n=1
G(|xi − xni |)Vp. (11)
To further test the numerical formulations against existing data, we per-
form a comparison with the simulations of [7] (focusing only on the dilute
regime), which uses the model of Capecelatro and Desjardins [6]. At the
same time, we also compare to experimental results from [27], [39], and [4]
under similar conditions, despite the results of Kulick et al. [27] being subject
to unconstrained roughness effects. In this test, turbulent, vertical channel
flow is simulated at a high Reynolds number (Reτ = 630) with high particle
Stokes number (St+ = 2030) and a mass loading of Φm = 0.15. Figures 2(a,b)
show the mean fluid velocity and RMS fluctuation velocity in single-phase
flow; both numerical models agree well with the measurements from [39] and
[4]. In particle-laden flow, the mean particle velocity compares well between
numerical models and the measurement from [4], and the computed RMS
fluid fluctuation velocity agrees well between numerical models, as shown in
figures 2(c,d), respectively.
The particle concentration and particle-phase RMS fluctuation velocity
are shown in Figs 3(a) and (b), respectively. In Fig. 3(a), the concentration
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profiles between the point particle model and the volume-averaged model of
[7] agree well with each other. In Fig 3(b), [7] compute a higher RMS particle
streamwise velocity compared to the point particle model. In addition, the
simulations exhibit a slightly lower RMS wall-normal velocity in the whole
channel as compared to the experimental observations of [27] and [4]. As
a reference, simulation results from the model of [49] are also included in
Fig 3, although the simulations of [49] are at a much higher mass fraction
(Φm = 0.7). The concentration profile is flatter in this case, while the RMS
particle velocities are of similar magnitude.
3. Flow and particle parameters
We now turn our attention towards a more detailed validation, which is
based on the recent experiments of [14]. The flow configuration of interest is
pressure-driven, downwards-oriented channel flow (see [14]). In the simula-
tions, periodic boundary conditions are applied to both phases in the stream-
wise (x) and spanwise (z) directions. In [14] two flow Reynolds numbers are
used, and we focus on the Rebulk = 6020 case, where Rebulk = 2hUbulk/ν is
based on the bulk velocity Ubulk and channel height 2h. This approximately
corresponds to Reτ = 227 based on the friction velocity and h. For the ex-
perimental density ratio ρp/ρf = 2083 and diameter dp = 4.7× 10−5 m, this
corresponds to a Stokes number of St+ = 58.6 based on viscous units and
Stη = 6.7 based on the Kolmogorov scale at the centerline. Two experimen-
tal volume loadings are simulated: ΦV = 3×10−6 (“low”) and ΦV = 5×10−5
(“high”).
The fluid-phase flow parameters are provided in table 1. Throughout,
the notation “ R” and “ C” refer to the models of Richter and Sullivan [42]
and [6], respectively, which were described in section 2 . Both simulations
were designed to accurately predict the unladen experiments and match the
key nondimensional parameters. The relevant particle parameters are listed
in table 2. The particle diameter is smaller than the Kolmogorov scale η
(dp/η ∼ 0.25), and the conventional understanding is that the point-particle
method should yield accurate predictions in this regime.
An overview of the simulations conducted in this study is provided in
table 3. For the model described above, we compare two- and four-way
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Table 1: Fluid phase parameters for two DNS codes
Unladen R Unladen C
h(m) 15× 10−3
Ucl(m/s) 4.40
Ubulk(m/s) 3.0
Rebulk 6020
Reτ 227
uτ 0.227
δν 6.6× 10−5
τν 2.9× 10−4
η 2.0× 10−4(centerline)
τη 2.6× 10−3(centerline)
L+x × L+y × L+z 4276× 454× 712
Nx ×Ny ×Nz 512× 128× 128 656× 110× 110
∆x+, ∆z+ 8.35, 5.57 6.52, 6.48
Table 2: Particle parameters. Np refers to the total number of particles and Vs ≡ τpg
refers to the terminal settling velocity in still fluid aligned in the streamwise direction,
where g is the gravitational acceleration.
low concentration high concentration
ρp/ρf 2083
dp(m) 4.7× 10−5
d+p 0.71
dp/η 0.25(centerline)
τp 0.017
Vs(m/s) 0.167
St+ 58.6
Stη 6.7(centerline)
Φv 3× 10−6 5× 10−5
Np 2.2× 104 3.67× 105
Φm 6.25× 10−3 0.1
coupling against the experimental data and the four-way coupled model of
Capecelatro and Desjardins [6]. A smaller time step is used when four-way
coupling is included so that collisions can be resolved. The total simulation
time is more than 21h/uτ and the time for collecting statistics is at least
18h/uτ .
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Table 3: Simulations conducted in this study
Φv method ∆t
+
Unladen R – – 0.2
low 2 R low two-way, point-force 0.2
high 2 R high two-way, point-force 0.2
low 4 R low four-way, point-force 0.1
high 4 R high four-way, point-force 0.1
Unladen C – – 0.13
low 4 C low four-way, volume-filtering 0.033
high 4 C high four-way, volume-filtering 0.03
4. Preliminary comparisons
4.1. Unladen flow
Figure 4: Unladen velocity statistics comparison between Unladen R, Unladen C and the
experimental observations of [14] as a function of wall-normal direction: mean fluid velocity
profile in outer units (a) and viscous units (b); (c) RMS fluid velocity fluctuation in three
directions; (d) Reynolds shear stress. All figures are normalized by the fluid centerline
velocity Ucl.
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Comparisons between both numerical models and the measurement pro-
duce nearly identical mean velocity profiles, shown in figs. 4(a,b). In addi-
tion, the turbulent intensity profiles and Reynolds shear stress are shown in
figs. 4(c,d), respectively. In the near-wall region, u′rms agrees well whereas
v′rms, w
′
rms and −u′v′ are slightly higher in Unladen R than for Unladen C
and the measurement. In the center region, all components compare well be-
tween both numerical models and the experimental observations. The above
comparisons indicate that both DNS codes have successfully captured the
large-scale coherent structures in current configuration.
4.2. Time evolution
Before calculating time-averaged statistics, we first investigate the time
required to achieve a statistically steady state of the particles as they transi-
tion from the uniform initial condition. Two particle timescales are involved:
the first is the Stokes timescale τp, which indicates how quickly particles can
adjust to the local fluid velocity. The second is that associated with mean
drift to an equilibrium mean profile, which is typically longer than τp. From
one-way coupled simulations, [31] found that this time scale is longer for
lower inertia particles, e.g., particles with St+ = 5 spend three times as long
as particles with a higher St+ = 25 establishing a stationary concentration
distribution. The time scale for particles moving to the equilibrium locations
influences the length of the development section when performing an exper-
iment. For example [27] (respectively [14]) designed the length scale of the
development section to be five times (respectively twenty times) longer than
the particle relaxation time scale multiplied by the centerline fluid velocity
with Stokes number of St+ = 2030 (respectively St+ = 58.6).
Fig. 5 shows the time evolution of the domain-averaged RMS particle
fluctuation velocity, scaled by the viscous time and velocity scales, respec-
tively. We can see that particle/particle collisions have very little effect on
the time to stationarity (t+ ∼ 400) at low mass loading, as shown in Fig.
5(a). Comparing Figs. 5(a) and (b), the time required to achieve statistical
stationarity at high mass loading is increased by collisions between particles
(t+ ∼ 1200). For the dimensional values used in the simulations and as a ref-
erence for future experiments, these results would suggest that the length of
a development section should exceed five times of τpUcl at low mass loading,
and twenty times of τpUcl at high mass loading, assuming that particles are
randomly distributed initially in a fully-developed turbulent flow field.
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Figure 5: The domain averaged RMS particle streamwise fluctuation velocity as function
of time in (a) low concentration and (b) high concentration.
To further emphasize this point, the time evolutions of the concentration
profiles for cases high 2 R and high 4 R are shown in Figs. 6(a) and (b),
corresponding to the low and high concentrations, and these are compared to
experimental measurements. From the simulations, we can see that for both
concentrations, particles experience turbophoretic drift, where local maxima
are found in concentration near the walls and at the centerline. This drift is
enhanced due to the alignment of gravity in the mean flow direction, see for
example [7]. The time required to reach a stationary concentration profile is
similar to that seen in figure 5 for both mass loadings. As compared to the ex-
periments, there is a strong agreement between simulations and observations
at low mass loading, except at the wall where simulations overpredict the
concentration by nearly a factor of five. At high mass loading, however, the
simulations indicate a nearly identical evolution in time and corresponding
steady-state concentration profile, while the experiments exhibit a marked
change in cross-channel particle distribution at high mass loading. This will
be further discussed in section 5.1.
4.3. Particle accumulation at the walls
As reported by [14], when standard acrylic walls are used, the concen-
tration profiles start with a strong near-wall peak but drift in time, with
particles migrating away from the wall due to collsions with particles adher-
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Figure 6: Particle concentration profiles in wall-normal direction at t+ =
100, 200, 600, 1000. (a) low concentration; (b) high concentration. The measurements of
[14] are shown.
ing to the walls and creating an effective roughness. Due to the roughness,
[14] observed more particles in the center region and fewer particles in the
near-wall region, as shown in Fig. 7(a). Based on visual observation, the par-
ticle layer which forms with standard acrylic walls covers roughly 10− 30%
of the wall surface. However, after replacing the standard acrylic walls with
electrostatic dissipative acrylic walls, particles no longer adhere electrostati-
cally to the wall.
Therefore as an additional test, we artificially place a particle layer at the
wall, covering 30% of the wall surface with randomly-located, fixed particles
identical in size to the suspension (no two-way coupling feedback is included
for these particles). The particle concentration and RMS particle fluctuation
velocity are shown in Fig. 7(a) and (b), respectively, for high mass loading.
Due to the presence of this particle-induced roughness, fewer particles are
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found close to the wall while more particles drift towards the channel center.
Particle concentration profiles agree well between the numerical simulation
and experimental observations using standard acrylic walls. The increased
roughness consequently enhances the RMS particle fluctuation velocity close
to the wall, which is consistent with previous investigations of the roughness,
e.g., the simulations of [49] and experiments of [4]. We note that magnitude
of these roughness effects is weaker in present study than in previous investi-
gations. This might be due to the fact that the present roughness includes the
full particles mounted to the wall, while [49] use smaller hemispheres. This
results in collisions only between suspended particles with convex surfaces,
and this has been seen qualitatively in additional tests (not shown here).
5. Comparison of particle statistics
In this section, the comparison of statistics between the two- and four-way
coupled model of Richter and Sullivan [42], the four-way coupled model of [6],
and the experimental observations of [14] are shown in detail for both high
and low mass loadings. This not only includes the more common statistical
quantities including particle concentration profiles, first (i.e. mean velocity)
and second order moments (i.e. turbulent kinetic energy and Reynolds shear
stress) of the particle phase, but also particle statistics associated with fluid
structures (i.e. skew of the particle and fluid fluctuation velocity, particle
concentration dependence of low and high speed streaks), particle clustering
behaviours analyzed by domain tessellation techniques (i.e. Vorono¨ı diagram
and box counting method), and two-particle statistics (i.e. radial distribution
function and angular distribution function). All statistics are taken after a
statistically steady state has been achieved (see Fig. 5).
5.1. Particle concentration
The particle concentration profiles normalized by the bulk concentration
are shown in Fig. 8. Based on the numerical simulations, low or high mass
loading leads to similar particle distributions. With low mass loading as
in Fig. 8(a), the profiles nearly overlap between the numerical simulations.
In addition, the profile shape is similar between numerical simulations and
the experimental measurements, while the influence of turbophoresis in the
simulation is stronger at the wall than in the experiment. In both numerical
16
Figure 7: (a) Particle concentration profiles and (b) RMS particle fluctuation velocity, as
a function of the wall-normal height. Case high 4 R with both smooth wall and particle-
induced roughness are compared with corresponding experimental observations of [14].
simulations, the effect four-way coupling is minimal, suggesting that particle-
particle collisions are not a dominant effect.
For high mass loading, the particle distribution exhibits a measurable
difference when comparing between all numerical simulations with the ex-
perimental observations, as shown in Fig. 8(b). From the experiment, the
concentration decreases monotonically in the wall-normal direction towards
the channel centerline. There are more particles in the near-wall region in
the case of high mass loading than low mass loading, which corresponds to
an opposite trend in the channel center. Above, Fig. 3(a) shows via numeri-
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cal simulations that very high inertia particles (St+ = 2030) with high mass
loading (Φm = 0.8) tend to attenuate the turbulence [49], leading to a flat-
ter concentration profile than with low mass loading (Φm = 0.15) [7]. Even
at these high mass loadings and despite a relatively flattened concentration
profile flattened by high mass loading, there still exists a local maxmum in
concentration near the channel center. Therefore the discrepancy between
the experiments and simulations regarding the sensitivity of ΦV (y) to the
bulk mass loading remains unclear. But it seems to suggest that at this
mass loading the particles are affecting the fluid flow in a way that modifies
turbophoresis [14]. We note that the logarithmic scale of the concentration
amplifies these differences.
Figure 8: Particle concentration profile in wall-normal direction, comparison between
simulations and the experiment: (a) low concentration; (b) high concentration.
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Inertial particles preferentially accumulate in low-speed streaks — a fea-
ture that has been previously observed by both experimental observations
[20] and numerical investigations [38, 30, 42, 51, 52] in different configura-
tions (e.g., channel flow, open channel flow or planar Couette flow) over a
wide range of Reynolds numbers (Reτ = 40 − 1000). In a horizontal open
channel flow, [47] experimentally found that heavy particles near the bottom
are swept into low-speed wall streaks, from whence they are ejected again
into the flow. This phenomenon is also observed in current configuration.
From the simulation data, we count the particles with u′p < 0 or u
′
p > 0
to represent particle numbers in low or high speed regions, where u′p is the
particle fluctuation velocity at a particular wall-normal distance. The ra-
tio of Φv(u
′
p > 0) with Φv(u
′
p < 0), cast in terms of the effective volume
concentration corresponding to these particle counts, is shown in Fig. 9. Si-
multaneously, Eulerian grid points with u′f > 0 or u
′
f < 0 are plotted for the
unladen flow, where u′f is the fluid fluctuation velocity. Across the channel,
computed results from the numerical simulations agree well with each other.
Close to the wall, more particles are in low speed regions than in high speed
regions which is opposite compared to the center region. In the near-wall re-
gion, this can be explained by the mechanism proposed by [47] noted above,
that heavy particles near the bottom are swept into low-speed wall streaks,
from where they are ejected again into the flow. In the core region of the
channel, the preferential sweeping mechanism for a heavy particle interact-
ing with local flow vortical structures under its inertia and the streamwise
gravity proposed by [53] is a possible explanation for this.
Figure 9: The ratio between particle concentration with Φv(u
′
p > 0) and Φv(u
′
p < 0). For
unladen flow, the number ratio of Eulerian grid points with u′f > 0 or u
′
f < 0 are plotted.
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5.2. Flow and particle velocity statistics
5.2.1. Mean velocity
Figure 10: Mean streamwise velocity in wall-normal direction: (a, c) low mass loading;
(b, d) high mass loading. (a, b) Particle phase and carrier phase scaled by the fluid center-
line velocity in particle-laden flow; (c, d) Particle phase normalized by the fluid centerline
velocity in unladen flow.
Mean velocity profiles of the particle phase and carrier phase are shown
in Fig. 10, where panels (a,c) are for the low mass loading case and (b,d)
are for the high mass loading case. In Figs. 10(a,b), the mean velocity of
the particle phase (up) and fluid phase (u) are shown from numerical simula-
tions, and are normalized by the fluid centerline velocity of the particle-laden
flow. Both up and u overlap between the two-way coupling and four-way cou-
pling simulations, indicating that in this dilute limit both two- and four-way
coupling have weak impacts on the mean flow. The fluid velocity (u) lags
slightly behind the particle velocity (up) in the majority region of the channel
(0.15 < y/Ly < 0.85), which is also observed by [7] and [4] in vertical channel
flow but for a higher inertia particles (St+ = 2030). As previously shown in
Fig. 9, more particles in high-speed regions away from the wall result in a
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higher particle average velocity compared to the fluid mean velocity
In Figs. 10(c,d), we compare mean velocity of the particle phase (up)
between numerical simulations and experimental observations, normalized
by the fluid centerline velocity of unladen flow. Numerical simulations give
an almost identical results between low and high mass loading. However,
compared with the numerical simulations, the experimentally observed par-
ticle average velocity profile is slightly flatter in the case of low mass load-
ing but more parabolic with high mass loading. This higher sensitivity to
mass fraction in the experiments as compared to the simulations is similar
to that shown in the concentration profiles, but the differences are small
(∆up/up(EXP ) < 5%).
5.2.2. Particle velocity fluctuations
Figure 11: RMS particle fluctuation velocity in wall-normal direction, normalized by the
fluid centerline velocity in unladen flow: (a, c) low mass loading; (b, d) high mass loading.
(a, b) RMS particle streamwise fluctuation velocity, u′p,rms; (c, d) RMS particle wall-normal
fluctuation velocity, v′p,rms. For comparison, u
′
rms and v
′
rms in the simulated case of
Unladen R are plotted.
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Figs. 11(a,b) and (c,d) show the RMS particle fluctuation velocity in the
streamwise and wall-normal directions, respectively. In the streamwise di-
rection, the particle RMS fluctuation velocity is higher than the fluid’s close
to the wall, especially in the experiment. This is similar to the comparison
between the numerical simulations of [7] with experimental measurements
from [4] for high inertia particles (St+ = 2030). Away from the wall, numeri-
cal simulations correspond to the measurements closely. For the wall-normal
component of the RMS fluctuation velocity, v′p,rms is smaller than the fluid’s
across the entire channel, again similar to the experiments of [27] for a wide
range of Stokes numbers (St+ = 400−2030). Close to the wall, the measured
profile in [14] remains fairly flat across the channel and largely exceeds the
unladen fluid levels and it does not appear to vanish. At high mass loading,
this difference becomes more enhanced. Again, the simulations exhibit very
similar behavior at both mass loadings, while the experiments see an increase
in wall-normal particle velocity fluctuations.
Figure 12: Particle Reynolds shear stress as a function of wall-normal direction normalized
by the fluid centerline velocity in unladen flow: (a) low mass loading; (b) high mass loading.
For comparison, u′v′ in the case of Unladen R is plotted.
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The enhanced particle wall-normal fluctuation measured in the experi-
ments consequently contributes to a higher particle Reynolds shear stress as
shown in Fig. 12. The discrepancy between numerical simulations with the
experiment appears largely confined to the inner layer (y/Ly < 0.2 corre-
sponding to y+ < 90) with high mass loading, while they nearly overlap with
each other in the channel center (i.e. outer layer y+ > 100).
Figure 13: Skewness factor of both particle and fluid phases in the case of high mass
loading: (a) S(u′) and (b) S(u′v′). As a comparison, S(u′) and S(u′v′) of the single-phase
flow from [22] at Reτ = 180 are plotted.
The computed skewness factor S(u′) of the fluctuating velocity distribu-
tion (u′p for the particle and u
′ for the carrier phase in Eulerian grid) and
S(u′v′) (u′pv
′
p for the particle and u
′v′ for the carrier phase) is shown in Fig.
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13. Here, negative skewness indicates a heavy tail occurring on the left side
of the distribution, and positive skewness indicates that a heavy tail occurs
on the right. The skewness factor in Fig. 13(a) for u′p and u
′ is also compared
with previous DNS data for single-phase flow at Reτ = 180 computed by [22].
For the carrier phase (u′), there is general agreement between all simulation
results (current simulations and [22]) and measured data, showing a positive
skewness factor close to the wall but negative away from the wall, with a
crossover point at y+ = 20 ∼ 30. In the current numerical simulations, the
behaviour of the skew of u′p is similar, and the crossover point moves to a
higher y+ = 50 ∼ 65 compared that for u′. This is consistent with the dis-
cussion of Fig. 9, that particles reside more in the low-speed streaks close
to the wall but in high-speed streaks away from the wall. Compared to the
measured values of S(u′p), however, a different behavior is seen. The symbols
in Fig. 13(a) indicate that the probability distribution of u′p has a similar
shape across the channel, and therefore the skew of u′p has an opposite sign
with u′ away from the wall. This is in contrast to the simulations, which
show a similar qualitative behavior between S(u′) and S(u′p).
The skewness of Reynolds shear stress u′v′ is shown in Fig. 13(b), which
is antisymmetric about the center plane. From the wall to channel center, a
negative skewness factor indicates that the tail is always on the left side of the
probability distribution of u′v′. In single-phase flow, the main contribution
of the Reynolds shear stress is from ejections and sweeps in wall-bounded
turbulence [22]. Consequently, the majority of particle Reynolds shear stress
is due to particles in the same ejections and sweeps. In the experiment of
[14], it is not possible to check whether u′p and u
′
f or v
′
p and v
′
f have the same
sign at the particle positions due to the lack of simultaneous carrier phase
measurements. However they observed that the majority of the particle
Reynolds shear stress is due to the contribution from the second and fourth
quadrants of the (u′p, v
′
p) plane.
5.3. Domain tessellation
Particle preferential accumulation is a key feature of inertial particle be-
havior and has been shown to have a significant impact on turbulence mod-
ification [12]. When combined with gravitational settling, inertia has been
seen to influence the effective settling rate, where particles can fall at speeds
not equal to their terminal velocity [40, 53]; this effect is tightly linked to
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preferential accumulation. Therefore, in this section we show particle clus-
tering behaviours in the current study, and compare them to the results of
[14]. There are several techniques to identify clusters of particles, and almost
all the methods try to quantify the deviation from a uniform distribution of
particles [33]. Following [14], we focus on Vorono¨ı tessellation and the box
counting method in this section.
5.3.1. Vorono¨ı tessellation
Figure 14: Particle locations and the associated Vorono¨ı diagram in a wall-normal slab with
thickness of 2dp at two wall-normal locations: (a) near-wall region y/Ly = 0.1 (y
+ = 46);
(b) channel center y/Ly = 0.5 (y
+ = 227).
Fig. 14 shows instantaneous particle locations and the associated Vorono¨ı
diagram in a slab with thickness of 2dp close to the wall (y/Ly = 0.1) and
in the center region (y/Ly = 0.5) of case high 4 R. Based on the particle
concentration profiles shown in Fig. 8, there are less particles in the former
(y/Ly = 0.1) than in the latter (y/Ly = 0.5), which can be observed in the
particle distributions in Figs. 14(a) and (b).
In order to quantify the particle clustering behaviour, we employ a Vorono¨ı
diagram analysis, which compares the distribution of the tessellation areas in
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Figure 15: Standard deviation of the normalized Vorono¨ı area σV in a wall-normal slab
with thickness of 2dp, normalized by that of a random Poisson process, σRPP as a function
of height in wall-normal direction of the case with high mass loading. Experimental
observation from from [14] is shown as a black square close to the wall (y+ = 25) and at
the channel centerline.
the particle-laden cases with the expected random Poisson process (RPP) if
the particles were uniformly distributed (see for example [33]). Fig. 15 shows
the standard deviation (σV) of the distribution of the normalized Vorono¨ı
area V = A/A, where the inverse of the average Vorono¨ı area A indicates
the mean particle concentration. σV is scaled by the standard deviation of
a random Poisson process (RPP; σRPP = 0.52). A ratio σV/σRPP exceeding
unity indicates that particles are accumulating in clusters as compared to
truly randomly distributed particles.
Fig. 15 shows the ratio σV/σRPP for multiple wall-normal distances.
Across the entire channel, computed results from the two-way coupling con-
figuration is slightly lower than those from both of four-way coupling meth-
ods, which indicates that particle preferential accumulation is higher when
collision forces are included. This is in contrast with previous studies with-
out gravity by [29] and [35], who found that particle/particle collisions weak-
ened the preferential distribution of particles. Comparing the two four-way
coupling cases, the standard deviation is higher for case high 4 C than for
high 4 R near the wall; aside from this, they have a good agreement with
each other away from the wall (y/h > 0.11 or y+ > 40). In addition, the
ratio σV/σRPP increases monotonically with increasing wall-normal distance
(towards the center), which indicates that the particle clustering effect is
stronger in the center region but weaker in the near-wall region. The mea-
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sured σV/σRPP of [14] is from particles in slabs with thickness of 17 viscous
units. We can see that the measured σV/σRPP is lower close to the wall
whereas higher in the center compared to the numerical simulations.
5.3.2. Box counting method
Figure 16: (a,b) Deviation of particle number density distributions from uniformly dis-
tributed particles in a slab, as a function of the length of a square box. (c,d) distributions
of particle number density within the slab. Slabs (∆x+ = 60 and ∆z+ = 60) with the
thickness of ∆y/Ly = 0.036 (∆y
+ = 17) are taken at two different wall-normal heights:
(a,c) y/Ly = 0.12 (y
+ = 55); (b,d) y/Ly = 0.5 (y
+ = 227). Mean value represents for
particle number per box.
The Vorono¨ı diagram analysis compares the distribution of the tessella-
tion areas of the particles with the randomly distributed particles. Besides
the Vorono¨ı diagram analysis, here we use the box counting method to com-
pare the particle number in a square box with that for randomly distributed
particles; this process explores the length scale on which preferential concen-
tration occurs. Thus the deviation of particle number density should be the
same for randomly distributed particles when very small or large boxes are
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used to count for particle number density; see [13] and [33].
The box size should be determined in order to capture the maximum
deviation from the uniform particle distribution, which can be expressed as
(σbox− σbox,RPP ) scaled by the mean particle number density. The difference
of (σbox − σbox,RPP ) is shown in Figs. 16(a) and (b), which is computed in
the near-wall region (y/Ly = 0.12) and in the channel center (y/Ly = 0.5),
respectively. Generally, the deviation is larger in the center than that close to
the wall, similar to the deviation of the Vorono¨ı diagram analysis in Fig. 15.
Specifically, in the near-wall region as in Fig. 16(a), the computed deviation
with the use of the two-way coupling method is smaller than the four-way
coupling configurations; again this has the same trend as from the Vorono¨ı
diagram analysis shown in Fig. 15. In both the near-wall and center regions
(Fig. 16(a) and (b), respectively), numerical simulations have similar devi-
ations, however, the magnitudes are higher than the measurements of [14].
Additionally, the maximum deviation occurs on box length scales of roughly
60 wall units, which is similar to the experimental result from [13].
Consequently, particle number density distributions calculated by a box
size of 60 wall units (0.133Ly) are shown in Figs. 16(c) and (d) for the
near-wall region (y/Ly = 0.12) and in the channel center (y/Ly = 0.5), re-
spectively. The distributions computed by numerical simulations agree well
with each other. In the near wall region as shown in Fig. 16(c), the dis-
tributions of moderate inertia particles (St+ = 58.6) are different from the
randomly distributed particles, even though the deviation of the Vorono¨ı di-
agram analysis in Fig. 15 is as low as 1.1 ∼ 1.2. The measurements of [14]
show more particles in the box (mean value of 20) than the numerical sim-
ulations (mean value of 11), which corresponds to the higher concentration
profile in the experiment than in the numerical simulations in the near-wall
region (as shown in Fig. 8(b)). The experiment results actually exhibit a
near-Poisson distribution which indicates a more uniformly distributed par-
ticle layer close to the wall than that from the numerical simulations. In the
center region shown in Fig. 16(d), the measured particle number density dis-
tribution by [14] is similar to the current numerical simulations, while there
are less particle numbers in the box (mean value of 9.3) than in the numerical
simulations (mean value of 19), which corresponds to the lower concentration
profile in the experiment than in the numerical simulations in the near-wall
region (as shown in Fig. 8(b)). Both the numerical and experimental results
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show a different distribution from randomly distributed particles, indicating
a measurable particle clustering effect in the channel center.
5.4. Two-point statistics: radial and angular distribution function
Figure 17: RDF and ADF of particles in a slab with thickness of ∆y+ = 17 close to the
wall (y = 0.11h − 8.5δν to y = 0.11h + 8.5δν) in the case of high mass loading: (a,c)
Global RDF, streamwise RDF (equals to ADF (r, θ = pi/2)) and spanwise RDF (equals
to ADF (r, θ = 0)). Streamwise RDF in a slab with thickness of ∆y+ = 8 and 30 is
shown as a comparison, where spanwise and global RDF is similar between ∆y+ = 17
with ∆y+ = 8 and 30; (b,d) Contours of ADF in the x − z plane. (a,b) Case high 4 R;
(c,d) Case high 4 C.
The Vorono¨ı diagram analysis and box counting method provide a global
metric of clustering without consideration of the cluster anisotropy that fre-
quently appears in the near-wall region. In this regard, another widely used
tool to quantify particle clustering is the radial distribution function (RDF).
The radial distribution function describes how density varies as a function
of distance from a reference particle, which has been successfully applied in
homogeneous turbulence to determine particle clusters and collision mecha-
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Figure 18: RDF and ADF of particles in a slab with thickness of ∆y+ = 17 along the
center plane (y = h − 8.5δν to y = h + 8.5δν) in the case of high mass loading: (a,c)
Global RDF, streamwise RDF (equals to ADF (r, θ = pi/2)) and spanwise RDF (equals to
ADF (r, θ = 0)); (b,d) Contours of ADF in the x − z plane. (a,b) Case high 4 R; (c,d)
Case high 4 C.
nisms, see for example [48], [3], [16], and [5]. However, the RDF still pro-
vides only an omni-directional average of particle information [1]. Thus, an
expansion of RDF from 1D to 2D polar coordinates, providing an angular
distribution function (ADF), illustrates the anisotropy of particle clustering
behaviour in both distance and direction [16, 14].
The two-dimensional radial and angular distribution functions are defined
as in Eqs 12 and 13, where in the simulations particles are taken from a slab
with thickness of 0.036Ly (17 viscous units):
RDF (r) =
∑np
i=1 δNi(r)/(δr · np)
N/(Lx · Ly) , (12)
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ADF (r, θ) =
∑np
i=1 δNi(r, θ)/(δr · δθ · np)
N/(Lx · Ly) , 0 ≤ θ ≤ pi/2, (13)
where δNi(r) is the particle number between r− δr/2 and r+ δr/2 from the
center of particle i, and δNi(r, θ) is the particle number in a sector between
r− δr/2 and r+ δr/2 in the radial direction and θ− δθ/2 and θ+ δθ/2 in the
angular direction from the center of particle i; θ = 0 and θ = pi/2 correspond
to the spanwise and streamwise directions, respectively. In the present study,
we set δr = 0.05h (δr+ = 11.4) and δθ = 0.025pi to compute RDF (r) and
ADF (r, θ). The mean value is from the average of np particles from mul-
tiple snapshots in time. Finally, the distribution functions are normalized
by the surface average particle number in x − z plane (np/LxLy represent-
ing a randomly distributed particle number density), where np particles are
from a two-dimensional x− z slab taken in the wall-normal direction. Peri-
odic boundary conditions are used for particles near the boundaries in the
streamwise and spanwise directions.
Close to the wall, particle preferential accumulation in streaky structures
has been observed both numerically (e.g. [44]) and experimentally (e.g. [20]).
The clustering of particles preferably appears for moderate Stokes number
particles, i.e. St+ = O(10) [51]. The RDF and ADF of particles in a slab
close to the wall (y = 0.11h − 8.5δν to y = 0.11h + 8.5δν) for the case of
high mass loading is shown in Fig. 17. Comparing between Figs. 17(a)
and (c), the computed RDF based on four-way coupling point-force method
is weaker than that based on the volume-filtering method. The streamwise
RDF decreases to unity (unity indicates a random distribution) at r/h > 2
(r+ > 454) whereas the spanwise RDF decreases to unity at r/h ∼ 0.2
(r+ ∼ 46), which indicates that the anisotropy content of particle cluster
behaviour in the streamwise and spanwise directions.
Meanwhile, we also calculate the RDF of particles in a slab with thickness
of ∆y+ = 8 and 30. The spanwise and global RDFs are only slightly differ-
ent of particles in slabs with different thickness (figure not shown), while the
streamwise RDF decreases (respectively increases) with increasing (respec-
tively decreasing) thickness of the slab as shown in Figs. 17(a) and (c) (as
expected). The computed RDF is noticeably more correlated than the mea-
sured RDF in [14], especially near the wall, consistent with the box-counting
analysis shown previously.
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Furthermore, Figs. 17(b) and (d) depict the two-dimensional correlation
of particle pairs in both spanmwise and streamwise directions, based on cases
high 4 R and high 4 C, respectively. Clearly, the computed ADF by case
high 4 C is more correlated than case high 4 R, in both the streamwise and
spanwise directions. The distance from the maximum ADF to minimum
ADF in the spanwise direction is around ∆r = 0.4h (∆r+ = 91), which
is comparable to the well-known streak spacing (∆z+ ∼ O(100)) between
low with high speed streaks in single-phase flow. Additionally, this strong
spanwise correlation is consistent at wide angles, due to the well-organized
alternating low and high speed streaks.
Away from the wall, in the central region of the channel, the turbulence
tends to be more isotropic. Fig. 18 shows RDF and ADF of particles in
a slab along center plane (y = h − 0.015h to y = h + 0.015h) for the case
with high mass loading. Similar to the near-wall particle RDFs, the simu-
lated RDFs are clearly more correlated than the experimental RDFs of [14]
whereas the simulated RDFs based on both four-way coupling methods agree
with each other. From the contours of the ADFs in Figs. 18(b,d), there is
significantly less anisotropy of particle clustering in the channel center than
in the near-wall region.
6. Conclusion
In this study, we investigate a vertical turbulent channel flow laden with
moderate inertia particles (St+ = 58.6) in the regime of two-way coupling to
four-way coupling, with gravity aligned in the streamwise direction. Com-
puted results from two independent DNS codes (based on point-force and
volume-filtering methods), are compared directly with experimental mea-
surement.
Initially, particles are distributed randomly across the turbulent chan-
nel and gradually achieve a steady state, characterized by the particle tur-
bophoresis time scale. Based on numerical simulations, particle/particle and
particle/wall collisions have a negligible effect on the particle development
time scale at low mass loading (Φm = 6×10−3), while collisions tend to delay
the particle development time scale at high mass loading (Φm = 0.1). When
there is a fixed particle layer attached to each wall, more particles drift to-
wards the center region from the near wall region, and the computed particle
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concentration profile was similar to measurements obtained using walls on
which particle depositions had occurred.
For low mass loading (Φm = 6×10−3), the two-way coupling approach and
both four-way coupling codes give nearly the same statistical profiles (e.g.,
particle mean velocity profile, concentration profile, particle RMS fluctuation
velocity, particle Reynolds shear stress, and particle velocity skewness). On
the other hand, there are more particles near the wall in simulations than
observed in the experiment, which perhaps indicates that turbophoresis is
stronger in the computational models than in the experiment. In spite of this
discrepancy, computed results agree well with the measurement away from
the wall. However, with increased mass loading to Φm = 0.1, more particles
drift towards the channel center, and the experimental measurement suggests
a dramatic turbulence modification with mass loading which is not observed
in numerical simulations (even laden with greater number of higher inertia
particles).
Particle clustering behaviours are analysed by Vorono¨ı diagram analysis,
box counting, and radial distribution functions in the case of high mass load-
ing. Particle preferential concentration is strengthened with use of four-way
coupling. This result is opposite to that of previous investigations in [29] and
[35], who do not consider streamwise gravitational settling. Additionally, the
angular distribution function is calculated in order to gain insight into the
anisotropy of particle clusters. In the near-wall region, particle preferential
concentration is higher in the streamwise direction than in the spanwise di-
rection, especially in numerical simulations. Furthermore, the correlation
coefficient is higher with the use of the four-way coupling volume-filtering
method than point-force method. In the near-wall region, the mean distance
of particle pairs correlates to the well-known streak spacing between the al-
ternating low and high speed streaks in the single-phase flow. However, in
the center region, both the particle clusters and turbulence structures tend
to be more isotropic than in the near-wall region seen in both experiments
and numerical simulations.
Taken together, these observations point to unmet challenges in mod-
eling the behavior of wall-bounded particle-laden flows as measured in the
laboratory. The uncertainties associated to the experiments should not be
underestimated: the test case in Fong et al. [14] was designed to remove some
of the confounding factors present in previous studies, specifically the static
charge on the walls that leads to particle adhesion and unwanted rough-
ness. However, it is possible that unquantified triboelectric effects were still
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present, affecting particle-wall and particle-particle interactions. The incom-
plete streamwise development and residual turbophoretic drift may also have
impacted the statistics. The finite channel aspect ratio (8:1) would not be
considered a major factor in a single-phase flow, but the exact impact on the
particle-laden case has not been addressed. In general, even in a relatively
simple setting, to exactly identify all the consequential factors and all the
important physical processes remains a challenge.
On the other hand, point-particle DNS has well known limitations in
accounting for two-way coupling between particles and fluid flows, which
motivated a number of recent efforts [18, 19]. However, at the considered
concentrations and particle Reynolds numbers, it is not obvious how the
classical mechanisms by which particles would affect the turbulence (particle
wakes, mass loading, enhanced dissipation, see Balachandar and Eaton [2])
may account for the observed discrepancies. The weaker tendency to cluster
in the experiments is possibly an indication that the interactions between
particles and turbulent structures are not well modeled, or that unaccounted
physical effects (e.g. particle charge) play a significant role in the experi-
ments.
We underline that the present study is among the very few to directly
address quantitative differences in a one-to-one comparison between measure-
ments and simulations at matching conditions. The results clearly show that
further investigations are warranted to ultimately achieve reliable predictive
models of particle-laden turbulent flows.
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