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Abstract: Data deduplication is a capacity optimization technology used in backup systems for identifying and storing
the nonredundant data blocks. The CPU intensive tasks involved in a hash-based deduplication system remain as
challenges in improving the performance of the system. In this paper, we propose a parallel variant of the standard
cuckoo hashing that enables the hashing technique to be performed in parallel. The CPU intensive tasks of fingerprint
insertion and lookup operations are performed in parallel and distributed among the nodes of the deduplication cluster.
Furthermore, the uniform handling of the blocks by the cluster nodes involved in the process of duplicate identification
provides good load balance. Experimental evaluations using real-world backup and Linux kernel data sets reveal that
the proposed deduplication system achieves up to 100% higher backup speed, up to 28% reduced lookup latency, and up
to 24% reduced backup time than the other deduplication systems.
Key words: Deduplication, parallelized cuckoo, backup

1. Introduction
In this day and age, data deduplication has become one of the most essential components of existing storage
systems. It will gain even more importance, as data exploitation occurs, while the growth of data is estimated
to reach 44 trillion gigabytes by the year 2020. Furthermore, the International Data Corporation (IDC) says
nearly 75% of these data will be copies of original data. It gives rise to the need for a system that could
eﬀectively reduce and manage this huge volume of data eﬃciently. One such space saving technique is a data
deduplication system, which could reduce the data footprint even up to and beyond 80%.
Data deduplication is a dedicated data compression technique with which duplicate copies or redundant
data can be eliminated [1]. Traditional compression techniques [2] provide data reduction just by comparing
the redundancies within a file. Moreover, the compression techniques need a considerable amount of time to
regenerate the data. Data deduplication, on the other hand, eliminates redundancies not only by comparing the
data segments inside a single file, but also across multiple files. Furthermore, it regenerates the original data in
less time.
Duplicates can be eliminated either at whole file level [3] or even eﬀectively at block level [4,5]. In a
block level deduplication process, unique data blocks called chunks are identified, analyzed, and then stored.
During analysis, upon arrival of a new chunk, it is compared against all the existing chunks. The occurrence
of a redundant chunk is replaced with a small reference that points to the existing stored chunk. Through this
process, the amount of data that must be stored or transferred can be greatly reduced.
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A parallel approach to deduplication can improve the throughput of the deduplication backup system [6].
Parallel indexing techniques [7,8] can accelerate the fingerprint lookup in a deduplication system. The tasks
involved in the deduplication process can be assigned to diﬀerent nodes, which can further enhance parallelism.
The actual speed of traditional backup is pretty high by simply sending the files to a backup server
as it is, but the consumption of resources like storage and network bandwidth is high. The objective of this
proposed work is to build an eﬃcient data deduplication system that minimizes resources such as storage and
network bandwidth and that could parallelize the CPU intensive tasks such as fingerprint insertion, lookup,
and duplicate identification to speed up the backup process.
The contributions of this paper are as follows:
• A new parallelized variant of the standard cuckoo hashing is proposed that parallelizes the key insertion
and lookup operations across indexing structures
• A novel deduplication technique utilizing the proposed parallel version of cuckoo hashing is presented that
includes the following features:
◦ The CPU intensive tasks of fingerprint insertion and fingerprint lookup operations are distributed
across the nodes of the deduplication cluster
◦ The parallel execution of the tasks involved in deduplication yields substantial improvement in the
performance of the deduplication system
◦ The allocation of chunks to diﬀerent nodes in the deduplication cluster provides good load balance
improving resource utilization
The performance of this proposed novel technique is evaluated using four diﬀerent chunk sizes and two
diﬀerent data sets.
The remainder of this work is organized as follows. First, Section 2 describes the state of the art of
existing schemes, introducing the general concept of deduplication. Section 3 presents the proposed system
architecture, describes the standard cuckoo hashing, and introduces the proposed parallelized cuckoo hashing.
Section 4 presents our parallelized deduplication technique with a modified version of cuckoo hashing. Finally,
the performance evaluation is presented in Section 5, before the conclusions are given in Section 6.
2. Research background
Existing data deduplication techniques are broadly classified based on the factors such as granularity of duplicates, method utilized, and where deduplication is performed.
Based on granularity, deduplication may be performed at whole file level or at block level. In whole file
deduplication [3], duplicates are eliminated if and only if the files taken for deduplication exactly contain the
same content. This situation is very rare, and it may not oﬀer much reduction in storage, i.e. deduplication
rate. Hence it is preferred to use block level deduplication, in which the deferral blocks alone are stored, if there
exist two or more files with slight modification.
In a block level deduplication system, the identification of unique blocks can be eﬀected by diﬀerent
techniques such as hash-based comparison [9] or simply byte-by-byte comparison [10]. A byte-by-byte comparison of chunks becomes practically impossible for very large deduplication systems as there may be millions of
chunks. A hash-based comparison, on the other hand, can summarize the content of the chunks by creating
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a fingerprint for each chunk using any of the cryptographic hash-based algorithms [11]. Thus the process of
identifying the duplicate blocks need not access the disk every time, resulting in considerable improvement in
overall performance of the deduplication system.
A hash table-based deduplication (HT-dedupe) involves a hash-based data structure to support fingerprint lookups [12,13]. Various hashing schemes [14] are used in the literature to perform an eﬀective lookup
operation in the hash-based structure. Cuckoo hashing [15], a variant of open addressing, performs better than
conventional hashing algorithms like chained hashing, linear probing, and double hashing [14] in providing an
assurance of constant worst-case lookup time. Hence cuckoo hashing (cuckoo-dedupe) [16] and its variants are
used in deduplication systems. Cuckoo hashing, however, suﬀers from hash collisions and endless loops, which
results in throughput degradation. To mitigate collisions, locking mechanisms are employed on the hash table
[17,18]. The problems of endless loops in cuckoo hashing have been handled by variants of cuckoo hashing
[19,20]. Multithreading approaches are used to parallelize cuckoo hashing [18,20]. The proposed parallelized
cuckoo builds upon the cuckoo hashing techniques employing multithreading. Cuckoo hashing techniques using
locking mechanisms lock the hash table and support multiple reads/single writes; thereby the writes to the table
are sequential. Moreover, locking approaches introduce deadlocks. The proposed parallelized cuckoo hashing is
a lock-free approach, employing multithreading to support parallelism. Furthermore, the hash tables are placed
in two diﬀerent nodes, allowing simultaneous writes to the hash tables, and thus improve the throughput.
A centralized deduplication system relies on a single node to perform the deduplication [21], even if
it gets the input from numerous nodes. In contrast, a distributed deduplication includes multiple nodes to
perform deduplication, thus parallelizing the deduplication process. Some distributed deduplication systems
have separate indexing structures [22]. Some deduplication systems have a centralized index structure. A
distributed deduplication helps improve the scalability and throughput of the resulting deduplication system.
Cloud-based storage services such as DropBox and Google Drive accomplish storage capacity optimization using file-level deduplication across the files stored by various users [23]. Such commercial cloud storage
services can achieve significant reduction in storage costs and bandwidth requirement when chunk-level deduplication is performed. Moreover, the deduplication throughput can be increased when our proposed parallelized
deduplication technique is employed.
In order to exploit the combined benefits of the distributed deduplication approach and the cuckoo hashing
method used in a hash-based data structure, we propose a parallelized approach to cuckoo hashing. We distribute
the computationally intensive tasks of fingerprint insertion, lookup, and duplicate identification involved in a
hash-based deduplication system among the nodes of a cluster. A variant of cuckoo hashing is proposed that uses
two hash indexing structures present in diﬀerent nodes of a cluster. Both the indexing structures are involved
simultaneously in fingerprint insertion, lookup, and duplicate identification, thus parallelizing the deduplication
process.
3. System design/concepts
In this section, we depict the architecture design of our proposed system. Then we illustrate the design of our
proposed variant of cuckoo hashing, which implants a parallelized approach to the hashing technique.
3.1. Architecture overview of the proposed system
Figure 1 illustrates the architecture of our proposed system. The proposed system consists of two key functional
components, namely client and deduplication cluster.
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Figure 1. Architecture of the proposed system.

• Client The Client machines provide an interface to the backup or restore operations. It is responsible
for sending the input meant for backup to the deduplication cluster for processing. It also consists of
subfunctional components, namely a fixed size chunker and a hash engine. The fixed size chunker is
responsible for breaking the backup files into chunks of fixed size. We consider fixed size chunking owing
to its speed and computational simplicity. Extensive experiments are carried out using varied chunk sizes
such as 10 KB, 100 KB, 1 MB, and 10 MB. The hash engine is responsible for generating summary
information for the created chunks. Thus the fingerprints generated serve to uniquely identify every
chunk. Generally, a variety of cryptographic hash algorithms [11] such as MD5, SHA-1, and SHA-256 are
used to generate the fingerprints in a deduplication system. Although the SHA variants are more secure
than MD5, we use MD5, as it generates the smallest fingerprint and it is faster than the SHA variants.
The generated hash value called fingerprint along with the data block is transmitted over TCP to the
deduplication cluster.
• Deduplication cluster The deduplication cluster involves machines that are coupled using a high speed
dedicated network interface card (NIC), so that the processing does not lag on network delay. The
deduplication cluster is composed of distributed indexing structures located on the diﬀerent nodes of a
cluster. It is responsible for parallelized fingerprint insertion and lookup operations performed on the
distributed indexing structures. The duplicate chunks are identified using the hash collision on fingerprint
lookup. The fingerprint of unique chunks is inserted into the indexing structure and the unique chunks
are forwarded to the backup server and get stored there. In the event of detecting a duplicate, the chunk
is discarded, replaced by a small reference to the already existing chunk in the backup server. In order to
achieve better performance in duplicate identification, we deploy a modified version of cuckoo hashing that
is designed to work in parallel. Thus through parallel processing and elimination of dependency between
the nodes on the cluster, duplicate identification is performed at a higher speed than the existing systems.
3.2. Cuckoo hashing
Cuckoo hashing is an eﬃcient hashing technique proposed by Pagh [15] in which hash collision is addressed
by adhering to the behavior of the cuckoo bird while allocating room for new keys kicking out the existing
1420
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keys. The main advantage of using cuckoo hashing is that it provides constant worst case lookup time, O (1),
unlike various hashing techniques like linear probing and quadratic probing, where the worst case lookup time
is around O (n), where n is the number of entries in the hash table.
Cuckoo hashing uses two hash tables, T 1 , T 2 , and two hash functions termed as h 1 , h 2 . Functioning
of cuckoo hashing can be described with an illustration as given in Figure 2. When a new key K new arrives, it
always gets inserted in the first table T 1 at location l 1 = h 1 (K new ). If T 1 is already occupied by another key
K old , that is, h 1 (K old ) = h 1 (K new ) but K new ̸= K old , then we “kick out” K old and move it to its alternate
position on T 2 , l 2 = h 2 (K old ). If T 2 is already occupied by another key, then we proceed with this “kick
out” procedure until an unoccupied location is found in either T 1 or T 2 , where the key K new is stored.

Figure 2. Cuckoo hashing: (a) Present state of hash tables T 1 and T 2 ; (b) Key insert and kick-out operations.

Rehashing is a most common but very expensive operation in almost every hash-based data structure.
Cuckoo hashing can operate at its best even when the tables T 1 and T 2 are filled over 90%. It is the unique
advantage of using cuckoo hashing over other hashing techniques proposed in the literature [14], where the load,
i.e. no of entries on the table, going high degrades the performance of the hashing technique.
3.3. Proposed parallelized cuckoo
We propose a variant of a cuckoo hashing with two hash tables T 1 and T 2 of equal size present in diﬀerent
nodes of a cluster, and have two diﬀerent hash functions h 1 and h 2 . A key can be present either in table T 1 or
in table T 2 . Hash table T 1 is designed like a linear table like data structure having m slots to accommodate
the m keys. Hash table T 2 is designed as a chained-hash table having m slots. Each slot points to the head of a
linked list. The diﬀerent keys that are hashed to the same slot are placed in the same linked list. The presence
of a key, x, can then be found as illustrated in Algorithm 1.
Algorithm 1 procedure lookup(x)
1: At Node 1: if (key x, is in T 1 [h 1 (x)]) then return true
2:

At Node 2: else if (key x, is in T 2 [h 2 (x)]) then return true

3:

else return false

T1

The lookup procedure initially uses the hash function h 1 and searches for the key x, in table T 1 at slot
[h 1 (x)]. If the key is available in this slot, then the lookup is successful. If the key is not available in this
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slot, then the search is continued in table T 2 using the hash function, h 2 at slot T 2 [h 2 (x)]. If the key is not
present in both the hash tables, it results in an unsuccessful search. It can be noted that the lookup procedure
needs only two table accesses.
The insertion of a key, x, into a hash table follows the procedure as given in Algorithm 2.
Algorithm 2 procedure insert(x)
Processing: Steps 1 and 2 follow sequential processing at Node 1
Steps 4 and 5 follow sequential processing at Node 2
Parallel processing is done in Node 1 and Node 2 at the same time, with diﬀerent keys, x
1:

At Node 1: if (T 1 [h 1 (x)] = x) then return

2:

At Node 1: else if (the slot, T 1 [h 1 (x)] is NULL) then T 1 [h 1 (x)] ← x

3:

else Node 1 hands over the key, x to Node 2 and fetches the next key, x

4:

At Node 2: if (the slot, T 2 [h 2 (x)] contains x) then return

5:

At Node 2: else T 2 [h 2 (x)] ← x

The insert procedure initially checks for the existence of the key, x, in hash table T 1 in the slot, T 1
[h 1 (x)] at Node 1. If the key is available, no insert action is performed. If the slot is empty, then the key is
inserted in that slot. In contrast, if that slot is occupied by some other key rather than x, then Node 1 hands
over the key to Node 2 and the insert procedure tries to insert the key x, in the hash table T 2 in the slot,
T 2 [h 2 (x)] at Node 2. At the same time, Node 1 fetches the next key and tries to insert it in the hash table T1
using the steps 1 and 2 of the insert procedure. The insertion of the key, x, is continued in parallel at Node 2.
If the key is already present in the slot, T 2 [h 2 (x)], no insert action is performed. Otherwise, key x is inserted
in the slot, T 2 [h 2 (x)].
4. Deduplication using the proposed parallelized cuckoo hashing
Hash table-based deduplication involves using a hash table and corresponding hash functions. The essential
steps involved in such a deduplication system are chunking, fingerprint generation, hash table maintenance,
fingerprint insertion and lookup in the hash table, duplicate fingerprint identification, and elimination. This
section discusses in detail the proposed deduplication system using the proposed parallelized cuckoo hashing
illustrated in Section 3.
Even though variable size chunking yields a better deduplication ratio [5], it is CPU demanding in nature.
Hence we employ fixed size chunking, which operates at high speed as the incoming data stream is chunked at
a fixed size. Fingerprints are generated for each generated chunk using cryptographic hash algorithm MD5.
The next step is inserting the generated fingerprints into the indexing structure and finding the duplicates.
We employ our proposed parallelized cuckoo hashing algorithms depicted as Algorithm 1 and Algorithm 2, to
insert the fingerprints into the hash tables and also for the fingerprint lookups. Our proposed parallelized
deduplication approach using the proposed parallelized cuckoo hashing operates as shown in Algorithm 3.
In deduplication cluster node 1, index position for the fingerprint is computed using hash function h 1 ,
and a lookup is made on the slot T 1 [h 1 (fingerprint)] in table T 1 . If the position is vacant, the fingerprint is
inserted in that free position considering it as the chunk’s unique fingerprint. The chunk is stored in the backup
server. If the position returned by hash function h 1 is already occupied by some other fingerprint, then the
current fingerprint is handed over to Node 2. Meanwhile, Node 1 continues fetching the next fingerprint and
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Algorithm 3 Parallelized deduplication using the proposed parallelized cuckoo
Client:
1: Break data into chunks of fixed size
2: Generate chunk fingerprint using MD5 / SHA-1 / SHA-256
3:

Invoke deduplication cluster Node 1

Deduplication cluster node 1:
4: Check the availability of fingerprint in the hash table, T 1
a. If free slot found at T 1 [h 1 (fingerprint)], store the fingerprint in T 1 and move the chunk to storage
b. If found occupied, compare the fingerprint with existing fingerprint
i If matches, duplicate is identified. So pointer to the chunk is added and the actual chunk is not
stored.
ii If not matches, invoke deduplication cluster node 2 and hand over the fingerprint. Fetch the next
fingerprint from client and continue with step 4.
Deduplication cluster node 2:
5: Check the availability of fingerprint in the chained hash table, T 2
a. If free slot found at T 2 [h 2 (fingerprint)], store the fingerprint in T 2 and move the chunk to storage
b. If found occupied, compare the fingerprint with existing fingerprint.
i. If matches, duplicate is identified. So pointer to the chunk is added and the actual chunk is not
stored
ii. If not matches, the fingerprint is entered as a new bucket entry at position T 2 [h 2 (fingerprint)]

performs the same operation.
Node 2, which receives the fingerprint handed over from Node 1, makes a comparison of this fingerprint
with the already stored fingerprint held in the slot, T 1 [h 1 (fingerprint)]. If the comparison matches, then the
chunk is identified as a duplicate and a reference pointer is set to point to the chunk stored in the backup server.
In the case the fingerprint does not match, then Node 2 generates a new index with hash function h 2 and tries
to insert it in chained-hash table T 2 . If the slot T 2 [h 2 (fingerprint)] in table T 2 is vacant, the fingerprint
is simply added to T 2 considering it as unique chunk. If the slot T 2 [h 2 (fingerprint)] in T 2 is not vacant,
the search for the fingerprint goes through the entire list attached with the slot T 2 [h 2 (fingerprint)]. If a
match is found, then the chunk is identified as a duplicate and a reference pointer alone is set in the backup
server. In contrast, if a match is not found, then the fingerprint is entered as a bucket entry at position T 2 [h 2
(fingerprint)]. At this point, Node 2 waits for another handover from Node 1.
Thus Node 1 and Node 2 operate in parallel in fingerprint insertion, lookup, and duplicate identification
in our proposed deduplication system using our proposed parallelized cuckoo hashing technique.
The computational complexity of the proposed method would be O(1) in the best case, i.e. when the
fingerprints of the chunks are stored in the first hash table T 1 and when fingerprint lookups happen in T 1 . The
complexity of the proposed method would be O(n) in the worst case, i.e. when all the fingerprints of the chunks
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are inserted into the same bucket of hash table T 2 and when fingerprint lookups happen in T 2 , scanning all
the entries. We have performed an experiment showing the fingerprint distribution among the two hash tables
as shown in Figure 3. The number of fingerprints handled by the second hash table is always less than the first
hash table. Moreover, since fingerprint insertion in both the hash tables occurs simultaneously, the execution
time is reduced.
No. of chunks
1,200,000
No. of chunks handled by
Node 1
1,000,000
No.of chunks handled by
Node 2
800,000

600,000

400,000

200,000

0
1 KB 2KB

5KB 10KB 20KB 30KB 40KB 50KB
Chunck size

Figure 3. Load distributions of chunks among the cluster nodes.

4.1. Load distribution
Node 1 keeps on running for almost every incoming chunk; meanwhile Node 2 is initiated only when a collision
occurs in Node 1. However, the computationally intensive task like fingerprint comparison is being carried out
only at Node 2, which happens for almost every duplicate chunk that keeps Node 2 active. Hence, Node 1
coupled together with Node 2 provides performance enhancement, eliminating the bottleneck in the process of
deduplication.
Figure 3 depicts the load distribution among the two nodes of a cluster. Based on the results shown, it
is clearly seen that the number of chunks handled on Node 2 is always less than that of Node 1. The number
of chunks handled by Node 2 is almost equivalent to the number of chunks handled by Node 1. Also in none of
the test conditions is Node 2 left idle or unutilized. From the observations, we can conclude that Node 1 and
Node 2 have equal contribution in the system, working together in parallel to yield better performance.
5. Experiment
5.1. Experimental setup
We have implemented our proposed research prototype backup deduplication system using our proposed parallelized cuckoo hashing technique in a cluster system. The client machines providing an interface to avail
the input to the deduplication system are powered by Intel Dual Core CPU @2.2 GHz, 2 GB DDR2 RAM
modules, running Windows XP operating system. The cluster nodes of the deduplication server are powered by
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quad-core Intel i5 @2.60 GHz with total 4 GB DDR3 RAM modules, running Ubuntu 64 bit Desktop Operating
system version 14.2. The backup server used for chunk repository is powered by Intel i7 CPU with 16 GB RAM
modules.
JAVA JDK1.80 is used as the programming language, in which the default libraries are utilized for
fingerprint generation. As we use two diﬀerent machines to achieve parallelism, we use a controller to pass on
the generated fingerprint to deduplication cluster machine 1 using RMI of Java, where the given fingerprint is
compared with the entries in the hash table. If the fingerprint received is not a duplicate, then deduplication
cluster machine 2 gets invoked using RMI and the duplicate finger print identification is performed in the
chained hash table. The multithreading and RMI approaches in Java are used to achieve parallelism.
For our experiment and analysis two datasets were considered. We describe the characteristics of the
data sets.
• Linux kernel. Extracted Linux kernel, downloaded from the Linux Kernel Archives (https://www.kernel.org/)
being the first data set is made up of three consecutive releases of Linux-3.18.21, Linux-4.1.9, and Linux4.22. This data set consists of C files, header files, Python, Perl and shell scripts, text documents, and
others. Size of this data set is 1.57 GB.
• User set. The second data set is real world backup data consisting of documents, lab programs, executable,
power point presentations, mails, etc., stored in one of our institution’s servers. Its size is 11.97 GB.
5.2. Experimental evaluation
In order to perform comprehensive analysis, we compare our proposed deduplication system using parallelized
cuckoo hashing with the already existing systems, hash table based deduplication (HT-dedupe), and cuckoo
hashing based deduplication (cuckoo-dedupe). The factors such as running time, lookup latency, and backup
speed are considered.
5.2.1. Backup speed analysis
Backup speed is the speed at which the backup operation is being carried out. When the speed of backup is
improved it reduces the overall deduplication backup time. Generally the speed of the backup is computed in
megabytes per second (MBps). Higher the MBps, the higher is the speed of backup.
We examine the backup speed under varying chunk sizes of 10 KB, 100 KB, 1 MB, and 10 MB and it is
depicted in Figure 4. The deduplication system using parallelized cuckoo hashing increases backup speed over
HT-dedupe by 33% and 85% on the Linux kernel and user data sets, respectively, and over cuckoo-dedupe by
25% and 100% on the Linux and user data sets, respectively. From the obtained results it is clearly noticeable
that the backup speed reaches its maximum when the chunk size is 1 MB under both the data sets.
5.2.2. Execution time analysis
We compute execution time to be the total time taken for the entire backup process. Figure 5 shows the execution
time taken by the deduplication systems HT-dedupe, cuckoo-dedupe and our proposed P-cuckoo-dedupe. The
experiments are carried out using the above-mentioned data sets and with varying chunk sizes.
From the results, it can be found that the deduplication system using parallelized cuckoo hashing on the
Linux kernel and user data sets reduces the execution time by 23% when compared to HT-dedupe and reduces
the execution time by 20% and 24% on the Linux kernel and user data sets respectively when compared with
1425
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Figure 4. Backup speed under varying chunk sizes (a) with Linux kernel (b) with user set.
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Figure 5. Execution time for backup deduplication (a) with Linux kernel (b) with user set.

cuckoo-dedupe. It can also be seen that P-cuckoo-dedupe takes less execution time in all the experiments carried
out. This is because the parallelized cuckoo hashing works in such a way that it distributes the chunks among
the cluster nodes and carries out the fingerprint insertion in parallel, whereas the regular cuckoo hashing does
every process in a sequential way.

5.2.3. Lookup latency analysis
Lookup latency is the time taken to search whether the particular chunk’s fingerprint is already present in the
hash table or not. We examine the average lookup latency under varying chunk sizes as shown in Figure 6.
From the results obtained, we could see that the P-cuckoo-dedupe shows only a marginal improvement
of average lookup latency when compared to that of HT-dedupe and cuckoo-dedupe in almost all the cases.
However, under the chunk size of 1 MB, a substantial improvement of 28% in lookup latency is recorded. This
proves that the proposed parallelized cuckoo hashing approach is able to perform as well as the standard cuckoo
hashing approach.
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Figure 6. Average lookup latency with diﬀerent chunk sizes (a) with Linux kernel (b) with user set.

5.2.4. Comparison between the proposed parallelized cuckoo and variants of cuckoo hashing
We examine the insertion throughputs of the proposed parallelized cuckoo and compare them with the insertion
throughputs of the variants of cuckoo hashing such as libcuckoo [18] and MemC3 [17] using the Bag-ofwords dataset (http://archive.ics.uci.edu/ml/datasets/Bag+ of + Words) as shown in Figure 7. We use the
open-source implementation (https://github.com/eﬃcient/libcuckoo) for libcuckoo and implement the MemC3
Cuckoo Insert Procedure [18].
0.6

Millions of insertions per second

parallelized cuckoo

libcuckoo

MemC3
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0.1
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Figure 7. Insertion throughputs with Bag-of-words data set.

The proposed parallelized cuckoo obtains an average of 7.3% improvement over libcuckoo and 54% over
MemC3. The improved performance of the proposed parallelized cuckoo algorithm over the other variants of
cuckoo presented in the literature clearly justifies that the proposed deduplication system using the parallelized
cuckoo hashing will outperform deduplication systems developed using the other variants of cuckoo hashing.
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6. Conclusion
In this work, we proposed a parallel variant of the standard cuckoo hashing technique. We also presented our
proposed parallel deduplication system, which employs our proposed parallel cuckoo hashing technique. The
CPU intensive tasks of fingerprint insertion and lookup operations involved in a hash table-based deduplication
system are distributed among the deduplication cluster nodes.
The experimental evaluation shows that our proposed research prototype backup deduplication system
can improve the speed of backup. The total time taken for backup and the delay involved in the fingerprint
lookup are reduced. Furthermore, a good load balance is maintained across the deduplication cluster nodes.
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