Abstract. This work introduces a set of important improvements in the resolution of the Two Dimensional Cutting Stock Problem. It presents a new heuristic enhancing existing ones, an original upper bound that lowers the upper bounds in the literature, and a parallel algorithm for distributed memory machines that achieves linear speedup. Many components of the algorithm are generic and can be ported to parallel branch and bound and A * skeletons. Among the new components there is a comprehensive mpi-compatible synchronization service which facilitates the writing of time-based balancing schemes.
Introduction
The Constrained Two Dimensional Cutting Stock Problem (2DCSP) targets the cutting of a large rectangle S of dimensions L × W in a set of smaller rectangles using orthogonal guillotine cuts: any cut must run from one side of the rectangle to the other end and be parallel to one of the other two edges. The produced rectangles must belong to one of a given set of rectangle types D = {T 1 . . . T n } where the i-th type T i has dimensions l i × w i . Associated with each type T i there is a profit c i and a demand constraint b i . The goal is to find a feasible cutting pattern with x i pieces of type T i maximizing the total profit:
cixi subject to xi ≤ bi and xi ∈ AE Wang [1] was the first to make the observation that all guillotine cutting patterns can be obtained by means of horizontal and vertical builds of metarectangles, Figure 1 . Her idea was exploited by Viswanathan and Bagchi [2] to propose a brilliant best first search A * algorithm (VB) which uses Gilmore and Gomory [3] dynamic programming solution to build an upper bound. The VB algorithm uses two lists and, at each step, the best build of pieces (or metarectangles) is combined with the already found best meta-rectangles to produce horizontal and vertical builds. Hifi in [4] and later Cung et al. in [5] proposed a modified version of VB algorithm. Niklas et al. in [6] proposed a parallel version of Wang's algorithm. Unfortunately, Wang's method does not always yield optimal solutions in a single invocation and is slower than VB algorithm. Tschöeke and Holthöfer parallel version [7] starts from the original VB algorithm and uses the Paderborn Parallel Branch and Bound Library, ppbb-lib [8] . García et al. in [9] presented new data structures and a synchronous parallel algorithm for shared memory architectures. All the approaches to parallelize VB strive against the highly irregular computation structure of the algorithm. Attempts to deal with its intrinsically sequential nature inevitably appears either transformed on an excessively fine granularity or any other source of inefficiency.
This work introduces a set of important improvements when compared with previous work [9] . A new upper bound that lowers the upper bounds in the literature and a new heuristic enhancing existing ones are presented in sections 2.1 and 2.2. Section 3 exposes a parallel algorithm for distributed memory machines achieving linear speedup and good load balancing through the use of a provided timing service. The timing service described in section 4 is portable through platforms and mpi libraries. Section 5 shows the obtained computational results. The conclusions and some lines of future work are given in section 6.
Improvements to the Sequential Algorithm

A New Upper Bound
The new upper bound improves existing upper bounds. It is trivial to prove that is lower than the upper bounds proposed in [2, 4, 5, 7, 9] . The calculus of the new upper bound is made in three steps:
1. During the first step, the following bounded knapsack problem is solved using dynamic programming [5, 7] : y) is computed for each rectangle using the equations:
Finally, substituting the bound of Gilmore and Gomory [3] by F V in Viswanathan and Bagchi upper bound [2] the new proposed upper bound is obtained:
A New Lower Bound
The proposed heuristic mimics Gilmore and Gomory dynamic programming algorithm [3] but substituting unbounded vertical and horizontal combinations by feasible suboptimal ones.
..n sets of feasible solutions using r i ≤ b i and s i ≤ b i rectangles of type T i . The cross product R ⊗ S of R and S is defined as the set of feasible solutions built from R and S without violating the bounding requirements: i.e. R ⊗ S uses (min{r i + s i , b i }) i=1...n rectangles of type T i . The lower bound is given by the value H(L, W ) computed by the following equations: 
Parallel Algorithm
The general operation mode of the parallel scheme follows the structure of the VB algorithm [2] . In order to generate the complete set of feasible solutions, it is necessary to incorporate a synchronization at certain periods of time. That has been implemented using the synchronization service explained in section 4. The synchronization subroutine (lines 28-39) is called when a processor has no pending work (line 7) or when an active alarm of the synchronization service goes off. The expiration time of the alarms is fixed by the user, using the SyncroTime parameter (line 38). The information given by each processor consists of: its best solution value, the size of its open list and the set of builds that has analyzed since the last synchronization step (line 29). The elements computed by each processor must be inserted into the clists of the other processors (line 32) and also combined among them. Such combinations are uniformly distributed among processors (lines 34 and 35). The current best solution is updated with the best solution found by any of the processors, pruning nodes in open if necessary (line 31). The stop condition is reached when all the open lists are empty (line 6).
The search path followed by the parallel algorithm can be different from the sequential one. In cases where the initial heuristic finds the exact solution, the number of computed nodes is the same. However, in cases where the heuristic does not find the exact solution, changes in the search path may produce modifications on the number of explored nodes.
To have open lists fairly balanced, a parametric method has been designed. This method requires three configuration parameters: MinBalThreshold, MaxBalThreshold and MaxBalanceLength. The method is executed (lines 36-37) after the computation of the pending combinations. It is necessary to sort the set of processors attending to their open size. Processor in position i is associated with a partner located in position p − i − 1. That will match the processor with largest open list with the processor with the smallest one, the second largest one with the second smallest and so on. Partners will make an exchange if the one with larger open has more than MaxBalThreshold elements and the other has less than MinBalThreshold. The number of elements to be exchanged is proportional to the difference of the two open sizes, but it can never be greater than MaxBalanceLength.
The Synchronization Service
All synchronizations in the model are done through time alarms (alarm clocks). That makes the service independent of the particular algorithm and the mpi implementation. Every process participating in the parallel algorithm fixes the alarm to a certain time value. When the alarm goes off, the corresponding process is informed. If the alarm is fixed with the same time value and then an all-to-all exchange is done when the alarm expires, a synchronous scheme is obtained. The service is initiated on each node by starting a daemon. An alarm clock manager is created on each node. This process is in charge of attending all the alarm clocks requests coming from the algorithmic processes. For each received request, the service manager creates a new alarm clock process that will communicate to the corresponding requester. Once the communication between the requester and its alarm clock is initiated, their interaction proceeds without any intervention of the manager. Figure 3 shows the state of one computation node running two mpi processes and the synchronization service. The process at the bottom and its corresponding alarm process have already been initiated. The initialization for the process at the top is presented. First of all, each process in the parallel algorithm must ask for the alarm clock service. The manager process attends each alarm service request creating a new alarm clock process and assigning it to the requester. Then, the algorithmic process can activate the alarm clock specifying a certain amount of time. Once the specified time has passed, the alarm clock will notify the process. In this particular case, after each alarm clock notification, the mpi processes can synchronize their information. If a process finishes its work before the alarm time has expired, it can cancel its alarm and go directly to the synchronization point. If each process cancels the alarm, the synchronization will be reached earlier. This allows the user to better adapt the alarm service behaviour since the alarm can be activated or cancelled at any moment.
The communication between the algorithmic processes and the alarm manager is done through system message queues. The user activation and cancellation of alarms is done through the message queue that was assigned to it. Alarm expirations are notified by using a variable allocated in the system shared memory. System signals can be used although it may produce conflicts when combined with some available libraries.
The implemented service can scale to any number of sequential or parallel processes. Users can implement their own time alarms through the system time functions or signals, but then they would have to deal with every implementation detail. Managing multiple alarms inside the same process can be quite complex but doing it with the synchronization service is as easy as for the single alarm case.
Computational Results
The instances used in [2, 4, 5, 7, 9] are solved by the sequential algorithm in a negligible time. For that reason, the computational study here presented has been performed on some selected instances from the ones available at [10] . Tests have been run on a cluster of 8 HP nodes, each one consisting of two Intel(R) Xeon(TM) at 3.20GHz. The interconnection network is an Infiniband 4X SDR. The compiler and mpi implementation used were gcc 3.3 and mvapich 0.9.7 [11] . Table 1 presents the results for the sequential runs. The first column shows the exact solution value for each problem instance. The next two columns show the solution value given by the initial lower bound and the time invested in its calculation (all times are in seconds). Note that the designed lower bound highly approximates the final exact solution value. In fact, the exact solution is directly reached in many cases. Last column compares two different upper bounds: the one proposed in [4] and the new upper bound. For each upper bound, the time needed for its initialization, the search time, that is, the time invested in finding the exact solution without including bounds calculations, and the number of computed nodes are presented. Computed nodes are the nodes that have been transferred from open to clist and combined with all previous clist elements. The new upper bound highly improves the previous bound: the number of computed nodes decreases, yielding a decrease in the execution time. Table 2 presents the results obtained for the parallel algorithm. The search time and the number of computed nodes are shown. For 16-processors, the speedup in relation to the sequential algorithm is also presented. Both algorithms make use of the improved bounds. Figure 4 represents the speedups for the three problems with best, worst and intermediate parallel behaviours. Note that the sequential algorithm and the 1-processor parallel algorithm compute exactly the same number of nodes, but the parallel implementation introduces an overhead over the sequential algorithm. When the number of processors increases the parallel algorithm improves its behaviour. In those cases where the Table 2 . Parallel Algorithm Results heuristic reaches the exact solution, the parallel and the sequential versions always compute the same number of nodes and consequently better speedups are achieved. A few superlinear speedups appear due to cache effects. The number of computed nodes per processor is shown in Figure 5 . The chosen problems were those with the best and worst speedups. It clearly indicates that work load is fairly balanced even though the configuration parameters were not tuned in a per-problem basis.
Conclusions
This work presents a new lower bound and a new upper bound for the 2DCSP. Computational results prove the quality of such new bounds. A new parallel distributed and synchronous algorithm has been designed from the basis of the inherently sequential VB algorithm. Parallel results demonstrate the almost linear speedups and verify the high scalability of the implementation. Furthermore, a totally application-independent synchronization service has been developed. The Some improvements can be added to the current implementation. The first one refers to the load balancing scheme and lies in introducing some method to approximately calculate the work associated to each of the meta-rectangles in open. Instead of considering only the size of the lists, it would be better to consider the work load that they will generate. The other concern is related to the synchronization scheme. At the initial and latest stages of the search, many of the alarms are cancelled because processors do not have enough work. It would be interesting to have an automatic and dynamic way of fixing the time between synchronizations while the search process is progressing.
