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Abstract-In this paper, it is shown how the Lipschitz continuity of a global optimization prob- 
lem’s objective function influences the termination of a Hansen type method. The results concern 
applying different termination criteria to a Hansen method and retrieving more information than 
explicitly supplied by a certain criterion. A similar result for Moore-Skelboe methods arises, as a 
consequence. @ 2001 Elsevier Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The global optimization problem can be defined in general as follows: 
$$?w, (1) 
where x is a-possibly multidimensional-interval. Denote the set of real intervals by I[, q5 : R” 
+ R is the objective function of the problem, x E P. Note that a large class of real-life bound- 
constrained global optimization problems is covered by (l), e.g., problems where the parameters 
are given with tolerances or if the optimizers are supposed to be inside a region defined by bounds 
on the components. 
In this paper, the following notation is used: 
I(D) := {y E I[” ( y c D} (for arbitrary D C_ W”), 
x := ( minx,...,minx , ZEXl dxrr > 
x := 
( 
rntTx,...,maxx , 
XEX, ) 
m(x) := k$2, 
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w(x) := l~!c~, (% - Xi) 7 
-- 
wherex= (xl,..., x,)~ E lIn is an arbitrary interval (box). 
Problem (1) can be solved in a verified way with the aid of interval methods (see, e.g., [l-6]). 
These algorithms use inclusion functions defined as follows. 
DEFINITION 1. An interval function 4 : II” 4 II is called an inclusion function of the real function 
4 : R” 4 R over x E il”, if the inclusion property 
holds. 
The model algorithm of the class of the Hansen iriterval bisection methods for global optimiza- 
tion is given as Algorithm 1 below. 
ALGORITHM 1. (INTERVAL BISECTION METHOD FOR GLOBAL OPTIMIZATION WITH HANSEN’S 
INTERVAL SELECTION RULE.) 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
Step 5. 
Step 6. 
Let L := 0 be an empty list, a := x the current search box, 4 a given (low) objective 
function value over x, and k := 1 the iteration counter. 
Halve a into subboxes al and a2 by an orthogonal cut of its longest edge. Let I- 
min{$, 4(m(al)),$(m(az))} be the new value for 4. 
Append the new subboxes to the end of the list. 
Discard elements z from the list L for which 4(z) > 4 (cut-08 test). Use also other 
devices, if possible, to remove list elements not containing global optimizers. 
Let a be the leading element in L and let L := L \ {a}. 
If none of the termination criteria holds, then let k := k + 1 and go to Step 2. Else 
STOP. 
Interval subdivision methods for global optimization rely on the branch-and-bound principle. 
The sequence of subdivisions in Step 2 of Algorithm 1 builds the search tree, and the acceleration 
devices in Step 4 prune certain branches from it. The direction of the search in the tree is decided 
in Step 5 of the model algorithm and determined by the ordering of the list. Taking the oldest 
box in the list (Hansen type methods) results in a breadth-first method. Thus, in every moment, 
there are at most two classes of coincident boxes in the list, and there are instances where all the 
boxes of the list are of equal size. We shall call the iterations of a Hansen algorithm between two 
such iterations an iteration level [7] as formulated below. 
DEFINITION 2. Subdividing the boxes uniformly, we define iteration k of Algorithm 1 to be on 
the lth iteration level if the following holds: 
yEy& W(Y) = 2-%4 (3) 
before beginning with Step 2 of the algorithm, where L denotes the list of the kth iteration. 
For instance, let x be the unit square, hence, w(x) = 1. Let us assume that no list elements 
can be discarded during the considered iterations. Then the first three iterations of the method 
belong to the Oth iteration level since the third iteration is the first where the last remaining box 
having width 1 is halved into subboxes of width 0.5. Thus, beginning the third iteration, we 
still have a box-namely the actual box a-with width 1. The resulting four coincident boxes 
which are squares with an edge-length of 0.5 are all subdivided into further squares with 0.25 
edge-lengths during the subsequent 4 . 3 = 12 iteration steps. Hence, iterations k = 4,. . . ,15 
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belong to level 1 because all the stored boxes have widths 2-l . 1 = 0.5 or 2-’ . 1 = 0.25 and 
iteration 15 is where the last box of width 0.5 is halved getting two subboxes of width 0.25. 
Since overestimating inclusion functions can be useless if no further assumptions are made, it, 
is usual to require a property for inclusion functions [1,5] that ensures that the overestimate error 
decreases with the decreasing width of the considered interval. 
DEFINITION 3. The inclusion function 4 : II(D) -+ I of 4 : D -+ R (D C JR?) is said to be 
a-convergent for some Q: > 0 if there exists a positive constant c so that 
(VY E n(w) W(#J(Y)) -44*(Y)) I m*(Y). (4) 
It is proved in [7] that the worst case convergence rate of the Hansen algorithm is an exponential 
function of the dimension of the search region 
f(x) - $(a) = 0 (kma’“) 
assuming that C$ is a-convergent. 
A Hansen method always subdivides the boxes uniformly, and thus, the union of the boxes 
in the list converges to the set of global minimizers. We will answer the question whether one 
can predict the tightness of the inclusion on the global optimum value after certain number of 
iterations. 
2. ALGORITHM TERMINATION CRITERIAc 
The choice of appropriate termination criteria is essential in interval global optimization. More- 
over, there are investigations in progress [8] which can easily lead to algorithms able to stop much 
before the ordinary use of a termination criterion would do so. Thus, a proper albeit stopping 
criterion can save a substantial amount of computation. 
The termination criteria widely used can basically be arranged in three classes: 
(1) a given accuracy for the inclusion of the optimum value, 
(2) a sufficiently close inclusion for the set, of global optimizers, 
(3) afid a combination of the above two criteria. 
The realization of class (3) criteria is, e.g., often combined with managing a second list, Lz, 
where boxes are removed from the list L if they satisfy certain conditions as in [9]. In this case, 
the algorithm stops when the list L becomes empty. 
If the objective function 4 is Lipschitz continuous, bounds for the width of the range p(y) 
can also be given in terms of bounds on the width of y. This leads to the idea of combining 
class (1) termination criteria concerning the optimum value with Hansen methods, and bounding 
the optimum value if the termination depends on the width of the list, elements (or that of the 
actual box). 
There are several traditional, real arithmetic based ways to give an estimation on the Lipschitz 
constant as in [lo]. Moreover, interval arithmetic also gives the opportunity to calculate upper 
bounds, e.g., applying automatic differentiation tools if the objective function is differentiable 
(see, e.g., [9,11]). 
2.1. Inclusion of the Optimum Value 
If our primary goal is to calculate the optimum value of the objective function with a given 
accuracy, then the termination criterion has to reflect this aim. The simplest such stopping 
criterion is 
w(G)) < 6 (6) 
for a given E > 0. When using (6) as the termination criterion in Step 6 of Algorithm 1, then 
the interval 4(a) for the actual box a does not necessarily contain the global optimum value 
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f(x). Indeed, using a Hansen method, condition (6) can be satisfied by several actual boxes 
which do not contain any global optimizers. On the other hand, criterion (6) is not necessarily 
true for those elements z E L U {a} for which 4*(x) E c$( z ), even if we collect them from the list. 
- However, the following statement is true. 
THEOREM 1. Let the actual box a of a Hansen method on a problem (1) satisfy termination 
criterion (6) and let the objective function C#J be Lipschitz continuous and its inclusion function 4 
a-convergent. Then the following relation holds: 
$(a) - min 4(y) < ~2-~‘w~(x) + M2-‘w(x) + E, 
yELU{a} -
(7) 
where 1 is the actual iteration level, c is the coefficient from Definition 3, and M is the Lipschitz 
constant of the objective function with respect to the maximum norm. 
PROOF. Let y be an arbitrary box stored in the list. We first show that 
It is obvious that every element y of the list fulfills 4 I &m(y)) 5 q(y); thus, assuming the 
contrary of (8), we would obtain 4 < +(a). This, however, would mean that the subinterval a - 
should have already been discarded from L by the cut-off test, and hence, relation (8) is true. 
We immediately get from (8) for an arbitrary y E L U {a}, 
$(a) - g(y) = $(a) - @a) +@(a) - Cp(Y) 
L $(a) - 4(a) + q(Y) - e(Y) = w(+(a)) + w(+(Y))s - 
(9) 
Because of (6) and (9), and the arbitrary choice of y, 
&a) - yEyi&$(Y) < W(4(Y)) + E (10) 
holds. 
On the other hand, we have assumed that the objective function $J is Lipschitz continuous, 
and thus, there exists a constant M so that Ic$(z~) - $(xz)[ 5 Mllzi - ~11, for arbitrary points 
Zi,Ic2 E x. Let x1,x2 E y satisfy 4(x1) 5 c$(x) I 4(x2) for all values of z E y. Then the 
inequality llzi - 2211 5 w(y) clearly holds as well as w($*(y)) = 14(x1) - 4(x2)1. These two 
formulas and the Lipschitz continuity of 4 imply that for any y E II(x), 
w(4*(Y)) 5 MW(Y). (11) 
Let us rearrange inequality (4) from Definition 3 of the cr-convergence for w(~$(y)). Because 
of Hansen’s interval selection rule (Steps 3 and 5), w(y) 5 w(a) holds for all boxes y in the list. 
Substituting the relation w(a) 5 2-‘w(x) from Definition 2 of the iteration levels into (4), then 
inequality (ll), and at last again Definition 2 for w(y), w(y) < 2-‘w(x) into this, we get the 
following: 
w(+(y)) I cwa(y) +w(~*(Y)) I cwa(a) +w($*(y)) 
5 c2-QlW”(X) + Mw(y) 5 c2-alwa(x) + M22lw(x). 
(12) 
Now (12) yields with (10) the assertion of the theorem. I 
According to Theorem 1, applying termination criterion (6) to a Hansen method, an upper 
bound depending on the actual iteration level of the algorithm can be given for the formula on 
the left-hand side of inequality (7). The following assertion shows that this formula determines 
the width of the inclusion of the global optimum value obtained from looking up the list elements. 
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LEMMA 1. Let us apply the notation of Algorithm 1 and let a be the actual box in Step 5 and L 
the list of the kth iteration (k 2 1) of Algorithm 1. Then the following relation holds: 
(13) 
PROOF. Since 4 is an inclusion function of I$ and a c x is a subinterval, the second inequality 
of (13) follows applying Definition 1. Let z be a list element containing a global optimizer. Then 
obviously holds. The minimum minyELu{al 9(y) provides a lower bound on e(z), delivering the 
first inequality in (13). I 
Hence, Theorem 1 provides an upper bound for the accuracy of the global inclusion. This 
result can be formulated as follows. 
REMARK 1. Applying w(+(a)) < E as a termination criterion for a Hansen method, the width of 
the calculated inclusion interval for the global optimum is not greater than 
c2 +lw=(x) + M2_lw(x) + E (14) 
when using the notation of Theorem 1. 
Let us assume that we are using the termination criterion of (6). The number of levels 1 that 
have to be completed to stop the algorithm is obviously dependent on the value of E > 0. If this 
dependence could be described, we could predict the number of levels, and thus, the number of 
iterations to be completed until termination. The problem is that an overestimate of the width 
of a function’s range cannot give a usable bound on the domain’s width (let us consider, e.g., 
a constant function), and hence, the least number of iterations or iteration levels hence cannot 
be determined either. However, if we give a lower bound for the value of w(+(a)) we want to 
obtain, we can predict the minimal number of iteration levels that have to be executed, as stated 
in Theorem 2. The result can be given explicitly only for cx = 1 and a = 2. The former is the 
case for the natural interval extension and the latter for the centered forms (see, e.g., [5]). 
THEOREM 2. If the objective function 4 is Lipschitz continuous with constant A4 with respect 
to the maximum norm, and its inclusion function is a-convergent with constant c, then for the 
number 1 of iteration levels of a Hansen type method until termination using (6), there holds 
b I c2-alwU(x) + M2_lw(x) (15) 
provided we need w(+(a)) no smaller than a given 6 > 0 (S < E). Moreover, t 
(1) if cu = 1, then 1 is bounded from above, 
1 < log, (c + Mb-(x) ;- 
6 W-5) 
(2) in the case (u = 2, the upper bound of 1 is given by 
1 < log, (- + M) 44 
- 
26 (17) 
PROOF. If we rearrange (4) for w($(y)) and substitute (11) from the proof of Theorem 1 into it, 
we have 
w($(y)) I ~+VY) + Mw(y). (13) 
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The resulting formula holds for all boxes y E n(x), and hence, also for y = a, the actual box 
of Step G of the algorithm 
w(4(a)) < cwa(a) + Mw(a). (19) 
Definition 2 and the way Hansen methods choose their actual boxes imply 
w(a) = 22’w(x). (29) 
Substituting w(a) from (20) into (19) and considering the inequality 6 5 w(+(a)), we obtain 
6 I w(d(a)) I c2- alwa(x) + M2_lw(x). (21) 
If ct = 1, then (21) can be rewritten as 
6 5 (c + M-)2Pw(x) (22) 
leading to (16). 
Let now CL = 2. Then (21) has the form 
6 < cw2(4 + Mw(x) 
- 221 --y---' 
Rearranging (23), we have a quadratic inequality in 2’, 
6 (2’)2 - Mw(x) (21) - C!w2(x) I 0. 
Solving inequality (24) for 2l, we obtain 
(23) 
since 6 is positive. The first relation of (25) provides a trivial negative lower bound, while the 
second one gives (17) of the theorem. I 
A criterion similar to (6) guaranteeing a smaller inclusion error for the optimum than a given E 
can also be formulated for Hansen methods. This criterion, e.g., is the following: 
For the realization, the values of both terms have to be updated in each iteration step. 
A better termination criterion bounding the error of the inclusion of the optimum similar to (6) 
and (26) using 4 as 
d - &(a) < e. (27) 
Since it may happen that I$ = $(a), this criterion cannot sharpen the theoretical upper bound (7) 
of Theorem 1. 
2.2. Inclusion of the Optimizer(s) 
The second class of termination criteria consists of those concerning the accuracy of the in- 
clusion of the global optimizers. One of these criteria is related to a certain maximal volume of 
inclusions of the global optimizers 
c w(y) < e. (23) 
YEwa) 
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Applying this termination criterion, the volume V of the union of list elements is also bounded 
from above by 
Vl c w”(y) I 
( ) 
c w(y) Iz < En. 
YEwal YELUIal 
Equation (28) can only be satisfied if the sum of the widths of the interval hulls of the global 
optimizers’ connected components is less than E. This condition can be omitted if we apply the 
following termination criterion: 
w(y) < % for all y E L U {a}. (29) 
Since in the Hansen methods, the box with the largest width in the list is always the next to be 
subdivided, in this case criterion (29) is equivalent to 
w(a) < E. (30) 
Thus, we can give an upper bound on the width of the overestimate of the objective function 
values over the boxes in the list. 
THEOREM 3. Let us apply termination criterion (30) to Algorithm 1. Let the objective function 4 
be Lipschitz continuous and its inclusion function 4 cu-convergent. Then the following relation 
holds: 
w(~(Y)) < cca + MC, (31) 
where y is the actual box or an arbitrary box from the list, c is the constant from (4), and M the 
Lipschitz constant (with respect to the maximum norm) of the objective function q5. 
PROOF. Rearranging inequality (4) f rom the definition of a-convergence, we get 
w(4(y)) I cw”(y) +w(4*(y))* (32) 
Let us substitute relation (11) derived from the Lipschitz continuity of 4 in (32), 
~(44~)) I W*(Y) + Mw(Y). (35) 
Since for Hansen methods (30) implies (29), i.e., 
w(a) < E * w(y) < c, 
continuing inequality (33) and substituting (29) into it, we prove 
cw”(y) + Mw(y) < CP + ME. 
This result can also be formulated for other methods. Let us 
(34) 
the assertion by 
(35) I 
consider a Moore-Skelboe type 
algorithm which differs from the investigated Hansen method in the ordering of the list. The 
newly generated boxes are not appended to the end of L, but are inserted into it in Step 3 of 
Algorithm 1 in such a way that the leading box is always the one having the smallest inclusion 
function lower bound in the list. That is, the list elements y are ordered nondecreasingly regarding 
the 4(y) values. Note that a Moore-Skelboe method does not carry out uniform subdivision. - 
COROLLARY 1. Assume that a Moore-Skelboe method stops using criterion (30). If the inclusion 
function 4 of the objective function 4 is cu-convergent and C$ is Lipschitz continuous with respect 
to the maximum norm, then for the actual box a, 
w(+(a)) < CP + ME (36) 
holds, where c is the constant from (4), and M is the Lipschitz constant of the objective function. 
This result is similar to that of Theorem 1 for Hansen type methods with the difference that 
in this case the termination criterion is related to the width of the actual box itself, which is 
unusual for using with Moore-Skelboe methods. In this case, however, equation (36) provides 
an upper bound on the inclusion of the optimum since for the actual box a of a Moore-Skelboe 
method, 4*(x) E 4(a) always holds. - 
1042 A. E. CSALLNER 
3. CONCLUDING REMARKS 
The stopping criteria of interval methods for global optimization discussed in this paper are 
not new, only the aspect of applying. This can be useful if the stopping criterion we have applied 
is not in line with some extra information that is wanted, or if it is, the error estimation cannot 
be expressed explicitly from the criterion. 
If we want to use a Hansen method to have a good estimation on the inclusion of the global 
optimizers, some of the interval inclusion function values of the objective function over the result- 
ing small intervals also contain the global optimum value. An inclusion of the global optimum 
can be calculated, if the objective function is assumed to be Lipschitz continuous and the ap- 
plied inclusion function is a-convergent. The width of the inclusion can be bounded from above 
depending on the iteration level where the algorithm has stopped. Thus, an estimation can be 
given for the global optimum value. The contrary, when the number of iterations to achieve a 
certain accuracy in the objective function should be determined, cannot be calculated or even 
bounded from below. However, if the inclusion of the global optimum does not have to be very 
tight, the worst case number of iteration levels to be completed can be predicted. 
Although the Moore-Skelboe type algorithms are more popular than the Hansen methods, they 
have a fundamental drawback: they are in general not able to give a good inclusion of the set 
of global optimizers. If we still equip them with termination criteria depending on the width of 
the intervals assumed to contain global optimizers, an upper bound on the width of the global 
optimum’s inclusion can be given. This upper bound is independent of the initial size of the 
search region and of the iteration number where the algorithm has stopped. However, in this 
case, the global optimizers cannot be determined either, in general. 
The analysis presented in this work should be applicable to several further stopping rules which 
combine the termination criteria considered. 
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