Ultraviolet nebular emission lines are important for understanding the time evolution and nucleosynthetic origins of their associated elements, but the underlying trends of their relative abundances are unclear. We present UV spectroscopy of 20 nearby low-metallicity, high-ionization dwarf galaxies obtained using the Hubble Space Telescope. Building upon previous studies, we analyze the C/O relationship for a combined sample of 40 galaxies with significant detections of the UV O +2 /C +2 collisionally-excited lines and direct-method oxygen abundance measurements. Using new analytic carbon ionization correction factor relationships, we confirm the flat trend in C/O versus O/H observed for local metal-poor galaxies. We find an average log(C/O) = −0.71 with an intrinsic dispersion of σ = 0.17 dex. The C/N ratio also appears to be constant at log(C/N) = 0.75, plus significant scatter (σ = 0.20 dex), with the result that carbon and nitrogen show similar evolutionary trends. This large and real scatter in C/O over a large range in O/H implies that measuring the UV C and O emission lines alone does not provide a reliable indicator of the O/H abundance. By modeling the chemical evolution of C, N, and O of individual targets, we find that the C/O ratio is very sensitive to both the detailed star formation history and to supernova feedback. Longer burst durations and lower star formation efficiencies correspond to low C/O ratios, while the escape of oxygen atoms in supernovae winds produces decreased effective oxygen yields and larger C/O ratios. Further, a declining C/O relationship is seen with increasing baryonic mass due to increasing effective oxygen yields.
1. INTRODUCTION Carbon, Nitrogen, and Oxygen are thought to originate primarily from stars of different mass ranges; O is synthesized mostly in massive stars (MSs; M > 10M ), while C and N are produced in both MSs and intermediate-mass stars (IMS). Theoretically, only primary (metallicity independent) nucleosynthetic processes are known to produce C such that we expect the C/O ratio to be constant under the assumption of a universal initial mass function. However, the first prominent analysis of nebular C/O in galaxies of low O/H came from the study of Garnett et al. (1995) , who used Hubble Space Telescope (HST) Faint Object Spectrograph (FOS) observations to suggest that C/O continuously increases with O/H in metal-poor H II regions. Recently, Berg et al. (2016, hereafter B16) presented HST Cosmic Ori-gins Spectrograph (COS) UV spectroscopy of 12 nearby, low-metallicity, high-ionization dwarf galaxies, finding that the relationship between C/O and O/H is nominally consistent with the increasing trend reported by Garnett et al. (1995) , but with 3 significant outliers. Considering these outliers, a flat relationship with large dispersion is also viable. This empirical trend of C/O ∝ O/H suggests secondary 1 (metallicity dependent) C production is prominent and the large scatter in C/O could be due to the delayed C released from IMSs. Additionally, B16 found C/N exhibited a relatively constant trend over a large range in O/H, indicating that C may be produced by similar nucleosynthetic mechanisms as N. Therefore, the C abundance may be affected by pseudo-secondary C enrichment such as the metallicity driven winds of MSs (Henry et al. 2000) .
At higher metallicities (12 + log(O/H) > 8.0), nebular C/O abundances can be determined from optical recombination lines (e.g., Peimbert et al. 2005; López-Sánchez et al. 2007; Esteban et al. 2014) . These abundances extend the C/O relationship to larger values of O/H and show C/O increasing with increasing O/H. Thus, the overall trend of C production appears to be bi-modal, where primary production of C dominates at low metallicity, but pseudo-secondary production becomes prominent at higher metallicities.
Realistically, chemical enrichment does not occur
1 If a particular isotope is produced from the original H and He in a star, the production is said to be "primary" and its abundance relative to other heavy elements remains constant. If instead the isotope is a daughter element of heavier elements initially present in the star, the production is called "secondary" and is linearly dependent on the initial abundance of the parent heavier elements (metallicity).
in a closed box, and the relative abundance trends of galaxies may also be significantly shaped by the selective loss of heavy elements in star formation driven outflows (e.g., Matteucci & Tosi 1985; Heckman et al. 1990; Veilleux et al. 2005) . This is particularly relevant for the low-mass end of the mass-metallicity relationship (e.g., Tremonti et al. 2004 ). Owing to their smaller gravitational potentials, galactic outflows in low-mass galaxies are expected to more efficiently remove their metals (e.g., Dekel & Silk 1986; Dalcanton 2007; Peeples & Shankar 2011) , and this has been demonstrated by the trend of increasing effective yield with increasing galaxy mass (Garnett 2002) . Further, Chisholm et al. (2018b) recently reported the first observational evidence for a sample of low-mass galaxies to have larger metal-loading factors than massive galaxies, indicating that their galactic outflows remove metals very efficiently. However, while the escaping metals have been measured for several atoms including oxygen (e.g., O I in the warm outflow phase and O VI in the hot wind), no studies to date have measured the mass outflow of carbon due to the tendency of the C λ1334 absorption feature (a common tracer of galactic outflows) to be saturated. While the relative escape of C and O in galactic outflows is unknown empirically, theoretically, supernova-driven outflows could allow for the preferential loss of O on short time scales prior to C production in IMSs.
Even so, the primary source and significance of the scatter in C/O at low metallicity is unclear, in part, due to the paucity of C/O detections in metal-poor H II regions. We, therefore, build upon the results of B16, using HST spectroscopic measurements of the UV O III] λλ1660,1666 and C III] λλ1907,1909 collisionally-excited lines (CELs) in dwarf galaxies in the range of 7.6 12 + log(O/H) 8.0, where the C/O relationship is poorly constrained and many suitable targets are available. These data provide a statistically robust sample of secure C/O abundances in 19 metal-poor dwarf galaxies from which we report on the relative variation of C with respect to O, and discuss the nucleosynthetic origin and time evolution of C.
As rest-frame UV emission-line spectra are increasingly being used to determine the physical properties of high-z galaxies, these data also provide templates for interpreting the distant universe. In addition to the O III] and C III] emission observed in the UV spectra of our sample, very high ionization C IV and He II emission lines are detected. These features require especially hard ionizing radiation fields (> 47.9 and 54.4 eV for C IV and He II, respectively), where models of massive stars predict few photons. However, recent studies of z ∼ 5 − 7 galaxies have revealed prominent high-ionization nebular UV emission lines (i.e., O III], C III], C IV, He II) with extremely large EWs indicating that extreme radiation fields may also characterize reionization-era systems (Stark et al. 2015; Stark 2016; Mainali et al. 2017) . Indeed, strong high-ionization nebular emission appears to be more common in high redshift galaxies (e.g., z ∼ 5−7: Smit et al. 2014) . Further, high-ionization optical lines have been linked to the leakage of Lyman continuum (LyC) photons (necessary for reionization) both theoretically (e.g., Jaskot & Oey 2013; Nakajima et al. 2013 ) and observationally in z ∼ 0 systems (e.g., Chisholm et al. 2018a ; Izotov et al. 2018) . Therefore, the high-ionization UV emission lines of our sample, especially those with large EWs, could hold important clues about the sources of ionizing photons during the Epoch of Reionization.
We describe our sample in Section 2 and details of the UV HST and complementary optical observations in Section 3. Incorporating other recent studies in the literature, we define a high-quality, comprehensive C/O sample in Section 4.1. We derive the nebular properties and chemical abundances in a uniform manner as described in Section 4. In order to properly estimate the relative abundances, we use a grid of cloudy photoionization models to derive new analytic fits to the carbon ionization correction factors in Section 4.4. Trends of the resulting relative abundances are discussed in Section 5. Constrained by these data, we develop single-burst chemical evolution models in Section 6 and use them to interpret the scatter in the C/O and C/N relationships in Section 6.4, and the evolution of C/O in Section 6.5. Finally, we summarize our results in Section 7. For convenience, we include details of our chemical evolution code in Appendix A and tables of our emission-line and abundance measurements in Appendix B.
HIGH IONIZATION DWARF GALAXY SAMPLE
The main goal of this study is to obtain new gas-phase UV observations of C +2 and O +2 in an expanded sample of 20 dwarf galaxies to aid our understanding of the C/O versus O/H relationship and its scatter. We demonstrated in B16 that using the C III] λλ1907, 1909/O III] λ1666 line ratio is a robust way to investigate the C/O ratio and minimize observational uncertainties. In particular, this method benefits from the fact that C/O exhibits minimal uncertainty due to reddening, as the interstellar extinction curve is nearly flat over the wavelength range of interest (1600 − 2000Å) and the O III] and C III] lines have similar excitation and ionization potentials such that their ratio has little dependence on the physical conditions of the gas (i.e., nebular T e and ionization structure).
In order to fill in the C/O relationship with O/H in the sparsely measured metal-poor regime, we need objects with large equivalent widths (EWs) of high-ionization emission lines and low metallicity in the range of 7.6 12 + log(O/H) 8.0. High-ionization H II regions are needed given the energies required to ionize C + and O + are 24.8 eV and 35.1 eV respectively. High nebular electron temperatures (T e ) in low-metallicity environments allow the collisionally excited C and O transitions of interest to be observed despite their large excitation energies (6-8 eV). Using the Sloan Digital Sky Survey Data Release 12 Note.
-Selected target sample listed in order of increasing oxygen abundance. All objects are bright, compact, nearby dwarf galaxies with low metallicities as measured by their ground-based optical spectra. The first four columns give the target name used in this work, location, and redshift. Columns 5 and 6 give magnitudes from GALEX and the SDSS, respectively. Column 7 lists the oxygen abundances of our sample taken from the literature. Columns 8−10 list the median total stellar masses, star formation rates, and specific star formation rates from the MPA-JHU DR8 database.
rapidly declining redward throughput (> 2000Å) requires targets with redshifts of z < 0.04.
D 25
5 : Through a visual inspection of SDSS photometry (Gunn et al. 1998 ) using the Catalog Archive Server (CAS) database, we selected candidate targets which have compact morphologies in the sense that the diameter of their optical light profiles 5 . In B16, the selected targets were all more compact in the UV than in the optical. The compactness of our sample is demonstrated by the near-UV acquisition images shown in Figure 1 , and allows for maximum flux through the 2. 5 COS aperture. Similarly, the SDSS spectra were taken through a 3 fiber, capturing roughly the same light profile as the COS aperture.
m F U V
19.5 AB: Galaxy Evolution Explorer (GALEX) photometry (GR6; Bianchi et al. 2014) detections are required in order to ensure targets are bright enough in the FUV to enable continuum detections with COS. Note that the FUV magnitudes we inferred for three of our targets are based on their spectral energy distribution fits to their SDSS photometry and similarities to the other targets in our sample. Our final sample contains 20 nearby (0.003 < z < 0.033), UV-bright (m F U V ≤ 19.5 AB), compact (D 25 < 5 ), low-metallicity (12+log(O/H) 8.0) dwarf galaxies. Basic properties of our final sample are listed in Table 1 . Median total stellar masses (following Kauffmann et al. 2003b) , average total star formation rates (SFRs; based on Brinchmann et al. 2004) , and average total specific SFRs (sSFRs) are taken from the MPA-JHU catalogue 3 . Given our selection of nearby, compact, bright targets, our sample has very low masses and high sSFRs. The compact morphologies of our target allow for maximum flux through the 2. 5 COS aperture, which is shown as a green circle. The observations resulted in 3σ C/O detections for 19 of these galaxies (all but J084956). Note that MirrorB was used to safely acquire the FUV-brightest galaxies in our sample, resulting in the weak acquisition detections of J093006 and J092055 shown here.
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HST/COS FUV Spectra
Following the observational strategy laid out in B16, we efficiently and simultaneously observed the C and O CELs in the UV with a single orbit of COS/HST for each of our targets (HST-GO-14628). Since all sources have excellent input coordinates from the SDSS, which are generally accurate to 0.1 , we acquire our targets using the ACQ/IMAGE mode with the PSA aperture and MirrorA 4 for the COS/NUV configuration. The acquisition images in Figure 1 confirm that the COS 2.5 aperture was well aligned with the UV peak of our targets and captures the majority of the UV emission. COS FUV observations were taken in the TIME-TAG mode using the 2.5 PSA aperture and the G140L grating at a central wavelength of 1280Å. In this configuration, segment A has an observed wavelength range of 1282−2000 A 5 , allowing the simultaneous observation of the C IV λλ1548,1550, He II λ1640, O III] λλ1660,1666, N III] λ1750, Si III] λλ1883,1892, and C III] λλ1907, 1909 emission lines. We used the FP-POS=ALL setting, which takes 4 images offset from one another in the dispersion direction, increasing the cumulative S/N and mitigating the effects of fixed pattern noise. The 4 positions allow a flat to be created and cosmic rays to be eliminated. Each target was observed for the maximum time allotted in a single orbit as determined by the object orbit visibility. All data from GO-14628 were processed with CALCOS version 3.2.1 6 . In order to gain signal-to-noise we chose to bin the spectra in the dispersion direction. The COS has a resolution of R = 2,000 for a perfect point source, which corresponds to six detector pixels in the dispersion direction. We re-binned the data by a factor of six to reflect this, improving S/N without losing information. For the G140L grating, six pixels (80.3 mÅ/pix) span a resolution element of roughly 0.55Å at λ1660. By measuring individual airglow emission lines in our spectra, we found a typical FWHM ≈ 3Å, allowing us to re-bin our spectra by the six pixels of a resolution element while maintaining six resolution elements per FWHM.
SDSS Optical Spectra
Each of the targets in our sample has been previously observed as part of the SDSS DR12. We used the publicly available SDSS data (York et al. 2000) , which have been reduced with the SDSS pipeline (Bolton et al. 2012) . Preliminary emission line fluxes from the MPA-JHU data catalog were used to select these targets such that they had significant [O III] λ4363 auroral line detections. However, to ensure uniformity, we have remeasured the SDSS emission lines, as described below, and used the most recent atomic data for the subsequent analysis.
Nebular Emission Line Measurements
4 MirrorB was used to safely acquire our brightest FUV galaxies: J093006 and J092055.
5 The G140L grating on COS is characterized as having wavelength coverage out to 2405Å. However, our experience with this setup indicates a range of usefulness out to only 2000Å. The rest-frame (corrected by SDSS redshift) emission line features of the UV HST/COS spectra are plotted in Figures 2 and 3 . The emission line strengths for both the UV and optical spectra were measured using the SPLOT routine within IRAF 7 . Groups of nearby lines were fit simultaneously, constrained by a single Gaussian FWHM and a single line center offset from the vacuum wavelengths (i.e., redshift).
Emission lines in the optical SDSS spectra were fit in the same manner. However, in the cases where Balmer absorption was also clearly visible, the bluer Balmer lines (Hδ and Hγ) were fit simultaneously with multiple components such that the absorption was fit by a broad, negative Lorentzian profile and the emission was fit by a narrow, positive Gaussian profile. Note that our sample is composed of high ionization star-formation regions that display only weak Balmer absorption, consistent with the hard radiation fields from main sequence O stars, such that the absorption component is negligible for the stronger Hβ and Hα emission lines. To ensure that noise spikes are not fit, only emission lines with a strength of 3σ or greater are used in the subsequent abundance analysis.
The high-ionization C IV λλ1548,1550 and He II λ1640 emission lines were detected in several of our targets. Since these features can result from a combination of nebular and stellar features, and, in the case of C IV, can be affected by interstellar absorption, special care must be taken in their measurement and interpretation. The UV He II emission features appear narrow and so were fit with Gaussian profile widths constrained to the other nebular lines. On the other hand, many of the C IV profiles are clearly broadened and so were fit with a free width parameter. For this reason, the C IV fits do not necessarily measure solely the nebular emission. Further, we do not attempt to fit the C IV emission in galaxies with low S/N or very complicated profiles. We compare the C IV measurements to C III line strengths in Section 5.1, but reserve a more detailed analysis for a future paper.
The errors of the flux measurements were approximated using
where N is the number of pixels spanning the Gaussian profile fit to the narrow emission lines. The root mean squared (RMS) noise in the continuum was taken to be the average of the RMS on each side of an emission line. -HST/COS rest-frame emission line spectra for 10 of the galaxies in our sample with significant C and O detections. The blue lines represent the best fit to the emission lines as described in Section 3.3. Rest-frame vacuum wavelengths of the nebular emission lines are indicated by red, vertical dashed lines. Note that the spectra have been binned by 6 pixels and box-car smoothed by 3.
SDSS spectrum of one of their targets compared to an optical spectrum observed at the MMT and found the spectrophotometry to be consistent.
The COS and SDSS spectra were corrected for the Galactic extinction from Schlafly & Finkbeiner (2011) using the reddening law of Cardelli et al. (1989) , parametrized by A V = 3.1 × E(B − V ). The spectra were then de-reddened for dust extinction using a correction based on the Hα/Hβ, Hγ/Hβ, and Hδ/Hβ Balmer line ratios. The Calzetti et al. (2000) reddening law, parametrized by A V = 4.05 × E(B − V ) was used for the UV emission lines (λ < 2000Å) and the Cardelli et al. (1989) -HST/COS rest-frame emission line spectra for the remaining 10 galaxies in our sample, 9 of which have significant C and O detections (all but J084956). The blue lines represent the best fit to the emission lines as described in Section 3.3. Rest-frame vacuum wavelengths of the nebular emission lines are indicated by red, vertical dashed lines. The spectra have been binned by 6 pixels and box-car smoothed by 3. lection criteria. The reddening corrected line intensities measured for our C/O targets are reported in Tables 7−9 in the appendix. An anomaly was noted in the spectrum of J093006 (see Figure 3 ), where the O III] λ1661 line is detected but the λ1666 line (the stronger of the doublet) is absent. This is discussed further in section 4.4.
4. CHEMICAL ABUNDANCES 4.1. Expanding The Optimum C/O Sample Until recently, observations of collisionally excited C and O emission existed for only a small number of galaxies. In B16 we assembled the most comprehensive picture to date of C/O determinations by combining all published observations with 3σ detections of the UV O III] λ1666 and C III] λλ1907, 1909 emission lines. The resulting combined optimal sample consisted of 12 z ∼ 0 objects (7 new observations and 5 from past studies; see Berg et al. 2016 for more details). Recent studies of UV emission lines in nearby galaxies allow us to expand the optimal C/O sample, adding 19 detections from this work, 6 detections from Senchyna et al. (2017, using λ1661 in place of λ1666 for one target), and 3 detections from Peña-Guerrero et al. (2017) , for a total sample of 40 targets. For convenience, we provide the EW measurements of the UV emission lines for the expanded sample (when available) in Table 10 in the appendix.
Building on the B16 sample, we compute the chemical abundances for our sample, as well as the supplemented literature sources, in a uniform, consistent manner. We use the PyNeb package in python (Luridiana et al. 2012 (Luridiana et al. , 2015 , assuming a five-level atom model (De Robertis et al. 1987 ) and default atomic data, for most of the calculations in this section. For O III] λλ1661,1666 we use Aggarwal & Keenan (1999) who calculate the collision strengths for the necessary 6-level atom. The Ramsbottom & Bell (1997) Note. -The atomic data used with the PyNeb package to calculate ionic abundances. Note that the O +2 collision strengths from Aggarwal & Keenan (1999) are calculated from a 6-level atom approximation, which is required to analyze our O III] λλ1661,1666 measurements.
Agrees with updated values from Tayal (2011) . † Equivalent to Tachiev & Froese Fischer (2002) , as recommended by Stasińska et al. (2012) .
adopted atomic data is listed in Table 2 . Nebular physical conditions and the O/H, N/O, S/O, Ne/O, and Ar/O abundances are calculated from the optical spectra, whereas the C/O abundances are determined from the UV O +2 and C +2 CELs.
Temperature and Density
The derivation of the nebular physical conditions in our sample is identical to that of B16. For convenience, we briefly summarize the main points below. All of the galaxies in our sample have SDSS spectra with significant [O III] λ4363 detections that allow us to directly calculate the electron temperature, T e , of the high-ionization gas via the O III] I(λλ4959,5007)/I(λ4363) ratio.
8 Temperatures of the low and intermediate ionization zones are then determined using the photoionization model relationships from Garnett (1992) :
The [S II] λλ6717,6731 ratio is used to determine the electron densities. In cases where the [S II] ratio is consistent with the low density upper limit, we assume n e = 100 cm −3 . The electron temperature and density determinations are listed in Tables 11 − 13 in the appendix.
Ionic And Total Abundances
Ionic abundances relative to hydrogen are calculated using:
where the emissivity coefficients, j λ(i) , are functions of both temperature and density.
8 We note that the electron temperature can also be determined from the [O III] λ5007/O III]λ1666 ratio, as is commonly done in high redshift targets where the intrinsically faint optical auroral line is often undetected. However, for nearby targets, this requires combining space-and ground-based observations, potentially introducing flux matching issues and mismatched aperture effects. As a result of this mismatch, and the large dependence on reddening over this wavelength range, B16 found the
λ1666 electron temperatures to be unreliable.
Photoionization models show contributions from O

+3
(requiring an ionization potential of 54.9 eV) are typically negligible in H II regions (also see Figure 5 ). Further, we do not detect any O IV λλ1401,1405 emission, and so the total oxygen abundances (O/H) are calculated from the simple sum of O + /H + and O +2 /H + . We note, however, the presence of He II emission in some of our sample, which has a similar ionization potential as O IV. Given the difficulties to reproduce the observed He II emission using photoionization models in recent studies (e.g., Kehrig et al. 2015 Kehrig et al. , 2018 Berg et al. 2018 Kniazev et al. 2004; Berg et al. 2016) .
Other abundance determinations require ionization correction factors (ICF) to account for unobserved ionic species. For nitrogen, we adopt the convention of N/O = N + /O + (Peimbert 1967) , which is valid at a precision of about 10% (Nava et al. 2006) . Collisionally excited emission lines for α-elements are also observed in many of the SDSS spectra. For Ne we employ the ICF of Peimbert & Costero (1969) , which has been confirmed by Crockett et al. (2006) ) and (right) O +2 ionization fraction from cloudy models. Model metallicity is indicated by point color and burst age from t = 10 6.0 − 10 7.0 yrs is denoted by increasing point size. Each metallicity model is fit with a polynomial of the shape: log U = c 3 · x 2 + c 2 · x + c 1 , where
The coefficients parametrizing these fits are given in Table 3 .
where x = O + /O and Equation (7) is used when [Ar IV] λ4740 is not observed. Ionic and total O, N, S, Ne, and Ar abundances determined from the optical spectra are listed for our targets in Tables 11 − 13 in the appendix.
The C/O Abundance Ratio
In the simplest case, C/O can be determined from the C +2 /O +2 ratio alone. Since O +2 has a higher ionization potential than C +2 (54.9 eV versus 47.9 eV, respectively), regions ionized by a hard ionizing spectrum may have a significant amount of carbon in the C +3 form, causing the C +2 /O +2 ionic abundance ratio to underestimate the true C/O abundance. The metallicity dependence of the stellar continua, the stellar mass-T eff relation (Maeder 1990) , and stellar mass (Terlevich & Melnick 1985) will also systematically affect the relative ionization fractions of these species. To correct for this effect, we apply a C ICF:
where X(C +2 ) and X(O +2 ) are the C +2 and O +2 volume fractions, respectively.
We estimate the ICF as a function of the ionization parameter using cloudy 17.00 (Ferland et al. 2013 ). In B16 we used Starburst99 models (Leitherer et al. 1999) , with and without rotation, for a region of continuous star formation. Since the targets in our sample are capable of producing very high ionization emission lines (see Figures 2 and 3), we ran new cloudy models using "Binary Population and Spectral Synthesis" (BPASSv2.14; Eldridge & Stanway 2016; Stanway et al. 2016 ) burst models for the input ionizing radiation field. For these models we intentionally covered parameter space appropriate to our sample, including an age range of 10 6.0 − 10 7.0 yrs for our young bursts, a range in ionization parameter of −3.0 < log U < −1.0, with matching stellar and nebular metallicities (Z = Z neb = 0.001, 0.002, 0.004, 0.008 = 0.05, 0.10, 0.20, 0.40 Z ) that more than cover our observed gas-phase abundances (7.5 < 12+log(O/H) < 8.0 or 0.065 Z < Z neb < 0.20 Z ). The gass10 solar abundance ratios within cloudy were used to initialize the relative gas-phase abundances. These abundances were then scaled to cover the desired range in nebular metallicity, and relative C, N, and Si abundances (0.25 < (X/O)/(X/O) < 0.75). The ranges in relative N/O, C/O, and Si/O abundances were motivated by the observed values for nearby metal-poor dwarf galaxies (e.g., Garnett et al. 1999; Berg et al. 2012; Berg et al. 2016) .
These cloudy models allow us to plot the ionization parameter, log U , as a function of both log( 6.0 − 10 7.0 yrs are denoted by increasing point size. We fit each of the metallicity models with a polynomial of the shape: log U = c 3 · x 2 + c 2 · x + c 1 , where
The coefficients for these fits are listed in Table 3 .
The ionization fractions of C and O species as a function of ionization parameter, metallicity, and burst age are shown in Figure 5 . For the most part, the resulting trends are very similar to those in B16 for the Starburst99 models with and without rotation. One excep- Open symbols designate deviations due to burst age, with size increasing from t = 10 6.0 to t = 10 7.0 years. Solid symbols are color coded by the gas-phase oxygen abundance at t = 10 6.7 yrs. In each panel the different ionic species are designated by triangles, circles, squares, and diamonds in order of increasing ionization. Dashed gray lines connect the Z = 0.1 × Z models, or 12+log(O/H) = 7.7, which is a typical nebular abundance for our sample. Note. -cloudy photoionization model fits of the form 
Fig. 6.-cloudy models of the C ionization correction factor versus ionization parameter in the top panel and O +2 ionization fraction in the bottom panel. Symbols are color coded by the gasphase oxygen abundance. Open symbols demonstrate the effects of burst age, where circles are for a burst age of t = 10 6.0 yrs and triangles for t = 10 7.0 yrs. In the top plot, the best polynomial fit for each metallicity model is plotted as a dashed line, where the shaded bands span the difference in burst age. Polynomial fit coefficients are given in Table 3 . Far less scatter is seen when the C ICF is plotted versus O +2 ionization fraction, and so a single fit is sufficient.
tion is the increased dependence of C + and C +2 on metallicity at high ionization parameter (log U > −2.0). However, this is not a significant concern for the current sample given its low metallicity.
From the ratio of the modeled C +2 and O +2 ionization fractions, the C/O ICF is plotted in Figure 6 . The light color shading depicts the minimal variation in the C/O ICF with burst age, centered on models with an age of t = 10 6.7 yrs (colored lines) and extending from t = 10 6.0 − 10 7.0 yrs. However, the ICF is sensitive to metallicity, and has a smoothly varying dependence on excitation (as highlighted by Garnett et al. 1995) , so we fit each of the four metallicity models with a polynomial of the shape: ICF(C) = c 4 · x 3 + c 3 · x 2 + c 2 · x + c 1 , where x = logU and the c coefficients are listed in Table 3 .
Using the analytic fits determined here (see Table 3 ), the measured log O 32 values for our sample were used to estimated ionization parameters. These ionization pa- Fig. 7 .-Optical emission line ratios for the dwarf galaxies in our sample, as measured from their SDSS spectra. A low-mass subset (M < 10 9 M ) of the SDSS from the MPA-JHU database is plotted in gray as a comparison sample. The contours represent the 1−,2−,3−, and 4 − σ levels of the probability density function (PDF). Defined by the theoretical starburst (solid line; Kewley et al. 2001) and AGN (dashed line; Kauffmann et al. 2003a ) limits, the parameter space is divided into three sections: photoionized H II regions (below the solid line), composite regions (between the line), and AGN (above the dashed line). In all three panels the optical line ratios of our sample lie below the theoretical starburst limits (solid line), distinguishing them as photoionized H II regions.
rameters were subsequently used to determine the C ICF, and then correct the C/O abundances. The resulting C ICFs for our sample are plotted in the top panel of Figure 6 , showing only a small correction for the majority of our sample that lies between logU = −2.5 to −2.0. We estimate the uncertainty in the ICF as the scatter amongst the different models considered (relative abundances and burst age) at a given O +2 volume fraction. Ionization parameters, C ICFs, ionic and total C abundances, as well as the corrected C/O ratio, are provided in Tables 11 − 13 in the appendix.
As mentioned in section 3.3, we noted an anomaly in the spectrum of J093006 (see Figure 3) , where the O III] λ1661 line is detected but the λ1666 line (the stronger of the doublet) is absent. This effect is also seen in the UV spectrum of SB191 in Senchyna et al. (2017) Note that the C and O abundances presented here have not been corrected for the fraction of atoms embedded in dust. Peimbert & Peimbert (2010) have estimated that the depletion of O ranges between roughly 0.08−0.12 dex, and has a positive correlation with O/H abundance. C is also expected to be depleted in dust, mainly in polycyclic aromatic hydrocarbons and graphite. The estimates of the amount of C locked up in dust grains in the local interstellar medium shows a relatively large variation depending on the abundance determination methods applied (see, e.g., Jenkins 2014). For the low abundance targets presented here, and their corresponding small extinctions, the depletion onto dust grains is likely small, and therefore no correction is applied.
5. PROPERTIES OF HIGH-IONIZATION DWARF GALAXIES 5.1. Diagnostic Diagrams Many of the targets in our extended sample exhibit strong high-ionization emission lines. In Figures 2 and  3 we see that significant C IV λλ1548,1550 and He II λ1640 emission is not uncommon for the high-ionization sample presented here. The presence of collisionally excited C IV and He II from recombination indicates very hard radiation fields are needed to reach their ionization potentials of 47.9 eV and 54.4 eV respectively. Such emission line features are more commonly observed in high energy objects, such as active galactic nuclei (AGN). While previous AGN studies have shown that large C IV/C III] ratios (∼ 7.5) are typical of narrow-line AGN (e.g., Alexandroff et al. 2013) , B16 found that C IV/C III] < 1.0 can be found in high-ionization star-forming galaxies. Similarly, all of our targets have C IV/C III] flux ratios that are < 1.0.
Using the standard BPT optical emission-line diagnostics (Baldwin et al. 1981) , we show in Figure 7 that the targets in our sample have properties which are consistent with photoionized H II regions. Line measurements for the current sample are plotted as purple diamonds in comparison to the gray locus of low-mass (M < 10 9 M ) SDSS dwarf star-forming galaxies taken from the MPA-JHU database. The solid lines represent the theoretical starburst limits from Kewley et al. (2001) , and the dashed line is the AGN boundary derived by Kauffmann et al. (2003a) . Based on these plots, our sample exhibits the expected optical properties of typical photoionized regions. In the first two panels of Figure 7 our sample is located on the low-end tail of the log([N II] λ6584/Hα) and log([S II] λλ6717,6731/Hα) distributions, as is expected for metal-poor galaxies. In the last panel, the low log([O I] λ6300/Hα) ratios of our sample indicate that shock excitation has a negligible contribution to the ionization budget. -Relative enrichment of the N and α-elements for our sample (purple diamonds). To extend the oxygen abundance range, we plot direct abundances from H II regions of spiral galaxies taken from the CHAOS survey Croxall et al. 2015 Croxall et al. , 2016 Berg et al. 2019 ) as gray circles. We also plot additional dwarf galaxy N/O abundances from van Zee & Haynes (2006) and Berg et al. (2012) as gray diamonds. The purple dashed line is the N/O weighted-mean for our sample and the gray dashed lines in the bottom three panels denote the weighted-mean values of the CHAOS observations.
We plot the relative abundance ratios derived from the optical spectra for N, S, Ne, and Ar in Figure 8 . For comparison, we plot direct abundances from H II regions of spiral galaxies taken from the CHAOS survey Croxall et al. 2015 Croxall et al. , 2016 Berg et al. 2019) as gray circles, which extends the oxygen abundance range covered by CEL measurements. For nitrogen, we plot additional dwarf galaxies from van Zee & Haynes (2006) and Berg et al. (2012) , and it is shown that our sample lies to the left of the characteristic knee in the N/O versus O/H relationship around 12+log(O/H)∼ 8.0 (e.g., Henry et al. 2000; van Zee & Haynes 2006; Berg et al. 2012) , defined by the transition from primary nitrogen enrichment to primary + secondary nitrogen contributions. As a visual aid, we plot the empirical fit to stellar observations by Nicholls et al. (2017) as a a solid-green line. For our sample, we find a weighted-average of log(N/O) = −1.41±0.09 (purple dashed-line). This is consistent with the value of log(N/O) = −1.46 ± 0.14 found by Izotov & Thuan (1999) for their metal-poor blue compact galaxies with oxygen abundances of 12+log(O/H) > 7.60.
Since α-elements are predominantly produced on relatively short timescales by type II supernovae (SNe; massive stars) explosions, we expect the α-element ratios in the bottom three panels of Figure 8 to be constant. Indeed, our S/O, Ne/O, and Ar/O values are consistent with the dispersion of the CHAOS observations and their weighted-mean values, denoted by the gray dashed lines.
Relative C/O and C/N Abundances
We present the C/O versus O/H relationship for our sample of 19 star forming galaxies in the left panel of Figure 9 . The large dispersion in C/O is striking, especially given the small range in O/H. We determine the weighted mean and the scatter of the C/O abundances using the mpfitexy IDL code, which uses a least-squares fitting algorithm that allows for errors in both the x and y coordinates. The code reports the total dispersion as the RMS distance of the data from the model, as well as what fraction of the dispersion is observational versus intrinsic to the phenomenon being measured. We find a mean log(C/O)= −0.76 ± 0.06 with a total dispersion of σ tot = 0.24 dex and an intrinsic dispersion of σ int = 0.22 dex. This suggests that while no clear trend is apparent from our sample (flat vs. increasing trend), there is significant and real scatter that is not due to observational uncertainties.
Next we compare our C/O relative abundances to other measurements in the literature. In the right hand panel of Figure 9 , we also plot the 12 C/O detections from B16 as red circles and the 9 additional significant detections from Senchyna et al. (2017) In Figure 10 , the trend is extended to higher oxygen abundances by incorporating C/O determinations from optical recombination lines (teal squares: Esteban et al. 2002; Esteban et al. 2009; Esteban et al. 2014; Pilyugin & Thuan 2005; López-Sánchez et al. 2007 ). When the CEL and RL data are combined, the C/O trend appears to be consistent with the original Garnett et al. (1995) relationship, albeit with significant scatter.
Carbon and oxygen have also been measured from the UV CELs for a handful of z ∼ 2 − 3 galaxies (Pet- Esteban et al. 2014) . The dashed line is the least-squares fit from Garnett et al. (1995) . Right: Carbon to nitrogen abundance vs. oxygen abundance. C/N appears to be relatively constant across oxygen abundance, suggesting carbon may follow nitrogen in originating from primary (secondary) production at low (high) values of O/H, as suggested by previous studies (Garnett et al. 1999; Esteban et al. 2014; Berg et al. 2016) . However, there is significant scatter (σ = 0.20 dex) present. In both plots the solid blue line is the weighted mean of the significant CEL C/O detections at z ∼ 0 (blue symbols), the solid yellow line is the weighted mean of the high-z (2 z 3) detections, and the solid green line is the empirical stellar curve from Nicholls et al. (2017) . tini et al. 2000; Fosbury et al. 2003; Erb et al. 2010; Christensen et al. 2012; Stark et al. 2014; Bayliss et al. 2014; James et al. 2014; Vanzella et al. 2016; Steidel et al. 2016; Amorín et al. 2017; Rigby et al. 2017; Berg et al. 2018) . These data are plotted as yellow pentagons in Figure 10 , and their weighted mean is shown as a solid yellow line. Interestingly, C/O values for the z ∼ 2 − 3 galaxies are somewhat lower on average (highz sample: log(C/O) hz = −0.79) than the nearby dwarf galaxies of similar metallicity, but with similar dispersion (σ hz = 0.17). Berg et al. (2018) suggest that these different redshift populations may be distinguished by their ages as higher C/O values could be due to a delayed carbon contribution from low-and intermediate-mass stars. Given this offset and the real dispersion present in the observed trend, we suggest caution when using UV spectra to interpret properties of the distant universe; specifically, measurements of the UV C and O emission lines alone should not be used to predict O/H abundance.
In the right panel of Figure 10 we plot C/N versus O/H for the entire dataset. Here, we find an average log(C/N) = 0.75 for the z ∼ 0 CEL data (blue line), with a large dispersion that is similar to that of C/O: σ = 0.20. Again, the average value for the high-redshift sample is smaller than the local sample, with an average log(C/N) hz = 0.68. The dispersion for the high-redshift sample is significantly smaller (σ hz = 0.09), but is based on a small sample of the only five points that have both UV C/O and optical N/O detections.
The absence of a trend in C/N abundance for H II regions has been reported previously using both UV CELs (Garnett et al. 1999; Berg et al. 2016) and RLs (Esteban et al. 2014) . In comparison, the flat C/N trend measured here is shifted lower than, but in agreement with, the nearly constant C/N ratio found by B16 (log(C/N)∼ 0.9). The implication is that carbon is predominantly produced by nucleosynthetic mechanisms which are similar to those of nitrogen. In this scenario, primary carbon production (a flat trend) dominates at low metallicity, but metallicity-dependent production (quasi-secondary production / an increasing trend) becomes prominent at higher metallicities.
Further support for a bi-modal C/O relationship can be found in the analytic reduced−χ 2 fits to stellar abundance data by Nicholls et al. (2017) . This fit is shown as a solid green curve in the lefthand panel of Figure 10 , where the plateau for 12+log(O/H) < 8.0 corresponds to primary C production with log(C/O) = −0.8, and the increasing trend at high metallicities is due to the onset of a pseudo-secondary C contribution. By visual inspection, the empirical stellar trend follows the combined CEL + RL data nicely. The empirical C/O and N/O trends fit by Nicholls et al. (2017) also allow us to predict the stellar C/N trend. We combine their analytic C/O and N/O trends and plot the resulting stellar C/N relationship versus oxygen abundance as a solid green line in the righthand panel of Figure 10 . The stellar trend suggests that the pseudo-secondary contribution to C could be less metallicity-sensitive than secondary nitrogen production, as indicated by the shallow negative correlation between C/N and O/H.
Our data confirm the similar behavior between C and N production observed from stars. Both C and N production appear to be metallicity-dependent, however, the presence of significant scatter could indicate that they are synthesized in stars of different average masses. Then C and N would be returned to the interstellar medium on different timescales. Therefore, the dispersion in C/N of our sample may be the result of taking a snapshot of many galaxies at different times since their most recent onset of star formation.
6. THE CHEMICAL EVOLUTION OF C, N, AND O 6.1. Chemical Evolution Modeling Chemical evolution models can be used to investigate the observed abundance trends in this work, as has been done previously with samples of dwarf irregular galaxies (e.g., Matteucci & Chiosi 1983; Matteucci & Tosi 1985; Bradamante & D'Ercole 1998; Yin et al. 2011) . By comparing the relative abundances of a number of chemical species with different nucleosynthetic production mechanisms, it is possible to investigate and constrain chemical evolution scenarios. For example, Yin et al. (2011) were able to reproduce the observed spread in the C/O versus O/H abundance plane by combining simulations of individual bursting systems in which the timing, number, and burst duration, as well as metal-enhanced outflow rates, varied from model to model. Through this work, they found that, in addition to variations in the above parameters, metal-enhanced winds were necessary to fully explain the observed range in abundance ratios.
Here we investigate the relative abundance of C, N, and O in a similar exercise. Our greatly enhanced number of C/O observations relative to that used by Yin et al. (2011) gives a much better characterization of the behavior in the C/O versus O/H diagnostic diagram. In order to test how well the C/O vs. O/H relationship for our sample could be explained by variations in a bursty star formation history (SFH; i.e., varying the number of bursts, their timing, and their duration) and the fraction of newly synthesized oxygen retained by the galaxy (the effective yield, Y eff (O)) or lost through outflow, we ran a set of numerical models using the opendisk chemical evolution code (for details, see Appendix A and Henry et al. 2000) . The code treats the galaxy as a single, well-mixed zone and follows the formalism for chemical evolution described in Tinsley (1980) .
To set the stage, we first created a set of representative models which demonstrate the effects of various parameters in the C/O versus O/H diagnostic diagram. The parameters of these models are listed in Table 4 . We have varied the number of bursts of star formation (N burst ), the durations of the bursts (∆t burst ), when the bursts occur (t burst ) (effectively the star formation history), and the fraction of oxygen that is ejected during a burst of star formation (X out (O)). Figure 11 shows our results for the models listed in Table 4 in the C/O versus O/H diagnostic diagram against a background of abundance observations of several object types identified in the figure legend. Each solid line represents a model SFH with the number of bursts (N burst ), their duration (∆t burst ) in Gyr, and the ejected oxygen fraction (X out (O)) given in the legend. For these bursty models, the SFR prior to the first burst and between subsequent bursts is quiescent (zero), while infall continues throughout. For example, the nave blue track corre- sponds to a model with four bursts each with a duration of 0.15 Gyr, and where 60% of the total oxygen production is ejected into the circumgalactic medium.
All of the model tracks portrayed in Figure 11 have a characteristic shape. Starting from the lowest metallicities, the models show a declining slide in C/O, during which the interstellar medium is enriched with newly synthesized oxygen from the first SNII that in turn drive the C/O down with the build up of oxygen. The track then halts at a particular value of O/H and the C/O ratio increases at constant O/H as oxygen production is exhausted but carbon is ejected by the slower-evolving stars. Finally, C/O peaks as the burst terminates. The resulting sawtooth shape is associated with a burst episode, where a succession of bursts creates the overall zigzag shape of the curves. The number of cycles is determined by the number of bursts and each burst results into a downward-rightward translation. The burst duration plays a key role: a longer burst episode produces a larger rightward motion as more oxygen is created. Note that the shorter vertical motion in later bursts is due to a logarithmic effect, where the relative chemical enrichment of each episode becomes less as the overall metallicity increases. Finally, the vertical location of a track is directly related to the amount of oxygen outflow in the model (as can be seen by comparing the green, blue, and navy models which only vary in (X out (O)).
The above exercise clearly demonstrates that the spread observed in the C/O-O/H plane for our sample of metal-poor dwarf galaxies in Figure 11 can largely Note. -Parameters describing the chemical evolution model tracks depicted in Figure 11 . The first column lists the line color plotted in Figure 11 . Column 2 is the fraction of oxygen that is ejected during a burst of star formation (Xout(O)). Columns 3 − 5 describe the star formation history of the track, where column 3 lists the number of bursts that occur (N burst ), each lasting for the duration listed in Column 4 (∆t burst , in Gyr), and occurring at the midpoint times (t burst , in Gyr) given in Column 5.
be reproduced by differences in SFH and the amount of oxygen ejected. However, as one attempts to model individual objects, there will clearly be a uniqueness problem in the absence of a galaxy's detailed SFH such that more than one set of burst and outflow parameters can be used to model each object (i.e., the different models can overlap in the diagnostic diagram). In order to move forward in our investigation of the chemical evolution of bursting systems, we decided to chose a subset of 10 of our sample objects and compute a heuristic single-burst model of each. The result is a set of simple toy models that demonstrate how chemical abundances can be affected by a single burst of star formation that is characterized by a set star formation efficiency, burst duration, and oxygen outflow. We describe our sample of 10 objects and their corresponding models below.
Properties of the Representative Sample
A significant strength of the present study is that the galaxies in our sample have a large number of observed properties that can be used to place tight constraints on our models. In turn, this allows us to determine which modes of evolution are necessary to reproduce the properties of interest to this study, i.e., the C/O, O/H, and N/O abundances. In order to compose chemical evolution models, we need a number of characteristics for each of the galaxies. The chemical abundances have been derived from their UV and optical spectra (see Tables 11 − 13 in Appendix B). Additional galaxy properties can be determined from the SDSS photometry. Following the method laid out in Tremonti et al. (2004) , we calculate the gas fraction for the sample galaxies: µ gas = Σ gas /(Σ gas + Σ ), where the gas surface density is determined by inverting the Schmidt law of Kennicutt (1998) 
. Given the compactness of our bright targets (see Figure 1) , we use the median fiber SFRs and stellar masses from the MPA-JHU DR8, along with the SDSS fiber area, to calculate the Σ SFR and Σ , respectively. Note that the SDSS MPA-JHU derived quantities assume a Kroupa (2001) initial mass function (IMF), whereas the models used in this work adopt a Salpeter (1955) IMF. We therefore multiply the SDSS stellar masses and SFRs by a factor of 1.5 to scale from a Kroupa to a Salpeter IMF. The gas fractions and other observation-derived quantities used to constrain our models are given in Table 5. 6.3. Single-Burst Models We now fit a chemical evolution end point to each of the galaxies in the representative sample. While each object in our sample is currently forming stars, we know relatively little about its star formation history, (e.g., the number of previous bursts it has experienced or each burst's duration or intensity). Therefore, we adopt a oneburst, one-zone model for simplicity. The burst intensity is a delta function centered at a galaxy age of 12.5 Gyr and a burst duration, ∆t burst , which is treated as a free parameter. Prior to the burst, the model galaxy forms by mass infall at a rate which decreases exponentially with a characteristic time of 5 Gyr, a current time of 13.0 Gyr, and with the time increment for our models set at 0.001 Gyr. Star formation begins as the burst begins, at one-half the duration time before the central time, and then ceases after the specified duration time, ∆t burst . The rate of star formation is prescribed by a SchmidtKennicutt law with an index of 1.4 (Kennicutt 1998 ) and modulated by the star formation efficiency (SFE), our second free parameter. The stellar mass distribution is populated by a Salpeter IMF (Salpeter 1955) with an index of −1.35.
Nucleosynthetic products are presumed to be expelled into the galaxy's interstellar medium at the end of a star's lifetime in accordance with published yield prescriptions. For stars between 9 − 120 M we employ the yields for He, C, N, and O found in Meynet & Maeder (2002) −8 ), while yields for He, C, and N for 1 − 8 M stars are taken from Karakas & Lugaro (2016) . We chose this yield combination because it proved to be the most capable of matching the observed trend in log(C/O) versus 12+log(O/H) for 12+log(O/H) ≤ 8.2 for several object types (see Figure 11) . Additionally, values for stellar main sequence lifetimes from Schaller et al. (1992) are employed. As a model computation progresses through a burst, stellar yields of H, He, C, N, O and numerous alpha elements are integrated over each time point. In the case of binary star contributions to the evolution of C, O, Si, S, Cl, Ar, and Fe through SNIa events, we employ the yields of Nomoto et al. (1997) , using both the W7 and W70 models to account for metallicity effects. At the conclusion of the burst the computation ceases, and the abundance ratios C/O, N/O, C/N, and O/H are reported.
With an aim of testing the claim of Yin et al. (2011) that the observed range in C/O among galaxies was primarily due to the differences in selective outflow of oxygen, we also include outflowing oxygen gas as a free parameter. Relevant to the C, N, and O measurements of this work, selective oxygen outflows are possible if shortlived, massive stars dominate oxygen production and result in SNe-driven outflows, while C and N are predominantly produced at later times in low-and intermediatemass stars. In our models, a specified fraction of the total oxygen (X out (O)) produced by massive stars is subtracted off at each time point and accounted for in the gas mass.
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In order to match the observed details of each galaxy, the models were modulated by varying three free parameters, i.e., SFE in Gyr −1 , X out (O), and t burst in Gyr. As a first step, numerous models were run with various model inputs to probe the sensitivity of C, N, and O abundances to each parameter. In particular, through thorough testing we found that the C/O and O/H abundances are relatively insensitive to burst duration compared to N/O. We then developed an informed model prescription that allowed us to produce reasonable models: we varied (1) ∆t burst until the observed N/O ratio was suitably matched, (2) X out (O) until we found agreement between the predicted and observed value of C/O, and (3) the SFE parameter to bring the O/H abundance into agreement with the observed value. Small adjustments were then made to fine-tune the results. Each model was terminated at 13 Gyr, and, for consistency, the output values for the final time step of the burst were taken as the model result. Our goals were to match observed abundance ratio values (O/H, C/O, and N/O) to within 0.1 dex, while simultaneously matching the galaxy properties (log M , log SFR, and µ gas ) to within 0.3 to 0.4 dex. More leniency was allowed in the case of galaxy properties because of the large uncertainties in those observations.
Our model fits are provided in Table 6 . Object names are listed in column 1. In each of the six column pairs that follow, we list the observed-to-modeled (O/M) value ratio alongside the model-predicted (Mod.) value for Note.
-Observed and derived sample properties used as inputs to the chemical evolution models described in §6.3. Column 3 lists the luminosity distance in Mpc as determined from the SDSS redshift in Column 2, and Column 4 lists the projected SDSS fiber area, assuming a 3 fiber. Columns 5 and 7 list the median fiber stellar masses and SFRs from the MPA-JHU DR8, scaled by a factor of 1.5 to convert from a Kroupa to a Salpeter IMF. The fiber masses and SFRs were used in order to simplify the surface density calculations, listed in Columns 6 and 8. The gas surface density in Column 9 was then determined using the Schmidt law of Kennicutt (1998) . Finally, the gas fraction, µgas = Σgas/(Σgas + Σ ), in Column 10 is used to estimate the total baryonic mass in Column 11. the parameter indicated to quantify the goodness of the model. Note that except for µ gas , the modeled values are expressed logarithmically, while O/M and µ gas values are in linear form. For the discussion of the results, we have switched to expressing the parameter X out (O) as its complement, Y eff (O) = 1 − X out (O), i.e., the effective yield fraction 10 of oxygen. The next three columns list the values for our three variable parameters used in the most successful models to provide the best match to the observations, namely SFE, Y eff (O), and t burst . The matches between model and observation are mostly within our stated tolerances. The biggest exceptions are the SFRs, with the predicted values for J141851 and J132347 being nearly 10 times higher than the observed level. No amount of tweaking of parameters could bring the SFR in line with the observations without worsening the agreement with several other observables. Other discrepancies are far less troublesome.
10 Here we are defining effective yield fraction as the portion of the total stellar mass yield of an element at each time step that remains within the galaxy. , and t burst (bottom panels). Note how the 10 model points nicely span the area occupied by our current objects (black diamonds) as well as metal-poor dwarf galaxies from other studies (circles and triangles).
We see in the left column of panels that greater values of C/O are associated with higher SFE (Fig. 12a) , lower Y eff (O) (Fig. 12b) , and shorter t burst (Fig. 12c) . From the center column of panels we see that objects with higher N/O values are associated with lower SFE values (Fig. 12d) , higher Y eff (O) (Fig. 12e) , and longer t burst (Fig. 12f) . In the right column, high C/N levels, like those of C/O, are associated with high SFE (Fig 12g) , Table 6 ), where the color-coding indicates star-formation efficiency (SFE; top row), effective oxygen abundance yield (Y eff (O); middle row), and burst duration (∆t burst ; bottom row). The observed C/O ratio is clearly sensitive to all three model parameters.
low Y eff (O) (Fig. 12h) , and short t burst (Fig. 12i) .
These trends suggest that SFE is indirectly related to both Y eff (O) and t burst . Apparently, efficient star formation is associated with greater oxygen outflow in these low mass systems ( Fig. 12a and 12b) . At the same time, more efficient star formation depletes a greater portion of interstellar gas by forming more stars at a higher rate, plus the greater number of stars per unit of gas drives more outflow of ambient gas. These two factors are likely reasons why the burst duration time is shorter (Fig. 12c) 11 . Additionally, when the duration time is shorter, less nitrogen from the slowly-evolving, lowermass stars is ejected within that time (Fig. 12f) . Thus, at the end of a burst, the ratio of N/O is lower in a system with high SFE (Fig. 12d) . With N/O lower and C/O higher, C/N will behave like C/O, i.e., it is higher when the SFE is higher (Fig. 12g) , Y eff (O) is lower (Fig. 12h) , and T burst is shorter (Fig. 12i). 6.5. The C/O Trend in Metal-Poor, Dwarf Galaxies 11 Our code does not account for stellar driven outflow, so we are unable to verify this idea computationally.
Carbon and Oxygen are thought to originate primarily from stars of different mass ranges; O is synthesized mostly in massive stars (MSs; M > 10M ), while C is produced in both MSs and intermediate-mass stars. Theoretically, only primary (metallicity independent) nucleosynthetic processes are known to produce C so we would naively expect C/O to be constant in a closed-box model. Empirically, however, C/O increases proportionally with O/H for 12+log(O/H) > 7.0 (see Figure 11 ), suggesting some pseudo-secondary (metallicity dependent) C production is prominent and/or galactic flows are modifying C/O. Certainly, some pseudosecondary C enrichment results from low-mass asymptotic giant branch stars (e.g., Kobayashi et al. 2011 ) and the metallicity-dependent winds of MSs (e.g., Henry et al. 2000) , but these effects are small in the metal-poor range by definition.
As suggested in B16, C/O may instead follow a bi-modal relationship, where primary C production dominates in metal-poor dwarf galaxies, and pseudosecondary C production becomes important at some 12+log(O/H )> 8. In this case, as discussed in Sec- tion 6.4, the C/O ratio in an individual metal-poor dwarf galaxy depends most critically on its specific SFH and effective oxygen yield. Then, higher total galaxy baryonic mass (M + M gas ; see Tables 5 and 6 ) will produce a stronger gravitational potential and likely cause a reduction of outflows both of fresh stellar ejecta as well as ambient interstellar gas. This is consistent with Chisholm et al. (2018b) who find that the observed outflows from low-mass galaxies remove a larger fraction of their gas-phase metals compared to more massive galaxies. Therefore, the more massive galaxies in our sample should exhibit longer burst durations (more fuel for star formation), higher effective oxygen yield fraction (less oxygen outflow), and lower C/O. Indeed, in the top panel of Figure 13 , we plot log(C/O) versus total baryonic mass, log(M T ), and find a decreasing relationship. Further, this declining C/O trend with increasing mass may correspond to an increase in the retained O abundance, as indicated by the Y eff (O) trend in the bottom panel of Figure 13 . We have fit the modeled data points in Figure 13 using a linear regression analysis (black line). While the resulting trends are suggestive, with Pearson correlation coefficients of r = −0.71 for the C/O relationship and r = 0.69 for the oxygen effective yield fraction relationship, the p-values are only 0.022 and 0.028, respectively. Thus, these are only 2σ trends at present, and are limited by the large uncertainty in the mass measurements and the small number of modeled points. Nonetheless, the range in mass of our sample, and the subsequent gravitationally modulated Y eff (O), could explain a significant portion of the observed scatter in C/O.
SUMMARY AND CONCLUSIONS
In this work, we present UV spectroscopy of 20 nearby low-metallicity high-ionization dwarf galaxies obtained using the Cosmic Origins Spectrograph on the Hubble Space Telescope. Building upon the study by B16, we build an expanded sample consisting of 40 local galaxies with the required detections of the UV O +2 and C +2 collisionally excited lines and direct-method oxygen abundance measurements. With these data we explore the relative abundance trends in high-ionization, low-metallicity (12+log(O/H) < 8.0) galaxies such as the large degree of scatter in nebular carbon measurements, their possible correlation with nitrogen abundance, and note the presence of very high ionization He II and C IV emission lines.
In order to measure the most accurate C/O abundances possible, we produce new analytic functions of the carbon ionization correction factor (ICF). To do so, we create a custom grid of cloudy photoionization models, using Binary Population and Spectral Synthesis (BPASS) burst models as inputs, that are fine-tuned to match the properties of our sample. Using our custom ICFs and measured C/O abundances, we confirm the flat trend in C/O versus O/H reported by B16 for local metal-poor galaxies, finding an average log(C/O) = −0.71 with a dispersion of σ = 0.17 dex. In contrast to earlier studies that found a linear relationship between C/O and O/H (e.g., Garnett et al. 1995) , this work shows a large and real scatter in C/O over a large range in O/H. Given the fact that UV emission-line spectra are increasingly being used to determine the physical properties of high-z galaxies, this result advocates for more care in interpreting the distant universe; specifically, measurements of the UV C and O emission lines alone do not necessarily provide a good indicator of the O/H abundance.
The C/N ratio also appears to be constant at log(C/N) = −0.75, but with significant scatter (σ = 0.20 dex). Given that N/O is known to follow a bi-modal relationship, where secondary nitrogen production becomes important at oxygen abundances of 12+log(O/H) 8.0, this relatively flat C/N trend suggests that carbon production may also experience a significant pseudosecondary mechanism at moderate-to-high oxygen abundances. If true, then both C and N experience metallicity-dependent enrichment, and the large scatter observed for C/N ratios is surprising. This result could indicate that C and N production is dominated by stars of different masses on average such that C/N production is time sensitive.
To better understand the observed abundance trends for our sample, especially the broad variation in the observed C/O and C/N abundance ratios, we have constructed individual heuristic chemical evolution models of 10 low metallicity star-forming dwarf galaxies. By employing single-burst models in which the only variable parameters are the star formation efficiency, the burst duration, and the amount of newly synthesized oxygen which is lost from the galaxy due to outflow, we have closely matched the abundance ratios while approximating several global physical properties of each galaxy. Through this simple exercise, we find the C/O ratio to be very sensitive to the detailed star formation history, where longer burst durations and lower star formation efficiencies correspond to low C/O ratios.
Additionally, we verify that variations in the effective yield fraction of oxygen can produce the large range in observed abundance ratios of C/O, N/O, and C/N, as originally suggested by Yin et al. (2011) .
Collectively, the characteristics of our group of models suggests that the total baryonic mass of a galaxy is the ultimate determinant for the effective oxygen yield and, therefore, the value of the relative abundance ratios involving CNO in our galaxy sample. Further work in modeling more of these galaxy types, especially those with detailed star formation histories, will improve and solidify our understanding of the broad variation in the observed abundance ratios and what they tell us about the chemical evolution of the important CNO elements. DAB and DKE are grateful for partial support by the US National Science Foundation through the Faculty Early Career Development (CAREER) Program, grant AST-1255591. Additionally, support for program #14628 was provided by NASA through a grant from the Space Telescope Science Institute, which is operated by the Associations of Universities for Research in Astronomy, Incorporated, under NASA contract NAS5-26555. We also thank the referee for useful comments that helped make the analysis in this work more transparent.
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where α=1.35 and m down = 1 M . Finally, the star formation rate ψ(t) is given by ψ(t) = ν g(t) M (t)
where ν is the star formation efficiency in Gyr −1 . The index of 1.4 in eq. A10 is taken from Kennicutt (1998) . Nucleosynthetic products were presumed to be produced during, and expelled into the galaxy's interstellar medium at the end of, a star's lifetime in accordance with published yield prescriptions. For stars between 9-120 M we employed the yields for He, C, N, and O found in Meynet & Maeder (2002) ; Chiappini et al. (2003b for Z= 10 −5 , 0.004, and 0.02) and Hirschi (2007 for Z=10 −8 ), while yields for He, C, and N for 1-8 M stars were taken from Karakas & Lugaro (2016) . Additionally, values for stellar main sequence lifetimes from Schaller et al. (1992) were employed. As a model computation progressed through a burst, stellar yields of H, He, C, N, O and numerous alpha elements were integrated over each time point. In the case of binary star contributions to evolution of C, O, Si, S, Cl, Ar, and Fe through SNIa events, we employed the yields of Nomoto et al. (1997) , using both the W7 and W70 models to account for metallicity effects. At the conclusion of the burst the computation ceases, and the abundances of C/O, N/O, C/N, and O/H are reported.
Our calculations assumed a time step length of one million years, a value which is less than the main sequence lifetime of a star with a mass equal to m up , or 120 M . At each time point, the increment in z x was calculated by solving eq. A6 and the required subordinate equations A7 and A8. This increment was then added to the current value and the program advanced to the next time step. Finally, the total metallicity at each point was taken as the sum of the mass fractions of all elements besides H and He. The unit of time is the Gyr, while the mass unit is the solar mass.
B. EMISSION-LINE INTENSITY AND ABUNDANCE TABLES
Here we present the measured and derived quantities from the HST/COS rest-frame UV spectra of the sample presented in this work. In Tables 7 − 9 we present the reddening-corrected emission-line intensities for our 20 nearby, compact dwarf galaxies. The UV emission-line equivalent widths (EWs) of targets in our sample, and other studies referenced in this paper, with 3σ UV CEL C/O detections are listed in Table 10 . Finally, we list the nebular gas conditions and relative abundance ratios derived from the rest-frame optical and UV spectra in Tables 11 − 13. Note. -The flux values for each object listed are the reddening corrected intensities ratios relative to C III] λλ1907,1909×100 for the UV emission lines and Hβ × 100 for the optical emission lines. The last three rows are the dust extinction and the raw fluxes for C III] λλ1907,1909 and Hβ, in units of 10 −16 erg s −1 cm −2 , measured from the HST and SDSS spectra, respectively. Details of the spectral reduction and line measurements are given in Section 3. 
