We consider a single-machine scheduling problem with each job having an uncertain processing time which can take any real value within each corresponding closed interval before completing the job. The scheduling objective is to minimize the total weighted flow time of all n jobs, where there is a weight associated with each job. We establish the necessary and sufficient condition for the existence of a job permutation which remains optimal for any possible realizations of these n uncertain processing times. We also establish the necessary and sufficient condition for another extreme case that for each of the n! job permutations there exists a possible realization of the uncertain processing times that this permutation is uniquely optimal. Testing each of the conditions takes polynomial time in terms of the number n of jobs. We develop precedence-dominance relations among the n jobs in dealing with the general case of this uncertain scheduling problem. In case there exist no precedence-dominance relations among a subset of n jobs, a heuristic procedure to minimize the maximal absolute or relative regret is used for sequencing such a job subset. Computational experiments for randomly generated instances with n jobs (5 ≤ n ≤ 1000) show that the established precedence-dominance relations are quite useful in reducing the total weighted flow time.
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Introduction
Most real-life scheduling problems involve some forms of uncertainty. In dealing with an uncertain parameter (say, an uncertain processing time) of a scheduling problem, a traditional approach is to assume that the uncertain parameter is a random variable with a specific probability distribution (see the second part of monograph [1] ). It is worthwhile to mention that in many real-life scheduling situations with an uncertain parameter, we may have no sufficient information to characterize the probability distribution for the uncertain parameter. Therefore, different approaches and techniques are needed [2] . A variational inequality approach [3] was proposed with an application to the calculation of dynamic traffic network. A stability radius with a two-stage (off-line planning and on-line scheduling) scheduling approach [4, 5] was proposed. A robust schedule was proposed [6] [7] [8] [9] [10] [11] for a decision-maker who prefers a solution that hedges against the worst possible scenario.
Two types of robustness have been distinguished for a scheduling problem with uncertain processing times: Quality robustness and solution robustness [6] . The former is a property of the schedule whose objective function value does not deviate much from optimality while small changes in the job processing times occur. The latter can be described as robustness in the solution space. A decision-maker might be forced to modify the original schedule when changes in the job processing times occur. Thus, quality robustness is a property of a schedule that is more or less stable with respect to changes of the job processing times before these changes occur (off-line scheduling), while solution robustness refers to the schedule stability after changes of the job processing times have occurred (on-line scheduling).
For both types of robustness, it is useful to construct a minimal set of dominant schedules which optimally cover all possible scenarios (possible realizations of the uncertain job processing times) in the sense that for any possible scenario there exists at least one schedule in this dominant set which is optimal. If this dominant set consists of one schedule (the simplest case of off-line scheduling), then this schedule will remain optimal for any possible scenario. In the general case, the set of dominance schedules enables a decision-maker to quickly make an on-line scheduling decision whenever additional local information on a realization of an uncertain job processing time becomes available.
In this paper, we consider a single-machine scheduling problem of n jobs in which each uncertain job processing time is independent and can take any value within each corresponding (closed) interval. There is a weight associated with each job. The scheduling objective is to minimize the weighted sum of the job completion times.
The paper is organized as follows. In Section 2, the problem settings and a literature review are given. Section 3 contains some known results for a single-machine scheduling problem with fixed processing times. Section 4 provides a necessary and sufficient condition in which one job can precede another in an optimal schedule for any possible realization of the uncertain job processing times. Section 5 contains a necessary and sufficient condition for an extreme case in which there exists a job permutation remaining optimal for all possible realizations of the uncertain processing times. Section 5 also contains a necessary and sufficient condition for the other extreme case in which there exists a possible realization of the uncertain processing times for each of the n! job permutations to be uniquely optimal. Illustrative examples are discussed in Section 6. Section 7 provides algorithms for robust scheduling, i.e., worst-case absolute or relative deviation from optimality is minimized. Computational results for randomly generated instances of a single-machine scheduling problem with uncertain (interval) processing times are given in Section 8. We conclude with Section 9.
Problem settings and state-of-the-art
There are n ≥ 2 jobs J = {J 1 , J 2 , . . . , J n } to be processed on a single machine. For each job J i ∈ J, a positive weight w i > 0 is given. The processing time p i of job J i ∈ J is unknown before scheduling and may take any real value between a given lower bound p 
(1) Let C i = C i (π k , p) denote the completion time of job J i ∈ J in the semi-active schedule defined by permutation π k of n jobs from set J, provided that vector p ∈ T of job processing times is fixed. Criterion w i C i denotes a minimization of the sum of the weighted completion times:
. . , J k n }, and permutation π t ∈ S is optimal. By adopting the three-field notation α|β|γ introduced in [12] , we denote the problem of finding a permutation π t that minimizes the value
Since vector p ∈ T of the processing times is unknown before scheduling, the completion time C i of the job J i ∈ J cannot be calculated before scheduling. Mathematically, the above problem 1|p
proposed. Next, we survey some settings of the scheduling problems with uncertain processing times.
If a vector p ∈ T of the processing times is fixed before scheduling (i.e., equality p w i C i is mathematically correct and can be solved in O(n log 2 n) time [13] . In what follows, we will call the problem α|p
. . , C n ) an uncertain problem in contrast to its deterministic counterpart, problem α γ . We note that for the uncertain problem α|p
|γ , there may not exist a single permutation of n jobs that remains optimal for all possible realizations of the job processing times. Therefore, it is necessary to introduce an additional criterion in dealing with the uncertain problem α|p
In [8, 9] , a robust schedule minimizing the worst-case absolute (relative) deviation from optimality was proposed to hedge against processing time uncertainty. In [8, 10, 11] , the uncertain problem 1|p
of minimizing the total flow time (i.e., w i = 1 for each job J i ∈ J) has been considered. In [7, 8, 10, 11, [14] [15] [16] , in contrast with the continuous intervals of the processing times defined by (1), the processing time uncertainty was described through a finite discrete set T * , |T * | = m, of possible processing time vectors (scenarios). Each scenario p
. . , m}, represents a set of fixed processing times for jobs from set J, which can be realized with some positive (but unknown before scheduling) probability. For a specific scenario p j ∈ T * , the deterministic problem 1 C i arises which can be solved using the SPT rule [13] : Sort the jobs from set J in non-decreasing order of the processing times p
denote the optimal value of the objective function γ = f (C 1 , C 2 , . . . , C n ) for the deterministic problem 1 γ with vector p j of the job processing times. Let permutation π t ∈ S be optimal:
For any permutation π k ∈ S and any scenario p j ∈ T * , the difference γ 
is called a worst-case absolute regret. A worst-case relative regret is defined as follows:
where γ t p j = 0. While the deterministic problem 1 C i is computationally simple [13] , finding a job permutation of minimizing the worst-case regret to the uncertain counterpart with discrete set T * of possible scenarios is computationally hard. In [8] , finding a permutation π k ∈ S of minimizing the worst-case absolute regret Z (π k ) was shown to be binary NP-hard even for two possible scenarios: |T * | = 2. In [11] , it was shown that finding a permutation π k ∈ S of minimizing the worst-case relative regret Z (π k ) is binary NP-hard even for two possible scenarios (binary NP-complete two-partition problem has been polynomially reduced to recognition version of minimizing Z (π k )), while the problem is unary NP-hard for an unbounded number m of possible scenarios (unary NP-complete three-partition problem has been polynomially reduced
Similarly, worst-case regrets can be defined for a rectangular box T ∈ R n + of vectors p ∈ T of the possible processing times. We save the same notations Z (π k ) and Z (π k ) for worst-case absolute and relative regrets, respectively, if n (closed) intervals of possible processing times are assumed to be given:
In [10] , it was proven that minimizing the worst-case absolute regret Z (π k ) for problem 1|p
] of the possible processing times have the same center in the real axis for all jobs J i ∈ J.
It should be noted that in [14] , it was shown (by example) that there is no direct relationship between a given finite discrete set T * and infinite continuous set T in the aspect of the complexity of the uncertain problem.
In [17] , binary NP-hardness was proven for finding a permutation π k ∈ S that minimizes the worst-case absolute regret Z (π k ) for the uncertain two-machine flow-shop problem with the criterion C max of minimum makespan:
even for two possible scenarios: |T * | = 2.
There are a few polynomially solvable cases for the uncertain scheduling problems. In [18] , an algorithm with complexity O(n 4 ) has been developed for minimizing the worst-case regret for the problem 1|p 
when both intervals of the possible processing times p i and the possible due dates d i are given as input data. In [10] , it was proven that minimizing Z (π k ) for the problem 1|p
of the possible processing times have the same center in the real axis and the number n of jobs is even.
In summary, it is observed that for the most classical polynomially solvable deterministic scheduling problems, their uncertain counterparts with minimizing the worst-case regret become binary or unary NP-hard. Indeed, even for the simple case of only two possible scenarios of the job processing times, minimizing Z (π k ) or Z (π k ) implies a time-consuming search over the set S of n! permutations of n jobs. In order to overcome this computational complexity in some cases, we combine the worst-case regret concept with the concept of the minimal set of dominant schedules introduced in [4, 5] for solving uncertain job-shop problem J|p
for any fixed vector p ∈ T set S(T ) contains at least one permutation (semi-active schedule), which is optimal for the deterministic problem α γ associated with this vector p of the job processing times, provided that any proper subset of set S(T ) loses such a property.
A minimal dominant set S(T ) was investigated in [5, [19] [20] [21] for the C max criterion, and in [20, 22] for the total flow time criterion C i . In particular, article [22] addresses the total flow time criterion in a two-machine flow-shop problem F 2|p
with m machines and two jobs. For an uncertain flow-shop problem with two or three machines, sufficient conditions have been identified when the transposition of two jobs minimizes the total flow time. The work of [20] deals with the case of separate setup times with the criterion of minimizing the makespan or the total flow time. Namely, the processing times were fixed while each setup time was relaxed to be a distribution-free random variable within a given lower and upper bound. Dominance relations have been identified for an uncertain flow-shop problem with two machines. In [19] , for a twomachine flow-shop problem F 2|p
|C max sufficient conditions have been identified when the transposition of two jobs minimizes the makespan. In [21] , the necessary and sufficient conditions were proven for the case when a single semi-active schedule dominates all the others, and the necessary and sufficient conditions were proven for the case when it is possible to fix the optimal order of two jobs for the makespan criterion with interval processing times.
In contrast to references [4, 5] , where the exponential algorithms based on an exhaustive enumeration of all semiactive schedules were derived for constructing a minimal dominant set S(T ) for the uncertain shop scheduling problems, in Sections 4 and 5, we show how to obtain a minimal dominant set S(T ) for the uncertain single-machine problem
In the next section, Section 3, we first present the auxiliary results for the deterministic problem 1
Fixed processing times
In [13] , it was proven that the deterministic problem 1 w i C i can be solved in O(n log 2 n) time due to the following sufficient condition for the optimality of permutation
Hereafter, inequality p k i > 0 must hold for each job J k i ∈ J. Note that inequalities (4) are also a necessary condition for the optimality of permutation π k ∈ S as follows from the following theorem which can be found in [23] . To obtain the corresponding result for the uncertain problem 1|p
we need the following two corollaries from Theorem 1.
Corollary 1. If inequality
holds, then in all optimal permutations for the problem 1
Proof. By contradiction, we assume that there exists such an optimal permutation π m ∈ S for the problem 1
holds for jobs J u ∈ J and J v ∈ J. However, job J u follows after job J v in permutation π m .
Necessity of condition (4) in Theorem 1 implies inequalities
, where it is assumed that v < u.
Thus, we obtain inequality
which contradicts the above condition
. Corollary 1 is proven.
Corollary 2. If equality
holds, then the problem 1 w i C i has both optimal permutation π l ∈ S of the form
and optimal permutation π m ∈ S of the form
Proof. Since the set S is finite, there exists at least one permutation π l of the form either
or permutation π m of the form either
which is optimal for the problem 1 w i C i under consideration. Since equality
holds, a part of the necessary and sufficient condition (4) of optimality of permutation π l looks as follows:
and a part of the necessary and sufficient condition (4) of optimality of permutation π m looks as follows:
Obviously, if condition (7) holds, then condition (8) holds without fail, and vice versa. Hence, for the problem 1
under consideration, there exist both optimal permutation of the form either
and optimal permutation of the form either
.).
To complete the proof we have to show that if permutation of the form π l = (. . . , J u , . . . , J v , . . .) is optimal, then there also exists an optimal permutation of the form (. . . ,
is optimal, then due to Theorem 1 for any job J k locating between jobs J u and J v in permutation π l the following equalities must hold:
. Therefore, permutation obtained from permutation π l via rearranging jobs J k and J v will be also optimal. After a finite number of such rearrangements, we obtain an optimal permutation of the form (. . . , J u , J v , . . .). This completes the proof.
The above results valid for the deterministic problem 1 w i C i will be used for finding a minimal dominant set S(T ) for the uncertain problem 1|p (Section 4) and in the two special cases, i.e., when |S(
Uncertain processing times
will be obtained by constructing a precedence-dominance relation on the set of jobs J. We define a precedence-dominance relation as follows.
From Definition 2, it follows that a minimal dominant set S(T ) constructed for the deterministic problem 1 w i C i associated with the vector p ∈ T of the job processing times is a singleton: S(T ) = {π k }, where set T is also a singleton, T = {p}. As a result precedence-dominance relations
hold for the deterministic problem 1 
Proof. Sufficiency. Let inequality (9) hold. Then we need to prove that job J u dominates job J v with respect to T , i.e., there exists a minimal dominant set S(T ) for the problem 1|p
Since the set S is finite, we can construct a minimal dominant set S (T ) ⊆ S for the problem 1|p
| w i C i via consecutively deleting redundant permutations from set S. Let us take any vector p ∈ T of the job processing times.
From inequalities (9)- (11) we obtain inequalities
If at least one of the three strict inequalities
holds, then (12) also becomes a strict inequality:
. Then due to Corollary 1 job J u precedes job J v in any optimal permutation π k ∈ S for the deterministic problem 1 w i C i associated with the vector p ∈ T of the job processing times. Hence set S (T ) has to include permutation 
. .), then we replace the permutation of the form (6) by the permutation of the form (5). Due to Corollary 1, the later permutation is also an optimal one for the deterministic problem 1 w i C i associated with the vector p ∈ T of the job processing times. Having done such replacement of the permutation π m ∈ S by the permutation π l ∈ S for all specified equalities
, we transform the set S (T ) to the desired minimal dominant set S(T ) for the problem 1|p
In other words, job J u dominates job J v with respect to T . Sufficiency of condition (9) is proven.
Necessity. We prove necessity of condition (9) by contradiction. Let job J u dominate job J v with respect to T , i.e., let there exist a minimal dominant set S(T ) for the problem 1|p
However, let condition (9) be violated, i.e., let opposite inequality
hold. Let us show that there exist
Indeed, we can set
Thus, for these processing times p u and p v , inequality
holds. Due to Corollary 1, there is no optimal permutation π l ∈ S(T ) to the deterministic problem 1 w i C i with such processing times p u and p v such that job J u precedes job J v in permutation π l . Hence, the above set S(T ) cannot be a minimal dominant set for the uncertain problem 1|p On the other hand, if there are two jobs J u ∈ J and J v ∈ J (or more than two such jobs) for which their given intervals of the possible processing times degenerate into a point:
then contour (contours) arises in the digraph (J, A). It is clear that the order of such jobs J u and J v has no influence on the value of the objective function γ = n i=1 w i C i . Therefore one can fix an order of these two jobs. For example, to exclude contours from digraph (J, A) we accept the following agreement: If equalities (13) hold and u < v, then arc (J v , J u ) is deleted from the set of arcs A. Having done such deletions of arcs for all specified equalities (13), we obtain the strict order relation A *
contour, we denote it as G, too. Note that instead of using digraph G, it is often useful to adopt a reduction G
Extreme cases of an uncertain problem
The cardinality of the minimal dominant set S(T ) may be considered as a measure of the uncertainty of the problem
In this section, we present the characterizations of two extreme cases of a minimal dominant set.
Dominant singleton: |S(T
The simplest case of an uncertain problem 1|p
arises, when equality |S(T )| = 1 holds. In such a case, a minimal dominant set for the uncertain problem is a singleton: {π k } = S(T ) (as well as an ordinary solution to a deterministic problem 1 w i C i ).
Theorem 3. For an existence of a dominant singleton S(T
) = {π k } = {(J k 1 , J k 2 , . . . , J k n )} for the problem 1|p L i ≤ p i ≤ p U i | w i C i ,
it is necessary and sufficient that the following set of inequalities holds:
w
Proof. Sufficiency. Let condition (14) hold. In this case, sufficiency of condition (9) in Theorem 2 implies the following precedence-dominance relation:
Hence, according to Definition 2, there exists a minimal dominant set S(T ) for the problem 1|p
in which all permutations look as follows:
As a result, we obtain a singleton:
Necessity. Let a singleton {π k } be a minimal dominant set S(T ) for the uncertain problem 1|p
, for any fixed vector p ∈ T permutation π k is optimal for the deterministic problem 1 w i C i associated with the vector p of the job processing times. Let us show that inequalities (14) should hold.
First, we show that the first inequality from (14) should hold. For this purpose, as a vector p ∈ T , we take a vector with the first and second components defined as follows:
Since permutation π k is optimal for the deterministic problem 1 w i C i associated with the vector p of the job processing times, the necessity of condition (4) in Theorem 1 implies the first inequality in (14) :
After (n − 1) steps, we can obtain other inequalities from condition (14):
can be obtained using Theorem 2 in O(n 2 ) time. Next, we show that as an application for this purpose Theorem 3 allows us either to find a singleton S(T ) (if it exists) faster or to prove that a dominant singleton does not exist.
For a fast checking of condition (14) of Theorem 3, we sort jobs of set J in non-increasing order of the fractions
As a result, we obtain a permutation
Due to sufficiency in Theorem 3, if condition (14) holds, then this permutation π k defines a dominant singleton S(T ) = {π k } for the problem 1|p
On the other hand, it is easy to show that if conditions (14) does not hold for all pairs of consecutive jobs in permutation
time to check conditions (14) for a fixed permutation π k of n jobs. Thus, the asymptotic complexity of checking condition of Theorem 3 is estimated by O(n log 2 n).
Minimal dominant set with the maximal cardinality: |S(T )| = n!
The most uncertain case (in the sense of Definition 1) of the problem 1|p
with the maximal cardinality |S(T )| = n!, it is necessary and sufficient that the following inequality holds:
Proof. Sufficiency. We denote a = max{
To this end, we show that there exists a vector p * = (p * 1 , p * 2 , . . . , p * n ) ∈ T such that the following inequalities hold:
Indeed, due to the strict inequality (15) , the length of the segment [a, b], a < b, is strictly positive, and moreover, the segment [a, b] is equal to the intersection of n segments
Therefore, since segment [a, b], a < b, of non-negative real numbers is dense everywhere, it is possible to find n real numbers (9) in Theorem 2, it follows that jobs J u dominates jobs J v with respect to T , i.e., there exists a minimal dominant set S (T ) for the problem 1|p
. We obtain a contradiction: The above set S(T ) = S is not a minimal dominant set for the uncertain problem 1|p
is not a minimal set with respect to inclusion (it is possible to remove any permutation π k ∈ S \ S (T ) = ∅ from set S(T ) = S, and the remaining set S(T ) \ {π k } still satisfies Definition 1). Theorem 4 is proven.
The above proof of Theorem 4 implies the following claim. Proof. The proof of the sufficiency of condition (15) in Corollary 3 is entirely contained in that of Theorem 4. For a proof of the necessity of condition (15) in Corollary 3, we note that if for any permutation π k ∈ S there exists a vector p ∈ T such that permutation π k is the unique optimal permutation for the deterministic problem 1 w i C i associated with the vector p of the job processing times, then (due to Definition 1) equality S(T ) = S holds for any minimal dominant set S(T ) constructed for the uncertain problem 1|p 
Illustrative examples
One can check the conditions of Theorems 2-4 in polynomial time. However, only Theorem 2 is of direct practical importance: If the condition (9) holds, then it is possible to construct an optimal permutation for the uncertain problem 1|p
, which remains optimal for any possible realization of the job processing times. Next, we demonstrate the applications of the theorems proven in Sections 4 and 5 by three illustrative examples.
Example 1
Let the input data for Example 1 of the problem 1|p 
Thus, for Example 1 of the uncertain problem 1|p (14) holds. Hence due to Theorem 3, the minimal dominant set S(T ) for Example 1 is a singleton:
Example 2
We illustrate an application of Theorem 4 by Example 2 with the input data given in columns 2-4 of Table 2 . We check the validity of condition (15):
Therefore, for Example 2 of the problem 1|p 
Example 3
We illustrate an application of Theorem 2 by Example 3. Let the input data for Example 3 be given in columns 2-4 of Table 3 . For each pair of jobs J u ∈ J and J v ∈ J we check the validity of condition (9) of Theorem 2. The following relations hold: Thus, for Example 3 of the problem 1|p
, the condition (9) of Theorem 2 is satisfied for the following pairs of ordered jobs:
. Hence due to Theorem 2 the following precedence-dominance relations hold: Job J 1 dominates job J 2 ; job J 2 dominates jobs J 3 , J 4 and J 7 ; job J 3 dominates job J 5 ; job J 4 dominates job J 5 ; job J 5 dominates job J 6 ; job J 7 dominates job J 6 ; job J 6 dominates jobs J 8 , J 9 and J 10 ; job J 8 dominates job J 11 ; job J 9 dominates job J 11 ; and job J 10 dominates job J 11 . No job from set {J 3 , J 4 , J 7 } dominates another one from this set. No job from set {J 5 , J 7 } dominates another one from this set. No job from set {J 8 , J 9 , J 10 } dominates another one from this set. Thus, a minimal dominant set S(T ) for Example 3 is defined by the digraph G 0 = (J, A 0 ) (Fig. 1) with the following set of non-transitive arcs:
Robust scheduling based on the minimal dominant set
In this section, we present heuristic algorithms for solving problem 1|p
on Theorem 2 and on the optimality conditions derived for the two-job schedule minimizing the worst-case absolute regret (2) or relative regret (3). Similar conditions have been used in [8] for a branch-and-bound algorithm developed for the problem 1|p
If the condition (9) holds for jobs J u ∈ J and J v ∈ J or the symmetric condition
holds, then the optimal ordering of jobs J u and J v may be obtained due to Theorem 2. Therefore, it is sufficient to consider only the case where both inequalities
hold. To order jobs J u and J v in the latter case we will use additional criterion of robust scheduling [8, 9] . Permutation π k ∈ S is called absolute (relative) robust, if permutation π k minimizes the worst-case absolute (relative) deviation from optimality, i.e., permutation π k minimizes the value
It is easily verified that the worst-case for absolute or relative deviation is defined by processing times p u := p . Thus, the worst-case absolute deviation from optimality for sequence (J u , J v ) with respect to sequence (J v , J u ) can be calculated as follows:
On the other hand, the worst-case absolute deviation from optimality for sequence (J v , J u ) with respect to sequence (J u , J v ) can be calculated as follows: 
Similarly, the worst-case relative deviation from optimality for sequence (J u , J v ) with respect to sequence (J v , J u ) can be calculated as follows:
where γ * denotes the minimal value of the objective function γ = can be calculated as follows:
Therefore, sequence (J u , J v ) is the relative robust sequence with respect to sequence (J v , J u ) if and only if inequality
holds or equivalently:
As a result, two heuristics for solving problem 1|p 
, we demonstrate its procedure on Examples 1, 2, and 3.
Exact solution to Example 1
Testing the condition (9) of Theorem 2 for each pair of jobs from set J of Example 1 gives a completely ordered set of jobs:
In other words, for any vector p of the possible processing times defined in columns 2-4 of Table 1 , permutation π k is optimal for the deterministic problem 1 w i C i associated with the vector p ∈ T of the job processing times.
Heuristic solutions to Example 2
Testing the condition (9) of Theorem 2 for each pair of jobs from set J = {J 1 , J 2 , J 3 , J 4 , J 5 } in Example 2 gives the digraph G = (J, A) = G 0 with an empty set of arcs: A = ∅. Thus, Example 2 is the most uncertain case of the problem
with five jobs and so one can only find a heuristic solution to Example 2. Having applied the heuristic SUM for set J, we obtain permutation π k = (J 4 , J 2 , J 3 , J 1 , J 5 ) ∈ S(T ) = S, which provides a heuristic solution to Example 2. Having applied the heuristic PROD for set J, we obtain permutation π l = (J 4 , J 3 , J 2 , J 1 , J 5 ) ∈ S(T ) = S, which provides another heuristic solution to Example 2.
Heuristic solutions to Example 3
Testing the condition (9) of Theorem 2 for each pair of jobs from set Fig. 1 ). Let P i denote the list of predecessors of vertex J i in the digraph G 0 . We obtain P 1 = ∅,
Since only job J 1 has an empty set P 1 of predecessors in the digraph G 0 , job J 1 occupies the first position in the desired optimal
We fix the first position for job J 1 in permutation π k as follows: J 1 = J k 1 , and delete job J 1 from all lists of predecessors. As a result, we obtain the following modified lists of predecessors:
Now, only job J 2 has an empty modified list of predecessors. Therefore, job J 2 occupies the second position in the desired optimal permutation π k ∈ S(T ). We fix the second position for job J 2 in permutation π k as follows: J 2 = J k 2 , and delete job J 2 from all the other lists of predecessors. As a result, we obtain the modified lists of predecessors:
Now, each of the three jobs J 3 , J 4 , and J 7 has an empty modified list of predecessors and we cannot find the optimal positions for jobs J 3 , J 4 , and J 7 in the desired optimal permutation π k ∈ T . Let us order these three jobs using heuristic PROD.
As a result, we obtain the sequence (J 7 , J 3 , J 4 ). (Note that the same sequence is obtained due to heuristic SUM.) Thus, job J 7 occupies the third position, job J 3 occupies the forth position, and job J 4 occupies the fifth position in permutation π k ∈ S(T ).
(Note that the above sequence (J 7 , J 3 , J 4 ) was not optimally chosen, and so permutation π k may be not optimal for the actual processing times that are unknown before completing the corresponding jobs). We delete jobs J 3 , J 4 , and J 7 from all the other lists of predecessors and obtain the following modified lists of predecessors:
Now, only job J 5 has an empty modified list of predecessors. Therefore, job J 5 occupies the sixth position in the desired optimal permutation π k ∈ S(T ): J 5 = J k 6 . We delete job J 5 from all the other lists of predecessors, i.e., we obtain the following modified lists of predecessors:
Now, only job J 6 has an empty modified list of predecessors. Therefore, job J 6 occupies the seventh position in the desired optimal permutation π k ∈ S(T ):
We delete job J 6 from all the other lists of predecessors, i.e., we obtain the following modified lists of predecessors:
Now, each of three jobs J 8 , J 9 , and J 10 has an empty modified list of predecessors and we cannot find the optimal positions of jobs J 8 , J 9 , and J 10 in the desired optimal permutation π k ∈ T . We can order these three jobs using heuristic PROD and obtain sequence (J 9 , J 8 , J 10 ). Thus, due to the heuristic PROD, job J 9 occupies the eighth position, job J 8 occupies the ninth position, and job J 10 occupies the tenth position in the permutation π k ∈ S(T ).
Another sequence (J 9 , J 10 , J 8 ) can be obtained using heuristic SUM. Due to the heuristic SUM job J 9 occupies the eighth position, job J 10 occupies the ninth position, and job J 8 occupies the tenth position in permutation π k ∈ S(T ). In both cases, we delete jobs J 8 , J 9 , and J 10 from the list of predecessors of job J 11 and obtain the following modified list of predecessors:
As a result, job J 11 occupies the last position in the desired optimal permutation.
Thus, having applied Theorem 2 and the heuristic PROD for unordered subsets of jobs from set J, we obtain permutation
, which provides a heuristic solution to Example 3. On the other hand, having applied Theorem 2 and the heuristic SUM for unordered subsets of jobs from set J, we obtain permutation
, which provides another heuristic solution to Example 3. It should be reminded that before completing all jobs J, one cannot calculate the exact values
w i C i since the vector p ∈ T remains unknown: The actual vector p * ∈ T of job processing times will be known after completing the last job from set J.
Algorithms for solving problem 1|p
We will use the following notations in the formal description of the above algorithm used for solving (exactly or heuristically) Examples 1, 2, and 3. 
Step 1: Set m := 0 and J := J; (9) for the pair of jobs J u ∈ J and J v ∈ J; IF condition (9) holds THEN set P v := P v ∪ {J u };
END FOR END FOR
step 3: Set C := ∅; FOR J i ∈ J DO IF P i = ∅ THEN set C := C ∪ {J i }; END FOR step 4: IF |C| = 1 THEN set π m+1 k := (J k 1 , J k 2 , . . . , J k m , J r ), where π m k = (J k 1 , J k 2 , . . . , J k m ) and C = {J r }; FOR J i ∈ J DO set P i := P i \ {J r }, J := J \ {J r };
END FOR
set m := m + 1 GOTO step 3;
by sorting all jobs in set C in non-decreasing order of the values h(J i t ), t ∈ {1, 2, . . . , |C|}.
set m := m + |C| GOTO step 3.
To obtain Algorithm S(T )&PROD based on Theorem 2 and the heuristic PROD, it is sufficient to substitute equality
at step 5 of Algorithm S(T )&SUM. If either the condition (17) or condition (18) turns out to be an equality, then job J u precedes job J v in permutation π k ∈ S(T ) while the other condition (18) (condition (17), respectively) holds as strict inequality. If both conditions (17) and (18) turn out to be equalities and u < v, then job J u precedes job J v in permutation π k ∈ S(T ) constructed by heuristic SUM (by heuristic PROD).
Both Algorithm S(T )&SUM and Algorithm S(T )&PROD take O(n 2 ) time. This complexity is defined by step 2. In the general case of the problem 1|p
solution for absolute (relative) robust scheduling. However, there is a special case of the problem 1|p
which each of these algorithms provides an exact solution for robust scheduling.
Let the set of jobs J in the problem 1|p
such that the following conditions hold:
. . , r}; (ii) precedence-dominance relation J u → J v holds for each pair of jobs J u ∈ J k and J v ∈ J s with k < s.
Proposition 1. If for the problem 1|p
L i ≤ p i ≤ p U i | w i C i
both conditions (i) and (ii) hold, then Algorithm S(T )&SUM (Algorithm S(T )&PROD, respectively) generates an absolute (relative) robust permutation for this problem.
Proof. Due to conditions (i) and (ii), at each iteration of Algorithm S(T )&SUM (Algorithm S(T )&PROD) the cardinality of set C is not greater than 2. If |C| = 1, then the position of job J r ∈ J ∈ J in the constructed permutation π k ∈ S(T ) is chosen in an optimal way due to Theorem 2. If |C| = 2, then sequence (J i 1 , J i 2 ) of jobs J i 1 ∈ C and J i 2 ∈ C is the absolute (relative) robust sequence with respect to the opposite sequence (J i 2 , J i 1 ) due to the sufficient condition (17) (the sufficient condition (18) , respectively). Thus, each local decision for selecting a job from the set J to be processed next is realized in an optimal 
Computational results
Via the testing of randomly generated instances of the problem 1|p
we answer (by experiments on PC) the question of how many pairs of jobs from the set J satisfies the condition (9) of Theorem 2. We estimate how many randomly generated instances satisfies condition (14) 
The actual processing times p * i , J i ∈ J, are assumed to be unknown before constructing a schedule π k by Algorithm S(T )&SUM (by Algorithm S(T )&PROD). In fact, an actual processing time p * i was uniformly distributed in the range [p
And the actually optimal permutation π t ∈ S defining the optimal objective value γ t p * for the deterministic problem 1 w i C i associated with the actual job processing times p * i , J i ∈ J, was calculated using the optimality condition (4) of Theorem 1.
For the computational experiments, we used a Pentium IV with 2.80 GHz processor and 248 MB main memory. Generator from [24] has been used for (pseudo) random generating instances of the problem 1|p
Note that if Algorithm S(T )&SUM (Algorithm S(T )&PROD) detects a precedence relation J u → J v , i.e., inclusion (J u , J v ) ∈ A holds (provided that u < v), then the algorithm does not test the validity of the opposite relation:
Otherwise, if Algorithm S(T )&SUM (Algorithm S(T )&PROD) detects that the precedence relation J u → J v does not hold (and u < v), then the algorithm tests the validity of the opposite relation:
holds, then Algorithm S(T )&SUM (Algorithm S(T )&PROD) constructs a permutation π k ∈ S(T ) that is optimal for any vector p ∈ T of job processing times without fail, i.e., equality γ k p * = γ t p * must hold. Indeed, in such a case if equality (20) holds, then digraph G turns out to be a tournament (a complete circuit-free digraph), and so the condition (15) of Theorem 4 necessarily holds. Tables 4 and 5 represent the computational results of testing randomly generated instances of the problem 1|p
with n ∈ {5, 10, 25, 50, 75, 100, 200, 400, 700, 1000}. In fact, we tested series of instances for integer n from the range [5, 100] with step 5 and for integer n from the range [100, 1000] with step 50 (among others). However for brevity, we did not present the intermediate results in Tables 4 and 5 ). As a result, a maximal possible relative error of the uncertain processing time was equal to 2δ%. Table 4 Randomly generated instances with [L, U] = [1, 200] , w i ∈ [1, 50] and δ ∈ {0.1, 0.5, 1, 5, 10}. In the experiments, we tested instances of the problem 1|p Table 4 represents the computational results for small relative errors of the job processing times: δ ∈ {0.1, 0.5, 1.0, 5.0, 10.0}, while Table 5 For each job J i ∈ J, the real weight w i ∈ R + was uniformly distributed in the same range [1, 50] . Of course, the weight w i is assumed to be known exactly before scheduling (in contrast to job processing time p i which is assumed to be unknown before completion time C i ).
Tables 4 and 5 represent the computational results for 100 series of the randomly generated instances of the problem 1|p
Each series includes 10 instances with the same combination of n and δ. The series number is given in column 1. The number n of jobs in an instance is given in column 2. The half of the maximal possible error δ of the random processing times (in percentage) is given in column 3. Column 4 represents the average relative number |A| of arcs in the digraph G = (J, A) constructed using the condition (9) of Theorem 2 (in percentage of the arc number in a complete circuit-free digraph of order n):
|A| :
The average relative error ∆ of the objective function value γ k p * calculated for permutation π k constructed by Algorithm S(T )&SUM (by Algorithm S(T )&PROD) with respect to the optimal objective function value γ t p * defined for actual job processing times is given in columns 5 (in column 6, respectively). Definition of ∆ is given by equality (19) . Column 7 represents the number of instances (from 10 ones in a series) for which the condition (14) of Theorem 3 holds, i.e., in such an instance there exists a single dominant permutation π k ∈ S that is optimal for any possible vector p ∈ T of job processing times: |S(T )| = 1. Column 8 represents the number of instances (from 10 ones in a series) for which the condition (15) of Theorem 4 holds, i.e., |S(T )| = n!. Column 9 represents the number of instances (from 10 ones in a series) for which both conditions (i) and (ii) of Proposition 1 hold, i.e., permutation π k constructed by Algorithm S(T )&SUM (by Algorithm S(T )&PROD) is an absolute (relative) robust permutation for the considered instance of the problem 1|p
The average CPU-time (in seconds) used by the 2.80 GHz processor for solving one instance (exactly of heuristically) and for conducting the whole of the above analysis is given in columns 10.
From the experiments, it follows that the condition (14) 
Concluding remarks
For the uncertain problem 1|p L i ≤ p i ≤ p U i | w i C i , the necessary and sufficient condition is proven for the existence of a single permutation of the n jobs which remains optimal for all possible processing times (the simplest case of an uncertain problem). The necessary and sufficient condition is also proven for the case that for any permutation of the n jobs there exists such a vector of possible processing times that this permutation is uniquely optimal (the hardest case of an uncertain problem 1|p [5, 1000] . In particular, it was shown by experiments on PC that by using a minimal dominant set one can find a permutation π k ∈ S(T ) with a rather small relative error ∆ of the actually optimal value γ k p * of the objective function γ = n i=1 w i C i .
The obtained results may be used in the hierarchical method to scheduling adopted over the last decade and corresponds to industrial practices [2] . In the static phase (off-line scheduling), when the level of uncertainty of the input data is high, a scheduler can find a minimal dominant set S(T ) to the uncertain problem 1|p 
