Excitatory-inhibitory networks arise in many regions throughout the central nervous system and display complex spatio-temporal firing patterns. These neuronal activity patterns (of individual neurons and/or the whole network) are closely related to the functional status of the system and differ between normal and pathological states. For example, neurons within the basal ganglia, a group of subcortical nuclei that are responsible for the generation of movement, display a variety of dynamic behaviors such as correlated oscillatory activity and irregular, uncorrelated spiking. Neither the origins of these firing patterns nor the mechanisms that underlie the patterns are well understood.
Introduction
Neurons communicate with each other at synapses to deliver or process information. Regardless of the various physical mechanisms in the communication at chemical synapses, the effect of synaptic input can be sorted as either excitatory (raising membrane potential) or inhibitory (lowering membrane potential). Synaptic transmission between central neurons in the brain is complex because a central nerve cell may receive both excitatory and inhibitory inputs from thousands of neurons [7] .
Excitatory-inhibitory neuronal networks arise in many regions throughout the central nervous system including the cortex, thalamus and basal ganglia. Experimental and computational studies reveal that each of these neuronal systems displays complex spatio-temporal firing patterns. These activity patterns are believed to underlie a number of mental and physiological processes, such as cognition, emotion, respiration and sleep rhythms. Changes such as disruption or increases in neuronal activity patterns may be an important factor of the generation of neuronal disorders.
Excitatory-inhibitory neuronal network in the basal ganglia can be one example. Basal ganglia is a group of subcortical nuclei that are responsible for the generation of movements [25, 15] . Neuclei within the basal ganglia have been the target of recent therapeutic surgical procedures such as pallidotomy and deep brain stimulation [26, 19] . Plenz and Kitai [5] showed that the subthalamic nucleus (STN, excitatory cells) and the external globus pallidus (GPe, inhibitory cells) form a feedback system and constitute a central pacemaker modulated by striatal inhibition of GPe neurons. Numerous experiments have also demonstrated that the STN-GPe network displays various firing patterns which are closely related to the functional status of the system [9, 12, 1, 15] . In particular, patterns of neuronal activity differ between normal and pathological states; the normal state is characterized by irregular, uncorrelated firing patterns and the Parkinsonian state by correlated, rhythmic firing patterns. During either the resting or voluntary movement state, STN and GPe show complex uncorrelated spatiotemporal firing patterns [25, 18, 20, 21] . Irregular firing patterns show low autocorrelation; moreover, there is low cross-correlation within the same nuclei or between the nuclei. On the other hand, in Parkinson's disease, STN and GPe neurons display more correlated, synchronized rhythmic activity patterns [9, 27, 14] . Rhythmic bursting activities at 4-10 Hz (tremor) and Hz (β range) are observed in the STN and GPe of the basal ganglia [24] .
Currently, the origins and underlying mechanisms of irregular, uncorrelated firing patterns are poorly understood. Best et al. [10] have shown that excitatory-inhibitory networks can generate both irregular, uncorrelated firing patterns and rhythmic, correlated activity under fixed architecture but for different intrinsic and synaptic parameter values. The network tends to be irregular if the synaptic input to inhibitory neurons is less hyperpolarizing and the strength of inhibitory synaptic input to the excitatory cells is small. Best et al. [10] considered the limiting case where inhibitory synaptic strength is zero; in this case, the primary role of excitatory cell is to reset inhibitory cells. The authors constructed maps and analyzed them to show specific biophysical properties of the network are essential for producing irregular activity.
Main Results
In this paper, we consider a simple network consisting of one excitatory cell and one inhibitory cell where the strength of inhibitory synaptic input is small but not zero; therefore, the effect of inhibitory input to excitatory cell is not negligible anymore.
As in Best et al. [10] , irregular activity does not depend on details of firing properties of excitatory cell; we need the fact that excitatory cell fires spontaneously at few Hz. We also need that this limit cycle is strongly attractive so that excitatory cell is not much deviated from its periodic orbit under inhibitory synaptic input. On the other hand, the firing properties of inhibitory cell are crucially important: the model inhibitory cells have the bifurcation structure of an elliptic burster driven by the slow variable. In the model considered here, the slow variable corresponds to intracellular calcium. The fast subsystem exhibits bistability with stable resting and stable oscillatory behavior over a range of the slow variable. We also found that in order for there to exist irregular spiking, we must have that λ S > λ A where λ S and λ A correspond to the rates at which the inhibitory cell's slow variable evolves while that the cell is silent and active, respectively. In other words, inhibitory cell must have longer active period than silent period.
Experiment and numerical simulation show that weak inhibitory input simply cause some delay in phase of excitatory cell. We introduced phase variables to each excitatory and inhibitory cells to compute the effect of inhibitory input to excitatory cell. To construct maps for analysis, we check the phase of excitatory cell whenever inhibitory cell falls down from its active phase. Mathematical analysis of these maps reveals that irregular, uncorrelated activity is intrinsic in the regime where the inhibitory synaptic input to inhibitory cell is small (less hyperpolarizing) and the strength of inhibitory synaptic input to the excitatory cells is small. In summary, any excitatory-inhibitory network can generate irregular behavior if inhibitory cell is an elliptic burster whose active phase is longer than silent phase and excitatory cell is spontaneously firing at few Hz with weak synaptic input from inhibitory cell. The network in this paper is too simple but the driven maps reappear in more complicated networks. Using phase variables, we first constructed 2 by 2 network and checked the phases of excitatory cells whenever one fixed inhibitory cells falls down from its active phase. The numerical simulation of this network also renders qualitatively the same maps: for some branch of maps, the results are indistinguishable. We also tested 10 by 10 full network and got qualitatively the same maps. These numerical results suggest that our result has some implication to the full network.
It is generally accepted that the transition from a normal state to a pathological state in Parkinsonian patients is due to dopamine depletion in basal ganglia. In animal model, the predominant class of striatal output cells have very low activity and may even be quiescent at rest (Gatev et al 2006) . In the absence of dopamine, however, the striatal inhibition to GPe is strengthened, hence more hyperpolarizing (Ingham et al 1997 exp brain Res). On the other hand, it is known that dopamine reduces the effect of inhibitory synaptic input to the STN. Thus under dopamin loss, inhibitory inputs to STN are strengthened (Gatev et al 2006) . Animal models also suggest that STN are disinhibited by cortical activation (bevan 2006) and becomes more susceptible to rhythmic inputs under the absence of dopamine (brown 2003) . Although the characteristics of STN and GPe neurons such as firing rates, synaptic strengths, tendency of response etc are not much known in healthy human subjects, from parkinsonian animal models and human subjects, we can guess that the striatal input is less hyperpolarizing and the inhibitory inputs to STN are weak.
Our result provides one possible explanation of how an excitatory-inhibitory network in basal ganglia can generate an irregular behavior albeit the assumption that the active phase of GPe is longer than silent phase remains to be tested experimentally.
The Network Model
We consider an excitatory-inhibitory network using a single-compartment conductance-based model for each cells. Ionic currents are chosen for each cells based on the previous models for the subthalamopallidal network in the basal ganglia [6] , [10] .
Each cell satisfies a system of differential equations of the form 
Here I L , I K , I N a , I T , I Ca , I AHP represent a leak, potassium, sodium, low threshold calcium, high threshold calcium and afterhyperpolarization current, respectively. X can be n, h or r, gating variables for these currents. The precise forms and parameter values are given in the Appendix and Tables. We note that excitatory and inhibitory cells generate qualitatively different firing patterns even though they have the same intrinsic ionic currents.
I syn represents synaptic input from other cells, which depends on the architecture of the network. The network architecture is given in Figure  1 . Here, E-cell and I-cell represent excitatory cell and inhibitory cell respectively. I-cells send synaptic inhibition to neighboring I-cells and also to E-cells. But E-cells send excitation only to I-cells. I app is an applied current to the cell. In the subthalamopallidal network in the basal ganglia, I-cells receive an applied current from striatum but E-cells do not. In the following, we assume that I app will always represent current applied to the inhibitory cells. Figure 2 shows the firing properties of each E-and I-cells. E-cells fire spontaneously at just few Hz [4, 16] . This firing rate can be elevated either by sufficient excitatory input or as rebound bursts after hyperpolarizing current. Model GPe neurons can also show various firing patterns over a range of applied currents. Under sufficient delplarizing currents that we are interested in, they display bursting activity, the alternation between high frequency spiking and resting potential state [3, 6] . In our model, this activity is driven by the slow time course of calcium buildup, which will be very important in our analysis of irregular activity. The reduction of the whole model will be achieved through the slow time scale of calcium.
Best et al.
[?] demonstrated that excitatory-inhibitory network consisting of synaptically coupled 10 E-cells and 10 I-cells can generate both irregular, uncorrelated firing patterns and rhythmic correlated activities under the fixed architecture. Strikingly, the parameter values used in these two cases are almost the same except for I app , the applied current to I-cell and g syn , the strength of synaptic conductance from I-cell to E-cell. If I app is more hyperpolarizing and g syn is large (the increased ability for the rebound burst) the network activity tends to be perfectly clustered. On the other hand, if I app is more depolarizing and g syn is small, it tends to be irregular. A network consisting of one E-cell and one I-cell with the parameter values in the irregular regime also gives similar results. Figure 3 illustrates irregular activity generated by this network. The cross-correlation between E-cell and I-cell (upper right) shows that there is little correlation between them. The auto-correlation of I-cell (lower right) also shows that there is little correlation among the spikes of I-cell.
Phase Variables
We introduce phase variables to I-and E-cells to compute the effect of inhibitory synaptic input to E-cell. This will lead to the construction of maps that reveal conditions for irregular activity. 
I-Cell
First, the full model for inhibitory cell can be reduced to a single differential equation. This is based on the numerical fact that the calcium concentration within a I-cell changes more slowly than the other quantities; so Ca is treated as slow variable and the others as fast variables. Then Eq. (1) is divided into fast subsystem (set of equations of fast variables) and slow subsystem. If we let = 0 in Eq.(1), then Ca is a constant and can be used as a bifurcation parameter in the fast subsystem. The resulting bifurcation diagram is given in Figure 4 , which is an example of elliptic burster [13] . Note that this bifurcation structure persists for the range of values of I app over irregular regime. For each value of Ca, there is a unique fixed point which is stable if Ca > C HB and unstable if Ca > C HB . There is a subcritical Hopf bifurcation at Ca = C HB . Recall that I-cell has two states; silent and active states. During silent phase, calcium concentration decreases and the trajectory moves along the line of stable fixed points (slow system). Once past the Hopf point, the trajectory jumps up into the branch of stable limit cycles (fast system) and tracks close to this branch generating action potentials (slow system). During this active phase, Ca moves back and forth but overall level increases until a certain point and once past it, the trajectory jumps down to the branch of stable fixed points (fast system). Let T I be the period of I-cell. We can choose T S so that the unperturbed I-cell is silent for 0 ≤ t ≤ T S and is active for T S < t < T I . We assume that Ca changes linearly as it decreases or increases. Let λ S and λ A be the constant speeds of I-cell over silent phase and active phase, respectively. Ca = −λ S when the cell is silent λ A when the cell is active (2) From this, we have T S · λ S = (T I − T S ) · λ A . Let ψ be phase variable for I-cell which lies in unit interval. We assume that I-cell falls down from the active phase at ψ = 0. We also assume that ψ simply satisfies ψ = 1 with jump-up when it gets excitation from E-cell. Let ψ * be T S /T I = λ A /(λ A + λ S ). If ψ < ψ * , then the I-cell is silent and if ψ > ψ * then active; thus I-cell enters the active phase spontaneously at ψ = ψ * under no excitation from E-cell. Best et al. [?] showed that the condition λ S /λ A > 1 is closely related to the generation of chaotic activity. Now the condition, λ S /λ A > 1, is equivalent to ψ * < 0.5, which will be assumed in the following analysis.
We assume that if I-cell is silent, then an excitation from E-cell pushes I-cell into the active phase without changing the value of the slow variable Ca and if it is active already, then this excitation from E-cell has negligible effect on the phase of I-cell. Let Λ(ψ) be the resulting phase of I-cell when it receives an excitation from E-cell at phase ψ. Obviously Λ(ψ) = ψ if ψ > ψ * . Now consider Λ(ψ) when ψ < ψ * . The cell is a distance λ S · ψ · T I away from the point where the cell jumps down (ψ = 0). Because the cell is pushed into the active phase without changing the value of the slow variable Ca and the rate is λ A in active phase, it takes λ S ·ψ ·T /λ A to reach the point corresponding to ψ = 1. Thus the resulting phase is given by 1 − (λ S /λ A )ψ. Consequently, we have
Note that the duration of bursting or the remaining phase is given by 1 -Λ(ψ).
E-cell
Now we consider phase variable φ of E-cell. We assume that E-cell has a strongly attracting limit cycle so that E-cell is not much deviated from its periodic orbit and returns immediately under weak synaptic inhibition from I-cell. Following Kuramoto [28] and Hoppensteadt and Izhikevich [8] , we consider the following equation
where x = (V, h, n, r, Ca, s) T ∈ R 6 , F (x) the baseline vector field and P (x, t) the time dependent perturbation. By assumption, when P ≡ 0, this has a strongly attracting limit cycle, say γ, which persists under small perturbations. Let x γ (t) be the corresponding solution to γ, which satisfies
where T E is the period of x γ (t) on the limit cycle γ. We have a natural homeomorphism from γ to S 1 , say φ : γ → S 1 with dφ(xγ ) dt = ω. From chain rule, we have
Now we want to define the phase variable φ(x) ∈ [0, 2π] for all x in the small neighborhood U of γ as follows. Let x γ (0) be a point on the limit cycle γ. Consider the set of all initial conditions x(0) ∈ R 6 such that the distance between x γ (t) and x(t) approaches zero as t → ∞. This set is called the isochron of x γ (0) [2, 11, 28] . Guckenheimer proved that there is a neighborhood of a limit cycle that is foliated by its isochron. We can choose an open neighborhood of γ, say U , so small that if an isochron intersects a trajectory in U , then they make transversal intersection. Since the limit cycle is strongly attracting, we can also choose U such that if x(0) ∈ U , then x(t) ∈ U for all t > 0. Note that the eventual behavior of points on the same isochron look almost the same and if x(0) is in the isochron of x γ (0), then x(t) is in the isochron of x γ (t) for all t > 0. Obviously we have a natural extension of this map over U by defining φ(
Finally, we define a phase variable φ for general P . Note that for nonzero P , we have perturbed isochrons. This new phase variable must be identical to the previous one if P ≡ 0. From chain rule, φ should satisfy
The right hand side generally depends on the precise location of point x on the same isochron, however, if we evaluate this at x γ (t) which is the intersection of γ and the isochron of φ(x) we have the following with some error.
where E is an error term. Under small perturbation of order , x(t) is close to x γ (t). Because we consider the asymptotic behavior as t → ∞, the distance between x(t) and x γ (t) goes to 0 as → 0. Thus using perturbation method, we know that the error term E is negligible, at least of order 2 [28] . The resulting one dimensional phase equation is given by
In our case, P (x, t) = (I(t), 0) T where I(t) is a series of pulses, thus we have
and the phase difference is given by In some articles, ∂φ ∂V is called the Phase-dependent sensitivity or Phase Response Curve. Obviously, phase difference depends on the duration and magnitude of I(t). If I(t) consists of multiple pulses, then the integral in (10) is split into the sum of integrals, so the phase difference is the sum of phase difference of each pulse. Note that if we have ∂φ ∂V > 0 over the silent phase of limit cycle, the inhibitory input from I-cell causes phase delay.
∂φ ∂V
can be computed analytically in some simple cases, for example, if x ∈ R 1 , say x = V , then
In the model we consider, however, it is impossible to compute (10) analytically.
We checked Phase Response Curve(PRC) of E-cell over various negative pulses. The definition of PRC is as follows: Let T E be the period of unperturbed E-cell and T P of the perturbed one. Then PRC is (T P − T E )/T E . Figure 5 shows PRC's over various number of pulses. Here a is magnitude of pulse and σ is duration in ms. τ is the time when the first pulse is given. In all cases, the duration σ is fixed as 2ms and the interpulse interval is 20 ms. In each subplot, we fixed the magnitude a(=-5,-10,-15,-20) and checked PRC's over different number of pulses (top to bottom, 1 to 6). In all cases, PRC's are negative, which implies that ∂φ ∂V is positive [17] . In addition, since PRC's are pretty linear over the silent phase of limit cycle, ∂φ ∂V may be a linear function of τ , the phase of E-cell where the inhibition is given. Now for fixed τ away from spiking, since the differences between adjacent PRC's are almost the same, phase delay also seems to depend the number of pulses linearly. Based on these findings, we assume the followings for our analysis. First, ∂φ ∂V is positive and linearly proportional to φ, the phase where the inhibition is given. Second, the phase delay also linearly depends the number of pulses or the duration of I(t). We assume that number of spikes in a burst is roughly proportional to the duration of the bursting. Note that the duration of bursting is given by M = 1 − Λ(ψ) and Λ(ψ) depends on the phase when I-cell enters the active phase. There are two cases to consider: if I-cell enters the active phase spontaneously, then M = 1 − ψ * . On the other hand, if I-cell is pushed into the active phase by the excitation of an E-cell at phase ψ 0 , then M = 1 − Λ(ψ 0 ). Hence we assume that ∂φ ∂V I(t) = C · (1 − Λ(ψ)) · φ for some small constant C. In the following, we assume that C ∈ [0, 1]. For the simplicity of computation, we assume that φ lies in unit interval and the E-cell fires at φ = 0 or equivalently at φ = 1. Suppose that the period of an E-cell, T E is αT I for some positive α. Then we have the following equation for φ. 
where φ 0 is an initial condition.
Now we will check the phase of E-cell, φ whenever I-cell falls down from the active phase, ψ = 1. This will render a map of φ, say F (φ) and a close analysis of this map will help us to determine conditions for when a network consisting of one excitatory cell and one inhibitory cell exhibits irregular activity. In this section, we first consider the case when α ≥ 1, or equivalently, T E ≥ T I and Figure 6 illustrates a phase plane. Vertical axis and horizontal axis are for φ and ψ respectively. Letφ be the initial phase of E-cell when ψ = 0. Then the point (0,φ) travels the phase plane and will hit the line ψ = 1. F (φ) will be the phase of E-cell at this time. Note that the phase plane is divided by the vertical line ψ = ψ * . On the left side of the line, I-cell is silent and on the right, active. Let's call this left area as Silent Space and the right as Active Space. We have two important points on the line ψ = 0. The first one, say P 1 , is the φ-intercept of the trajectory which begins at (ψ * , 1) in backward time t. From (11), φ = 1/α and ψ = 1 in the Silent Space. Thus this trajectory is linear with slope 1/α and for each α ≥ 1
Similarly, P 2 is defined as the φ-intercept of the trajectory which begins at (1, 1) in backward time t. The explicit formula is given in (15) . P 1 is positive when α ≥ 1; to have negative P 1 , ψ * must be greater than α and this cannot be the case until α < 0.5 since ψ * ≤ 0.5 in our assumption. P 2 is also positive for α > 1. (Proof is given in Appendix). Now the domain of the map is divided into three subintervals,
by these two points. .
Map
First, supposeφ > P 1 ( (I) in Figure 6 ). Because the trajectory in the Silent Space is linear with slope 1/α, (I) traverses the Silent Space and hits the top at A = A(α(1−φ), 1) . Now point A jumps to a point B = B(Γ(α(1−φ)), 1) or C = C(Γ(α(1 −φ)), 0). From (11) and the definition of Λ(ψ), we have the following equation for φ from point C to point D.
. Then the solution is φ(t) = 1 − e −Q 1 t /αQ 1 and D is given by (1, φ(1 − Γ(α(1 −φ)))). As a result, we have
Now suppose P 2 <φ < P 1 . We have E = E(ψ * ,φ + 1 α ψ * ) because the trajectory is linear. Now consider the trajectory from E to H. Since Icell enters the Active Space spontaneously, we have the following governing equation for φ from (11) .
is given by φ(t) = 1 − e −Q 2 t /αQ 2 since initial point is 0, and as a result, we have
Using (13)
Finally, we consider the caseφ < P 2 . As in the previous case, we can determine I easily, I = I (ψ * ,φ + 1 α ψ * ) and φ(t) from I to J is given by
where φ 0 =φ + 1 α ψ * . Thus the map is Figure 7: According to F 2 (P 1 ) and P 2 , the parameter set is divided into two areas. A) Type I: F 2 (P 1 ) < P 2 B) Type II: F 2 (P 1 ) > P 2 C) Curves F 2 (P 1 ) = P 2 over various α's between 1 and 2. For each curve, Type I is the region above the curve and Type II below it. We see gradual transition from Type I to Type II as alpha decreases.
In summary, we have the following map
where
Since P 2 satisfies F 1 (P 2 ) = F 2 (P 2 ) = 1, we now have an explicit formula for P 2 :
If α < 1, then we may lose P 2 or both P 1 and P 2 . If a map has both P 1 and P 2 , then it is called regular, otherwise degenerated. /C]/(1 − αQ 2 ), respectively: the former is less than 1 and the latter is greater than 1 since αQ 2 = C(1 − ψ * ) lies between 0 and 1. On the other hand, F 3 over I 3 is concave down and decreasing, thus the derivative of F 3 is negative and F 3 assumes its maximum at P 1 .
F 1 (I 1 ) and F 2 (I 2 ) are disconnected but F 2 (I 2 ) and F 3 (I 3 ) are connected. The gap between F 1 (I 1 ) and
When α ≥ 1, the parameter region is divided into two subregions according to F 2 (P 1 ) and P 2 ( Figure 7 ). Because F 2 (P 1 ) is the vertex of the triangular image, F (I 2 ∪ I 3 ), if F 2 (P 1 ) < P 2 then this vertex lies below the line φ = P 2 ; hence I 2 ∪ I 3 is properly mapped into I 1 through F . Figure 7 shows two representative cases. We call the case when F 2 (P 1 ) < P 2 as Type I and the other case as Type II. Figure 7 also shows curves F 2 (P 1 ) = P 2 for various α's. For fixed α, we have F 2 (P 1 ) < P 2 (Type I) above the curve and F 2 (P 1 ) > P 2 (Type II) below it. For example, if α = 1.8, then Type I is dominant and if α = 1.0, then Type II is dominant. We have gradual transition from Type I -dominant case to Type II -dominant case as alpha decreases. We consider Type I -dominant case first, say when α = 1.8.
Type I -dominant case : When α = 1.8
We claim that the parameter region for Type I is divided into subregions by the following set of curves
and the map in each subregion is uniquely characterized. Recall that I 2 ∪ I 3 is properly mapped into I 1 through F in Type I. The right end point of this image is F 2 (P 1 ) = F 3 (P 1 ). Thus we may confine our map to [0, F 2 (P 1 )], say D, and we will consider the induced map from D into itself. Now D is mapped into I 2 ∪ I 3 through F 1 and the left and right end points of
Our goal is to check all possible induced maps and classify their characteristics. We begin with finding some proper partition of [0, 1]. Since F 1 is a linear function with slope less than 1,
is also a linear function with slope greater than 1 for all nonnegative integer k. Now the fixed point of F 1 is 1/αQ 2 + ψ * /α(exp[αQ 2 2 /C] − 1) and this is greater than 1 because αQ 2 = C(1 − ψ * ) is between 0 and 1. Thus two sets,{F −k 1 (P 1 )|k = 1, 2, · · ·} and {F −k 1 (P 2 )|k = 1, 2, · · ·}, are unbounded below. For fixed C, ψ * and α, we then can determine non-negative integer k such that either F −k
and the latter as
, respectively, the partition is also uniquely determined by the relative position of A to those F −k
1 (A) and we choose {0, P 2 , P 1 , 1} as the partition. If P 2 < A < P 1 , then F −1
since F 2 (P 1 ) < P 2 in the parameter regime for Type I. In addition, once A is placed and the partition is uniquely determined as a result, then the places for F 2 (P 1 ) or F 1 (F 2 (P 1 )) are limited to very small intervals in that partition. Now we want to find the lower and upper bounds for that range in terms of A. We will use F 2 (P 1 ) and F 1 (F 2 (P 1 )) interchangeably and the reason is clear in the following arguments. Recall that 0 < F 2 (P 1 ) < A. Since F 1 (0) = A and F 2 (P 1 ) ∈ I 1 , we have A < F 1 (F 2 (P 1 )) from the left part of this inequality. Combining these two inequalities results in
This is equivalent to F −1
As a consequence, from (17), F −1 1 (A) acts as a lower bound for F 2 (P 1 ) and A as an upper bound. Equivalently, by taking F 1 , A acts as a lower bound for F 1 (F 2 (P 1 )) and F 1 (A) as an upper bound. We don't mean that these are the best lower and upper bounds that we can find, but these are sufficient for our analysis. Now we will consider first several major cases and show that the maps in the parameter regime for Type I are completely sorted and characterized by the positions of those A = F 1 (0) and F 1 (F 2 (P 1 )). The first case is P 1 < A; Numerically, however, we have only A < P 1 for α < 2. We know that {0, P 2 , P 1 , 1} is the proper partition of [0,1]. From (17) and (18), we have
Thus if A ∈ [P 1 , 1], then we have only one choice for F 2 (P 1 ), which is
, the induced map is the composition of F 1 and F 3 , a concave down and monotonically decreasing function, which doesn't give any interesting behavior. We now consider the case when P 2 < A < P 1 , or equivalently F
In the former case, the condition F −1
, is equivalent to P 2 < F 1 (F 2 (P 1 )) < P 1 : thus, over D, the induced map is the composition of F 1 and F 2 , a linear function with a positive slope, which doesn't give any interesting behavior. In addition, as in the previous case, we don't have this case numerically when α < 2. Area I: Now consider the latter case where P 2 < A < P 1 and F −1
We call the parameter regime that satisfies these conditions as Area I. Because F −1
, a linear function with positive slope, and
, a concave down and monotonically decreasing function. Thus the induced map assumes its maximum at F −1 1 (P 1 ), which is F 2 (P 1 ). Figure 8 shows an example when α = 1.8, ψ * = 0.45 and C = 0.1. Because
F has only one fixed point in Area I.
Area II: Now suppose that F −1 (17) and (18), we have
Thus for F 2 (P 1 ), we have three choices, either in [0, F −1
. We first consider the latest one, which is F −1 1 (P 1 ) < F 2 (P 1 ) < P 2 or P 1 < F 1 (F 2 (P 1 )), and call it as Area II. Since F −1
. By the properties of F 1 , F 2 , and F 3 , the first one is monotonically decreasing, the second is linearly increasing, and the third one is monotonically decreasing function. This induced map assumes its maximum at F −1
, and its minimum at F −1
Thus the second part of this induced map must have an unstable expanding fixed point. In addition, the first and the third have fixed points. An example when α = 1.8, ψ * = 0.3 and C = 0.4 is given in Figure 8 .
Area III: We call the case when F −1
Thus the first part has a unique fixed point. Figure 8 shows one example when α = 1.8, ψ * = 0.2 and C = 0. 5 We skip the last case when F −1 1 (P 1 ) < A < P 2 and 0 < F 2 (P 1 ) < F −1 1 (P 2 ) and consider it later.
Area IV and V: Now we have to consider the case when F −1
and there are three subcases for
as Area IV and the middle one, F −2 Figure 9 shows examples in each areas. Note that the induced map of Area V is qualitatively similar to Area I. In fact, the maps from Area I to Area V are 4 representative cases of Type I.
Conditions For Irregular Behaviors in Type I
If we have |F (z)| > 1, then we can rule out any stable limit cycles because this condition implies that if any limit cycle exist, then they should be unstable. We want to find the parameter regime which satisfies this condition. In Area I, the induced map is
On the other hand, because F 3 • F 1 is monotonically decreasing and concave down, the largest derivative (the smallest in magnitude) of F 3 •F 1 is given by
Thus if this is less than -1, then
. In summary, if the following two conditions are satisfied, we expect that the induced map on D gives chaotic behavior.
In Area II, the induced map is
Regarding the second and third part of the induced map, we have
In fact, (1) is automatically satisfied, because the map F 2 • F 1 is linear with positive slope and onto, hence the slope must be greater than 1. Regarding the first part of D, [0, F −1
1 . Because F 3 is concave down decreasing function, the largest derivative The whole parameter region is roughly divided by the curves (red), F k 1 (A) = P 1 and F k 1 (A) = P 2 . From bottom to top, A = P 2 , F 1 (A) = P 1 , F 1 (A) = P 2 . Now each regions enclosed by these red curves are also divided by the blue curves which determine the positions of F 2 (P 1 ). From bottom to top, we have F 2 (P 1 ) = P 2 , F 1 (F 2 (P 1 )) = P 1 and F 1 (F 2 (P 1 )) = P 2 .. Each subregion is labeled in red. Condition curves are as follows : (smallest in magnitude) of
. Thus the following are the conditions for chaotic behavior in Area II.
(1)
Now we simply list conditions without further explanation for other areas introduced in previous section.
< −1 Up to now, we've analyzed the following four cases, P 1 < A < 1, P 2 < A < P 1 , F −1 1 (P 1 ) < A < P 2 , and F −1 1 (P 2 ) < A < F −1 1 (P 1 ). Recall that the whole parameter region is initially divided by the following set of curves, {F k 1 (A) = P 1 |k = 0, 1, 2, · · ·} ∪ {F k 1 (A) = P 2 |k = 0, 1, 2, · · ·} where F 0 1 (A) = A. The first few curves are A = P 1 , A = P 2 , F 1 (A) = P 1 and F 1 (A) = P 2 . As we mentioned, we don't have A = P 1 for α > 1 numerically. Figure 10 shows the other curves in red; from bottom to top, A = P 2 , F 1 (A) = P 1 , F 1 (A) = P 2 . In the region enclosed by F 2 (P 1 ) = P 2 and A = P 2 , we have P 2 < A < P 1 and if by A = P 2 and F 1 (A) = P 1 , then F −1 1 (P 1 ) < A < P 2 . Now each regions enclosed by these red curves are also divided by the blue curves which determine the positions of F 2 (P 1 ). From bottom to top, we have F 2 (P 1 ) = P 2 , F 1 (F 2 (P 1 )) = P 1 and F 1 (F 2 (P 1 )) = P 2 . In the region between F 2 (P 1 ) = P 2 and F 1 (F 2 (P 1 )) = P 1 , we have F −1
. Similarly in the region between F 1 (F 2 (P 1 )) = P 1 and F 1 (F 2 (P 1 )) = P 2 , we have F 
respectively. Below
respectively. This figure shows the conditions for irregular behavior are satisfied over almost all Type I region. Between each subregions, the connections are not smooth. We guess that this is just because we impose the strongest conditions in each cases. The actual areas should be little bit wider than these areas. If we use the conditions at fixed points instead of P 1 or F 1 (A), we expect that we have a wider region with smooth boundary as a whole.
We have skipped two cases up to now and the reason is given in Appendix. Now we can keep on analyzing all the cases for A < F −1 1 (P 2 ). It is a routine with more complicated condition. and we expect that we can find additional regions which give chaotic behaviors. But even in Type I dominant case such as α = 1.8, the regions for five dominant cases occupy almost all parameter space. In addition, as α decreases, this Type I dominant region shrinks and moves into upper left region (data not shown). Also recall that ψ * is the ratio of active phase to silent phase in an I-cell. In real neuron, we don't believe that ψ * can be such a small number. Thus we may stop analyzing those remaining cases at this point. We would like to stress that we've imposed the strongest conditions on the existence of chaotic behavior. Thus we expect that the actual region for the irregular behavior is little bit larger than our result.
Type II -dominant case : α = 1
As in the analysis of Type I, we claim that the parameter region for Type II is divided into subregions by the following set of curves
and the map in each subregion is uniquely characterized.
Since ] . Note that F 2 (P 1 ), the lower bound of A, is always in I 2 by the definition of Type II and F 2 (P 1 ) < P 1 (Appendix). According to the position of A, roughly we have the following three cases.
In the first case, the induced map is the composition of F 3 and F 1 , which is monotonically decreasing and doesn't give any interesting behavior.
Area R : We call the parameter region that satisfies the second condition as Area R. In this case, we have several subcases according to the position of A. Since A < F −1 3 (P 2 ) and F 3 is monotonically decreasing function, [A, F −1 3 (P 2 )] is not directly mapped into I 1 through F 3 but into I 2 , which is [P 2 , F 3 (A)]. Compare this to the first case where D is mapped into I 1 directly. In Area R, D is broken down into two subintervals, one of them is directly sent to I 1 and the other to I 2 . Now consider
, then the whole image is sent to I 1 through
, the former is sent to I 1 through F 2 and the latter left in I 2 . The image of the latter is [P 2 , F 2 (F 3 (A))] and we can repeat until all the images are sent to I 1 . Here the points {F −k 2 (P 2 )|k = 1, 2, 3, · · ·} and F 3 (A) govern these division and this sending procedures. As a consequence, we can conclude that the Area R is divided by the curves 
• F 3 . Note that on each J k , the induced map is strictly decreasing and onto function. On R k , it is only strictly decreasing. Figure 11 shows an example in this area when ψ * = 0.2 and C = 0.3 where
We call the area that satisfies the third case,
Suppose that the parameters, C and ψ * are fixed. Then P 1 is determined from (12) . Consider the following set,
From above inequality, this set is nonempty and we can choose the largest k. Obviously, k depends on the parameters C and ψ * . This k also satisfies
and from this, we can conclude that Area L, which is enclosed by A = P 1 , is divided by the curves {F −k 2 (P 2 ) = P 1 |k = 1, 2, · · ·} or {F k 2 (P 1 ) = P 2 |k = 1, 2, · · ·} Now under the same fixed parameter and k, (19) also implies
Recall that F 2 (P 1 ) is the lower bound for A. Thus we have the following two choices for A, either
or
Thus, each subregions of Area L are again split into two subregions by the curves {F −k 2 (P 2 ) = A|k = 1, 2, · · ·} or {F k 2 (A) = P 2 |k = 1, 2, · · ·} For example, if we have a subregion enclosed by F k 2 (P 1 ) = P 2 and F (k+1) 2
(P 1 ) = P 2 , then this subregion is divided into two smaller subareas by F k 2 (A) = P 2 . Figure 12 shows the curves F k 2 (P 1 ) = P 2 in blue and F k 2 (A) = P 2 in green when k = 1, 2, 3 and 4. We will explain this figure in detail later. As in Area R case, let
which is strictly decreasing and onto. On U R k , the induced map is
• F 3 which is strictly decreasing only. The induced map is
. These last three maps are strictly increasing linear maps.
Two examples are given in Figure 11 . Middle row is when ψ * = 0.15 and C = 0.5 and we have F −2
Since the induced map over J k is strictly decreasing and onto, it has exactly one fixed point. Now the slope of the map on [A, P 1 ] is greater than 1 ( Numerically, this holds for almost all parameters in Area L), so the map on U R 2 has unique fixed point. Thus we have 4 fixed points and all seem to be unstable and expanding in this case. Now bottom row is when ψ * = 0.1 and C = 0.6 and we have F −2
We have two fixed points over J 0 and J 1 .
Region Division in Type II
The Area R is enclosed by the two curves, A = P 1 and A = F −1 3 (P 2 ) or F 3 (A) = P 2 (red in Figure 12 B) . Note that the right upper region above the curve F 3 (A) = P 2 is the trivial case which doesn't give any interesting behavior. Now Area R is divided by the following curves A = F −1 Figure 12 B, we plot the first three curves when k = 1, 2 and 3. Now the Area L (Figure 12 A) is enclosed by A = P 1 (red) and F 2 (P 1 ) = P 2 (blue in upper left). As we discussed, the Area L is divided by {F k 2 (P 1 ) = P 2 |k = 1, 2, · · ·} (blue) and {F k 2 (A) = P 2 |k = 1, 2, · · ·} (green). Recall that the blue curves determine the position of P 1 and the red ones do that of A. If the parameter pair (ψ * , C) lies between F k 2 (P 1 ) = P 2 and F k+1 2
(P 2 ). For example, the second example of Area L in Figure 11 is when ψ * = 0.1 and C = 0.6. This lies between F 2 2 (P 1 ) = P 2 and F 2 2 (P 1 ) = P 2 which implies that F −2
2 (P 2 )) and does between F 1 2 (A) = P 2 and F 2 2 (A) = P 2 which gives F −1
2 (P 2 ). Combining these two, we have A < F −2 2 (P 2 ) < P 1 . . Area L is enclosed by A = P 1 and F 2 (P 1 ) = P 2 . This Area L is divided by {F k 2 (P 1 ) = P 2 |k = 1, 2, · · ·} (blue) and {F k 2 (A) = P 2 |k = 1, 2, · · ·} (green). Blue curves determine the position of P 1 and the red ones do that of A. If the parameter pair (ψ * , C) lies between F k 2 (P 1 ) = P 2 and F k+1 2
(P 2 ). Area R is enclosed by the two curves, A = P 1 and A = F −1 3 (P 2 ) or F 3 (A) = P 2 . This Area R is divided by the following curves A = F −1
We plotted the first three curves when k = 1, 2 and 3. (P 1 ) = −1 (black) and
= 1 (green). The region below these two curves satisfies the conditions for the existence of irregular behavior. For the Area R, we plot the curve
Again, the region below this curve is for the chaotic behavior.
Conditions For Irregular Behaviors in Type II
Area R: Suppose that A ∈ J k+1 for some positive integer k. We know the domain
, which is strictly decreasing and onto function. On R k , the map is
• F 3 , which is only strictly decreasing. Recall that F 1 and F 2 are linear functions with positive slope, the former is less than 1 and the latter greater than 1, and F 3 is concave down decreasing function. Thus we have
for all l = 0, 1, · · · , k + 1 and x ∈ D. Now the rightmost one is the universal upperbound for all functions in the case when A ∈ J k+1 . Since all functions in Area R are F 1 • F k 2 • F 3 for some nonnegative integer k, this is also the upperbound for all functions in Area R. Thus if this upperbound is less than -1, then we would expect irregular behavior.
Area L: The maps in the Area L are of two types, either
• F 3 or F 1 •F k 2 for some positive integer k. The former is defined over [P 1 , 1], that is, over J k for nonnegative integer k or U R k for positive integer k.
is an universal upperbound for those maps. Now the latter is defined over [A, − ψ * /α < P 2 < 0 Figure 14 : Parameter region divisions for the degenerate cases over various α. As α decreases, P 2 and P 1 decrease gradually and according to their relative positions, the whole region can be divided into 3 subregions. When α = 0.9, DG -Type I emerges from the bottom and becomes dominant when α = 0.7. At this time DG -Type I I appears from lower left part and becomes dominant when α = 0.5. P 1 is negative only when α < 0.5 and as a result, we can see DG -Type III which emerges from the right when α = 0.3 upperbound is obviously
. Thus under the following condition, the induced map on D gives chaotic behavior. Figure 13 shows these three curves;
= 1(green). Under these curves, the desired conditions are satisfied. Figure 13 shows that almost all Area R and the Area L satisfy the conditions for chaotic behavior. This figure gives quite plausible result because these conditions are quite strong ones and we expect that the actual region is somewhat wider than this.
6 When α < 1 : T E < T I When α ≥ 1, we always have two special points, P 1 and P 2 , through which the partition of the domain D is completely determined and the maps are also characterized. When α < 1, however, P 1 and P 2 can be negative for some C and ψ * Proof in Appendix also shows that the line C = 0 coincides with P 2 = 0 if α = 1. In addition, Figure 14 shows that the curve P 2 = 0 (red dots) appears from the bottom and moves up in the phase plane when α < 1.
When P 2 < 0, we have the following two cases : Either the ψ-intercept of the backward trajectory which begins at (1,1) lies in [0, ψ * ] or in [ψ * , 1]. If this ψ-intercept is ψ * , then P 2 is −ψ * /α. In summary, we have the following three cases.
(1) DG -Type I : when P 1 > 0 and − ψ * α < P 2 < 0 (2) DG -Type II : when P 1 > 0 and P 2 < − ψ * α (3) DG -Type III : When P 1 < 0 and P 2 < − ψ * α (22) Examples of parameter region divisions are given in Figure 14 for α = 0.9, 0.7, 0.5 and 0.3. Because P 2 and P 1 decrease as α decreases, we can see gradual emergence of these regions. When α = 0.9, DG -Type I emerges from the bottom and becomes dominant when α = 0.7. At this time DGType II appears from lower left part and becomes dominant when α = 0.5. P 1 is negative only when α < 0.5 and as a result, we can see DG -Type III which emerges from the right when α = 0.3.
DG -Type I
The trajectory which begins at (1,1) in backward time t, hits the bottom between 0 and ψ * (blue solid curve in Figure 15 ). Thus domain is divided into [0, P 1 ] and [P 1 , 1]; the maps are F 2 and F 3 respectively. There is nothing special about the map in DG -Type I except the fact that F 1 is missing. Figure 15B shows one example when ψ * = .4, CC = .5 and α = 0.7.
Since F 2 is linear with slope > 1, if we have
then it gives irregular behavior. Figure 16 shows this curve blue dots ) when α = 0.9, 0.7 and 0.5 from left to right. Red dots are DG -Type I area boundaries (Figure 14) . In the region enclosed by blue curve and two red curves, we have |F (z)| > 1. As α decreases, this region shrinks and finally disappears when α = 0.5. This is just because the map F 3 tends to be leveled off around P 1 as α decreases (data not shown). Now the same figure shows dF 3 dφ (P c ) = −1 (black dots) where P c is the ψ-coordinate of the intersection point of F 3 and φ = ψ. This curve tends to stay inside DGType I area; thus, in almost all DG -Type I area, 
DG -Type II

Maps
We recall that the governing equation for φ in the Active Space is given by φ = ,1), either by jumping into active phase (Q = Q 1 , left) or by passing though ψ = ψ * (Q = Q 2 , right). R k 's (S k 's, resp.) are the hitting points on the line C = 0 of the backward trajectory which begins at (1,1) when Q = Q 1 (Q = Q 2 , resp.). Let P 0k (> P 1 , left) is the point on the line ψ = 0 that the trajectory beginning at this point hits the top and jumps to (R k , 1). The trajectory starting at P * ( between 0 and P 1 , right ) passes through the line ψ = ψ * and traverses the active space to reach (1,1). The existence of P * depends on parameter values. Now consider a trajectory which reaches (1,1) in the phase plane more deeply. When α ≥ 1, the trajectory which begins at P 2 (> 0) crosses the line ψ = ψ * to reach (1,1) and this was the only way to that point. When α < 1 and −ψ * /α < P 2 < 0 (DG -Type I), we lost P 2 and didn't have any route to the point (1,1). Different from these cases, in DG-Type II case, there are two types routes to (1,1) even though we are still missing P 2 . These routes to (1,1) are either by jumping into active phase or by passing though ψ = ψ * . The number of routes, of course, depend on parameter values.
Consider the trajectory which begins at (1,1) in backward time t when Q = Q 1 (jump-up case; Figure 17 left). Black solid line is this trajectory. It traverses the Active Space backward and hits the bottom, say at (R 0 , 0) or equivalently at (R 0 , 1). And then as it traverses backward again the Active Space, it can either hits the bottom again, say at (R 1 , 0) or hits the line ψ = ψ * . These steps are repeated until the trajectory hits the vertical line ψ = ψ * . Let {R k |ψ * < R k < 1, k = 0, 1, · · · , N R } be the set of those ψ-intercepts of the trajectory. The last and the least one is R N R . Obviously, N R , the number of such R k 's, depends on parameters because Q 1 does. Similarly, let {S k |ψ * < S k < 1, k = 0, 1, · · · , N S } be the set of ψ-intercepts when Q = Q 2 (Figure 17 right) . Since we have P 1 > 0 and P 2 < − ψ * α in the DG -Type II area, the trajectory that begins at (1,1) in backward time t, must hit the ψ -axis and this should be greater than ψ * in both cases, Q 1 or Q 2 . This guarantees that the above two sets are nonempty.
Let T R 2 be the time from the bottom to the top in the Active Space when
Similarly if we let T S 2 be the time from the bottom to the top in the right region when Q = Q 2 , then we have
Suppose that we have N R + 1 R k 's for some parameter set. Let P 00 (> P 1 ) be the point on the line ψ = 0 that the trajectory which begins at this point hits the top and jumps to (R 0 , 1). Similarly we can define P 0k for k = 1, 2, · · · , N R . Figure 17 A shows Black lines in the Silent Space which correspond to these trajectories. Suppose thatφ > P 1 . Then every trajectory which begins at (0,φ), must hit the top at (α(1 −φ),1) and jump to (Γ(α(1 −φ)),1) Ifφ > P 00 , then Γ(α(1 −φ)) > R 0 and
be this map for the same k. Here we assume that P 0(−1) be 1 and P 0N R +1 be P 1 . If we rewrite F k U (φ) using the definition of Λ(ψ) and T R 2 , then it becomes
Now suppose that we have (N S + 1) S k 's for the same parameter set and consider the trajectory that begins at the origin. This crosses the line ψ = ψ * and hit the top at (ψ * + T 1 ,1) where
In this case, we have either ψ * < ψ * + T 1 < S N S or S N S < ψ * + T 1 < S N S −1 . In the first case, every point in [0, P 1 ] is mapped into [ψ * , ψ + T 1 ] on the top line and then N S times up-and-downs follow before hitting the line ψ = 1. Let this map be F 2 L (φ), which is given by
In the latter case, we have one special point, say P * between 0 and P 1 , that the trajectory starting at this point hits the top at (S N S ,1). If 0 <φ < P * , then we have only N S − 1 times up-and-downs and if P * <φ < P 1 , then N S times up-and-downs. Thus we have
if P * <φ < P 1 (26) This latter case is given in Figure 17 .
In summary, suppose that we have N R + 1 R k 's and N S + 1 S k 's for fixed C,ψ * and α. Then the map is given by
if P 00 ≤φ < 1 On the other hand, F k U is concave down and monotonically decreasing function for each k.
Region Division
P 0k satisfies the equation Γ(α(1 − P 0k )) + (k + 1)T R 2 = 1 , which gives
). The existence of P 0k is determined by the equation, ψ * + (k + 1)T R 2 = ψ * + (k + 1)T S 2 = 1, which comes from P 0k = P 1 . If this curve exists in the DG -Type II area, then we know that P 00 , P 01 , · · ·, P 0k exist. Because R 0 always exists in DG - Type II area, so does P 00 . Thus we only need to check the existence of P 0k or equivalently the existence of the following curves, ψ * + (k + 1) · T R 2 (P 1 ) = 1 for k = 1, 2, 3, · · ·. These curves divide DG -Type II area into subareas. Now each subarea also can be divided into two subareas according to the existence of P * . P * satisfies ψ * + T 1 (P * ) + N S T S 2 = 1 which gives
If we have ψ * + T 1 (0) + N S T S 2 > 1, then we have P * . P * always exists when α ≥ 0.5 in DG -Type II area (Appendix).
We consider the case when α ≥ 0.5 first. From above facts on the existence of P 00 and P * , we see that DG -Type II area always have P 00 and P * . In addition, numerically we don't have any P 0k 's for k > 0. Thus the domain of a map on this area is divided into [0, P * ],[ P * , P 1 ], [P 1 , P 00 ] and [P 00 ,1] and qualitatively there is only one type of map. One typical example of this case is given in Figure 18 when α = 0.5, ψ * = 0.2 and C = 0.4.
If α < 0.5, then everything become more complicated because the existence of P * and P 0k 's (k > 0). As an illustration, we consider the case when α = 0.3 in Figure 19 , which shows ψ * +k·T R 2 (P 1 ) = 1 in blue for k = 1,2, and 3 (from top to bottom). If we lie between the top and middle blue curves, then we have P 00 only. On the other hand, if we lie between the middle and bottom blue curves, then we have P 00 and P 01 . Subareas enclosed by blue curves are further divided by red curves, ψ * + T 1 (0) + k · T S 2 = 1 for k = 1,2 (from top to bottom), which determine the existence of P * . In each subarea, if we lie above the red curve, then we have P * , and if below, then we don't. To make it clear, four exemplary cases (blue stars) are chosen along the vertical line ψ * = 0.15. The upper two stars have only P 00 and the bottom two stars have P 00 and P 01 . The first and third ones from top have P * . Figure 19 shows these maps at the bottom. As we've seen, the Figure 19 : DG -Type II Region Division when α = 0.3. The curves ψ * + k · T R 2 (P 1 ) = 1 are shown in blue for k = 1,2, and 3 (from top to bottom), which determine existence of P 0k 's. On the other hand, the curves ψ * + T 1 (0) + k · T S 2 = 1 are shown in red for k = 1,2 (from top to bottom), which determine existence of P * . Along vertical line ψ * = 0.15, four examples are chosen (blue stars). Upper two stars have only P 00 and the bottom two stars have P 00 and P 01 . The first and third ones from top have P * . The corresponding maps are given at bottom from left to right. The small boxes are phase plane diagrams for boundaries of each area and those four exemplary cases. Vertical green lines represent ψ = ψ * . existence of P * is alternating. Thus in the first and third maps, we have small branch of maps in upper left corners which correspond to F 1 L .
Conditions For Irregular Behaviors
In DG -Type I area, the condition,
(P c ) < −1, is closely related to the positive Lyapunov exponents where P c is the ψ-coordinate of the intersection point of F 3 and φ = ψ. Note that in DG -Type II area, the number of fixed points is greater than one if α < 0.5. However, when α ≥ 0.5, because we have only one fixed point, we tested the condition 
DG -Type III
This case occurs only when α < 0.5 since P 1 < 0 and as a consequence, we
which appear in DG -Type II. Phase plane for general DG -Type III area is given in Figure 21 . Now the trajectory which begins at (0,0), hits the top at (α,1) and jumps to (Γ(α),1). Note that ψ cannot lie between α and Γ(α). As before, the number of branches of maps over [0, 1] is determined by the following curves Γ(α) + kT R 2 = 1 or
Note that R N R doesn't need to be the least one and we may have smaller R k 's than R N R in [ψ * ,R N R ]. But those R k 's don't affect the number of branches of maps. In this assumption, we have P 0N R , P 0(N R −1) , · · · P 00 , and the map is given by 
Obviously, the region is divided by the curves, Γ(α) + kT R 2 = 1, k = 1, 2, · · ·, which determines the number of partitions of the map. Upper right one in Figure 21 shows first two curves (green) when α = 0.3 (k =1,2. upper right to lower left). Above each curve, we have Γ(α) + kT R 2 > 1 for k = 1, 2, hence we also have P 0(k−2) , too. We chose some examplary cases (blue stars) from each subareas and the corresponding maps are given in the same figure. For the upper right blue star, the corresponding map (leftmost) doesn't have P 00 because Γ(α)+T R 2 > 1 . But for middle blue star, the corresponding map (middle) has P 00 but not P 01 because Γ(α) + T R 2 < 1 and Γ(α) + 2T R 2 > 1. For lower left one, map has both points since Γ(α) + 2T R 2 < 1. In Figure 22 , we have some more examples when α = 0.4, 0.3 and 0.1. In this figure, the curves are in red color and from right to left, k = 1, 2, · · ·. As α decreases, we see that the number of those curves increases, shrinking to left lower corner. In the same figure, we plot the curves dF 3 dφ (P c ) = −1 in blue color. In the case when α = .4 and 0.3, we can see these curves clearly. Below the curve, we have dF 3 dφ (P c ) < −1. When α = 0.4, we have two potential areas for positive Lyapunov exponents. First one is between upper blue curve and red curve, and second one is below the lower blue curve. As in the previous section, we checked Lyapunov exponents numerically (green dots). From numerical computation, we see that this first potential area doesn't give positive value but almost all second area does. The first result is consistent with the first map in Figure 21 which is monotonically decreasing. We can get the similar result when α = 0.3. When α = 0.1, we see that these are repeated. For the first subarea, the blue and green curves are too close to tell from each other. At the second subarea, we can see the blue lines, but almost all area have positive value. After that, all other subareas have positive value. When α is close to 0.5 we have somewhat large areas which don't give positive Lyapunov exponents. But this areas can be disregarded as compared to the larger DG -Type II area, where the whole area give positive values. As α decreases, the DG -Type III dominates and almost all region gives the chaotic behavior.
Two By Two Network And Full Model Results
Up to now, we have analyzed one E-cell and one I-cell network using phase variables. We checked the phase of E-cell whenever I-cell falls from its active phase (ψ = 1) and could construct one dimensional map using the phase of E-cell. It is quite natural to extend this analysis to 2-by-2 network and more general cases if possible. But we have some difficulties even in simple 2-by-2 network. To get a similar map, suppose that we check the phases of E-cells and 1st I-cell whenever 2nd I-cell falls from its active phase. The resulting map is 3 dimensional map and it gives a lot of subcases to consider which result in huge amount of functions and nonlinearities. It seems to be almost impossible to check all the possibilities. Even if we succeed to compute and get a map, we are not sure how much those maps would be useful besides the possibility of analysis. (As far as we know, there is no systematic way to analyze such a map with bunches of nonlinearities). Instead, we did numerical computations using 2-by-2 network (2 E-and 2 I-cells). Let's call E-cells as E 1 and E 2 and I-cells as I 1 and I 2 . E 1 and E 2 give an excitation to I 1 and I 2 , respectively. In contrast, I 1 and I 2 give inhibitions to E 2 and E 1 respectively. We use the same phase variables under the same assumptions and consider the case when α = 1. We check phases of E 1 and E 2 when I 1 finishes its active phase and falls down to the silent phase. The results are given in Figure 23 . Upper row is when ψ * = 0.3 and C = 0.8 and lower is when ψ * = 0.15 and C = 0.5. Blue dots are from numerical computations and Red curves from the map in previous analysis. We see that the maps from previous analysis give good fitting to the numerical results. Especially, at the second column, the numerical results is perfectly overlapped onto the maps F 1 and F 2 . Since we checked the phase of E -cells when I 1 stops firing, it affects the phase of E 2 directly, hence this result is reasonable in that sense. These figures suggest that the maps from our analysis may be intrinsic in larger networks. Now we repeated these experiments using full model when α ≈ 0.7, 1 and 1.8. The results are given in the Figure 24 . The left figure reminds us of DG -Type I map in Figure 15 , which doesn't have F 1 and has bigger F 2 and F 3 . In fact, we have DG Type I -dominant case when α = 0.7. ( Figure  14 and 16) Now middle one is when α ≈ 1 and right one when α ≈ 1.8. Recall that α = 1 gives Type II -dominant parameter space and α = 1.8 does Type I -dominant. The characteristic of Type I map is smaller domain of F 1 and larger domain of F 2 and F 3 . The middle one in the figure confirms these facts. In that figure, the domain of F 2 is the largest one. On the other hand, in the right one, we have pretty large part of F 1 as compared to F 2 and F 3 , which is the characteristic of Type II maps.
At the beginning of our analysys, our 1-by-1 network seemed somewhat too simple in its structure so as to gain some insight regarding the generation of chaotic behavior. But we see that the maps we've found in our analysis are of the essential nature in the generation of chaotic behavior in either phase or full model 2-by-2 network. We expect that this also holds in more larger networks. In addition, these results can be confirmed experimentally.
A Ionic Currents
The currents are modeled in a standard way. The leak current is given by I L = g L (v − v L ) and the other voltage dependent currents follow the Hodgkin-Huxley formalism;
and in the GPe cell is modeled in the simpler form I T = g T a 3
∞ (v)r(v − V Ca ). X can be n, h or r where n is the activation variable and h and r are the inactivation variables. We assume that the sodium channel activation is fast and for this reason, m ∞ is directly used in I N a . For X = n, m, h, s, a, r, the function X ∞ takes the form X ∞ = 1/[1+exp{(v−θ x )/σ x }] and for X = h, n, r, the function τ x (v) takes the form
B Skipped Cases
We've skipped two cases in Section 5. The first one is when F −1 Figure 10 shows that this case cannot happen when α = 1.8 because the two regions, one for A and the other for F 2 (P 1 ) don't intersect. The upper boundary curve of the region for A is F 1 (A) = P 1 and the lower boundary curve for F 2 (P 1 ) is F 1 (F 2 (P 1 )) = P 2 . Figure 25A shows F 1 (A) = P 1 (dots) and F 1 (F 2 (P 1 )) = P 2 (stars) for various α's. From bottom to top, α = 1.8, 1.6, 1.4, 1.2 and 1.0 in the order of red, yellow, green, blue and black. As seen in this figure, the two curves don't intersect for each α's and we expect that this holds for all 1 < α < 2. As a result, we also expect the case when F −1 1 (P 1 ) < A < P 2 and F −2
Since Type I area shrinks as α decrease, these curves move up as α does. The other skipped case is when F −1
1 (P 1 ). The two curves, F 1 (A) = P 2 and F 2 1 (F 2 (P 1 )) = P 2 , for the same set of α's are shown in Figure 25B and we get the similar result. Thus we also expect that we don't have this skipped case for all 1 < α < 2.
We claim that even though these cases exist, they can't give any interesting behavior. We want to show this in general format. Recall that for some nonnegative integer k, A can be placed as follows : either F −(k−1) 1 (P 2 ) < A < F −(k−1) 1 (P 1 ) or F −k 1 (P 1 ) < A < F −(k−1) 1 (P 2 ). In the former case, the corresponding partition is 1 (P 1 ) < A < P 2 and F −2 1 (P 1 ) < F 2 (P 1 ) < F −1 1 (P 2 ). F 1 (A) = P 1 , the upper boundary curve for A (dot) and F 1 (F 2 (P 1 )) = P 2 , the lower boundary curve for F 2 (P 1 ) (star) are plotted for various α = 1.8(red), 1.6(yellow), 1.4(green), 1.2(blue) and 1.0(black). This figure shows that these two curves don't intersect for each α's, whence we expect this is true for all 1 ≤ α ≤ 2. As a result, we also expect the case when F −1 1 (P 1 ) < A < P 2 and F −2 1 (P 1 ) < F 2 (P 1 ) < F and from (16), we have
When F 2 (P 1 ) ∈ [F −k−1 1 (P 1 ), F −k 1 (P 2 )], the induced map is F 3 • (F 1 ) k+1 . Since this is monotonically decreasing function, we also can't expect any chaotic behavior. For example, when F 
C Propositions
Proposition F 2 (P 1 ) < P 1 for α > 1 proof: Recall that P 1 be the y-intercept of the trajectory which begins at (ψ * , 1) in backward time t. Thus over Silent Space, (0,P 1 ) is sent to (ψ * ,1) and again to (ψ * ,0). Now over Active Space, the governing equation of φ is
The highest point that φ can reach is obtained when C = 0, that is, when the trajectory of φ is linear. In that case, the highest point that φ can reach, say H, is given by H = 1−ψ * α and we have
Thus if α > 1, then P 1 > H > F 2 (P 1 ).
Proposition P 2 is positive for 0 ≤ C ≤ 1, 0 ≤ ψ * < 0.5 and α > 1 proof: To show this, first, suppose that ψ * is fixed, say ψ * = ψ 0 and consider this vertical line in the phase plane. As in P 1 case, P 2 is the y-intercept of the trajectory which begins at (1, 1) in backward time t. Over Silent Space, the trajectory, which begins at P 2 in forward time t, is linear with a slope 1/α. This trajectory is independent of C and ψ * . Over Active Space, C comes into the governing equation of φ and controls the speed of trajectory . More precisely, P 2 is monotonically increasing function of C since 1 − Λ(ψ) = 1 − Γ(ψ 0 ) is constant and φ = α . This quantity is positive for α > 1. Since this result is independent of ψ 0 and P 2 is monotonically decreasing function of C, we can conclude that if α > 1, P 2 is positive for all C and ψ * in the phase plane.
Proposition P * exists when α ≥ 0.5 in DG-Type II area.
proof: We want to show that if α ≥ 0.5, then ψ * + T 1 (0) + T S 2 > 1. Let ψ * be fixed. Again we consider the vertical line in phase plane. We first want to show that ψ * + T 1 (0) + T S 2 is an increasing function of C. Let Z(C) = ψ * +T 1 (0)+T 
We want show that the sum of the first two terms and the third term are positive respectively. Consider the sum of the first two terms. The denominators are positive since 0 < αQ 2 = C(1 − ψ * ) < 1 and ψ * Q 2 = ψ * α αQ 2 . If we combine those two fractions, then the numerator is 2α(1−ψ * Q 2 )−ψ * (1−αQ 2 ) = 2α−ψ * −αψ * Q 2 = (α−ψ * )+(α−ψ * C(1−ψ * ))
The first one is obviously positive. Since ψ * C(1 − ψ * ) < 1 4 , the second term is positive. Thus, the sum of the first two fraction is positive. For the third term, we want to show that 1−ψ * Q 2 (1−αQ 2 ) 2 > 1 which is equivalent to 1 − ψ * Q 2 > (1 − αQ 2 ) 2 . Using the definition of Q 2 , it gives
The nontrivial zero of this inequality, 2α−ψ * 1−ψ * 1 α , is greater than one, for α > 0.5. Thus for all C in (0,1), we have positive third term and we've proven that dZ dC > 0. Now we can show that lim C→0 Z(C) = 2α. Combining these two result, we've proven that if α ≥ 0.5, then ψ * + T 1 (0) + T S 2 > 1. 
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