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Abstract
This thesis describes the search for new heavy neutral gauge bosons
decaying into di-electron pairs, focussing on the Z ′SSM boson described
by the Sequential Standard Model. The analysis uses 20.3 fb−1 of pp
collisions at
√
s = 8 TeV recorded with the ATLAS detector during
the 2012 data taking period at the Large Hadron Collider at CERN.
The invariant mass spectrum of di-electron pairs is used as the search
variable and is analysed in the region 80 GeV < mee < 4500 GeV. The
spectrum is compared to the Standard Model expectation dominated
by the neutral current Drell-Yan process. Several novel techniques are
developed to improve the description of both, the Drell-Yan process and
photon-induced di-lepton production. As no significant excess is found
in the data, statistical techniques are used to interpret the result as
limits on the production and decay of a new heavy gauge boson. A 95%
C.L. Bayesian lower limit is set on the Z ′SSM mass at 2.78 TeV with a
corresponding upper limit on the Z ′SSM cross-section times branching
ratio σ ×Br(Z ′SSM → e+e−) of 3.53× 10−4 pb.
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Introduction
“One should never mistake pattern for meaning.”
— Iain M. Banks, The Hydrogen Sonata
Curiosity has always been a basic human drive, making us interested in the world
surrounding us and what comprises that world. The continuing study of nature has led
us to many successful theories capable of powerful predictions. One of humanity’s most
consistent and successful theories is the Standard Model of particle physics, describing
the most basic constituents of all currently known matter.
Developed during the 20th century, the Standard Model not only described existing
phenomena extraordinarily well, its predictive qualities led to the discovery of the Z
boson in the early 80s as well as to the discovery of the Higgs bosons in mid-2012. Despite
its success, however, it does not incorporate another extremely successful theory of the
20th century, the general theory of relativity which describes gravitation. Furthermore,
other observations, including dark matter, dark energy, the matter/antimatter asymmetry
seen in the universe and the existence of neutrino masses hint at physics beyond the
Standard Model.
In order to test the Standard Model, particle physics has a tradition of using collider
experiments to reach the high energies required to study the Standard Model. The Large
Hadron Collider at CERN is the latest such experiment, providing the highest energy
collisions currently achievable. In order to observe and study these collisions, the ATLAS
detector is used to detect, identify, record and reconstruct particles produced in the
collisions.
This thesis describes the search for a new heavy (> 150 GeV) neutral gauge boson
using the ATLAS detector. As such a particle would be very short-lived, the decay
products of said new particle are sought, specifically an electron-positron pair. By
comparing the invariant mass spectrum of all recorded electron pairs with the Standard
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Model prediction, it is possible to search for any peak-shaped signals produced by a
hypothetical new particle or, in its absence, to set limits on the mass of such a new
particle.
The analysis and work done for this thesis is also part of a larger analysis, recently
published by the ATLAS collaboration [1]. This thesis is organised in eleven chapters:
Theory and Motivation: This chapter describes the underlying theory by giving a
short overview of the Standard Model, describing the major Standard Model contribution
to the di-electron invariant mass spectrum, the neutral current Drell-Yan Process and
discussing Standard Model extensions leading to the production of new neutral gauge
bosons.
The Large Hadron Collider: This chapter provides an overview of the Large
Hadron Collider and its operational parameters during the data taking period.
A Large Toroidal LHC ApparatuS: This chapter describes the ATLAS experiment
which recorded the data for this analysis, including a description of its sub-detectors and
the principles involved in reconstructing electrons from the recorded data.
Simulated Standard Model Processes: This chapter gives a description of the
simulation samples used to quantify the Standard Model predictions as discrete events.
This chapter also describes the work done as part of this analysis to improve the description
of the neutral current Drell-Yan process by incorporating state-of-the-art theoretical
knowledge into correction factors which are then applied to the simulation samples.
Simulated Signal Samples: This chapter is the counterpart to the previous chapter
and describes samples quantifying the effect of new physics in a form that can be compared
to the data.
Event and Electron Selection: This chapter introduces the recorded data as well
as the selection criteria applied to the events in order to reject events which are not of
interest. It presents an initial comparison of the data to the simulation prediction as well
as a list of corrections to the simulation samples to account for detector effects.
Fake Electron Background: This chapter gives a description of a data-driven
technique to quantify Standard Model contributions to the data that cannot be simulated
in a viable fashion.
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Data-Monte Carlo Comparisons: This chapter presents a full comparison of the
observed data with the Standard Model expectation, including all known corrections and
additions necessary to describe the Standard Model processes involved.
Systematic Uncertainties: This chapter briefly lists and discusses the systematic
uncertainties associated with the analysis, including experimental uncertainties from the
detector and experiment setup as well as uncertainties based on the modelling of the
Standard Model expectation.
Statistical Test of Signal Hypotheses: This chapter describes the statistical
procedure used to quantify the statistical significance of the results with respect to the
Standard Model-only hypothesis and the signal hypothesis describing new physics in the
form of a new heavy gauge boson, resulting in a minimum limit on the mass of a new
particle.
Conclusions: This chapter summarises the work done in the thesis and places it in
the larger context of particle physics.
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Chapter 1
Theory and Motivation
This chapter is a discussion of the Standard Model of particle physics (1.1) and the
neutral current Drell-Yan process (1.2), followed by a short discussion of extensions to
the Standard Model resulting in events with topology similar to the neutral current
Drell-Yan process (1.3).
1.1 Standard Model of Particle Physics
The Standard Model (SM) of particle physics is the most successful theory describing
the properties and non-gravitational interactions of the fundamental particles making
up all known matter at a subatomic level [2]. Developed during the mid-20th century, it
culminated in its current form during the 1970s [3, 4] and has been tested by a succession
of increasingly powerful experiments. In the SM, the matter content is described by
fermions, particles with half-integer spin, while integer spin bosons are associated with
the fundamental forces.
As there is no quantum theory of gravity, only three forces are described within the
SM, the strong nuclear force, the weak nuclear force and the electromagnetic force, where
the latter two can be unified to form the electroweak force. The strong force is mediated
by gluons (g), the weak force by the massive W and Z bosons and the electromagnetic
force by photons (γ) as shown in table 1.1.
Fermions fall into two categories, quarks which participate in strong interactions and
leptons that do not. All fermions have an antimatter counterpart with the same mass but
opposite charge. Due to the nature of the strong force, quarks are never seen in isolation
7
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Table 1.1: Overview of the three forces described by the SM and the associated force carrier
bosons [5].
.
Interaction Boson Mass [GeV] Charge [e]
Electromagnetic γ 0 0
Weak
W 80.395 ±1
Z 91.1876 0
Strong g 0 0
Table 1.2: Overview of the three generations of fermions and their properties [5].
Type Charge [e] Generation
I II III
Quark
2/3 u c t
-1/3 d s b
Lepton
-1 e µ τ
0 νe νµ ντ
but only as part of compound particles, mesons (a quark-antiquark pair) and baryons (a
quark triplet). Leptons exist in two varieties, charged and neutral leptons. The fermions
are also divided into three generations forming three quark doublets and three lepton
doublets. An overview of the particles comprising the SM is shown in table 1.2.
The fermions couple differently to the three SM interactions, quarks carry a colour
charge and couple to the strong interaction, all fermions carrying an electric charge
couple to the electromagnetic interaction and all particles couple to the weak interaction.
Mathematically, the SM is a gauge quantum field theory [6, 7, 8], which can be constructed
as a Lagrangian density L. As the SM is also a relativistic theory, the Lagrangian density
must be Lorentz invariant. The Lagrangian can be split into four parts:
LSM = LFermion + LGauge + LHiggs + LY ukawa, (1.1)
where LFermion describes the kinetic energy of the fermion fields and their interaction
with the gauge bosons, LGauge describes the kinetic terms for the gauge bosons and
their self-interaction terms, LHiggs describes the kinetic energy and self-interactions of
the Higgs bosons and its interactions with the gauge bosons and LY ukawa describes the
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couplings of the Higgs to the fermions, giving rise to the fermion masses. The interactions
arise from the gauge fields which are associated with gauge symmetry groups [9] as
follows:
SU(3)× SU(2)× U(1), (1.2)
where SU(3) corresponds to quantum chromodynamics (QCD) and SU(2) × U(1) to
the electroweak interaction resulting from the mixing of the electromagnetic and weak
fields. A result of the symmetry requirement is that all interaction bosons are massless,
which contradicts the experimental observation of the massive W± and Z bosons. Due
to the “spontaneous symmetry breaking” of the Higgs mechanism, the SU(2)× U(1) is
broken down to give rise to the U(1)E subgroup describing quantum electrodynamics
(QED). In this process, the Z0 and theW± acquire masses ofmZ = 91.1876± 0.0021 GeV
and mW = 80.385± 0.015 GeV respectively. This spontaneous symmetry breaking also
predicts an additional boson, the Higgs boson, which was found at the LHC in 2012 [10, 11],
confirming the Standard Model.
1.2 Neutral current Drell-Yan Process
In a high energy hadron collider environment, Drell-Yan (DY) pair production is one of
the main processes producing lepton pairs [12], in which a quark and antiquark annihilate
to form an intermediate boson, which then decays into two leptons:
qq¯ → Z/γ∗ → l+l−. (1.3)
The intermediate boson can either be a Z boson or a virtual off-shell photon (γ∗) as both
bosons have the same quantum numbers, allowing the conservation of quantum numbers
of the incoming and outgoing particles in either process. The Feynman diagram for the
di-electron production through Neutral Current (NC) Drell-Yan is shown in figure 1.1.
For 2 → 2 scatterings like the DY process, it is customary to use the Mandelstam
variables [8]. For two incoming particles with momenta pA, pB and two outgoing particles
10 Theory and Motivation
Z/γ∗
q¯
q
e+
e−
Figure 1.1: Feynman diagram for the neutral current Drell-Yan process qq¯ → Z/γ∗ → e+e−.
with momenta kA, kB, they are:
sˆ ≡ (pA + pB)2, (1.4)
tˆ ≡ (pA − kA)2, (1.5)
uˆ ≡ (pA − kB)2, (1.6)
where sˆ corresponds to the centre-of-mass energy of the incoming qq¯ system and, at
leading order, to the invariant mass mee of the outgoing e+e− pair.
The particles involved in the scattering are then described as:
q(pA, σA) + q¯(pB, σB)→ e−(kA, τA) + e+(kB, τB), (1.7)
where σ, τ describe the helicities of the incoming quarks and outgoing electrons, respec-
tively. The cross-section for the Drell-Yan process is given as [13]:
σˆ(qq¯ → e+e−) = |M|
2
16pisˆ2
. (1.8)
Here the matrix element |M|2 for the process is the sum over the amplitudes for the
allowed chirality combination states [14], giving:
|M| = |ALL|2uˆ2 + |ARR|2uˆ2 + |ALR|2tˆ2 + |ARL|2tˆ2, (1.9)
where the individual amplitudes are obtained by applying the Feynman rules for the
electroweak Feynman diagrams comprising the process [2, 8]:
Aij = g2EM
QqQe
sˆ
+ g2Z
qqiqej
sˆ−M2Z − iMzΓZ
, (1.10)
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where gEM and gZ are the electromagnetic coupling constant and the coupling of the Z
boson and indicate which terms in the amplitude are associated with the scattering via
the γ∗ and via the Z.
The cross-section σˆ alone, however, only holds for direct qq¯ collisions. In the LHC,
the collisions are between protons, which are composite particles. Following the parton
model the constituents of hadrons are called “partons” [15]. Protons not only contain the
uud quarks (“valence quarks”), but also virtual particles from the interactions between
the valence quarks. These virtual particles are mainly gluons responsible for binding
the valence quarks, but also virtual qq¯ pairs created through the interactions inside the
proton (“sea quarks”). These sea quarks contribute the necessary antiquarks for the
Drell-Yan production. In a pp collision, the centre-of-mass energy sˆ of the qq¯ system can
be defined as [16, 17, 18]:
sˆ = M2 = x1x2s (1.11)
where s is the centre-of-mass energy of the pp system, x1andx2 represent the fraction
of the proton’s momentum carried by each parton and M is the mass of the produced
resonance. Furthermore, while the pp collision is at rest in the laboratory frame, the qq¯
system usually is not, as in most collisions x1 6= x2, making it useful to introduce the
rapidity of the system:
ycm =
1
2
ln
x1
x2
=
1
2
ln
E + pz
E − pz , (1.12)
where E, pz describe the energy and longitudinal momentum of the boson, as the boson
is at rest in the centre-of-mass frame of the qq¯ system, meaning ycm = yZ . Using
equation 1.11 and 1.12, the energy fraction carried by each parton can be described as:
x1,2 =
√
M2
s
e±ycm . (1.13)
The probability to find a parton carrying a momentum fraction x is then characterised
by a parton distribution function (PDF) written as Fq(x,Q2), where q is the parton
flavour and Q2 the scale of the momentum transfer. In this case, the scale Q2 = M2 as
the momentum transfer in the 2→ 2 scattering is mediated through the intermediate
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boson. This leads to the overall cross-section:
σpp→e+e− =
∫
dx1dx2
∑
q
(Fq(x1, Q
2)Fq¯(x2, Q
2) + Fq¯(x1, Q
2)Fq(x2, Q
2))σˆqq¯→e+e− ,
(1.14)
which convolves the partonic cross-section σˆqq¯→e+e− with the PDFs for both incoming
partons.
As PDFs cannot be calculated from first principles, they are parametrised at an
arbitrarily chosen starting scale Q20. The evolution of the PDFs is then computed
using the DGLAP evolution equations [19]. The parameters at Q20 are determined from
experiment, mainly deep inelastic lepton-hadron scattering experiment like HERA [20], an
electron-proton collider. Measurements at hadron colliders like the Tevatron or the LHC
itself can also be used to improve these fits [21, 22] through jet production measurements
or precision measurements of the neutral current and charged current DY process [23].
An example of the parton distribution inside the proton can be seen in figure 1.2,
showing the MSTWnnlo PDF obtained by the MSTW collaboration [24] at two different
momentum scales, Q2.
The PDFs extracted from experiment are accompanied by uncertainties corresponding
to the measurement uncertainties entering the global fit. As the uncertainties from
measurements can be highly correlated, they cannot be propagated directly. Instead,
they are described using the Hessian method, resulting in a set of i eigenvectors, each
containing a pair of eigenvalues corresponding to up- and downward variations. These
can be combined as follows [25, 24]:
∆f+(S) =
√√√√ n∑
i
[max(f(S+i )− f(S0), f(S−i )− f(S0), 0)]2, (1.15)
∆f−(S) =
√√√√ n∑
i
[max(f(S0)− f(S+i ), f(S0)− f(S−i ), 0)]2, (1.16)
where f(S) is a function depending on the PDF, S0 corresponds to the central value of
the PDF set and S±i to the up- and downward variation of the ith PDF eigenvector.
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Figure 1.2: Proton PDFs at NNLO from the MSTW collaboration, plotted at the momentum
transfer scales Q2 = 10 GeV2 and Q2 = 1000 GeV2. Plots generated using [26].
1.3 Production of New Gauge Bosons
Despite the overwhelming success of the SM, it is a limited theory and not all predictions
match the observations made in nature. Examples are the observed matter/antimatter
asymmetry [27, 28], the existence of neutrino masses implied by neutrino oscillations [29,
30, 31] or the astrophysical observations of a cosmological constant [32]. Even more
puzzling is the “hierarchy problem”: Gravity is exceedingly weak, meaning its influence
on particle interactions would occur at the Planck scale at around 1019 GeV whereas the
EW scale is at the order of 100 GeV.
This large difference in energy scales has two consequences, “fine-tuning” and a
“particle desert”. Radiative corrections cause the effective Higgs boson mass to diverge,
meaning it naturally tends towards the Planck scale. In order to explain the observed
Higgs mass close to the EW scale, large radiative terms have to cancel almost perfectly,
which is seen as excessive fine-tuning of the model. Additionally, if the SM is fully valid
up to the Planck scale before it breaks down due to the effects of quantum gravity, it
means there is a large parameter space between the EW and Planck scale where “nothing
happens”, in contrast to the comparatively small difference in scales for the strong, weak
and electromagnetic interactions.
A solution to both problems is the existence of new physics at the TeV scale as it
would introduce a cut-off scale for the SM and populate the region between the EW
and Planck scale. One way to introduce new physics is to postulate an additional gauge
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Table 1.3: Overview of Z ′SSM limits set by previous analyses, showing the limits in the electron
channel or multi-channel combinations. A dash indicates that no information can
be found.
Observed Limit
Experiment e+e− [TeV] l+l− [TeV]
LEP (2009) [41] — 1.79
CDF (2009) [42] 0.96 —
D∅ (2010) [43] 1.02 —
CMS (2010) [44] 0.96 1.14
CMS (2011) [45] 2.12 2.33
symmetry group U(1)′, extending the SM symmetries to [33, 34]:
SU(3)C × SU(2)L × U(1)Y × U(1)′. (1.17)
As a result, additional W′ and Z ′ bosons would arise from the extra symmetry group
analogous to the W and Z bosons of the Standard model. As a benchmark model for
searches, the Sequential Standard Model (SSM) is chosen [34], which sets the couplings
of the Z ′ from the new U(1)′ to the existing fermions to the same coupling as for the Z
boson with the only difference being the mass of the Z ′SSM . While this model has no
strong theoretical motivation, it is a useful benchmark model to compare the reach and
sensitivity of a search between different experiments. Additionally, it forms a narrow
resonance peak in a mass spectrum and searches for resonance peaks have proven to
be powerful tools, as resonance searches in the past have led to the discovery of the
J/Ψ [35, 36], the Υ [37] and the Z [38, 39].
Previous searches for new bosons at LEP have established indirect limits on the
boson mass [40, 41], and direct limits at the Tevatron and the LHC itself, as shown in
table 1.3. Limits set by the ATLAS collaboration are not shown here but can be found
in section 10.4, table 10.1.
Chapter 2
The Large Hadron Collider
The LHC is a circular proton-proton synchrotron collider located in a 26.7 km circumfer-
ence underground tunnel at the European Organisation for Nuclear Research (CERN).
CERN and the LHC are located in Geneva, Switzerland and cross the French-Swiss
border, as shown in figure 2.1 [46]. The LHC is designed to accelerate protons to an
energy of up to 7 TeV producing collisions with a centre-of-mass energy of
√
s = 14 TeV
at the four interaction points (IP). In addition, the LHC can also accelerate lead ions,
with a design energy of 2.8 TeV per nucleon. The LHC not only provides unprecedented
centre-of-mass energy, but is also designed to provide a high rate of collisions, with an
instantaneous luminosity of up to 1034 cm−2s−1. Together, the high energy and the high
rate of collisions allow the study of previously unreachable kinematic regions and rare
processes.
Each interaction point is the location of one of the four main LHC experiments: ALICE
(A Large Ion Collider Experiment) [47], ATLAS (A Toroidal LHC Apparatus) [48], CMS
(Compact Muon Solenoid) [49] and LHCb [50]. ALICE is an experiment dedicated to
the study of heavy ion physics, using the LHC’s capability to produce lead-lead and
lead-proton collisions to study strongly interacting systems and the quark-gluon plasma.
For the remainder of this chapter (and thesis) the focus will be on pp collisions. ATLAS
and CMS are two General Purpose Detectors (GPDs) providing 4pi solid angle coverage
and are able to test the SM of particle physics and probe various beyond the Standard
Model theories. LHCb is a single-arm spectrometer with tracking sensors close to the
interaction point for high-precision vertex reconstruction necessary for heavy flavour
physics at high pseudorapidity, η (see section 3.1).
The LHC synchrotron is located between 50 m–175 m underground and consists of two
beam pipes integrated into a single structure, as shown in the dipole magnet schematic in
15
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Figure 2.1: Overall view of the LHC tunnel and the four main experiments in relation to
Geneva and the Franco-Swiss border [51].
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Figure 2.2: Cross-section of a LHC dipole magnet, showing the two beam apertures and
surrounding dipole magnets and services. Schematic adapted from [52]
figure 2.2. This dipole design allows the simultaneous control of two beams with a single
accelerator ring by using the return field of one ring as field for the other ring. The beam
is accelerated using 16 radio-frequency cavities (RF cavities), which accelerate particles
using an alternating electric field tuned to the frequency of the beam. The beam is bent
using 1232 superconducting Nb-Ti dipole magnets kept at 1.9 K using liquid helium,
while quadrupole and sextupole magnets of the same type are used to focus the beam in
the plane orthogonal to the beam axis.
The LHC accelerator chain (see figure 2.3) begins with protons accelerated to an
energy of 50 MeV in the Linac2 linear accelerator. From there on, the protons are
accelerated further in three stages in three different circular accelerators: to an energy of
1.4 GeV in the Proton Synchrotron Booster, to 25 GeV in the Proton Synchrotron (PS)
and to 450 GeV in the Super Proton Synchrotron (SPS). Once the protons reach 450 GeV,
they are injected into the LHC. The LHC accelerates the protons further in two beams
travelling in opposite directions, until each beam reaches an energy of 7 TeV per proton.
The protons are injected into the LHC in bunches, with 2808 bunches per beam and
1.15× 1011 particles per bunch. Collisions occur at the interaction points where the two
beams cross, allowing two bunches to meet and collide. The LHC is designed to achieve
a bunch spacing of 25 ns, corresponding to a bunch crossing rate of 40 MHz. A single run
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Figure 2.3: LHC accelerator chain, showing the accelerators used to produce and inject the
proton beam for the LHC. Schematic adapted from [53].
with a beam is usually called a “beam fill” or “fill”. Fills last until the luminosity of the
beam has reduced to an undesirably low level or until a technical reason requires removal
of the beam from the ring. In either case, the beam is “dumped” into the beam dump
absorbers, water-cooled carbon cylinders 7700 mm in length and 700 mm in diameter,
embedded in about 900 tons of radiation shielding blocks.
In order to quantify the number of interactions, the concept of luminosity is used.
The instantaneous luminosity L is given in units of cm−2s−1 and determines the expected
number of events for a process with the cross-section σ. Integrated over time, this gives
the integrated luminosity L, usually given in units of inverse barn (1 b = 10−24 cm−2),
hence the total number of events is calculated as:
N = σL = σ
∫
Ldt (2.1)
The 2012 run of the LHC lasted from April to December 2012, yielding a total integrated
luminosity of approximately 23 fb−1 [54]. This run was not only longer than the 2011
run, but also pushed the run parameters closer to the design specifications as shown in
table 2.1 and even exceeding them in the number of protons per bunch. Beam energy
calibration studies yielded a beam energy of 3988± 26 GeV for the 2012 run [55].
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Table 2.1: Comparison of LHC design and run parameters during the 2012 run, adapted
from [54].
Parameter Design Value 2012 Value
Beam Energy [TeV] 7.0 4.0
Bunch Spacing [ns] 25 50
Number of Bunches 2808 1374
Protons per Bunch 1.15× 1011 1.7× 1011–1.8× 1011
Peak Luminosity [cm−2s−1] 1× 1034 7.7× 1033
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Chapter 3
A Large Toroidal LHC ApparatuS
The LHC provides high energy collisions of protons, producing a large number of particles
that allow insight into the physics driving interactions at these energy scales. To study
these interactions, it is necessary to reliably observe, identify and measure the particles
produced in the collisions. This chapter gives an overview of the ATLAS experimental
apparatus (3.1), the sub-systems comprising the detector (3.2, 3.3, 3.4), the trigger and
luminosity systems necessary to record events and understand the event rates (3.5, 3.6)
and describes the reconstruction process for electrons (3.7) and finishes with a short
discussion of the data taking in 2012 (3.8).
3.1 Goals and Overview of ATLAS
The ATLAS detector is a general purpose detector built to record high-energy collisions
at the LHC. The unprecedented centre-of-mass energies and luminosities at the LHC
not only allow studies of the SM but also of physics beyond the Standard Model.
In order to facilitate such studies and searches, ATLAS was designed [56] to have
an excellent electromagnetic calorimeter for electron and photon identification and
hermetic calorimetry with large polar acceptance and total azimuthal coverage for jet and
missing ET measurements. Additionally, the tracking provides precise lepton momentum
measurements and vertex identification at high luminosity, while allowing triggers with a
low momentum threshold.
The coordinate system used in ATLAS uses the interaction point in its centre as
origin. The z -axis is defined by the beam direction with the x-y plane orthogonal to the
z -axis. The x-y plane is also referred to as the transverse plane. The positive x -direction
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points towards the the centre of the LHC ring and the positive y-direction points directly
upwards. Since the interaction point serves as the origin, the polar angle of an particle
created at the interaction point can be described in terms of the pseudorapidity η, defined
as
η = − ln tan θ/2 = 1
2
ln
|p|+ pz
|p| − pz (3.1)
For massless particles (m E, i.e. |p| ≈ E), pseudorapidity η is a good approximation
for the rapidity y as defined in equation 1.12.
As Lorentz boosts only add a constant to the rapidity y of a particle, ∆y and ∆η are
invariant for Lorentz boosts along the z -axis. Using a polar coordinate system, R is the
distance from the z -axis, φ describes the azimuthal angle around the z -axis while θ is
the polar angle from the z -axis. Hence it is possible to describe the radial separation
∆R of particles in η − φ space as
∆R =
√
∆η2 + ∆φ2. (3.2)
The transverse components of variables (e.g. transverse momentum pT , transverse energy
ET ) are defined in the x -y plane.
In its entirety, the ATLAS detector is approximately barrel-shaped, about 25 m in
diameter and 44 m in length with the interaction point located in the centre of the
detector as shown in figure 3.1. ATLAS consists of several sub-detector systems: the
Inner Detector (ID) [57] in the centre, the Electromagnetic CALorimeter (ECAL) [58]
surrounding the inner detector, followed by the Hadronic Calorimeters (HCAL) [59] and
the Muon Spectrometers [60] defining the outside dimensions of ATLAS. In addition, the
solenoid magnet system surrounds the inner detector and the toroid magnets are located
outside the calorimeters.
3.2 The Inner Detector
The inner detector surrounds the beam pipe at the interaction point and consists of
three detector systems: the Pixel Detector, the SemiConductor Tracker (SCT) [62] and
the Transition Radiation Tracker (TRT) [63]. All three are used to detect the tracks
of charged particles in a pseudorapidity range of |η| < 2.5, allowing the reconstruction
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Figure 3.2: Top: Cutaway view of the ATLAS Inner Detector, showing the Pixel detector,
the SCT and the TRT. Bottom: Layers of the Pixel detector, SCT and TRT and
their distance from the beamline [64].
of their origin and momentum determination via the curvature of their paths in the
solenoidal magnetic field. The arrangement of the tracking detectors is illustrated in
figure 3.2.
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The innermost sub-detector is the Pixel detector, consisting of 1744 individual sen-
sor modules arranged around the interaction point in three barrel layers parallel to
the beam axis with a radius of R = 50.5 mm, 88.5 mm and 122.5 mm. The inner-
most layer is called the b-layer. Both ends of the barrel structure are capped by five
wheel-shaped end-caps perpendicular to the beam axis. Each individual barrel sensor
module is 63.4 mm× 24.4 mm in size and features 47232 individual pixels, each measuring
50 µm× 400µm. Due to the segmentation into individual layers, each track typically
crosses three layers with a position resolution of 10 µm in R− φ and 115µm in z. The
pixels are silicon-based detectors, using pn-junctions with an applied bias voltage to
detect ionisation caused by charged particles passing through them [65]. This technology
also provides the radiation hardness necessary to withstand the radiation damage caused
by the proximity to the beam. Nevertheless, the b-layer will require replacement after
about three years.
The SCT envelops the Pixel detector, consisting of a barrel and end caps, much like
the Pixel detector itself. The four barrel SCT layers span are located at R = 299 mm,
371 mm, 443 mm and 514 mm and consist of 2112 SCT modules in total. The end-caps
consist of 9 wheel-shaped layers on each end of the barrel, totalling 1976 individual
modules. The SCT modules are based on the same silicon technology as the Pixel
detector, but instead of pixels, they are arranged in two layers of strips with a strip pitch
of 80 µm and a stereo angle of 40 mrad. Particles traversing a SCT module are detected
in both strip layers, allowing the z -position determination thanks to the stereo angle
between the two strips. The SCT provides a position resolution of 17 µm in R− φ and
580µm in z in the barrel region and a resolution of 580µm in R− φ and 17 µm in z in
the end-cap region.
The TRT makes up the outermost part of the inner detector, occupying the region
between the radii of 554 and 1082 mm. The TRT uses polyamide tubes of 4 mm diameter
as drift tubes (or "straws"), filled with a Xenon-based gas mixture, with a gold-plated
tungsten wire in the centre acting as anode. The straw tubes are interleaved with
polypropylene-polyethylene fibres as transition radiation material. The TRT consists of
a barrel region, covering |η| < 1.0, with 144 cm long straws parallel to the z -axis, and an
end-cap region of 37 cm long radial straws, covering 1.0 < |η| < 2.0. As ultra-relativistic
particles traverse the TRT, crossing the material, they produce transition radiation. The
transition radiation photons then ionise the gas mixture, enhancing the signal from straw
hits. The TRT only provides a measurement in R− φ (in the barrel) with a resolution
of 130 µm, but since approximately 36 hits are expected per track, this measurement is
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Figure 3.3: Material distribution in terms of radiation length X0 as a function of |η| in the
inner detector [48].
used to improve the momentum accuracy of the overall track measurement together with
the pixel detector and the SCT.
The inner detector is surrounded by the solenoid magnet, which provides an axial
magnetic field of 2 T. As charged particles travel through the field, they are affected
by the Lorentz force, causing them to bend in the transverse plane. By measuring the
curvature of the track, it is possible to determine the momentum of charged particles.
3.3 Calorimetry
The calorimeter is split into two main systems, the Electro-magnetic CALorimeter (ECAL)
and the Hadronic CALorimeter (HCAL), used to measure electro-magnetically interacting
and strongly interacting particles respectively. As implied by the name, the calorimeters
are used to measure the total energy of the particles, requiring the containment of the
particle and the shower it produces within the calorimeter. As a result, the material in
the calorimeter is often described in terms of radiation lengths X0 (the mean distance
over which high energy electrons lose 1/e of their energy, which is relevant to the ECAL)
and interaction lengths λ (mean distance over which the number of relativistic particles
is reduced by 1/e, which is important for hadrons and hence relevant to the HCAL).
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Figure 3.4: Cutaway view of the ATLAS calorimetry surrounding the inner detector (greyed
out in the centre), showing the individual calorimeters [66].
The calorimeters surround the inner detector, as shown in figure 3.4. The material in
inner detector is mapped in radiation lengths X0, shown in figure 3.3. This determines
the expected energy loss of electromagnetically interacting particles before reaching the
ECAL.
The ECAL measures the energy of photons and electrons entering it and also performs
the measurement of the energy of the electro-magnetic component of jets. The ECAL
consists of two barrels with a 4 mm gap between them at z = 0 m, covering a range of
|η| < 1.475, and an end-cap at each end of the barrel. Each end-cap consists of two
wheels, an inner and an outer wheel, which cover a range of 1.375 < |η| < 2.5 and
2.5 < |η| < 3.2, respectively. The ECAL consists of accordion-shaped lead layers as
energy absorber and liquid argon (LAr) as active detection medium, filling the space
between the lead layers, with individual cells segmented in η − φ. The structure is split
into three layers, a thin initial layer for high position precision thanks to its extremely
high granularity (less than 0.025 in ∆η for the majority of the covered η range), a second
layer to contain the majority of the shower and a third layer to estimate the shower
leakage out of the ECAL into the HCAL, as illustrated in figure 3.5. Additionally, in the
range |η| < 1.8, another layer is placed in front of the first layer, the so-called pre-sampler,
which is used to estimate the energy losses of photons and electrons before they reach
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Figure 3.5: Schematic of an ECAL barrel segment, showing the cell segmentation and the
three layers.
the calorimeter. In total, the ECAL has 9344 individual pre-sampler readout channels
(7808 in the barrel and 768 in each end-cap) and 163968 readout channels for the three
main layers (101760 in the barrel, 31104 in each end-cap). The high granularity of the
ECAL allows for high precision in locating energy deposits and allows for shape-based
discrimination between leptons, photons and jets. In order to contain the liquid argon,
the ECAL is housed in three cryostat vessels, one for the barrel and one for each end-cap.
The hadronic calorimeter is used to measure the energy of the strongly interacting
component of jets and to absorb all particles (apart from muons) that passed through the
ECAL in order to perform a measurement of the total energy of an event. The hadronic
calorimetry is split into a barrel region (HCAL) and the hadronic end-caps (HEC). The
barrel region consists of a central barrel and an extended barrel on each end, covering a
range of |η| < 1.0 and 0.8 < |η| < 1.7, respectively. The three barrels together are also
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Figure 3.6: Schematic of a HCAL tile, showing the interleaved scintillator-steel structure.
called the tile calorimeter, as they use scintillating tiles as detection medium and steel as
energy absorber, as shown in figure 3.6. This allows the absorber to act as the return
yoke for the magnetic field of the inner detector solenoid.
The hadronic end-cap uses liquid argon as active detector medium, similar to the
ECAL, but uses copper as energy absorber instead of steel. The hadronic end-cap consists
of two wheels at each end, located directly after the end-caps of the ECAL and shares
the cryostat with the ECAL end-caps.
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Figure 3.7: Material distribution in λ as function of |η| in the calorimeter [48].
Contained within the same cryostat are the forward calorimeters (FCAL). One FCAL
is located at each end of the overall calorimeter, nestled inside the ECAL end-caps and
the HEC, close to the beam pipe, providing a coverage of 3.1 < |η| < 4.9. Each FCAL is
further segmented into three modules. All modules use liquid argon as detection medium,
but vary in the choice of energy absorber. The first module, closer to the interaction point,
uses tungsten as absorber and is optimised for electromagnetic energy deposition, while
the other two modules use copper and are optimised for hadronic energy measurements.
As shown in figure 3.7, the calorimeter provides at least nine interaction lengths or
more of material in an η range of up to 4.9, ensuring that the majority of all hadronic
energy measurements record the full energy of the particles.
3.4 Muon Spectrometer
The largest sub-detector, defining the overall dimensions of ATLAS, is the muon spec-
trometer (MS), shown in figure 3.8. The MS surrounds the calorimeter and detects muon
tracks, as muons are capable of traversing the entire detector, leaving tracks in the MS.
The muon system also encompasses the three superconducting air-core toroid magnets:
one barrel toroid, consisting of eight coils, and two end-cap toroids. The barrel toroid
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Figure 3.8: Overview of the ATLAS muon spectrometer [67].
provides a 0.5 T field in the range |η| < 1.0 and the end-cap toroids provide a field of 1 T
in the range 1.4 < |η| < 2.7. In the transition region from 1.0 < |η| < 1.4, where both
magnets provide deflection. This configuration of magnetic fields is orthogonal to most
muon trajectories, providing magnetic deflection for momentum determination.
The muon chambers making up the MS are arranged in three layers (“stations”)
around the interaction point. The MS contains 1150 monitored drift tubes (MDTs) with
32 Cathode Strip Chambers (CSCs) supplementing them at the inner end-cap station
for the high η-range of 2.0 < |η| < 2.7 [68]. The CSCs have a higher granularity and
are more suited to the high rates in that region. The MDTs have a position resolution
of 35 µm in z and the CSCs have a position resolution of 40 µm in R and 5 mm in φ,
making them the precision chambers of the MS.
In addition to the high-precision MDTs and CSCs, trigger chambers are spread
throughout the MS. In the barrel, Resistive Plate Chambers (RPCs) are used, while the
end-caps use Thin Gap Chambers (TGCs). These trigger chambers are optimised for fast
response instead of resolution and are used for the trigger system (see below) and also
for the φ measurement in the barrel region. The RPCs provide a position resolution of
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10 mm in z and 10 mm in φ, while the TGCs provide a position resolution of 2 mm–6 mm
in R and 3 m–7 m in φ.
3.5 Luminosity Monitoring
ATLAS uses special sub-detectors to measure the LHC luminosity delivered to the
experiment [69]. These detectors are the the LUminosity measurement using Cherenkov
Integrating Detector (LUCID), Beam Condition Monitor (BCM) [70] and the Absolute
Luminosity For Atlas (ALFA) [71]. In addition, the tile calorimeter and the FCAL are
used to supplement the luminosity determination by measuring overall detector currents
which are proportional to the particle flux [72].
LUCID is the main system and consists of two detectors close to the beam pipe,
located at z = ±17 m. Each detector consist of 20 aluminium tubes arranged around
the beam pipe. Each pipe is 1.5 m in length and 15 mm in diameter, filled with C4F10
gas. As these tubes are hit by particles from p-p inelastic scatterings, the particles emit
Cherenkov light, which is registered by photomultiplier tubes. This gives a measure
of the particles traversing LUCID, allowing a luminosity measurement for each bunch
crossing.
The BCM is used to monitor the general beam conditions in particular to detect
unstable beams and abort operations before the detector can be damaged. In addition, the
BCM is used to obtain luminosity information, complementary to the measurements from
LUCID. The BCM consists of two stations, placed at z = ±1.84 m from the interaction
point. Due to the radiation hardness needed close to the interaction point, the BCM
uses diamond sensors, operating in a manner similar to the silicon sensors of the inner
detector, but using chemical vapour deposited diamond instead of silicon.
Since these measurements are simply interaction rates, the luminosity is calibrated
using van der Meer scans [72, 73]. During these scans, the colliding beams are slowly
swept across each other in x and y independently, allowing the determination of the
effective area of the beams. Using the effective area of the beam in conjunction with the
known beam parameters (number of bunches, particles per bunch, frequency of bunch
crossings), it is possible to determine the absolute luminosity.
Since each proton bunch consists of a number of protons, multiple interactions can
occur during a single bunch crossing. This is called “pile-up”. As part of the luminosity
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Figure 3.9: Average number of interactions 〈µ〉 in the 2012 data taking, from [75].
monitoring, the average number of interactions in a bunch crossing is determined as well
as shown in figure 3.9 [74]. More detail on pile-up can be found in section 6.4.
3.6 Trigger Systems
The LHC produces collisions ever 25 ns or at a rate of 40 MHz (50 ns and 20 MHz during
the 2012 run), which produces a data rate too large to be recorded in its entirety. In
order to make it feasible to gather data, the trigger system decides which events are of
interest and which events can be discarded. This system runs in three stages: the Level
1 (L1) trigger implemented in the form of dedicated hardware; the Level 2 (L2) trigger;
and the Event Filter (EF), which are software-based and are called High Level Triggers
(HLT) [76, 77].
Due to bandwidth and buffer size constraints, the L1 trigger only uses information from
the calorimetry and the trigger muon chambers. The system triggers on combinations
of sufficiently localised high energy deposits in the calorimeters, as these are associated
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with physics objects of interest (electron, photons, taus and jets), sufficiently high total
transverse energy ET , large missing transverse energy EmissT and/or muon tracks. This
step reduces the total rate of recorded events to approximately 75 kHz [78].
The L2 trigger is a software trigger running on dedicated computers using data
collected after the L1 trigger. With the lower rate, it is now possible to use more detector
information from all detectors at full granularity and the inclusion of tracking data allows
distinction between photons and electrons. This step reduces the effective event rate
down to about 3.5 kHz.
Finally, the EF trigger is applied to all events passing the L2 trigger. With the further
increased time to process events, the EF can not only access the full detector data, but
also uses event reconstruction algorithms similar to those used oﬄine, allowing greater
discrimination between physics signatures of interest and background This step brings
down the rate of events to about 200 Hz, which it is feasible to record. The events are
separated in several categories, so called “streams”, depending on the physics objects
involved in triggering (example streams are the electron stream, the jet stream or the
missing ET stream).
3.7 Electron Reconstruction and Identification
Electrons are reconstructed based on information recorded by the detectors, mainly the
tracking systems of the ID and electromagnetic calorimetry provided by the ECAL. Track
fits and energy deposits are used to determine the 4-vector of electrons by combining
energy measurements with track-derived direction and momentum measurements.
The inner detector track reconstruction uses the recorded data together with the
information about the detector design to transform individual hits into spatial information
and then fits tracks [78, 79]. The track reconstruction is done in three stages:
1. Pixel and SCT data are converted into individual space points while the TRT timing
information is used to construct drift circles.
2. Track finding algorithms are applied to build tracks. The algorithms use information
from the three pixel layers as well as the first SCT layer to form track seeds. The
track seeds are extended through the rest of the SCT using hits in the remaining SCT
layers to form track candidates. The track candidates are then fitted and quality
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requirements are applied to reject fake tracks. The tracks passing the requirements
are then extended into the TRT, using the drift circles to resolve ambiguities in the
track curvature. Once the track is built, it is refitted using the position information
from all three detectors together.
3. Tracks are used to reconstruct the primary vertices by extrapolating them back to
the interaction point. Further algorithms are used to find photon conversions and
secondary vertices.
The electron-specific reconstruction itself begins with the calorimeter data. The
precision region (η < 2.5) of the calorimeter is divided into an η-φ grid with 200
divisions in η and 256 divisions in φ. Each sector measures ∆η ×∆φ = 0.025× 0.025,
corresponding to the ECAL cells in the second layer, as shown in figure 3.5. First, the
calorimeter is scanned for cluster seeds using a sliding window algorithm [80]: a 5× 5
sector window runs over the η-φ grid until it finds an energy deposit with a transverse
energy ET < 2.5 GeV. Once such a cluster seed is found, track matching is performed,
searching for reconstructed tracks that, when extrapolated to the calorimeter, impact
near the cluster within |∆η| < 0.1 and |∆φ| < 0.1 with the track bend and |∆φ| < 0.05
away from the track bend. This asymmetric requirement accounts for radiative losses
due to Bremsstrahlung. If no track match is possible, the cluster is discarded. In the
case of multiple track matches, tracks with pixel or SCT hits are preferred, using the
closest track with pixel or SCT hits. After the track match, the cluster is rebuilt using a
3× 7 or a 5× 5 window in the barrel or end cap, respectively.
The overall reconstruction efficiency is measured by the ATLAS electron performance
group using the tag-and-probe method. In this method, Z → ee decays are used to test
the efficiency by using one electron with a high quality identification (see below) to “tag”
an event as Z → ee. The second electron can then be used as a “probe” by comparing
the number of “tag” events to the number of “probe” events. The result can be seen in
figure 3.10, demonstrating an efficiency of over 95% for the whole ET range as well as
the minor difference between the reconstruction efficiency found in data and established
from simulation.
Once the clusters are built, electron identification follows, using track and shower
shape variables, as detailed in [79, 82]. The electron identification allows rejection of
hadronic jets containing pions, kaons or protons as these leave tracks and produce a
cluster as well as electrons stemming from photon conversions. The three identification
levels are called loose, medium and tight, with each step adding additional criteria and
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making existing criteria more stringent. The full list of categories and variables used for
the identification for central electrons can be seen in table 3.1. The exact requirements
are optimised in 10 η-bins and ET -bins from 5 GeV to 80 GeV.
The loose identification is based on the shower shape within the calorimeter. Two
variables introduced to characterise the cluster are the shower width in the first layer
ωstot and the lateral shower width ωη,2, defined as follows:
ωstot =
√∑
iEi(i− imax)2∑
iEi
, (3.3)
where i is the strip index in the first layer and imax the index of the strip with the
maximal energy deposition of the cluster:
ωη,2 =
√∑
iEiη
2
i∑
iEi
− (
∑
iEiηi∑
iEi
)2, (3.4)
where i is the cell index in the middle layer of the calorimetry. ωη,2 describes the width of
the shower in the middle layer, while ωstot describes the total shower width, using the front
layer of the ECAL, allowing the quantification of different shower shapes. Furthermore,
the loose criterion involves the ratio of energy in the ECAL to the energy deposition in
the hadronic calorimetry; this is called “hadronic leakage” and is helpful in identifying
hadrons as they deposit more energy in the hadronic calorimetry. Finally, the loose
requirement requires a minimum amount of hits in the pixel and silicon detectors as
measure of the track quality.
The medium identification uses the same requirements as the loose identification, but
imposes more stringent requirements for the already defined criteria. Additionally, it
requires hits from the innermost layer of the pixel detector in order to reject conversion
electrons from photons - the inner layer hit means the particle leaving the hit is charged
before it interacted with the material of the detector. Furthermore, the transverse impact
parameter d0 is introduced, measuring the minimum distance in the transverse plane
between the extrapolated electron track and the primary vertex. To improve rejection of
charged hadrons, a requirement on transition radiation in the TRT is imposed as well.
The tight identification again takes the medium requirements and makes them more
strict. In order to ensure that the track and cluster originate from the same object,
the measured momentum from the track and the deposited energy are compared using
the ratio E/p. Furthermore, the match between the cluster and track is tightened, the
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transverse impact parameter cut is more stringent, a minimum number of TRT hits is
required and electrons matching reconstructed photon conversions are rejected.
Similarly to the reconstruction, the identification efficiency is measured using the tag-
and-probe method using Z → ee events. As can be seen in figure 3.11, the efficiency drops
with more stringent identification requirements but uniformly rises with ET . Furthermore,
the medium identification efficiency rises well above 90% for electrons with ET > 50 GeV.
3.8 Data Taking in 2012
During the 2012 run, the LHC delivered 22.8 fb−1 of
√
s = 8 TeV pp collisions in the
period from the 4th of April to the 6th of December. In this period, ATLAS recorded
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Table 3.1: List and explanation of the variables used in the loose, medium and tight electron
identification criteria in the central region of the detector (|η| < 2.47), adapted
from [82].
Category Description Variable
loose
Acceptance |η| < 2.47
Hadronic leakage In |η| < 0.8 and |η| > 1.37: ratio of ET in the first layer of the
hadronic calorimeter to ET of the EM cluster
Rhad,1
In 0.8 < |η| < 1.37: ratio of ET in whole hadronic calorimeter
to ET of the EM cluster
Rhad
Middle layer of the EM Ratio of energies in 3× 7 cells over 7× 7 cells Rη
Lateral width of the shower wη2
Front layer of the EM Total shower width wstot
Energy difference of the largest and second largest energy
deposits in the cluster divided by their sum
Eratio
Track quality and track–
cluster matching
Number of hits in the pixel detector (> 0)
Number of hits in the silicon detectors (≥ 7)
|∆η| between the cluster position in the first layer and the
extrapolated track (< 0.015)
∆η1
medium (includes loose with tighter requirements on shower shapes)
Track quality and track–
cluster matching
Number of hits in the b-layer > 0 for |η| < 2.01
Number of hits in the pixel detector > 1 for |η| > 2.01
Transverse impact parameter |d0| < 5 mm d0
Tighter |∆η1| cut (< 0.005)
TRT Loose cut on TRT high-threshold fraction
tight (includes medium)
Track quality and track–
cluster matching
Tighter transverse impact parameter cut (|d0| < 1 mm)
Asymmetric cut on ∆φ between the cluster position in the
middle layer and the extrapolated track
∆φ
Ratio of the cluster energy to the track momentum E/p
TRT Total number of hits in the TRT
Tighter cut on the TRT high-threshold fraction
Conversions Reject electron candidates matched to reconstructed photon
conversions
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Figure 3.12: ATLAS data taking efficiency over time, comparing LHC reported luminosity to
ATLAS recorded luminosity [75].
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21.3 fb−1 of data with a preliminary uncertainty of 2.8%1. By comparing the luminosity
recorded by ATLAS to the luminosity delivered by the LHC, the overall efficiency of
ATLAS is determined to be 93.5%. The efficiency over time is shown in figure 3.12. The
2012 run is divided into individual periods with the same running conditions, labelled
period A to L in alphabetical order2. During each period, there are individual data
taking runs, which usually encompass an entire LHC beam fill (see chapter 2), and have
unique identification numbers. The runs are further divided into 60 s long luminosity
blocks of approximately constant instantaneous luminosity and beam conditions. Each
luminosity block is flagged either as useful or not for physics analysis in a Good Run
List (GRL).
During online data recording, the data quality (DQ) is measured by automated
systems registering the status of the detector as well as by “shifters” (shift personnel)
comparing performance plots to reference plots. After data recording, oﬄine monitoring
is performed by automated checks and shifter comparisons of detector parameters and
reference plots. The DQ information is then used to produce the GRLs indicating which
luminosity blocks of data are good for physics analysis. This process resulted in 20.3 fb−1
of data that is good for all physics analyses, as shown in figure 3.13.
In addition, the data were also reprocessed after the 2012 data taking finished. This
reprocessing implemented improvements in the calibration and remonstration obtained
after the end of the run. Additionally, during reprocessing, the requirements of the
individual physics streams are checked with the defects in the DQ information, allowing
the use of select streams that are unaffected by particular defects irrelevant to the physics
stream in question.
1Luminosity measurement as described in [72], updated for the 2012 run
2Periods F and K did not involve data taking for physics analyses
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Figure 3.13: ATLAS integrated luminosity in 2012 [75].
Chapter 4
Simulated Standard Model Processes
An essential tool in modern particle physics are physics simulations of known SM processes
as well as simulations of new physics. As the simulations produce samples with individual
events, it becomes viable to compare theory directly to data in the form of histograms.
This chapter provides an overview of Monte Carlo simulations (4.1) and the simulation
samples used to describe SM processes (4.2, 4.3, 4.4).
4.1 ATLAS Monte Carlo Simulation
SM events are simulated in order to compare the current SM theory with the experimental
data. The simulation can be divided into two main steps, event generation and detector
simulation. During event generation, physics processes are simulated on an event-by-
event basis, integrating over the allowed phase space by random number sampling. This
integration method is known as Monte Carlo integration, hence the simulation is usually
referred to as Monte Carlo.
As described in chapter 1, the protons colliding in the LHC are composite particles.
In a proton-proton collision typical for this analysis, one parton from each incoming
proton interacts in the main hard process of interest while the rest of the partons undergo
softer interactions and are described as beam remnants. The overall picture is sketched
in figure 4.1 and roughly follows the following process [83]: The flavour and energy of
the incoming partons contained in the beam are characterised by PDFs. These incoming
partons are shown as three parallel incoming lines from the left and the right in figure 4.1.
Both beams have one parton as shower initiator, building up an initial state shower for
each beam as shown in blue in figure 4.1. Both showers contribute one parton entering
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the hard process which is calculated using the matrix element up to a specific order in αS
and α, usually Leading Order (LO) or Next-to-Leading Order (NLO), shown as the large
solid red circle in figure 4.1. This hard process determines the nature of the event and
may form an intermediate particle, such as the Z boson in the neutral current Drell-Yan
process. The next step is the parton showering of any outgoing partons, tracking the
progression of coloured partons and gluons, shown in red, followed by the hadronisation
where the subsequent formation of colour-neutral states is simulated, shown in figure 4.1
in red. The simulation of the underlying event follows the evolution of the proton
remnants, usually partons with much lower energy than the particles involved in the
hard process, shown in purple in figure 4.1. Finally, the decay of short-lived particles is
simulated, resulting in a record of all final state particles that can reach the detector,
indicated in green in figure 4.1.
At this stage, it is possible to apply an event filter. An event filter discards events
not fulfilling the requirements for final state particles, e.g. the production of certain
particles. This enriches the sample with events of interest and can be used to reduce disk
space requirements and computing time. The ratio of kept events to total events is called
the filter efficiency filter = NMC/Ntotal, where NMC is the number of kept events and
Ntotal the number of events generated in total. This modifies the integrated luminosity
(equation 2.1) for a Monte Carlo sample to:1
LMC =
NMC
σtotal
=
NMC
σprocess × Filter . (4.1)
The final state particles are then tracked further in the detector simulation, using Geant4
[85]. The Geant4 program simulates the interaction of the final state particles with
the detector material. This includes the interaction with the active detector material in
order to simulate the detector response. Based on the simulated detector response, the
digitisation produces data similar to the read-out of the real detector during data taking,
allowing comparison of Monte Carlo samples with data samples. A few samples do not
undergo the full detector simulation and use a fast simulation instead, where the effects
of the Geant4 simulation are approximated. These samples are called fast simulation
or ATLFAST-II samples.
As Monte Carlo is modelling the physics processes before and after the full detector
response (plus event selection, see chapter 6), it is useful to define A × eff here, the
1In the case of some NLO samples, such as the Mc@Nlo samples, events can have negative weights
representing as higher order processes can interfere with lower order processes. In this case, the
number of events NMC is the sum of all individual event weights.
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Figure 4.1: Sketch of a high-energy proton-proton collision, showing the incoming partons
(green incoming lines), the initial parton shower (blue lines), the hard process (dark
red), the parton showering (red), the beam remnants (cyan) and their interactions
forming the underlying event (purple) and the subsequent decay products (dark
green outgoing lines). The sketch shows a fully hadronic process with initial and
final states mainly consisting of strongly interacting particles. Adapted from [84].
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acceptance times efficiency. The acceptance A describes the fraction of particles within
the fiducial range of the detector, while the efficiency eff incorporates all detector-related
efficiency effects. This quantity is defined as:
A× eff = Npass
NMC
, (4.2)
where Npass is the number of events passing the full detector simulation (plus event
selection as described in chapter 6) and NMC the number of filtered generated events
from equation 4.1. In total, the number of reconstructed and selected events from a
Monte Carlo sample can then be described as:
Npass = A× eff ×NMC = A× eff × σprocessfilterLMC (4.3)
4.2 Simulation of Drell-Yan Di-electron Production
The main SM contribution to the di-electron mass spectrum at high mass is the neutral
current Drell-Yan production of electron pairs (pp → Z/γ∗ → e+e−) as described in
chapter 1. The event generation is done by the Powheg [86] Monte Carlo generator
using the CT10 PDF [87]. Powheg is interfaced with Pythia8 [88] and Photos 3.0 [89].
Powheg is used for the hard scattering part of the event generation while Pythia8
handles the parton shower, hadronisation and particle decays and Photos simulates the
effects of the QED Final State Radiation (FSR).
Due to the exponentially falling production cross-section over the mass range consid-
ered here, the region of interest (66 GeV–5000 GeV) is divided into 16 mass bins for the
event generation. Each bin covers a separate region of generated Z/γ∗masses as shown
in table 4.1. This division into individual mass bins allows sufficient statistical precision
to be obtained over the entire mass range. In order to avoid overlap from the open-ended
MZ≥60 GeV sample, events with Z/γ∗s with a generated masses of MZ≥120 GeV are
removed during the event selection. All samples are then scaled to the same luminosity
and are added together.
The Drell-Yan Monte Carlo samples are generated at NLO for QCD and with a LO
implementation of weak interaction effects. Current state-of-the-art theory calculations
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Table 4.1: List of Drell-Yan Monte Carlo samples, including details on the generation range,
the MC run identifier, the cross-section and the total number of generated events
and associated Monte Carlo luminosity.
mee[GeV] MC Run σ× Br [pb] Ngen [1× 103] LMC [fb−1]
60+ 147806 1.1098× 103 10000 8.968× 100
120 - 180 129504 9.846× 100 500 5.058× 101
180 - 250 129505 1.571× 100 100 6.328× 101
250 - 400 129506 5.492× 10−1 100 1.810× 102
400 - 600 129507 8.966× 10−2 100 1.110× 103
600 - 800 129508 1.510× 10−2 100 6.621× 103
800 - 1000 129509 3.750× 10−3 100 2.653× 104
1000 - 1250 129510 1.293× 10−3 100 7.706× 104
1250 - 1500 129511 3.577× 10−4 100 2.777× 105
1500 - 1750 129512 1.123× 10−4 100 8.872× 105
1750 - 2000 129513 3.838× 10−5 100 2.598× 106
2000 - 2250 129514 1.389× 10−5 100 7.179× 106
2250 - 2500 129515 5.226× 10−6 100 1.904× 107
2500 - 2750 129516 2.017× 10−5 100 4.930× 107
2750 - 3000 129517 7.891× 10−6 100 1.262× 108
3000+ 129518 5.039× 10−5 100 1.974× 108
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allow for theory predictions at NNLO in QCD and NLO for the electroweak effects [14, 90],
apart from the QED FSR effect, which is already factored in using Photos [89]. There is
no full event generation implemented at this level, but the cross-sections can be calculated.
Here, Fewz3.1.2b [91] provides cross-section calculations using the MSTW2008nnlo
PDF [24]2. The Z/γ∗ mass region of interest is split into 20 bins with logarithmically
increasing width, covering the mass region MZ = 120 GeV–5000 GeV and a single bin
for the region covering 66 GeV–120 GeV, as shown in table 4.2. The Powheg Drell-Yan
sample cross-sections for the same bins are extracted to form the k-factor kNNLO, covering
the NNLO QCD and NLO EW corrections:
kNNLOQCD =
σFEWZ,QCDNNLO+EWNLO
σMC
. (4.4)
Additionally, real W/Z-radiation corrections [92] are included here as they are not
implemented as part of the diboson event generation (see below). Sufficiently energetic
electrons produced in the Drell-Yan process can radiate W - and Z-bosons, which can
decay into additional electrons. The resultant cross-section modification is calculated
in MadGraph5 [93] for the fiducial region of |η| < 2.5 and pT > 25 GeV3. This factor
is applied after the k-factor in the form of a polynomial, yielding the following total
k-factor ktotal:
ktotal =
σFEWZ,QCDNNLO+EWNLO
σMC
× kW/Z . (4.5)
The Powheg Drell-Yan Monte Carlo sample, including the nominal k-factor ktotal,
is used as nominal Drell-Yan Monte Carlo sample for this analysis. Three types of
theoretical systematic uncertainties are included, αS-uncertainty, PDF uncertainty and
uncertainty due to PDF choice.
The PDF uncertainty is determined using the set of PDF uncertainty eigenvectors,
calculating the upward and downward variations of the cross-section following equa-
tions 1.15 and 1.16. The PDF uncertainty and the 90% confidence level for upwards
2Fewz calculations provided by U. Klein.
3MadGraph calculations provided by U. Klein.
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Table 4.2: Cross-sections of the Fewz NNLO calculations and the Powheg DY sample and
the k-factors derived from the cross-sections
MZ
[GeV]
σFEWZ
[pb/GeV]
Stat. Uncert.
[%]
σMC,NLO
[pb/GeV]
kNNLO kW/Z ktotal
66 - 116 2.229× 101 0.022 2.163× 101 1.0305 1.0009 1.0314
116 - 140 3.626× 10−1 0.018 3.543× 10−1 1.0234 1.0014 1.0249
140 - 169 1.106× 10−1 0.017 1.081× 10−1 1.0231 1.0018 1.0250
169 - 204 4.179× 10−2 0.016 4.114× 10−2 1.0158 1.0024 1.0182
204 - 246 1.696× 10−2 0.015 1.651× 10−2 1.0273 1.0032 1.0305
246 - 297 7.053× 10−3 0.014 6.937× 10−3 1.0167 1.0042 1.0210
297 - 359 2.922× 10−3 0.013 2.879× 10−3 1.0149 1.0055 1.0205
359 - 433 1.202× 10−3 0.013 1.176× 10−3 1.0221 1.0070 1.0293
433 - 522 4.901× 10−4 0.012 4.823× 10−4 1.0162 1.0091 1.0254
522 - 631 1.938× 10−4 0.012 1.937× 10−4 1.0005 1.0115 1.0120
631 - 761 7.396× 10−5 0.012 7.324× 10−5 1.0098 1.0142 1.0242
761 - 919 2.710× 10−5 0.011 2.699× 10−5 1.0041 1.0163 1.0204
919 - 1110 9.343× 10−6 0.011 9.278× 10−6 1.0070 1.0189 1.0260
1110 - 1339 3.006× 10−6 0.011 3.007× 10−6 0.9997 1.0193 1.0190
1339 - 1617 8.852× 10−7 0.011 8.912× 10−7 0.9933 1.0228 1.0159
1617 - 1951 2.320× 10−7 0.012 2.336× 10−7 0.9932 1.0258 1.0188
1951 - 2355 5.256× 10−8 0.012 5.308× 10−8 0.9902 1.0291 1.0190
2355 - 2843 9.739× 10−9 0.013 9.866× 10−9 0.9871 1.0316 1.0183
2843 - 3432 1.351× 10−9 0.014 1.388× 10−9 0.9733 1.0346 1.0070
3432 - 4142 1.192× 10−10 0.015 1.277× 10−10 0.9334 1.0363 0.9673
4142 - 5000 4.921× 10−12 0.015 5.826× 10−12 0.8447 1.0344 0.8737
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and downwards variation in αS(MZ) = 0.1171+0.0014−0.0014 at NNLO [94] are performed using
Fewz calculations in the same manner as the determination of the nominal value.
Vrap [95] is used to sample the cross-sections for four different PDF sets, ABM11 [96],
CT10 [87], HeraPDF1.5 [20, 97] and NNPDF 2.3 [98], using MSTW2008NNLO’s preferred
αS = 0.1171 to avoid factoring in the already covered αS uncertainty4. In addition,
Vrap-values for MSTW2008NNLO are calculated as well to be used as the nominal
baseline. Unlike Fewz, which calculates the integrated process cross-section over a mass
range, namely the bins shown in table 4.2, Vrap calculates the exact cross-section at
specific mass points in the range 10 GeV–5000 GeV. In order to compare the values to
the MSTW2008NNLO baseline, the ratio σPDF/σMSTW2008NNLO is formed and fitted
with a spline function. The spline fits are shown in figures 4.2 and 4.3. The spline fits
are then integrated over the bins used for the Fewz calculations, resulting in a set of
fractional differences due to the PDF choice. These fractional differences are applied to
the k-factor and are shown in 4.4.
An envelope is formed for the αS-, PDF and PDF choice variations, using the minimum
values for each point for the lower bound and the maximum values for each point for the
upper bound.
Finally, the nominal k-factor as well as the upper and lower bounds of the 90% C.L.
PDF + αS + PDF choice uncertainty envelope are fitted with a polynomial as shown in
figure 4.4. As can be seen in the figure, the k-factor and the uncertainties are within a
tight band up to 1000 GeV. Above 1000 GeV, the uncertainties start to increase, with the
upper end being driven by the intrinsic 90% C.L. PDF + αS uncertainty, while the lower
end of the uncertainty band is driven by the PDF choice, mainly the contribution from
ABM11, mirroring the behaviour shown in figure 4.2. The envelope and fit provides a
continuous, mass-dependent description of higher-order corrections to the neutral current
Drell-Yan cross-section and the theoretical uncertainties of the process.
4.3 Photon-Induced Di-Lepton Contribution
Photon-induced (PI) di-lepton production is an additional contribution to the SM
background [14] with potentially large effects at high masses, as was seen in a mass
differential cross-section analysis of the 2011 data at ATLAS [99]. The PI production of
4Vrap calculations provided by U. Klein.
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Figure 4.2: Spline fits to the Vrap-ratios of the ABM11 PDF (top) and the CT10 PDF
(bottom) with respect to the nominal MSTW2008NNLO PDF.
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Figure 4.5: Photon-induced 2→ 2 production of electrons.
leptons is via photons radiated by the quarks in the proton, illustrated in figure 4.5. The
PI production contribution can be described using a cross-section calculation similar to
the higher order correction factors that were included, or as a simulated Monte Carlo
sample.
The cross-section calculation with Fewz results in a LO partonic cross-section in
the fiducial region |η| < 2.5 and pT > 25 GeV. MRST2004QED [100] is chosen as PDF
for the calculation, as it is the most up-to-date PDF with a description of the photon
content of the proton. Two parametrisations of the quark mass are possible, using either
the current quark mass or the constituent quark mass [90]. These two parametrisations
lead to two different cross-section results. Both results are used together to estimate the
uncertainty due to the quark mass parametrisation: the mean of both results is taken as
the nominal value and the upper and lower values are used as an uncertainty band as
shown in table 4.3.
The cross-sections are added to the Drell-Yan sample cross-section (after inclusion of
the higher order k-factors) and are fitted with a polynomial. This results in an additional
k-factor kPI , that is applied to the Drell-Yan sample, shown in figure 4.6. Here, the
upper and lower bands correspond to the two different quark mass parametrisation and
the nominal value to the averaged value. Similar to the NNLO k-factor, the effect is
small up to around 1000 GeV with a low dependence on mass. At higher masses, the
k-factor increases rapidly, as does the associated uncertainty, indicating potentially large
effects at high masses.
In order to improve the description of the PI contribution, another approach is
considered: a Monte Carlo description of the PI di-lepton production. The PI Monte
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Table 4.3: Partonic photon-induced di-lepton production cross-sections within the fiducial re-
gion |η| < 2.5 and pT > 25 GeV as calculated with Fewz using the MRST2004QED
PDF.
mee[GeV] σmean [pb] Error [%]
66 - 116 3.0151× 10−1 35.48
116 - 140 5.1481× 10−2 36.36
140 - 169 3.4093× 10−2 36.95
169 - 204 2.1701× 10−2 37.64
204 - 246 1.3260× 10−2 38.38
246 - 297 7.8860× 10−3 39.24
297 - 359 4.5065× 10−3 40.19
359 - 433 2.4629× 10−3 41.24
433 - 522 1.3283× 10−3 42.38
522 - 631 7.0543× 10−4 43.64
631 - 761 3.5133× 10−4 45.01
761 - 919 1.7191× 10−4 46.50
919 - 1110 7.9299× 10−5 48.10
1110 - 1339 3.4319× 10−5 49.94
1339 - 1617 1.3999× 10−5 51.95
1617 - 1951 5.1515× 10−6 54.18
1951 - 2355 1.6996× 10−6 56.72
2355 - 2843 4.7660× 10−7 59.63
2843 - 3432 1.0744× 10−7 62.93
3432 - 4142 1.7549× 10−8 66.81
4142 - 5000 1.7505× 10−9 71.01
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Figure 4.6: Photon-induced background contribution within the fiducial range |η| < 2.5 and
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Table 4.4: List of Photon-Induced Monte Carlo samples, listing the generation range, internal
MC run identifier, cross-section, number of generated events, filter efficiency and
associated Monte Carlo luminosity.
mee[GeV] MC Run σ× Br [pb] Ngen [1× 103] Filter [%] LMC [fb−1]
7 - 20 129650 1.5037× 102 500 2.343 1.378× 102
20 - 60 129651 2.6653× 101 500 32.48 5.751× 101
60 - 200 129652 2.6976× 100 500 100 1.814× 102
200 - 600 129653 1.2184× 10−1 200 100 1.634× 103
600 - 1500 129654 3.4933× 10−3 100 100 2.853× 104
1500 - 2500 129655 5.8593× 10−5 100 100 1.698× 106
2500+ 129656 2.2978× 10−6 100 100 4.334× 107
Carlo samples, listed in table 4.4, are generated with the Pythia8 event generator using
the MRST2004QED PDF.
The PI k-factor approach is compared to the Monte Carlo samples, as shown in
figure 4.7, showing very good agreement for the upper value for the Fewz-calculation.
As the k-factor method is only a scaled version of the DY kinematic distribution, the
k-factor method will always mirror the kinematic distribution of the DY samples. These
deviations from the k-factor method can be seen in several kinematic distributions, chiefly
∆η and ∆R shown in figure 4.8. As the Monte Carlo sample is capable of delivering
additional information, the Monte Carlo sample is preferred over the PI k-factor method
in this analysis.
The systematic uncertainty on the PI cross-section is taken from the k-factor method,
using the uncertainties shown in table 4.3 and shown in figure 4.9.
4.4 Remaining Background Simulations
Two more types of SM backgrounds are modelled using Monte Carlo simulation samples,
the top and the diboson background.
The cross-section for tt production is significant to this analysis as a background.
As tt pairs can undergo decay into leptons, they can result in a di-lepton final state.
Mc@Nlo [101, 102, 103] is used with CT10 as PDF to generate the relevant event
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Figure 4.9: Systematic uncertainty on the PI cross-section derived from the PDF parametrisa-
tion differences as described in the text.
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sample. The cross-section used to calculate the integrated luminosity of the sample is
provided by ATLAS at the NNLO level using Hathor [104] and is predicted to be:
σtt = 252.89
+13.30
−14.52 pb at
√
s =8 TeV. For searches, an additional uncertainty is introduced
by varying the top mass by ±1GeV, resulting in an additional uncertainty of +7.56 and
−7.30pb. As the cross-section uncertainty translates directly to the number of events,
this is a total systematic uncertainty of 6%.
The second top-based process contribution is tW production. Here, b-quarks from the
hard event convert into t-quarks by radiating a W -boson. The W -boson and the top can
both decay leptonically, resulting in a di-lepton configuration. As with the tt background,
the process is simulated using Mc@Nlo using the CT10 PDF. The NNLO cross-section
provided by ATLAS using Hathor is σtW = 22.37 pb at
√
s =8 TeV. The associated
systematic uncertainty on the cross-section is ±1.52 pb, a total uncertainty of 7%.
The second type of SM background is due to diboson production. Diboson samples
simulate the production of two vector bosons, i.e. WW , WZ or ZZ pairs, and their
subsequent decay. The samples do not include the production of an additional boson
via real W/Z-radiation, as mentioned earlier. Since W - as well as Z-bosons can decay
leptonically, both processes contribute to the background. The diboson background
samples are generated with Herwig [105, 106] using CTEQ6L1 [107] as PDF. Each
of the three diboson combinations is generated in three binned samples, similar to the
Drell-Yan background. The samples are then scaled to NLO cross-sections provided by
theory calculations [108] as shown in table 4.5. The systematic uncertainty on the NLO
cross-sections (and hence number of events) is 5%.
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Chapter 5
Simulated Signal Processes
As outlined in chapter 4, Monte Carlo samples are used to simulate physics processes.
They can not only describe SM processes, but can also make event predictions based
on theories for new physics, the Z ′SSM in this analysis. This chapter gives a list of
the samples used for Z ′SSM descriptions (5.1), the reweighting process used to produce
additional samples over a wide range of Z ′SSM masses (5.2) and the correction factors
incorporated into the samples (5.3) mirroring the k-factors used for the SM processes.
5.1 Overview of Signal Samples
The Monte Carlo samples described in chapter 4 only model SM processes. In order to
perform a search, it is necessary to know the expected signal as well. This is done using
seven Monte Carlo samples. Six of these samples are Z ′SSM samples at Z ′SSM masses of
0.5, 1.0, 1.5, 2.0, 2.5 and 3.0 TeV, generated using Pythia8 using the MSTW2008LO
PDF [24]. Additionally, a Pythia8 Z/γ∗ sample using the MSTW2008LO PDF [24]
forms part of the signal-related samples as described in the next section. Table 5.1
describes the Z ′SSM and the Pythia8 Z/γ∗ samples and their parameters.
5.2 Signal Template Generation
This Pythia8 Z/γ∗ sample is used as a basic template to produce more Z ′SSM samples.
This is done by effectively replacing the matrix element in equation 1.8 calculated for
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Table 5.1: List of Pythia8 Monte Carlo Z ′SSM signal and Drell-Yan samples used for reweight-
ing.
Process mee[GeV] MC Run σ× Br [pb] Ngen [1× 103]
NC DY

75 - 120 145963 8.654× 102 300
120 - 180 145964 7.977× 100 100
180 - 250 145965 1.265× 100 100
250 - 400 145966 4.392× 10−1 100
400 - 600 145967 7.257× 10−2 100
600 - 800 145968 1.250× 10−2 100
800 - 1000 145969 3.186× 10−3 100
1000 - 1250 145970 1.120× 10−3 100
1250 - 1500 145971 3.174× 10−4 100
1500 - 1750 145972 1.022× 10−4 100
1750 - 2000 145973 3.552× 10−5 100
2000 - 2250 145974 1.295× 10−5 100
2250 - 2500 145975 4.908× 10−6 100
2500 - 2750 145976 1.906× 10−6 100
2750 - 3000 145977 7.467× 10−7 100
3000+ 145978 4.748× 10−7 100
Z ′SSM(0.5 TeV) 250 - 750 158019 2.854× 100 20
Z ′SSM(1.0 TeV) 500 - 1500 158020 1.515× 10−1 20
Z ′SSM(1.5 TeV) 750 - 2250 158021 1.948× 10−2 20
Z ′SSM(2.0 TeV) 1000 - 3000 158022 3.410× 10−3 20
Z ′SSM(2.5 TeV) 1250 - 3750 158023 7.470× 10−4 20
Z ′SSM(3.0 TeV) 1500 - 4500 158024 1.893× 10−4 20
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Z/γ∗ with the corresponding Z ′SSM matrix element,
σ(pp→ Zγ∗ → e+e−)→ σ(pp→ Z ′SSM → e+e−). (5.1)
Technically, this is done by reweighting every event according to the ratio of squared
amplitudes, based on the incoming quarks and the mass of the Z/γ∗ found in the event
record of the Pythia8 sample:
w(m, q) =
∑
i,j |Aij(Z ′)|2∑
i,j |Aij(Z/γ∗)|2
, (5.2)
where the amplitude Aij(Z/γ∗) is given by equation 1.10. The Z ′SSM amplitude is given
by:
A(Z ′) = g2Z′
g′qig
′
ej
m2 −M2Z′ − iMZ′ΓZ′
, (5.3)
where gZ′ is the Z ′ coupling and the charges g′ are dependent on the incoming and
outgoing fermions. This mirrors the SM amplitude for the DY process structurally
but does not include the γ contribution, only the Z contribution, modified to use the
properties of the Z ′SSM instead of the properties of the Z. For the Z ′SSM , it is assumed
that it couples to SM fermions the same way as the SM Z boson.
Additionally, the reweighting procedure can be further improved by taking into
account the effect of the Drell-Yan process itself by including the amplitude of the neutral
current DY process as follows:
w(m, q) =
∑
i,j |Aij(Z ′) + Aij(Z/γ∗)|2∑
i,j |Aij(Z/γ∗)|2
, (5.4)
which is the weight that is applied to each event, using the quark q and generator mass
m of each event.
The reweighting is then compared to the dedicated signal samples to validate the
outcome of the procedure as both should result in the same invariant mass spectra.
As the dedicated samples are only generated with “truth” masses Mgen in the range
0.5MZ′ < Mgen < 1.5MZ′ , the comparison is only made within that range as shown
in figure 5.1, which covers the agreement for the highest and lowest mass dedicated
sample. Figure 5.2 shows the comparisons for intermediate Z ′ masses with a similarly
good agreement between the reweighted and the dedicated samples.
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Hence, the reweighted sample is used for the rest of the analysis as it delivers results
agreeing with the dedicated samples but offers more fine-grained steps than the 500 GeV
steps of the dedicated sample. In order to produce an array of reweighted mass points,
the reweighting procedure is repeated for the range of 150 GeV–3500 GeV, with one
sample every 50 GeV. The invariant mass distributions resulting from this procedure can
be seen in figure 5.3, showing the mee distributions for each target Z ′SSM pole mass the
sample is reweighted to.
5.3 Higher Order QCD Correction
Finally, the Pythia8 sample (and derived Z ′SSM templates) are corrected using a k-factor
as the Pythia8 sample is only at leading order. This is done in the same fashion as the
NNLO k-factor for the Powheg-based Drell-Yan samples in chapter 4.2, using Fewz
calculations with the MSTW2008nnlo PDF together with the Monte Carlo cross-section,
using equation 4.4.
Unlike the calculation in 4.2, however, this k-factor only includes QCD-based NNLO
corrections, as the EW corrections do not apply in the same form to the Z ′SSM boson.
The cross-sections used to calculate the k-factor are shown in table 5.2 and the resultant
k-factor and fit is shown in figure 5.4. Noteworthy is the generally lower cross-section of
Pythia8 compared to Powheg, showing the effect of using a LO MC generator like
Pythia8 versus a NLO-based generator such as Powheg. As can be seen in table 4.2
and 5.2, the cross-sections with and without the higher order EW corrections are very
similar and the effect of the EW corrections only becomes apparent at high masses.
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Figure 5.1: Top: Pythia8 Drell-Yan sample reweighted to a Z ′SSM pole mass of 500 GeV.
Bottom: Pythia8 Drell-Yan sample reweighted to a Z ′SSM pole mass of 3000 GeV.
The reweighted samples are compared to dedicated samples generated with Z ′SSM
pole masses of 500 GeV and 3000 GeV, respectively. All samples are normalised
to the data luminosity of L =20.3 fb−1.
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Figure 5.2: Pythia8 Drell-Yan samples reweighted to Z ′SSM pole masses of 1000 GeV (top
left), 1500 GeV (top right), 2000 GeV (bottom left) and 2500 GeV (bottom right)
and the corresponding dedicated Z ′SSM samples. All samples are normalised to
the data luminosity of L =20.3 fb−1.
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Figure 5.3: Invariant mass spectra for the Pythia8 Drell-Yan Sample reweighted to Z ′SSM
pole masses from 250 GeV–3500 GeV in 250 GeV steps.
[GeV]llM
70 100 200 300 1000 2000
/EP
yt
hi
a
N
N
LO
,EQ
CD
-o
nly
FE
W
Z
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
k-factor (nominal) Functional (nominal)
k-factor (up) Functional (up)
k-factor (down) Functional (down)
Figure 5.4: QCD-only k-factor derived from the Pythia8 sample and Fewz calculations used
to correct the samples to NNLO in QCD as described in the text.
70 Simulated Signal Processes
Table 5.2: Cross-sections of the Fewz NNLO calculations and the Pythia8 DY sample and
the k-factor derived from the cross-sections.
MZ
[GeV]
σFEWZ,NNLO
[pb/GeV]
Stat. Uncert.
[%]
σMC
[pb/GeV]
kNNLO
66 - 116 2.235× 101 0.05 1.777× 101 1.2577
116 - 140 3.655× 10−1 0.40 2.885× 10−1 1.2669
140 - 169 1.111× 10−1 0.56 8.745× 10−2 1.2704
169 - 204 4.183× 10−2 0.59 3.292× 10−2 1.2707
204 - 246 1.698× 10−2 0.47 1.336× 10−2 1.2710
246 - 297 7.070× 10−3 0.43 5.536× 10−3 1.2771
297 - 359 2.937× 10−3 0.56 2.295× 10−3 1.2797
359 - 433 1.214× 10−3 0.67 9.502× 10−4 1.2776
433 - 522 4.964× 10−4 0.45 3.948× 10−4 1.2573
522 - 631 1.973× 10−4 0.64 1.558× 10−4 1.2664
631 - 761 7.573× 10−5 0.89 6.018× 10−5 1.2584
761 - 919 2.795× 10−5 0.82 2.303× 10−5 1.2136
919 - 1110 9.725× 10−6 0.39 7.988× 10−6 1.2175
1110 - 1339 3.160× 10−6 0.39 2.629× 10−6 1.2020
1339 - 1617 9.406× 10−7 0.34 7.950× 10−7 1.1831
1617 - 1951 2.494× 10−7 0.32 2.142× 10−7 1.1643
1951 - 2355 5.727× 10−8 0.29 4.959× 10−8 1.1549
2355 - 2843 1.075× 10−8 0.27 9.295× 10−9 1.1563
2843 - 3432 1.510× 10−9 0.28 1.309× 10−9 1.1536
3432 - 4142 1.341× 10−10 0.75 1.189× 10−10 1.1278
4142 - 5000 5.547× 10−12 3.11 5.711× 10−12 0.9713
Chapter 6
Event and Electron Selection
The data recorded by ATLAS results from the sum of all processes observed during
collisions that trigger the detector. In order to analyse a specific event signature of
interest, selection criteria have to be applied. This chapter describes the specific data
samples1 used in this analysis (6.1) and the selection requirements used to find the
di-electron events of interest (6.2), followed by the results of the selection (6.3) and
corrections to the Monte Carlo samples based on data (6.4, 6.5).
6.1 Data Samples
The data after recording (as described in chapter 3.6) is stored at CERN. The data
is stored as RAW data after the event filter in a byte stream representing the output
of the detector itself [109]. The data is then processed and events are reconstructed,
resulting in Event Summary Data (ESD) which contains all data needed for anything
but re-reconstruction. The ESD are further processed into Analysis Object Data (AOD)
which contain the data in the form of individual physics objects, such as electrons, muons
or jets. As the AOD data sets are still large in size, and it is not feasible to analyse
them on local computers, they are further processed into n-tuples containing only events
with at least one electron with pT > 14 GeV and one or more additional electrons with
pT > 9 GeV. Additionally, these n-tuples only contain objects with variables of interest
to the analysis, meaning non-electron objects are largely discarded as well as variables
not needed for the event selection2.
1From here on, the use of “data” in plots denotes data analysed in the context of this analysis unless
noted otherwise.
2N-tupling provided by J. Kretzschmar
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Using both, GRL and trigger requirements, the total integrated luminosity of the
sample is determined to be 20.3 fb−1 with a luminosity uncertainty of ±2.8% [72, 110].
6.2 Electron Candidate Selection
The event selection narrows down the collected events further by removing event can-
didates that are deemed to be background events. This is done by imposing a set of
selection criteria. The requirements are chosen to reject background events and retain
events of interest. An analysis using successive requirements in order to reject events is
commonly called a “cut-based” analysis with each requirement being a “cut” as it splits
the set of candidates into rejected and selected events.
As described above, all events must contain at least two electron candidates. During
the selection of individual electrons, all electron candidates not passing the requirements
are rejected. An event candidate is rejected in its entirety if there are less than two
viable electron candidates left after a selection is applied. Furthermore, the electrons
are ordered in transverse momentum pT , from highest to lowest. The electron highest
in pT is called the “leading electron”, the electron with the second-highest pT is the
“subleading electron”. Since the analysis concentrates on di-electron events, the leading
and subleading electrons are the ones defining the event.
The first half of the event selection primarily focuses on variables applicable to the
entire event with the number of events shown in table 6.1. First, as described above, each
event must be within a luminosity block valid for analysis as determined by the GRLs3.
Next, events must pass the trigger (EF_g35_loose_g25_loose) requiring at least two
energy depositions with a loose photon identification, one with ET > 35 GeV and one
with ET > 25 GeV. As the electron identification is a subset of the photon identification,
all electrons with loose or better identification will also be contained in the loose photon
set. Events are also required to contain at least one primary vertex with more than two
tracks. Finally, events with noise bursts in either calorimeter are discarded. Notably,
the trigger is the main criterion responsible for the selection on a global event level with
only 7.12% efficiency while the data quality-based cuts all have an efficiency of over 95%,
meaning the requirement for two electron-like objects is the main selection on this level.
3Used GRL: Period: data12_8TeV.AllYear, defect: PHYS_CombinedPerf_Egamma_Eg_standard,
defect tag: DetStatus-v61-pro14-02.
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Table 6.1: Selection criteria applied to event candidates on a global level, showing the total
number of events after each applied selection criterion as well as the relative
efficiency with respect to the previous selection criterion.
Selection Criterion Rel. Eff. [%] Events
Input — 6.699× 108
Good Run List 95.64 6.408× 108
Trigger 7.115 4.560× 107
Primary Vertices 99.99 4.560× 107
Noise Burst Cleaning 99.78 4.550× 107
Combined (event-level) 6.79 —
The second half of the event selection subjects individual electron candidates to
selection criteria, sometimes called “object level” selection. The selection criteria and
efficiencies are shown in table 6.2. First, the reconstruction algorithm is checked: electrons
passing the selection must be reconstructed either from a calorimeter-based cluster seed
or a cluster seed in conjunction with a tracker-based track seed4. Next, the electron must
be within the fiducial region of the detector, meaning electrons passing the selection
must have |η| < 2.47 and must be outside the region 1.37 < |η| < 1.52, the transition
region between the barrel and end cap ECAL (see chapter 3.3). Electrons must fulfil an
object quality check, discarding all electrons associated with so-called “hot cells” in the
calorimeter which are known to have problems at the time of recording. All electrons
must have pT > 30 GeV and be identified as medium electrons, removing over 75% of
all event candidates at this stage. Next, the leading electron must have a pT > 40 GeV.
Together with the previous requirement of pT > 30 GeV, this ensures that the trigger is
operating at full efficiency.
The pair of electrons with the highest pT must fulfil the isolation requirement. Isolation
describes the amount of energy deposited within a certain area around the electron cluster
in the calorimeter, excluding the cluster itself. This area is described in η − φ-space,
using a cone of ∆R < 0.2 in size centred on the electron cluster (EC20T ). The transverse
energy within this cone must be sufficiently low: EC20T ≤ 0.007ET + 5 GeV for the leading
and EC20T ≤ 0.022ET + 6 GeV for the subleading electron. If this electron pair passes the
isolation requirement, it is used to form the invariant mass, mee. The invariant mass mee
is used for the final selection requirement of mee > 80 GeV.
4In ATLAS, this criterion is called the “electron author”.
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Table 6.2: Selection criteria applied to event candidates on an electron object level, showing
the total number of events after each applied selection criterion as well as the
relative efficiency with respect to the previous selection criterion.
Selection Criterion Rel. Eff. [%] Events
Event-level selection — 4.550× 107
Reconstruction Algorithm 81.71 3.717× 107
Kinematic Range 89.92 3.343× 107
Object Quality 99.49 3.326× 107
pT > 30 GeV 67.69 2.251× 107
Medium ID 23.57 5.306× 106
Leading pT > 40 GeV 86.17 4.572× 106
Isolation 99.01 4.527× 106
mee > 80 GeV 97.55 4.416× 106
Combined (object-level) 9.71 —
On the object level, the main rejection of events stems from the electron identification
with a relative efficiency of 23.57%, showing its power in background rejection. Both pT
cuts contribute significantly to the event rejection as well but are of less importance as
events of interest will typically have high pT electrons (due to the high invariant mass
for events of interest). Together with the selection efficiencies seen on the event-level, it
becomes clear that finding two well-identified electrons is the main selection, while the
other requirements have a small impact.
In total, 4 415 785 events pass the full event selection in 20.3 fb−1 of data, giving an
average event yield of 217.77± 0.10 pb. Taken run-by-run, as shown in 6.1. In order to
verify that the yield is stable over time, a constant was fitted to the yield, resulting in
a fitted average yield of 217.75± 0.10 pb with a χ2/d.o.f. = 1.88. The fitted yield and
the global average show agreement, but the quality of the fit shows a deviation from
the assumption that the yield is constant over time which is attributed to a decline in
detector performance with overall run time.
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Figure 6.2: Initial Data/MC comparison of the invariant mass spectrum of all electron pairs
passing the selection.
6.3 Initial Data-Monte Carlo Comparisons
The event and electron selection above is applied to the full data set and the Monte
Carlo samples, resulting in an initial comparison of data and Monte Carlo, as seen in
figures 6.2, 6.3, 6.4 and 6.5. It is immediately obvious that the distributions predicted
by Monte Carlo and seen in data differ as figure 6.2 and 6.3 show an excess amount of
data events slowly increasing with the invariant mass of the candidate event (and the
associated increase in pT of the electron candidates), hinting at an additional contribution.
This will be further studied in chapter 7. Figure 6.4 also shows a large mismatch for
the modelling of the crack region 1.37 < |η| < 1.52. However, figure 6.5 shows good
agreement in φ, a spectrum that is expected to be symmetric (as there is no φ dependence
in the experimental setup) and effectively integrates over all masses here. This suggests
that the overall number of events is close to the expected number and that there are no
φ-dependent effects.
Furthermore, figures 6.6, 6.7 and 6.8 show the kinematic variables ∆η,∆φ and ∆R
describing the opening angle between the leading and subleading electron candidates
(see chapter 3.1). Unlike the previous plots, which solely characterise individual electron
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Figure 6.3: Initial Data/MC comparison of the pT spectrum of all electrons passing the
selection.
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Figure 6.4: Initial Data/MC comparison of the η spectrum of all electrons passing the selection.
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Figure 6.5: Initial Data/MC comparison of the φ spectrum of all electrons passing the selection.
candidates, these variables characterise the kinematics of the electron pair and hence
the production of the electron pair. Here, ∆η, and to a lesser extent ∆R, show shape
discrepancies between the Monte Carlo samples and the data. This implies that the
Monte Carlo simulation samples alone are not including all types of events producing
di-electron pairs. This will be further explored in chapter 7.
6.4 Pile-up Reweighting
Pile-Up Reweighting:5 The high bunch crossing rate of the LHC and the use of
protons in densely packed bunches can lead to multiple proton interactions in a single
given bunch crossing. These additional interactions are called “pile-up” and the number
of interactions is given as 〈µ〉, the average number of interactions per bunch crossing in
a luminosity block. Pile-up has a visible effect in the data as the extra interactions in a
given bunch crossing can produce particles leaving tracks and depositing energy (in-time
pile-up). Additionally, pile-up events can cause energy deposition in the calorimeters
that cannot be associated with a particular bunch crossing, as the time resolution of
the calorimetry is lower than the bunch crossing rate (out-of-time pile-up). The Monte
5Using PileupReweighting-00-02-11.
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Figure 6.6: Initial Data/MC comparison of the ∆η between the electron pair forming the
candidate event.
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Figure 6.7: Initial Data/MC comparison of the ∆φ between the electron pair forming the
candidate event.
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Figure 6.8: Initial Data/MC comparison of the ∆R between the electron pair forming the
candidate event.
Carlo samples are enriched with pile-up events with a flat distribution of 〈µ〉 around the
expected 〈µ〉 values in order to simulate this effect [111]. The 〈µ〉 distribution in the
Monte Carlo does not match the 〈µ〉 distribution in data, as the actual distribution in
data can only be measured during data taking. The pile-up reweighting (PRW) corrects
the flat generic 〈µ〉 distribution in the Monte Carlo to the real distribution measured in
data. Figure 6.9 shows the flat 〈µ〉 distribution in the Monte Carlo sample after the full
event selection and the data distribution peaking between 15 and 20 and the result of the
applied reweighting, leading to a better 〈µ〉 description in the Monte Carlo, especially in
the region between 15 and 30 where the majority of events lie.
6.5 Data-based Monte Carlo Corrections
The Monte Carlo samples do not take into account all effects present in data, especially
those dependent on the running and beam conditions as these can only be determined
during data-taking. Similarly, effects due to detector damage, inadequate modelling
of the detector in the Monte Carlo and other problems causing discrepancies are not
included. In order to compensate for the differences between the assumptions in the
Event and Electron Selection 81
mu
0 5 10 15 20 25 30 35 40 45 50
En
tr
ie
s
0
50
100
150
200
250
3
10×
Data
Drell-Yan MC (no PRW)
Drell-Yan MC (w/ PRW)
>µ<
0 5 10 15 20 25 30 35 40 45 50
D
at
a/
M
C
0.5
1
1.5
Figure 6.9: 〈µ〉 distribution in data and the Drell-Yan Monte Carlo after the full event selection,
showing the different 〈µ〉 distribution in the unreweighted Monte Carlo and data
and the effect of the pileup reweighting procedure.
Monte Carlo generation and the actual data distributions, several corrections are applied
to the Monte Carlo:
Electron Energy Calibration:6 The energy calibration in the detector is derived
by the ATLAS electron performance group using Z candidates, as the resonance provides
a fixed point to calibrate against. The calibration yields a scaling factor dependent
on the η-location in the calorimeter. As this is a calibration of the data, the energy
scaling is applied to the electron candidates found in the recorded data. The systematic
uncertainty on the calibration, however, is obtained by varying the Monte Carlo energy
scale, resulting in the systematic uncertainty in figure 6.10.
Electron Energy Resolution:7 Resolution and detector effects result in a smearing
effect of the recorded electron energy compared to the actual energy of the electron. The
energy resolution is determined by the electron performance group during the run, using
the width of the Z peak found in the data and the Monte Carlo. As the Monte Carlo
is generated with minimal resolution effects, resolution effects can be added afterwards
by smearing the electron energy randomly as determined by a Gaussian describing the
6Using egammaAnalysisUtils-00-04-58.
7Using egammaAnalysisUtils-00-04-58.
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Figure 6.10: Systematic uncertainty on the di-electron mass due to the energy scale uncertainty
in percent.
resolution. The resolution smearing also introduces a systematic uncertainty which is
determined by varying the smearing effect by ±1σ in size, resulting in the uncertainty
shown in figure 6.11.
Efficiency Corrections:8 The electron identification and reconstruction efficiency
as simulated in the Monte Carlo samples differs from the efficiencies determined in data
using tag-and-probe methods as detailed in [81] and shown in figure 3.10 and 3.11. This
is due to the imperfect detector description in the Monte Carlo. In order to correct this,
the efficiencies in data and Monte Carlo are compared by using the tag-and-probe method
in both cases. The ratio of data to Monte Carlo is then used to derive scale factors
binned in ET and η which are then applied to the Monte Carlo samples. Additionally,
the identification and reconstruction scale factors also provide a systematic uncertainty.
The uncertainty for both scale factors added in quadrature is plotted in figure 6.12, which
shows that even the combined uncertainty is small (< 3%).
Reweighting of the z-vertex Position:9 The primary vertex of the event is
distributed in a Gaussian shape around z = 0 mm. Since the exact position of the
8Using ElectronEfficiencyCorrection-00-00-34.
9Using egammaAnalysisUtils-00-04-58
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Figure 6.13: Distribution of vertex positions pn the z-axis, showing the width difference
between the Powheg Drell-Yan Monte Carlo and data after the full event
selection with and without the z-vertex reweighing procedure.
primary vertex depends on the point where the beams cross, this is dependent on the
running conditions. In the Monte Carlo, the width of the distribution is an input for
the simulation, leading to a discrepancy between the simulation and the observed z-
vertex distribution width. The z-vertex reweighting corrects the discrepancy and yields
the expected distribution, as shown in figure 6.13, with the wider distribution in the
uncorrected Monte Carlo sample (65 mm) and the narrower vertex distribution in the
data and corrected Monte Carlo sample (48 mm).
Isolation Shift: The EC20T spectrum of Monte Carlo and data differs in the position
of the peak. By measuring the average of the EC20T distribution in Monte Carlo and data,
an offset is derived that is then applied to the Monte Carlo to correct for the different
isolation. The offset was determined to be 385 MeV for the leading electron and 362
MeV for the sub-leading electron and is applied as a correction to the Monte Carlo as
shown in figure 6.14.
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offset correction. Bottom: Data and Monte Carlo for the leading electron in the
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Chapter 7
Fake Electron Background
The search for new physics requires a thorough understanding of Standard Model processes.
Monte Carlo samples are used to model Standard Model di-electron production processes
as described in chapter 4. In addition, QCD processes can mimic the event topology of
di-electron production, allowing the events to pass selection and become event candidates.
This chapter describes the data-driven “ABCD" method used to quantify the impact of
such events faking isolated electrons (7.1), the shape estimation process (7.2), subsequent
normalisation (7.3) and determination of the systematic uncertainties associated with
the background (7.4).
7.1 Data-Driven Background Estimation
“Fake electrons” are jets misidentified and reconstructed as electrons. Since multi-jet
processes can produce jets in conjunction with isolated electrons, it is possible for multi-jet
events to pass the event selection. Using a Pythia8 Monte Carlo sample modelling
multi-jet events, it was found that out of about 30 million generated events, 15 passed the
full di-electron selection. This low efficiency makes it impractical to describe the multi-jet
background using Monte Carlo samples. As shown in figure 7.1, the jet cross-section is
several orders of magnitude higher than the cross-section for the signal considered here, to
which Standard Model processes such as diboson, Drell-Yan, photon-induced contribution
and top production can be a significant contribution. Hence, multi-jet background must
be estimated using data-driven techniques. This is done using the “ABCD” method, also
called the two-dimensional sideband method, by using two independent selection criteria
to split the data set into four distinct regions. The background shape is then extracted
87
88 Fake Electron Background
0.1 1 10
10-4
10-3
10-2
10-1
100
101
102
103
104
105
106
107
108
109
10-4
10-3
10-2
10-1
100
101
102
103
104
105
106
107
108
109
σZZ
σWW
WJS2012
σjet(ETjet > 100 GeV)
σjet(ETjet > √s/20)
LHCTevatron
ev
en
ts
/s
ec
for
L=
10
33
cm
-2 s
-1
σb
σtot
σWσZ
σt
σσ σσ
(( ((n
b )) ))
√s (TeV)
Based on:
Figure 7.1: Proton-(anti)proton cross-section dependent on collider centre-of-mass. Of interest
are the cross-sections σZ , σWW , σZZ , and σt (Monte Carlo samples) compared to
the σjet cross-section, which measured with a data-driven method at
√
s = 8 TeV.
The discontinuity at
√
s = 4 TeV is due to the switch from pp¯ (TeVatron) to pp
cross-section (LHC). Plot adapted from [112].
from one region and the other two regions are used to normalise the background shape
to the expected number of events in the region of interest.
7.2 Background Shape Estimation
The background shape is determined by partially inverting the isEM identification
criterion. Three variations of the selection inversion were tested: rejection of all loose or
better electron candidates; rejection of electron candidates identified as medium or better;
and rejection of electron candidates with medium or better identification, but requiring
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loose identification (i.e. all electron candidates exactly loose). The three variations
were tested using the EC20T spectrum for event candidates with an invariant mass of
mee ≥ 200 GeV, avoiding the mass region dominated by the Z pole. This spectrum shows
the transverse energy deposited in a ∆R < 0.2 cone around the electron cluster (see
section 6.2) which is sensitive to jet production. The comparison was done by scaling
all Monte Carlo samples to the data luminosity. This displays a deficit in Monte Carlo
events for the range EC20T & 1 GeV. All three background shape variations were then
scaled to the size of the deficit between data and Monte Carlo and compared. It was
found that the third variation (exactly loose) gave the best shape description, as shown
in figure 7.2.
To avoid possible double counting of events, two further modifications were made
to the background shape estimation procedure. First, a same charge requirement was
imposed on the electron pair. Neutral current Drell-Yan events, the main SM process,
contain electrons with an opposite charge, since the electrons are decay products of the
Z/γ∗. By charge conservation, the overall charge of the decay products must be neutral.
In contrast to this, fake electrons from QCD multi-jet events have no preferred charge
configuration. Additionally, the partially inverted identification and same charge selection
is also applied to the Monte Carlo samples and then subtracted from the background
shape derived from data. Doing so prevents possible double-counting of processes already
modelled by the Monte Carlo.
7.3 Background Normalisation
The second step of the background estimation is normalising the shape determined in the
previous section to the number of background events expected in the full selection. This
is done by inverting another selection criterion, splitting the data set into four distinct
regions, which are usually labelled A, B, C and D and give the method the name “ABCD"
method.
The first inverted selection criterion is the partially inverted identification, carried
over from the shape determination. The second inverted selection is the electron isolation.
The electron identification uses track data and the shower shape within a 5 × 7 cell
cluster of the calorimeter, where loose and medium identifications differ in the stringency
of the shower shape requirements. The electron isolation excludes the central 5× 7 cell
cluster used for identification and uses the total transverse energy deposition within a
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Figure 7.3: ABCD regions formed by the selection requirements. On the x-axis, the sample
is split into events that either fail or pass the isolation requirement, while the
y-axis is split into identification criteria loose and medium or better. The region
requirements are exclusive, so there is no overlap in events for the different regions.
The fill density is proportional to the number of event candidates found in each
region.
cone around the electron cluster (see chapter 6: EC20T ≤ 0.007ET + 5 GeV for the leading
and EC20T ≤ 0.022ET + 6 GeV for the subleading electron).
This pair of inverted selection criteria spans a plane as shown in figure 7.3. Region A
contains all events with a pair of same charge loose electrons with at least one failing
isolation. Region B consists of all pairs of same charge loose electrons passing the isolation
requirement and corresponds to the region from which the background shape is extracted.
Region C contains medium or better electron pairs with at least one failing isolation.
Region D corresponds to the nominal data selection, namely all pairs of medium or
better electrons passing the isolation requirement, and is dominated by neutral current
Drell-Yan events (as the selection was optimised to select for such events). As with the
shape estimation, the Monte Carlo contribution is subtracted to avoid double-counting
effects.
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In order to normalise the amount of fake electron background events, the regions A,
B and C must be used to infer the number of events within D. Since the selection criteria
used to span the regions are independent, the ratio of events in region D to region B
must be the same as the ratio of events in region C to region A, i.e. ND/NB = NC/NA.
Therefore the number of background events in region D is ND = NC/NA ∗ NB, where
NB corresponds to the background shape, as shown in table 7.1. Using this background
estimate and the number of events found in each invariant mass bin for the background
shape, a background scaling factor is derived.
The background scaling factor is then fitted over the invariant mass range with a
polynomial, parametrising the background scaling factor in the form
sbkg = p0 + p1 logmee + p2(logmee)
2 + p3(logmee)
3. (7.1)
To avoid influences from the Z peak region, the fit is performed in the region of 100
GeV ≤ mee ≤ 5000 GeV, as seen in figure 7.5, showing the mass bins, the associated
scaling factor as well as the polynomial fit with fit parameters p0 = −2.101 ± 0.018,
p1 = 1.408 ± 0.005, p2 = −0.288 ± 0.001, p3 = 0.0200 ± 0.000 and a goodness of fit of
χ/Nd.o.f. = 6.945/6 = 1.16.
The background scaling factor sbkg is then applied to the background shape to produce
the full data-driven estimate of the background.
7.4 Systematic Uncertainty
The first systematic uncertainty stems from the application of the fitted scaling factor
to the background shape. The background shape with the scaling factor applied was
taken as the nominal value and was then compared to the values derived from the
background normalisation. The difference between those was taken as the systematic
uncertainty due to the scaling factor application, as shown in table 7.2. The second
systematic uncertainty of the fake electron background is dependent on the requirements
used to derive the background normalisation. This uncertainty is estimated by studying
the difference between the data and the Monte Carlo distribution of the EC20T spectra,
as data and Monte Carlo exhibit a distinct offset in the peak position. As shown in
figure 6.14, the offset is usually corrected by shifting the peak position. By repeating the
background normalisation procedure without the correction to the peak position, the
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Figure 7.5: Background scale factor for mee > 100 GeV, showing mass-binned scaling factors
and the derived fit, see text for the fitted function.
isolation uncertainty of the background estimate is determined, using the difference in
the background estimate with and without the isolation correction, giving the results in
table 7.2.
Finally, table 7.2 shows the combined uncertainties, obtained by adding the statistical
and the systematic uncertainties in quadrature. Figure 7.6 shows a comparison of the
size of the uncertainties, with the isolation uncertainty dominating the lower mass region
and the statistical uncertainty the high mass region.
7.5 Background Extrapolation for Limit Setting
The fake electron background runs out of event candidates around 1 TeV, at around
the same range as the data itself as it is a data-driven method. While sufficient for
comparisons of data to Monte Carlo as will be shown in chapter 8, this statistical
limitation becomes problematic later on for the limit setting procedure as the systematic
uncertainties of the fake electron background grow large at high masses. To compensate
for the lack of events, the fake electron background is extrapolated to higher masses
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using an analytical function:
fdi−jet(x) = p0xp1xp2log(x), (7.2)
which is a modified version of the di-jet function modelling di-jet events [113, 114]
which was successfully used in previous versions of the Z ′ search [115] for extrapolating
similar backgrounds. The di-jet function is fitted to the fake electron background in
the range 0.2 TeV–0.5 TeV, resulting in the fit shown in figure 7.7. The parameters are
p0 = 1.280 ± 0.325, p1 = −4.829 ± 0.414, p2 = −1.124 ± 0.163 with a goodness of fit
of χ2/n.d.f. = 15.75/14 = 1.125. As seen in chapter 8, the fake electron background
estimate works well especially before the systematic uncertainty becomes the dominant
uncertainty (also see table 7.2), hence the extrapolation is only used for masses mee >
0.4 TeV, allowing for overlap with the fit range. The statistical uncertainty on the
extrapolated range is derived using the uncertainty of the fit and can be seen in figure 7.8.
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Figure 7.7: Di-jet fit to the fake electron background with the vertical dashed lines indicating
the fit range.
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Figure 7.8: High mass extrapolation of the fake electron estimate in mee.
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Chapter 8
Data-Monte Carlo Comparisons
In this chapter, the results of the previous chapters are combined into an overall com-
parison between the experimental data and the SM expectation. The plots compare
event candidates found in data after the full selection (see section 6.2) with the event
candidates found in the Monte Carlo samples after full reconstruction and selection (see
chapter 4), including all Monte Carlo corrections (see section 6.4 and 6.5), as well as the
data-driven fake electron background estimation (see chapter 7). The comparisons are
done for the entire mass range (section 8.1) and at high mass for event candidates with
an invariant mass of mee > 200 GeV (section 8.2).
8.1 Comparisons for mee > 70 GeV
First, a comparison of the full mass range is made. This includes all event candidates
passing the selection as in section 6.2. Figures 8.1, 8.2, 8.3, 8.4 are similar to the initial
comparisons between data and Monte Carlo in section 6.3. Unlike figures 6.2, 6.3, 6.4, and
6.5, however, the comparisons here take all Monte Carlo corrections into account as
well as the fake electron background. Comparing figure 6.2 and figure 8.1, it becomes
apparent that the broad excess in the region 100 GeV–1000 GeV is now accounted for by
the fake electron background, bringing the Data/MC ratio much closer to 1.
The event candidates contributed by the SM processes are also listed in broad bins in
table 8.1, giving an overview of the overall contribution of the individual sources. As
can also be seen in figure 8.1, the Drell-Yan contribution is the largest source of event
candidates across the entire mass range. The second highest contribution is from the
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Figure 8.1: Data/MC comparison of the invariant mass spectrum of all event candidates
passing all selection criteria.
diboson background in the Z peak bin (80 GeV–110 GeV), while the top background
becomes the second highest contribution in the mass range 110 GeV–800 GeV.
Apart from the invariant mass, the previously compared variables are all associated
with individual electron candidates. In order to describe each event candidate, it
is necessary to use variables correlating the electron pair making up the event. In
order to do so, three additional variables are compared, ∆η, ∆φ and ∆R, all three
describing the opening angle between the electron pair in η − φ space (see equation 3.2
in section 3.1). Using these variables to characterise each event, the differences between
the SM contributions become apparent, with the fake electron background contributing
a large number of candidates in the high ∆η-range, as shown in figure 8.5, and in the
∆R-distribution, as seen in figure 8.7. Similarly, the differences between the Drell-Yan and
PI contributions described in section 4.3 become visible again in the same distributions,
where the PI contribution exhibits a flat shape in ∆η and ∆R, whereas the Drell-Yan
contribution tapers off rapidly in both distributions.
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Figure 8.2: Data/MC comparison of the transverse momentum pT spectrum of all electron
candidates passing all selection criteria.
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Figure 8.3: Data/MC comparison of the η spectrum of all electron candidates passing all
selection criteria.
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Figure 8.4: Data/MC comparison of the φ spectrum of all electron candidates passing all
selection criteria.
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Figure 8.5: Data/MC comparison of the opening angle between the electron candidate pair in
the η plane.
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Figure 8.6: Data/MC comparison of the opening angle between the electron candidate pair in
the φ plane.
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Figure 8.7: Data/MC comparison of the opening angle ∆R between the electron candidate
pair.
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Figure 8.8: Data/MC comparison of the transverse momentum pT spectrum of all electron
candidates passing all selection criteria and mee > 200 GeV.
8.2 Comparisons for mee > 200 GeV
As this analysis spans a large mass range, but is primarily concerned with the behaviour
at high mee, it is useful to make comparisons of specific mass ranges. Comparisons
between the data and the SM expectation using the full mass range suffer from the high
overall production cross-section at the Z peak, making it harder to see more subtle effects
in the spectra at higher masses. By imposing a requirement of mee > 200 GeV on the
following comparisons, the influence of the Z peak is removed. The high mass spectra
for pT , η and φ are shown in figures 8.8, 8.9 and 8.10 and are similar to the distributions
observed across the full mass range, apart from the decrease in statistical precision due
to the lower number of events.
The plots for the event kinematics, ∆η, ∆φ and ∆R, show changes at higher mee
compared to the full mass range comparisons. Figures 8.11 and 8.13 show the increasing
contribution of the fake electron background at high ∆η and ∆R.The shape of the
Drell-Yan contribution changes as well, with its contribution becoming flatter in ∆η
in the region ∆η < 2, compared to figure 8.5, which shows a “plateau” of Drell-Yan
events two orders of magnitude above the next contribution for ∆η . 1.5. This is also
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Figure 8.9: Data/MC comparison of the η spectrum of all electron candidates passing all
selection criteria and mee > 200 GeV.
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Figure 8.10: Data/MC comparison of the φ spectrum of all electron candidates passing all
selection criteria and mee > 200 GeV.
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Figure 8.11: Data/MC comparison of the opening angle between the electron candidate pairs
with mee > 200 GeV in the η plane.
mirrored in the ∆R distribution, where all contributions with a ∆R < 3 reduce, especially
Drell-Yan. This also shows that high mass events have a higher ∆R in general, which
corresponds to a larger opening angle between the electron pair. This is expected as
events at higher masses become more central.
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Figure 8.12: Data/MC comparison of the opening angle between the electron candidate pairs
with mee > 200 GeV in the φ plane.
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Figure 8.13: Data/MC comparison of the opening angle ∆R between the electron candidate
pairs with mee > 200 GeV.
Chapter 9
Systematic Uncertainties
The statistical treatment of the results, especially in the context of setting cross-section
limits, not only requires a comparison of data with theory, but also requires an under-
standing of the systematic uncertainties involved. The following sections give an overview
of the systematic errors established in previous sections (9.1) as well as a description of
the additional systematic errors included (section 9.2).
9.1 Experimental Uncertainties
The experimental uncertainties are mainly due to the electron energy calibration, electron
efficiencies and electron energy resolution (see section 6.5 for the determination of the
uncertainties). Further experimental uncertainties are introduced through the LHC
proton beam measurements themselves, resulting in a 2.8% luminosity uncertainty (see
section 6.1) and proton beam energy uncertainty which is treated separately (see below).
The experimental uncertainties are listed in table 9.1 for selected mass points, ordered in
magnitude of the effect at 3 TeV.
9.2 Model-based Uncertainties
Additional systematic uncertainties are introduced through the modelling of the SM ex-
pectation. The dominant model-based uncertainties are due to PDF-related uncertainties
as characterised in section 4.2 through the k-factor, combining the uncertainties due to the
inherent PDF uncertainty, the PDF choice and the value of αS. The next large systematic
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Figure 9.1: Systematic uncertainty on the NC DY production cross-section due to the beam
energy uncertainty.
uncertainty contributing is the systematic uncertainty in the fake electron background,
as described in section 7.4. A further large systematic uncertainty is associated the
photon-induced background as described in chapter 4.3.
In addition, the beam energy uncertainty, while experimental in nature, is treated as
a model-based uncertainty here: As noted in chapter 2, the proton beams delivered by
the LHC during the 2012 run are not at exactly 4 TeV but rather at 3988± 26 GeV [55].
As the cross-section times branching ratio of processes is dependent on the centre-of-mass
energy, this uncertainty is calculated by using Vrap to determine the cross-section
uncertainty for the NC DY contribution. The symmetrised uncertainty is plotted in
figure 9.1 and shows that the uncertainty stays below 1% up to 500 GeV and then
exponentially increases until it reaches over 14% at 5000 GeV.
The systematic uncertainty due to the top and the diboson contributions is negligible,
with the systematic uncertainty of both contributions being in the region of 5%-6%.
However, as their contribution to the overall SM expectation is small (see section 8.1),
the contribution to the overall uncertainty is below 1%. The model-based uncertainties
are also listed in table 9.1, ordered by the magnitude of the effect at 3 TeV.
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Electroweak Uncertainty: The k-factor correction to the NC DY sample in sec-
tion 4.2 only includes PDF-based uncertainties in the lower and upper bound of the
NNLO k-factor. However, the electroweak correction included in the k-factor introduces
an additional uncertainty as there are two possible approaches to including the elec-
troweak effects, the additive approach and the factorised approach (see [90]). The term
σFEWZ,QCDNNLO+EWNLO from equation 4.4 can either be described as:
σFEWZ,QCDNNLO+EWNLO = kQCD × kEW×σLO,QCD , (9.1)
where the EW correction enters the NNLO cross-section as an extra factor independent
of the order in QCD, or as:
σFEWZ,QCDNNLO+EWNLO = σNNLO,QCD + ∆σLO,QCD+NLO,EW , (9.2)
where the EW correction is not an overall factor, but an extra additive term to the
cross-section. As an additive term, the EW correction becomes dependent on the order in
QCD, whereas it is independent in the factorisation approach. In the Fewz calculations
in section 4.2, the additive approach of equation 9.2 is assumed. In order to quantify the
uncertainty due to the difference, δmiss is introduced, defined as:
δmiss =
σQCD,NLOEW − σQCD
σQCD
. (9.3)
By calculating δmiss with different orders in QCD, while keeping the electroweak correction
at NLO, it is possible to estimate the impact of the two approaches. These calculations are
done for Fewz, resulting in a δmiss(QCD,LO) and δmiss(QCD,NNLO) using MSTW as
PDF. Additionally, δmiss(QCD,NNLO) is calculated using MSTWnnlo and CT10nnlo,
with the difference giving the effect due to the PDF choice. By adding both in quadrature,
the overall systematic uncertainty on the electroweak correction is estimated. This
systematic error is fitted over the mass range 66 GeV–5000 GeV, as shown in figure 9.2.
It can be seen that the is small overall, staying below 1% up to 1000 GeV and only
becoming significant at about 2000 GeV, where it reaches 3% and increases up to 10%
around 4500 GeV.
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Table 9.1: Overview of all the systematic uncertainties relative to the total SM expectation in
the mass range 1 TeV–3 TeV.
Uncertainty [%]
Source mee =1 TeV mee =2 TeV mee =3 TeV
Energy Scale 2.1 2.7 3.7
Luminosity 2.8 2.8 2.8
Reconstruction and Identification 2.9 2.8 2.7
Energy Resolution <1.0 <1.0 <1.0
PDF + αS+ PDF Choice 6.4 16.7 40.3
Fake Electron 4.4 10.6 18.4
Photon-Induced 2.3 5.4 9.5
Beam Energy 1.2 2.5 3.8
Electroweak 0.8 2.0 3.1
Top <1.0 <1.0 <1.0
Diboson <1.0 <1.0 <1.0
Total Experimental 4.6 4.8 5.4
Total Model-Based 8.2 20.8 45.6
Total 9.4 21.3 45.9
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Figure 9.2: Systematic uncertainty due to choice of approach for higher-order electroweak
corrections except QED FSR.
114
Chapter 10
Statistical Test of Signal Hypotheses
The comparison of data to the SM expectation in chapter 8 has shown good agreement
with no obvious excesses or deviations, indicating that the Standard Model alone is
sufficient to explain the observed spectra. In order to verify this, statistical techniques
are used to quantify the significance of the results and to place limits on the cross-section
for the Z ′SSM signal. For the purpose of this search, the Standard Model expectation is
generally described as “Standard Model background”. In this chapter, the methodology
will be outlined first (section 10.1), followed by a brief determination of the acceptance
(section 10.2). At the end of the chapter, the extracted p-values and signal cross-section
limits will be presented and discussed (sections 10.3 and 10.4).
10.1 Methodology
Searching for a signal requires statistical techniques to decide whether an observation is
consistent with a given hypothesis, in this case either the null or background hypothesis
(the Standard Model background) or a signal hypothesis. As the analysis deals with
discrete events, it is possible to describe the experimental outcome using Poisson statistics.
Given a number of observed events and an expectation, the likelihood L is described as:
L(N |µ) = µ
Ne−µ
N !
(10.1)
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for exactlyN events for an expected value of µ, whereN = Ndata and µ can be decomposed
into:
µ =
∑
i
Nprediction = Nsignal +NSM = Nsignal +
∑
NMC +NQCD (10.2)
with NMC corresponding to the Monte Carlo prediction from chapter 4 and NQCD
corresponding to the fake electron background estimated in chapter 7. As the data
is described with a binned invariant mass spectrum in this analysis, every bin in the
spectrum has its own likelihood which is then multiplied to find the overall likelihood:
L(N |µ) =
nbins∏
j=1
µNje−µj
Nj!
. (10.3)
Following a Bayesian treatment of systematic uncertainties, every µ can vary around a
central value as determined by a nuisance parameter θk:
µj → µ′j = µj(1 +
nsyst∑
k=1
θkkj), (10.4)
where kj is the size of the systematic effect for uncertainty k in bin j. Assuming a
Gaussian prior G for the nuisance parameter, equations 10.3 and 10.4 can be combined:
L(N |µ, θ) =
nbins∏
j=1
µN
′
je−µ
′
j
Nj!
nsyst∏
k
(1 +G(θk, 0, 1)). (10.5)
In order to calculate a likelihood that is only a function of Nsignal, it is necessary
to integrate over the probability functions of all nuisance parameters resulting in the
marginalised likelihood:
L′(n|σZ′B) =
∫
L(n|σZ′B, θ, )
nsyst∏
k=1
dθk. (10.6)
Global p-value: The significance of an outcome is quantified using a p-value, which
is defined as a one-sided integral of a Gaussian distribution of unit width and describes
the probability that the null hypothesis can describe the seen outcome. The width is
given in units of standard deviations, σ. Evidence of a signal can be claimed at +3σ,
which corresponds to p < 1.35× 10−3, meaning a 0.14% chance that the null hypothesis
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(in this context, the Standard Model-only hypothesis) would result in this outcome.
Discovery is usually claimed at +5σ or p < 2.87× 10−7.
The two possible hypotheses are compared using the log-likelihood ratio LLR, follow-
ing the Neyman-Pearson lemma [116] which states that the LLR is the statistically most
powerful test to distinguish between two hypotheses:
LLR = −2 ln L(N |µsignal, θ
′, )
L(N |µSM , θ′′, ) (10.7)
where µsignal and θ′ are the best-fit values for a given model and µSM and θ′′ are the best
fit values for the Standard mModel-only hypothesis.
It is then possible to define the global p-value as follows:
p = p(LLR ≤ LLRobserved|H0). (10.8)
Signal Cross-section Limit: In order to actually set a limit on the production
of Z ′SSM bosons, the likelihood L(n|µ, θ) is used. In order to generalise the number of
expected signal events µ to a limit on the cross-section, a modified version of equation 2.1
is used:
N = A× effσBL, (10.9)
where L is the total integrated luminosity and σB is the process cross-section times
the branching ratio. The branching ratio B is the fraction of decays that produce the
e+e− signal in an individual decay channel out of all possible decays. In this case,
B(Z ′SSM → e+e−) describes how many of all produced Z ′SSM bosons decay in the di-
electron channel. A× eff describes the acceptance times the overall detector efficiency,
meaning it measures the ratio of total events to the number of events recorded by the
detector (also see sections 4.1 and 10.2).
However, for a search, the interest not only lies in comparing the agreement of an
observed result with a particularhypothesis but also in determining the credibility of
a theory given the data. The Bayesian approach allows the assignment of credibility
intervals to parameters, in this case the mass of a new resonance. Bayes’ theorem states:
P (theory|data) = P (data|theory)pi(theory)
pi(data)
. (10.10)
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That is, it gives the posterior probability P (data|theory) given the prior probabilities
pi(theory) and pi(data). Applying equation 10.10 to equation 10.6 yields:
L′(σZ′B|n) = L
′(n|σZ′B)pi(σZ′B)
pi(n)
. (10.11)
The prior for the observed data pi(n) is independent of theory predictions and is taken as
constant and non-zero here. pi(σZ′B) is chosen to be a flat prior so that pi(σZ′B) = 1. In
order to place a 95% confidence limit, the posterior probability is integrated up to the
value (σZ′B)95 suchh that
0.95 =
∫ (σZ′B)95
0
L′(σZ′B|N)d(σZ′B)∫∞
0
L′(σZ′B|N)d(σZ′B)
. (10.12)
10.2 Signal Acceptance
The reweighted sample (see section 5.2) is also used to derive the A×  for the Z ′SSM
signal. This is done by reweighting the Pythia8 sample to each Z ′SSM pole mass in
the range of 150 GeV–4500 GeV in steps of 50 GeV but without the SM contribution to
the template (as the neutral current DY production would overwhelm the Z ′SSM signal
of interest), using equation 5.2 for every event. In order to calculate A × , the ratio
of all events passing reconstruction over all generator level events with a Z ′SSM with a
mass of 75 GeV or greater is taken and plotted against the Z ′SSM pole mass used for the
reweighting, resulting in figure 10.1.
This curve is then fitted with a polynomial of the form A ×  = p0 + p1x + p2x2 +
p3x
3 + p4x
5 + p5x
5 + p6x
6 with x being the pole mass in TeV. This results in a fit
with a χ2/d.o.f. = 82.657/74 = 1.117 and the parameters p0 = 0.2244, p1 = 1.263,
p2 = −1.374, p3 = 0.7915, p4 = −0.2501, p5 = 0.04004 and p6 = −0.002526. It can be
seen that the acceptance rises with Z ′SSM pole mass up to about 71% in the region of
1500 GeV–2000 GeV and slowly falls to about 60% at 3500 GeV (the highest mass used
for the limit setting described in section 10.3). The rise is due to the increased mass of
the Z ′SSM causing electrons to be produced more centrally and with higher pT , falling
into the acceptance of the detector. The decrease in A×  at very high masses occurs as
the parton luminosity decreases rapidly for high Bjorken-x, meaning off-shell production
increases and “broadens” the mass peak.
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Figure 10.1: A ×  for Z ′SSM pole masses of 150 GeV–4500 GeV based on the reweighted
Pythia8 sample. Every point corresponds to the acceptance of a particular
Z ′SSM pole mass. See text for the fitted function.
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10.3 Results
The Bayesian Analysis Toolkit [117] is used to perform all limit calculations in this
analysis, based upon the procedure established in previous Z ′ searches [118, 115]. The
input for BAT consists of histograms describing the data and Standard Model back-
ground distributions (see chapters 4, 6 and 7) together with histograms describing the
relative size of the associated systematic uncertainties, described in chapter 9. The
experimental systematic uncertainties for the electron energy scale and the reconstruction
and identification scale factors are both electron-based and are treated as fully correlated
in signal and background and are hence not included. The energy resolution uncertainty
is <1% and is hence ignored, leaving the luminosity uncertainty as the only included
experimental error as it influences the normalisation of the signal cross-section. The
model-based uncertainties include all those listed in table 9.1, except the uncertainty
due to the top and the diboson background, as both are negligible (treating the beam
energy uncertainty as “model-based”).
The size of the systematic uncertainty is used in their modelling as nuisance parameters.
For comparison to the signal hypothesis, an array of signal templates is provided,
describing the shape of the Z ′SSM poles (see chapter 5) in the range 150 GeV–3500 GeV.
An overview of the input histograms can be found in appendix B.
Global p-value: The first part of the calculation, the determinator of the global
p-value, is done by using the LLR as described above. In order to compare the result
to the outcome, toy experiments or pseudo-experiments (PEs) are done. These pseudo-
experiments are generated using the SM-only hypothesis as characterised by the Monte
Carlo and QCD background templates, varied within the statistical and systematic
uncertainties associated with the background templates. The LLR is then sampled over
the entire range of Z ′SSM pole masses, shown in figure 10.2, indicating the point with
the most signal-like LLR at MZ′SSM = 950 GeV. The distribution of PEs at that point is
shown in figure 10.3, where the yellow area is a histogram representing the LLR produced
by 2500 pseudo-experiments and the blue arrow indicates the LLR found in data. The
global p-value at this point found to be 0.872, meaning that there is a 87.2% probability
that the null hypothesis results in the observed outcome.
Signal Cross-section Limit: The limit on the Z ′SSM cross-section is also calculated
using the BAT, using the reweighted Z ′SSM samples to derive a 95% C.L. limit as described
in equation 10.12 for each mass point from 150 GeV–3500 GeV. Similar to the p-value
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Figure 10.2: Absolute LLR of the search depending on the mass MZ′SSM and its production
cross-section σZ′SSM . The position of the most signal-like LLR is indicated by
the white marker at MZ′SSM = 950 GeV.
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between the cross-section prediction and the cross-section limit determines the
lower limit on the Z ′SSM mass.
determination, pseudo-experiments are used to produce a prediction for the SM-only
hypothesis, meaning a signal would show up as a deviation between the expected and
the observed limit.
Figure 10.4 shows the result of the procedure with the observed and the expected
limits, as well as the theory-predicted Z ′SSM cross section. The procedure uses 200 PEs
per Z ′SSM mass point to determine the expected limit. The region where the observed
limit lies below the predicted cross-section is the excluded region, resulting in an observed
limit of 2.78 TeV and an expected limit of 2.76 TeV. The expected and predicted cross-
section curves rise at higher masses due to the influence of the parton luminosity tail,
mirroring the acceptance curve as described in section 10.2.
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10.4 Discussion of Results
As the LHC provides pp collisions with an unprecedented luminosity and centre-of-mass
energy, this search can access previously unexplored phase space. Nevertheless, no
statistically significant excesses with a narrow peak were found in 20.3 fb−1 of recorded
di-electron data when compared to the best SM knowledge, leading to a p-value of 87.2%
in favour of the SM-only hypothesis.
This analysis places a lower limit on the invariant mass of the Z ′SSM at 2.78 TeV,
which matches the expected limit of 2.76 TeVwithin the ±1σ band shown in figure 10.4,
confirming the SM-only hypothesis using Bayesian techniques. Using acceptance times
efficiency fits from section 10.2, the mass limit is converted into an upper limit on σ ×B
for Z ′SSM resonances of 3.53× 10−4 pb, with an expected limit of 3.75× 10−4 pb. As a
benchmark model, the Z ′SSM exclusion limit also implies that no excesses with a similar
shape, namely a narrow resonance peak, can be found in the same mass region. Despite
the simplicity of the Z ′SSM model, this is a powerful method for restricting the parameter
space for beyond the Standard Model physics.
Thanks to the use of the Z ′SSM as a benchmark model to establish the sensitivity and
range of an experiment, it is possible to compare this result with previous searches for
high mass di-lepton resonances, listed in table 10.1. The table lists previous searches at
the Tevatron experiments D∅ and CDF, which placed limits on the Z ′SSM mass around
1 TeV. Comparing the Tevatron results to those of the LHC experiments highlights the
power and increased cross-section for beyond the Standard Model physics at the LHC, as
even the initial 2010 data periods at much lower integrated luminosity than the Tevatron
searches placed limits competitive to the Tevatron limits. The 2011 analyses superseded
the Tevatron limits completely and pushed the exclusion into previously inaccessible
regions.
This thesis focuses on the Z ′SSM as a benchmark model, but the di-lepton resonance
search performed at ATLAS [1] also sets limits on other beyond the Standard Model
physics, coming to similar conclusions in favour for a wide range of models. Furthermore,
similar searches for new heavy charged gauge bosons, W ′, were performed by the
ATLAS [119] and CMS collaborations [120] and placed mass limits on the W ′SSM at
3.24 TeV and 3.28 TeV, respectively, further confirming the validity of the SM in the TeV
region now accessible thanks to the LHC.
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Table 10.1: Overview of Z ′SSM limits set by previous analyses, showing the observed and the
expected limits in the di-electron channel (e+e−) as well as the limits for the
combined di-electron and di-muon channels (l+l−). To facilitate comparisons with
this analysis, the integrated luminosities are for the di-electron channel only. A
dash indicates that no data is found or available.
∫
Ldt
√
s Observed Limit Expected Limit
Experiment [fb−1] [TeV] e+e− [TeV] l+l− [TeV] e+e− [TeV] l+l− [TeV]
CDF (2009) [42] 2.5 1.96 0.96 — 0.96 —
D∅ (2010) [43] 5.4 1.96 1.02 — 1.02 —
ATLAS (2010) [118] 0.04 7 0.96 1.05 0.97 1.09
CMS (2010) [44] 0.04 7 0.96 1.14 — —
ATLAS (2011) [115] 4.9 7 2.08 2.22 2.13 2.25
CMS (2011) [45] 5.0 7 2.12 2.33 — —
ATLAS (2012) [1] 20.3 8 2.79 2.90 2.76 2.87
CMS (2012) [121] 19.6 8 2.65 2.96 — —
This analysis (2012) 20.3 8 2.78 — 2.76 —
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Conclusions
This thesis describes a search for new heavy Z ′SSM gauge bosons in the high mass di-
electron spectrum for the 20.3 fb−1 of data taken with ATLAS during the 2012 run of the
Large Hadron Collider. During this data taking period, the LHC collided protons with a
centre-of-mass energy of
√
s = 8 TeV, providing unprecedented luminosity and energy
to explore previously inaccessible regions of phase space and challenging the Standard
Model at the TeV scale.
The di-electron invariant mass spectrum mee is measured within the region 80 GeV <
mee < 4500 GeV. The SM expectation for the spectrum is described using Monte Carlo
samples for neutral current Drell-Yan production, photon-induced di-lepton production,
diboson and top production. In addition, the background from fake electrons is estimated
using data-driven methods.
The previous 2011 data taking and di-lepton resonance searches established limits at
roughly 2 TeV. As the search pushed into previously unexplored regions, it became crucial
for search efforts to fully understand the Standard Model and associated uncertainties
at a mass range of mee > 2 TeV. The work in this thesis helped in the development of
novel techniques to significantly improve the description of Standard Model background,
dominated by neutral current Drell-Yan process in this high mass range for the ATLAS
collaboration. These improvements include:
• New higher-order correction factors to the neutral current Drell-Yan cross-section
including the impact of systematic uncertainties due to the PDF uncertainty, the
αS uncertainty and the PDF choice.
• A more rigorous approach to the W/Z radiation using mass-dependent correction
factors compared to the flat overall correction factors used before.
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• Addition of the systematic uncertainty due to higher order electroweak corrections
(without QED FSR).
• Inclusion of the photon-induced contribution and associated uncertainties through
correction factors.
Using these state-of-the-art descriptions of the Standard Model expectation, the data
is compared to expectation and to Z ′SSM boson signal templates with pole masses of
150 GeV < MZ′SSM < 3500 GeV, generated from a single Monte Carlo sample using a
reweighting technique to efficiently produce a large range of templates with small mass
steps of 50 GeV. Using a statistical framework, no statistically significant excesses were
found, resulting in a p-value of 87.2% in favour of the SM-only hypothesis. Subsequently,
a 95% C.L. Bayesian minimum mass limit was set on the Z ′SSM at 2.76 TeV corresponding
to a maximum σ×B(Z ′SSM → e+e−) of 3.53× 10−4 pb for new heavy Z ′SSM gauge bosons
in the di-electron mass spectrum.
The work presented here is included in the 2013 conference note [122] of the di-lepton
heavy resonance search and the subsequent paper [1], both published by the ATLAS
collaboration. Going beyond the ATLAS analysis, this thesis also explores an improved
description of the photon-induced background contribution by using Monte Carlo samples.
Furthermore, an alternative approach to inclusion of the PDF-based uncertainties in the
limit setting is used here, mirroring the approach in the ATLAS W ′ analysis, as well as a
different approach to the fake electron background. Nevertheless, the analysis presented
here yields results consistent with the ATLAS analysis, highlighting the robustness of
the techniques used.
Appendix A
Further Control Plots
Following are data-Monte Carlo comparison plots that were used to verify the outcome
of the Monte Carlo corrections applied as well as to study rapidity y and φ-distribution
of the e+e− system as a whole.
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Figure A.1: Distribution of the energy deposition clusters of electron candidates in the ECAL
in η for the full mass range of events.
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Figure A.2: Distribution of the energy deposition clusters of electron candidates in the ECAL
in η for events with mee > 200 GeV.
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Figure A.3: Z-vertex distribution of the primary event vertex for the full mass range of events.
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Figure A.4: Z-vertex distribution of the primary event vertex for events with mee > 200 GeV.
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Figure A.5: Rapidity distribution yee for leading electron pair for the full mass range of events.
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Figure A.6: Rapidity distribution yee for leading electron pair for events with mee > 200 GeV.
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Figure A.7: Angular distribution φee for leading electron pair for the full mass range of events.
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Figure A.8: Angular distribution φee for leading electron pair for events with mee > 200 GeV.
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Appendix B
Bayesian Analysis Toolkit Inputs
In order to use the BAT for the statistical analysis, all inputs need to use a uniform
format. In this analysis, the inputs take the form of histograms covering the range
0.128 TeV–4.500 TeV, divided into 53 bins with logarithmically increasing width. The
input histograms for the systematics show the size of the systematic uncertainty with
respect to the total background estimate, whereas in the main text they are usually
presented with respect to the associated distribution.
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Figure B.1: Data distribution as BAT input histogram for the statistical analysis.
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Figure B.2: SM expectation as BAT input histogram for the statistical analysis.
Bayesian Analysis Toolkit Inputs 137
 [TeV]
ee
m
0.2 0.3 1 2 3 4
D
re
ll-
Ya
n
-4
10
-3
10
-2
10
-1
10
1
10
2
10
3
10
4
10
 [TeV]
ee
m
0.2 0.3 1 2 3 4
Fa
ke
 E
le
ct
ro
n 
(ex
tra
po
lat
ed
)
-5
10
-4
10
-3
10
-2
10
-1
10
1
10
2
10
 [TeV]
ee
m
0.2 0.3 1 2 3 4
D
ib
os
on
-4
10
-3
10
-2
10
-1
10
1
10
2
10
 [TeV]
ee
m
0.2 0.3 1 2 3 4
Ph
ot
on
-In
du
ce
d
-4
10
-3
10
-2
10
-1
10
1
10
2
10
 [TeV]
ee
m
0.2 0.3 1 2 3 4
To
p
-1
10
1
10
2
10
3
10
Figure B.3: Individual histograms for various contributions to the SM expectation in B.2. In
left-to-right, top-to-bottom order: Drell-Yan contribution, fake electron contribu-
tion, diboson contribution, photon-induced contribution and top contribution.
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Figure B.4: Systematic uncertainty associated with the αS+ PDF + PDF choice normalised
to the total SM expectation.
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Figure B.5: Systematic uncertainty associated with the fake electron background normalised
to the total SM expectation.
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Figure B.6: Systematic uncertainty associated with the photon-induced background normalised
to the total SM expectation.
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Figure B.7: Beam energy systematic uncertainty as BAT input histogram normalised to the
total SM expectation.
140 Bayesian Analysis Toolkit Inputs
 [TeV]
ee
m
0.2 0.3 1 2 3 4
To
ta
l E
W
 U
nc
er
ta
in
ty
0
0.005
0.01
0.015
0.02
0.025
0.03
0.035
Figure B.8: Higher order electroweak correction systematic uncertainty as BAT input his-
togram normalised to the total SM expectation.
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