This review is focused on recent progress achieved by mesoscopic simulations of plastic deformation. The methods presently available for discretizing the dislocation lines are critically discussed with emphasis on a new lattice-based model. Progress in large-scale simulations is represented by a study on the influence of long range elastic stresses on the formation of dislocation patterns in fcc crystals. A hybrid discrete-continuum method that provides an exact treatment of the boundary conditions is described and illustrated by an investigation of the critical conditions for dislocation motion in the channels of γ /γ superalloys.
Introduction
The idea of simulating the dynamics and interactions of dislocation lines in an elastic continuum in order to study the plastic crystals is now 40 years old. In the early times, simulation methods have been applied to rather simple situations, for instance the motion of a single dislocation line through a random distribution of point obstacles representing either forest dislocations or a distribution of small precipitates ( [1] [2] [3] ). In the last 10 years, a substantial improvement of the range and realism of such simulations has been made possible by the increase in computing power. Thus, today, one can compute the collective properties of large numbers of dislocations (e.g. several hundreds of lines) in sufficiently large model crystals, with typical linear dimension of about 15 m. This allows performing a direct comparison between real and in silico experiments. The most important achievement in this domain is certainly the development of three-dimensional simulations accounting for crystallographic effects and slip geometry. Initiated by Kubin and Canova [4] [5] [6] , these simulations are now reasonably mature. The simulation codes that exist to date can be classified into two different types, depending on whether dislocation dynamics and reactions are simulated on a discrete lattice or in the continuum. Each approach has its respective strengths and weaknesses. In short, the use of an underlying lattice significantly improves the computing efficiency and is therefore, better suited for the modeling of large strains and/or large volumes. In contrast, continuous models describe more * Corresponding author. Tel.: +33-1-46734449; fax: +33-1-467334155.
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accurately the elastic fields near the dislocation cores and are usually preferred for a detailed analysis of elementary configurations.
Interesting results have been obtained in both cases. As far as discrete simulations are concerned, this includes the mechanisms of strain hardening in fcc and bcc metals [7] [8] [9] , the formation of plastic zones close to a crack tip or under an indenter [10, 11] , the yield point properties of silicon crystals [12] and the flow stress anomaly in the intermetallic alloy Ni 3 Al [13] . Important studies performed with the help of continuous simulations involve the plastic relaxation of internal stresses in thin layers [14] , the study of sessile dislocation junctions [15, 16] and the interaction of dislocations with small glissile defect clusters [17, 18] .
The present paper does not aim at reviewing all these achievements. Rather, the objective is to draw an instantaneous picture of a few persisting problems and of some solutions under development. The contents are organized as follows. Section 2 is devoted to the question of simulation efficiency and to a short presentation of a new type of discrete simulation. Section 3 reports on the contribution of long range dislocation interactions to strain hardening and dislocation patterning in fcc metals. These results are important from a theoretical viewpoint but also from a technical one, since the calculation of these interactions constitutes the most intensive part of 3D simulations in terms of CPU time. Section 4 discusses the exact treatment of the boundary conditions and the presently existing solutions. As an illustration, the simulation of dislocation glide in the γ channels of single crystal superalloys is reported in Section 5. Finally, concluding remarks are presented in Section 6.
Simulations of dislocation dynamics
As several computer models have been published [6, 19, [20] [21] [22] [23] , it is possible to discuss the similarities and differences between them. In a first step, all of them consider dislocations as elastic defects embedded into an elastic continuum and, therefore, are principally based on the elastic theory of dislocations. Hence, the force on each dislocation is obtained as minus the gradient of the total elastic energy for the configuration considered. The total elastic energy usually has two different origins: the dislocation fields and the fields at the internal and external boundaries. The dissipation of energy by the moving dislocations, for instance by their interaction with electrons and phonons, is accounted for with the help of a linear relationship:
where τ * is the resolved effective stress, b the Burgers vector and B a constant viscous drag coefficient. It must be noted that while there is general agreement on Eq. (1) in the case of materials with high dislocation mobility, various relations have been used for materials with high lattice friction or Peierls stress. In such cases, an Arrhenius form is certainly the most adequate one to account for the stress-assisted and thermally activated process of kink pair nucleation [10, 24, 25] . The most important difference between the various computer models certainly resides in the topological solution used to discretize the dislocation lines. One may make use of an underlying simulation lattice to tile the elastic continuum. Then, the characters of the dislocation segments are restricted to a finite set [6, 19, 20] . Alternatively, the dislocation lines are decomposed into a finite set of straight or curved segments whose orientations are not discretized, connected by nodes at which the forces are computed [21] [22] [23] . Identical mathematical expressions for the self-stress fields of the segments can be used in both types of simulations.
At first sight, the discretization procedure used in a "nodal" or quasi-continuous model may seem to be the most attractive one since it provides an accurate description of a curved dislocation line with a minimum number of segments. Indeed, in simulations based on a lattice, the line curvature can only be approximated since the number of segment directions is finite (cf. Fig. 1 ). The difference is usually of minor importance as far as dislocation dynamics is concerned, but it may become significant when an accurate estimate of the stress is required close to a dislocation line [26] . Nevertheless, this advantage of quasi-continuous models is not decisive for several reasons. First, in several classes of materials, for instance bcc or covalent dc crystals, there is a high lattice friction and the dislocation lines are confined to a few preferential crystallographic directions. Then, a simulation based on a lattice provides an easy way to account for such dislocation core properties. In addition, it allows writing consistent mobility laws, as in such materials the probability for kink pair nucleation is proportional to the total length of the segment considered. Finally, the use of lattice-based simulation generally results in a substantial improvement of the computer code efficiency for several reasons. It simplifies the problem of the segments interconnectivity, as the connecting operations can be tabulated. It introduces a length scale, the elementary lattice parameter that fixes a border between the elastic and core properties. This is helpful from a numerical point of view in order to identify the situations where core reactions take place. Lastly, many other operations can be tabulated.
Additional differences between the various dislocation dynamics (DD) simulation codes obviously stem from the rules used to model the dislocation core properties. This is a key point, as simulations not accounting for these properties should not be regarded as simulations of plasticity but rather as simulations of dislocation dynamics during a small free-flight time interval. At low and intermediate temperatures, two properties are critical. The first one is dislocation cross-slip, a mechanism that allows the screw dislocations to relax internal stresses thus, promoting dynamic recovery. All the simulations accounting for this mechanism use a set of local rules proposed by Kubin et al. [6, 19] , which derive from the Friedel-Escaig model.
The second important core property that must be explicitly included is the intersection of dislocations. This mechanism is a priori a complex one, since it involves both long range elastic interactions and interactions at the level of the dislocation cores. However, it has been known for a long time and confirmed recently that the core contribution to those reactions is negligible in energetic terms, so that intersections can be treated in first approximation as a purely elastic problem [16, 27] . A consensual idea for dealing with this question is, again, to make use of a minimum set of rules in order to mimic the reactions between dislocations. Three complementary types of rules exist. First, one has to anticipate the formation of a sessile junction that will anchor the dislocation lines. There, it not easy to set up a simple rule since the reactions strongly depend on the configuration of the lines close to the intersection region but also far from it. It has been shown recently that a simplified rule based on the Frank's criterion leads to a very poor description of the reality [15, 16] . Precise expressions accounting for the characters of the intersecting dislocations are now preferred, in the case of lattice-based simulations, this leads to reaction predictions that are tabulated once and/or ever. The second set of rules deals with the zipping and unzipping of the sessile junctions. In order to correctly reproduce these mechanisms, one has to account for the elastic interaction forces that tend to align and move the two intersecting dislocations in the direction of the junction, i.e. along the intersection of their respective glide planes. This direction not being usually parallel to the screw or edge direction, the modeling of the junction geometry and strength has been from the beginning a problem for the lattice-based simulations. Indeed, those simulations containing only the edge and screw directions, junctions can then only be described by a knitting of short segments (Fig. 2a) , conditionally blocked, with a local destruction stress that depends on the configuration geometry [7] . This problem is now solved and the treatment of the zipping and unzipping of the junctions is much the same in all types of simulations. This important progress of the lattice-based simulations is the outcome of a new topological line model, which will be further, discussed below. In this model, additional line directions, that include in particular the directions of all the possible junction products, are introduced into the initial vector basis used within the simple edge-screw model (Fig. 2b) . Finally, a third set of rules may be used to model the defects nucleated along the dislocation lines after their intersection, viz. jogs and kinks of atomic height. It must be emphasized that the modeling of such atomic defects at mesoscale is an unsolved problem. Their dimension is, indeed, far too small compared to the scale of DD simulations in which the elementary length of the dislocation segments must be larger than a few Burgers vectors. Besides, their possible influence on the flow stress and strain hardening properties, mainly in fcc crystals, is still the object of debates. This is why quite diverging solutions are adopted in the literature. Either the occurrence of atomic kinks or jogs is simply neglected [8] , or the latter are considered as strong pinning points whose strength is determined from the formation energy of vacancies and interstitials [28] . Atomistic simulations would certainly be of great help in assessing the validity of these two opposite views.
To conclude this critical review on the progress of the DD simulation technique by a specific example, the new topological line model for lattice-based simulations is further discussed. The approach achieved appears as a good compromise between the accuracy of the quasi-continuous simulations and the numerical efficiency of the lattice-based simulations. Indeed, by increasing the number of segment directions needed to model a fcc crystal from 24 (within the simplest edge-screw model) to 48 (including two additional mixed orientations), one can significantly reduce the number of pair interactions to be computed. This is simply due to the fact that with additional line directions, dislocation reactions (Fig. 2b) , dipolar configurations of mixed character and the curvature of single lines can be modeled with a smaller number of segments. Fig. 3 illustrates the significant improvement in numerical accuracy obtained with the pure-mixed model in the case of the critical stress for the operation of a Frank-Read source.
Long range interactions and dislocation patterning
Examples of numerical simulations on fcc crystals are given in this section, as an illustration of the progress achieved in the past few years by large-scale DD simulations. The problem treated is concerned with the identification of the properties that govern dislocation patterning during monotonic deformation and their relation to strain hardening. These calculations are also of great interest from a technical point of view since they focus on the contribution of the long range elastic interactions of dislocations, which is the most time consuming part of DD simulations.
It has been known since the first transmission electron microscopy observations that dislocation cell structures occur, not only during stage III of the deformation of single crystals, but also from the onset of plastic flow in single crystals deformed in multislip conditions or in the grains of deformed polycrystals. Simulations of areal glide performed in the presence of cross-slip, has shown that two phenomena occur when a gliding dislocation meets a high local stress field [7] . The dislocation line can undergo double cross-slip, which results in dislocation multiplication and increases the density of forest obstacles for non-coplanar slip systems. In addition, some parts of the line can be transformed into three-dimensional immobile debris through the cross-slip of their screw portions. This debris play the role of anchoring points from which an organized microstructure further emerges. From this, it can be concluded that cross-slip is the main mechanism inducing slip irreversibility and dislocation storage.
This scenario has been confirmed by full 3D numerical experiments conducted on [1 0 0] model fcc crystals. It was checked that, in the absence of cross-slip, no dislocation storage occurs during plastic deformation. As a consequence, strain hardening vanishes and the dislocation density appears to be homogeneously distributed in the crystal. When cross-slip is switched on in the simulation, storage occurs due to the production of small, stable, 3D debris, and an increase of the multiplication rate due to double cross-slip events is observed. As a consequence, strain hardening achieves normal values and a preliminary stage of the formation of dislocation cells can be observed [29, 30] . It must be mentioned that cross-slip being a stress-assisted mechanism, it only relaxes the local peaks of internal stress. In other words, it is a mechanism of dynamic recovery. Thus, the classical idea according to which patterning is associated with dynamic recovery by cross-slip [31] does make sense even at low temperatures.
Complementary simulations have been performed in order to estimate the respective contributions of the longand short-distance elastic interactions of dislocations to flow stress and dislocation patterning. To differentiate these two contributions, a virtual cylinder of interaction, of radius 1 m has been introduced around each dislocation segment. Interactions with segments inside or outside this cylinder were considered respectively as short-distance or long-distance ones. Then, long and short-distance elastic interactions were alternatively excluded from the computation of the dislocation interaction forces and dynamics. In both cases, rules governing the formation and destruction of junctions and the local line tension effects were however, not affected.
Two uniaxial tensile tests were simulated on the same [1 0 0] model fcc crystal of linear dimension 15 m with only the long-or short-distance interactions being accounted for.
The corresponding stress versus strain curves are shown in Fig. 4 . With respect to a full calculation taking into account all the elastic interactions between the dislocation segments the yield stresses do not appear to be strongly affected, particularly when long range interactions are neglected. This simply confirms that junction unzipping combined with line tension effects provide the major contribution to the yield stress of fcc crystals. A first noticeable difference between the two stress-strain curves of Fig. 4 is a reduction of the yield stress by about 10% when the short-distance interactions are omitted. This decrease is interpreted as being due to the loss of a small fraction of the forest hardening, specifically from contact reactions which do not form junctions, like the intersections of repulsive and weakly attractive dislocations. Further, a significant difference in strain hardening behavior can be observed between the two curves. When short-distance interactions are not accounted for, no strain hardening is recorded. The reason is that the dislocation density saturates shortly after yielding. In contrast, in the simulation performed without long-distance interactions, the flow stress continuously increases with plastic strain and so does, in parallel, the dislocation density. A detailed analysis of these two simulations shows that the observed differences are due to the inhibition of cross-slip activity in the absence of the short-distance interactions. Indeed, as cross-slip is a stress-assisted phenomenon, its occurrence requires the existence of high local peaks of internal stress. The latter are necessarily associated with short-distance interactions between the dislocations. Finally, and in agreement with previous simulations, it is found that dislocation patterning cannot be reproduced in conditions where the cross-slip mechanism is not sufficiently active. This can be checked by comparing the configurations of Fig. 5a and b.
These two numerical tests have two important consequences. First, from a theoretical viewpoint, they show that in contrast with a very common belief, the onset of dislocation patterning does not seem to be related to long-distance elastic interactions. Rather, patterning is found to be governed by short-distance relaxation processes, i.e. the cross-slip and junction formation. Secondly, from a technical point of view, one may notice that neglecting the long-distance interactions only weakly affects the mechanical response in multislip conditions. This result may significantly influence the future development of DD simulations.
Approximate and exact boundary conditions
Beyond the question of numerical efficiency, the future development of the DD simulations and their application to practical problems is conditioned by the resolution of a few theoretical problems. Among these, the most important one is without any doubt that of implementing proper boundary conditions. Numerically efficient formulations for the stress fields of straight dislocation segments exist only for the case of infinite and isotropic media. As a consequence, the boundary conditions used in most published works are not rigorous.
One can make a distinction between different levels of approximation. It is generally assumed that the loading conditions induce uniform applied stresses inside the volume of a single crystal. Then, strong approximations have to be made to account for the conditions of mechanical equilibrium at the boundaries, both in the case of small single crystals and periodic boundary conditions. The simplest possible approximation consists of considering a contact "image force" approximation, based on a modification of the dislocation line energy, when a dislocation line intersects a boundary [19] . A second level of approximation consists of solving the boundary value problem in a purely elastic manner and further, of running the DD simulation within the assumption that the contribution of the boundaries to the internal state of stress remains constant [32] . Although such an approach may look a bit oversimplified, it may apply reasonably well in one particular situation, when the plastic strain is a small fraction of the total strain. Finally, two methods have been proposed to compute exact solutions for the boundary value problem in DD simulations.
The first method makes use of the superposition principle [33, 34] . The stress field solution of the boundary value problem is obtained as the sum of two contributions. The first one represents the solution for dislocations in an unbounded continuum and the other one is the complementary elastic solution needed to satisfy equilibrium at the external and internal boundaries. This last contribution is computed numerically by a finite element (FE) method. Such a numerical solution may seem rather simple to implement, but attention must be paid to the fact that it requires a refined measurement of the displacements at the boundaries during deformation.
The second method, which is the only one to be presently implemented in three dimensions, is based on a purely numerical technique supported by the theory of eigenstrains [35] . It does not make use of any analytical expression for the elastic field of the dislocation segments. This discrete continuous model (DCM) is based on a coupling between a DD code and a FE code, each of them functioning with its own time step (typically of 10 −9 s for the DD code and 10 −8 s for the FE code). On the one hand, the DD code solves the dynamics and the local reactions of discrete dislocation lines for a given state of stress in the simulated volume and yields the resulting plastic strain increment. On the other hand, the FE code computes the displacement field solution of the mechanical problem, making use of the plastic strain field yielded by the DD simulation. Thus, the DD code serves as a substitute for the constitutive form used in the usual FE framework. More precisely, the coupling procedure involves two important steps. First, the stresses defined at the nodes of the FE mesh are estimated at the positions on the dislocation lines where the dynamics is computed. Next, the discrete plastic shears produced by the motion of the dislocation segments are returned to the FE mesh. The first operation is an interpolation procedure, whereas the second one is a homogenization procedure.
The hybrid code is briefly discussed in [36] [37] [38] and its principle of operation is schematically described in Fig. 6 . A FE code is used to mesh the simulated volume and Fig. 6 . Schematic drawing representing the discrete continuous model and the coupling between its FE and DD components. The mechanical problem of a dislocated body is decomposed in two parts. Left: the boundary value problem, with tensions (T) or displacements (U) applied to the boundaries is solved within a conventional finite element framework. Right: the constitutive law is replaced by a dislocation dynamics calculation which yields plastic strain increments, in the vicinity of each Gauss point (n) of the FE mesh. The arrow from left to right represents the procedure by which the stress is interpolated at the dislocation positions. The arrow from right to left represents the homogenization of the dislocation shears at the Gauss points of the FE mesh.
periodically test the conditions of mechanical equilibrium. This FE part of the DCM, functions in a conventional manner except that, at the simulation step t, all the increments of total deformation are simultaneously computed at the Gauss points of the mesh elements. From the plastic strains obtained at the previous DD step, ε p t−1 , the stresses at step t are defined at the Gauss points using an explicit scheme:
where C is the tensor of elastic moduli. Notice that, in contrast with current FE formulations, the stress state has to be defined everywhere in the FE mesh at the beginning of each time step, because it serves as input for solving the dynamics in the DD part of the model. The stresses at the Gauss points of the FE mesh are interpolated to the midpoint of the dislocation segments, where the Peach-Koehler force is computed and the dislocation dynamics is solved. Once this force is estimated on all the dislocation segments, one plastic step ε p t can be performed by the DD code.
This interpolation procedure is split into two sub-steps. First the stresses defined at the Gauss points are transformed into nodal stresses by making use of the "pseudo-inverse" functions associated with the mesh elements. Such nodal stress values are common to several neighboring elements. Then, to avoid stress jumps when a dislocation segment crosses the boundary of a mesh element, an average stress value is defined at each node. The second step consists of interpolating these stresses on the dislocation segments, making use of the set of polynomial forms associated with the type of mesh element used. The quality of this interpolation is directly related to the flexibility offered by this set in terms of the number and order of the polynomials. For this reason, it is preferable to make use of meshes containing a large number of node elements.
Once the stress field interpolation has been performed, a DD step can proceed. During this step, the motion of the dislocation segments produces amounts of shear in a finite number of glide planes. These discrete plastic shears have to be transferred to the Gauss points in order to define a homogeneous plastic strain increment, ε p t that will serve as an input for the next FE step. This homogenization procedure, which is an essential part of the coupling between the two codes, will not be discussed here by lack of space. The basic problem consists of finding an adequate volume within which the individual areas swept by the dislocation lines can be transformed into local average shears (cf. [38] for more details). When the plastic strain increment is known, the conditions of mechanical equilibrium are tested by the FE code and, if necessary, the whole procedure described above is iterated until a prescribed level of convergence is met. The number of iterations needed at each step of DCM depends, of course, on the complexity of the investigated configuration, on the amplitude of the time or deformation increment tested and the type of FE mesh element used. As an example, the number of iterations performed in the example given below is always smaller than five.
Although the DCM procedure is complex in technical terms, it is physically transparent. In contrast with the traditional constitutive formulations, the DCM makes use of a restricted number of state variables, principally the stress tensor and the elastic and plastic strain tensors. The latter incorporates all the physical properties of the defects that are included into the DD code, in particular it includes microstructural length scales. The stress fields of the dislocation segments is no longer an input property of the DD code, it is naturally obtained as part of the global solution of the mechanical problem. Thus, the computation of the stress on dislocation segments being interpolated from a constant number of nodes in the FE mesh, the calculation of the dislocation-dislocation elastic interactions is no longer an O(N 2 ) problem. Finally, one may notice that taking into account the long range character of the dislocation fields is strictly equivalent to making use of a non-local constitutive form.
To conclude this section, it must be emphasized that the above numerical method, or its equivalents making use of the superposition principle, provide an exact mechanical solution for crystals of finite dimensions at the boundaries of which dislocations are blocked (interfaces, grain boundaries) or eliminated (free surfaces). However, they only offer a partial solution to the case of infinite crystals computed with the help of periodic boundary conditions. Indeed, if equilibrium conditions can be computed without difficulty by FE methods, the complete solution also requires the balance between the dislocation fluxes leaving and entering the surfaces of the elementary crystal to be duplicated by the boundary conditions. This last condition is quite difficult to implement in 3D [39, 40] and work on it is still in progress.
Dislocation motion in the channels of superalloys
The DCM presented in the previous section involves intensive numerical calculations, as a large number of 3D FE meshes is required for a precise interpolation of the dislocation self-stress fields. For this reason, problems of confined plasticity that cannot be solved by classical DD or FE simulations alone have been examined first. There are, in practice, many situations where dislocation motion is confined to a small volume bounded by interfaces. In such cases, non-unifom internal stress fields are involved and size effects manifest themselves, due to either line tension or pile-up effects. The DCM has been applied to two typical examples, the plastic relaxation of internal stresses in thin epitaxial layers and in channels bounded by two interfaces. The case of thin films is discussed in [36] . In what follows, we consider the calculation of the critical stress needed to propagate a single dislocation in a γ channel of a γ /γ superalloy.
Nickel-base superalloys have a biphased structure composed of cuboidal particles of a L1 2 ordered phase based on Ni 3 Al, the γ -phase, embedded into a disordered matrix of similar composition, the γ -phase (cf. Fig. 7 ). The lattice parameters and thermal expansion coefficients of the two phases differ, leading to misfit stresses at the coherent interfaces between the two phases. It is usually assumed that plasticity mainly occurs in the disordered phase at high temperatures. The elastic constants slightly differ in the two phases, leading to weak incompatibility stresses in the elastic regime but strong incompatibility stresses as soon as the γ -phase becomes plastic. The interplay between these complex internal stresses, the applied stress and dislocation behavior has not yet been completely cleared up, as it necessitates a combination of discrete and continuum modeling. The present state of understanding of the plasticity of these materials has been summed up recently by Nabarro and de Villiers [41] .
When a tensile stress is applied along the [0 0 1] direction, all the {1 0 0} interfaces are not equivalent (Fig. 7) . The horizontal (0 0 1) interface is normal to the applied stress and the interfaces of the corresponding channels are loaded in tension (T type). The (1 0 0) and (0 1 0) interfaces are parallel to the tensile axis and the corresponding interfaces are in tension (C type). Accordingly, and in agreement with experimental measurements, the nature of the active slip systems and the local plastic strains largely differ in the two types of channels. They further depend upon the mode of loading, tension or compression. The objective of the calculations reported below is to estimate the maximum difference in yield stresses between channels whose interfaces are loaded in tension or in compression. For this purpose, the DCM simulation was used to compute the critical stress needed to move a single dislocation on a given slip system, in a channel loaded either in tension or in compression. This simulation was performed in a channel free of misfitting dislocations, as is usually the case at the beginning of plastic flow. The geometry of the DCM calculations is depicted in Fig. 8 and the dimensions of the simulated volume are given in Fig. 7 . The elastic constants used for the computations and the lattice parameter of the γ -phase are given in Table 1 . They correspond to the MC2 superalloy which has been developed at ONERA. The FE mesh is made up of 1536 quadratic elements, 20 nodes and 8 Gauss points (1024 elements in the γ -phase and 512 in γ -phase). Before any applied stress is imposed, the FE mesh is loaded by imposing different thermal expansions to the two phases. This preliminary loading is fitted to reproduce a misfit of −0.3% at the interfaces, i.e. the value experimentally measured at 1050 • C [42] . A half-dislocation loop of Burgers vector, b = a/2[1 0 1] gliding in a (1 1 1) plane, is then introduced through one side of the simulated volume (cf. Fig. 8a ) thus, setting the initial conditions for the DCM simulations.To determine the critical stress for dislocation motion in the T and C channels, the γ /γ /γ composite is loaded with the following displacement rates (cf. Fig. 8 ): (0, 0, −u) on the lower face and (0, 0,u) on the upper face for the channels of T type, (0, 0,u) on the lower face and (0, 0, −u) on the upper face for the channels of C type, witḣ u = 1.8×10 −3 m/s. The computations were stopped when a critical stress was reached such that the initial dislocation segment started to move into the channel, depositing segments of mixed character at the interfaces.
The difference in yield stress recorded between tension and compression is amazingly large and clearly illustrates the importance of a correct description of the internal stress fields during dislocation dynamics calculations. Indeed, for the considered Burgers vector and slip system, a critical resolved stress of 185 MPa is found in compression, whereas only 105 MPa are needed in tension. The analysis of the stress mappings in the dislocation glide plane straightforwardly explains the observed effect. In the channel loaded in tension, the stress field of the dislocation line deposited at the γ /γ -interfaces relaxes the misfit stress. In the channel loaded in tension, it enhances the misfit stress. Equivalently, one can say that in the channels of type T, the effect of the Fig. 9 . Mapping of the resolved stresses in the dislocation glide plane. When the channels are dislocation-free, the misfit at the γ /γ -interfaces induces the same internal stress of about −150 MPa in the channels loaded in tension (T) or compression (C). In the area sheared by the dislocation, this internal stress is increased in the C channel and decreased in the T channel. These internal stress mappings are drawn under practically no applied stress, at the very beginning of the loading sequence.
internal stress on the moving dislocations adds up to that of the applied stress, while it is resistive in the channels of type C. These results can be extended to predict the active slip planes in the two types of channels, in tension and in compression, and the resulting asymmetries (Fig. 9 ).
Concluding remarks
As shown in this short review, the methods for simulating dislocation dynamics at the mesoscale are the object of continuous improvements. Whereas they are all based on the same elastic framework, different solutions have been proposed in order to discretize the dislocation lines, which have their own strengths and weaknesses. In this respect, the pure-mixed model presented here offers an excellent compromise between computing efficiency and numerical accuracy.
A careful treatment of dislocation core and contact properties or reactions, viz. dislocation mobility, cross-slip and the formation and destruction of junctions, is a prerequisite for any consistent study on dislocation-based plasticity. This point is illustrated by the simulations of dislocation cell formation in fcc crystals strained in multiple slip conditions. The conclusion drawn from this study is that current modeling overestimates the role of long range stresses in dislocation pattern formation and underestimates the role of short range interactions and local mechanisms.
Finally, the most important challenge for the future of mesoscopic simulation consists of implementing a rigorous treatment of the boundary conditions in order to go beyond the now traditional studies on single crystals. This necessarily involves a coupling with a continuous framework, which is now under way, and will lead to two types of developments. The new hybrid simulations will allow treating classical problems in mechanical engineering and, above all, they may be useful to reconcile the continuum and discrete approaches of plasticity.
