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1. INTRODUCTION 
Element Methods has been motivated by our earlier work on acoustics problems (see, e.g., [1,2]). 
Typical results on the asymptotic convergence, reproduced from [3] in the following section, 
state that, under appropriate conditions, the Bubnov-Galerkin approximation is asymptotically 
optimal. Here, the word optimal means that the actual approximation error can be bounded 
by the best approximation error premultiplied with some mesh-independent constant C. On the 
other side, the word asymptotical refers to the fact that the result is to be observed only for 
meshes fine enough, i.e., for the convergence parameter h smaller than some threshold value hc. 
It is obviously of a fundamental practical importance to characterize both constants C and he, 
and this is precisely the task we undertake in these notes. 
After the review of the classical results by BabuSka and Mikhlin in the next section, we begin 
our discussion in Section 3 with an analysis of the special important case of a self-adjoint operator. 
Some general results are given in Section 4 and we conclude the paper with a discussion of a 1-D 
model acoustic interaction problem. 
2. NOTION OF ASYMPTOTIC CONVERGENCE; 
CLASSICAL RESULTS 
We begin by recalling two fundamental convergence results for linear, variational problems 
(see [3]). Given a Hilbert space V, we consider an abstract, variational problem of the form 
Find u E V such that: b(u,v) = l(v), vu E v, (2.1) 
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where b(u,v) is a sesquilinear and continuous form on V, i.e., in particular, 
with M > 0 and II 11 denoting the norm in V, and 1 is a continuous, antilinear form on V. 
Introducing a family of finite-dimensional subspaces Vh of V, h > 0, we consider the usual Bubnov- 
Galerkin approximation of (2.1) in the form 
Find uh E Vj such that: b(uh,wh) = l(uh), v?& E Vh. (2.3) 
The first fundamental result reads now as follows. 
THEOREM 1 (BABU~KA). If 
IHUh4 > Ylluhll 
v”h”zpo b’hll - ’ vvh E vh, (2.4) 
then 
l/u - uhll 2 (1 + MT-‘) IIu - ‘whll, vwh E vh. (2.5) 
PROOF. Substituting u = Wh E vh in (2.1), and subtracting (2.3) from (2.1) we get the usual 
orthogonality result 
b(u-uh,vh) =O, vvh E Vh. (2.6) 
Next, making use of condition (2.4), we get 
YIbh - WhII < SUP 
Ib(uh - Wh, vh)l 
‘Jh#O k’hil 
= sup Ib(u - Uhr uh) + b(‘llh - wh,vh)l 
uh#O bhil 
= sup Ib(u $Jh)l 
%#O 
< sup Mllu - whll bhll - 
Vh#O lbhll 
(2.7) 
= Mllu - ~~11. 
Consequently, 
llU - Uhll < IIU - Whll + lbh - Whll 
5 (1 + My-‘) IIU - whll. 
(2.8) I 
If stability constant y is independent of h then the approximation is said to be optimal, as the 
approximation error IIu - uhll is bounded by the best approximation error 
(2.9) 
Condition (2.4) is known as the discrete Ladyzenskaya-Babuika-Brezzi (LBB) condition and the 
optimal constant 
Yh = inf SUP Ib(uh, Vz)) 
ibhli=l ll~,, 11~1 
(2.10) 
is shortly called the discrete LBB constant. 
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We also note that (2.4) implies immediately the stability estimate 
(2.11) 
with ]] . ]I,;-the dual norm, and therefore rhl is nothing else but the usual stability constant 
for the discrete problem (2.3) providing the information about the conditioning of the problem. 
We restrict now ourselves to a more specific case where 
b(u, v) = a(u, v) + c(u, 2)), (2.12) 
with a(u, w)-a (complex) symmetric and V-coercive sesquilinear form, i.e., 
4% u> = a(217 u), vu,v E v (2.13) 
and 
u(u, rJ> L ~11~112, VUEV,CY>O, (2.14) 
and with c(u,v) a compact, sesquilinear form on V, i.e., such that for every weakly convergent 
sequence un - u 
sup [ c(u, - 21, ?I) ( -+ 0. (2.15) 
llvllli 
In particular, also, 
c(u, - u, u, - U) + 0. (2.16) 
Indeed, as the weak convergence implies boundedness, we have (]un - u(( I C for some C > 0, 
and therefore, 
]c(%z - u, % -u)]=C c(u,-u,$(u, - u)) 
I sup [ c(u, - 21, v)l + 0. 
(2.17) 
Ibll51 
We shall also assume the approximation condition for family Vh, h > 0, 
vv E v 3Vh E Vh : /&izo I(zlh - wl( = 0. (2.18) 
The second fundamental result reads now as follows (camp. [3]). 
THEOREM 2 (MIKHLIN) . If problem (2.1) has a unique solution, then there exists an ho such 
that the discrete LBB condition (2.4) holds for every h < ho. 
PROOF. Assume to the contrary that for every y > 0, there exists a corresponding Uhy, such 
that 
(2.19) 
Consequently, setting y = l/n and r&h,, = u~~/]]u~~](, we have a sequence of unit vectors 
Uh,, 1/U& (1 = 1, such that 
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Replacing oh,, with a suitable subsequence, we can assume that oh,, converges ureakEy to some 
u,, E V. We shall demonstrate now that ‘LL~, must converge to ua strongly in V. Indeed, we have 
=b(Uo-U~,,~o-~~,)-~~~o-~~,,~o-~~,~ (2.21) 
= b(zlo,zlo - .1Lh,) - b(%,,2Lo - ‘llh,) - c(uo - %,,rJo -M,) * 
Now, each of the three terms on the right hand side converges to zero; the first one due to the 
weak convergence of oh, to ~0, the last one by the weak convergence and compactness of C(U, V) 
and, introducing a family wh E Vh such that llzls - whll -+ 0 (camp. condition 
for the second term 
with 
and 
(2.18)), we have 
(2.22) 
(2.23) 
(2.24) 
by hypothesis (2.20). Obviously ))whll ---) IIucjl, and therefore, the second term on the right hand 
side in (2.24) remains bounded. 
Thus, oh,, converges to 2~s strongly. But this in particular implies that I(uh, II + IIucll, and 
therefore, )l~sI( = 1. Consequently, ‘1~0 # 0 and by continuity of form ~(u,z)) 
b(u0,v) = J@mb(w,rm,L (2.25) 
for any oh_ --) V. But 
Ib(%*,%) I I $II 4 0, ashtO, (2.26) 
and therefore, b(uc, V) = 0, which contradicts the assumption that the exact problem has a unique 
solution. I 
REMARKS. 
1. It follows from the discrete LBB condition that, once the condition holds, the approximate 
problem has a unique solution as well. 
2. In the case when the discrete LBB condition holds for every h < ho with some ho > 0, 
we say that the approximation is asymptotically stable and, consequently, asymptotically 
optimal. I 
Obviously, it is of a fundamental practical importance to provide more information about the 
threshold value ho. Before we proceed with general considerations, we shall give a simple but 
very illustrative example of a forced vibrations of an elastic string problem. 
3. EXAMPLE: A SELF-ADJOINT PROBLEM 
Let V = Hh(O, l), the usual Sobolev space, and 
J 
1 
J 
1 
J 
1 
a(u,‘u) = u’ v’ dx, c(u,z)) = k2 uvdx, l(v) = f udx, (3.1) 
0 0 0
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where Ic2 is a wave number and f E L2(0, 1) is a given function. The corresponding variational 
problem (2.1) is easily recognized as the forced vibrations of an elastic string problem in some 
nondimensional setting. 
Using the standard spectral decomposition results for unbounded, self-adjoint operators, we 
may write 
a(u, v) = 2 xi ui vi, (3.2) 
i=l 
c(u,v) = -k2&, (3.3) 
i=l 
where Xi 5 X2 5 . . . 5 An -+ co is an increasing sequence of eigenvalues (resonant frequencies) 
and ui, ui are spectral components of u and v, i.e., 
Ui = (U, ei), Vi = (V, ei), (34 
where ei denotes eigenvector corresponding to eigenvalue Xi and (., .) denotes the L2-product. 
The same holds for the finite-dimensional case, except that the sums are finite. 
(3.5) 
(3.6) 
i=l 
with N-the number of degrees of freedom; X3 denote the approximate eigenvalues 
and u:, v” are the approximate spectral components, i.e., 
u” = (21, et) v” = (v, e:), (34 
where e” are the approximate eigenvectors corresponding to approximate eigenvalues A;. Con- 
sequently, using the energy norm 
we may write 
i=l i=l 
Now, a straightforward calculation based on the Lagrange multipliers method reveals that 
Th = inf SUP 
llWZll=1 Ilvhll=l 
(3.11) 
It is well known1 that, as h + 0, the approximate eigenvalues converge to the exact ones, always 
from the right. Thus, as the number of degrees of freedom increases, the whole approximate 
spectrum gets shifted to the left. The situation is depicted qualitatively in Figure 1. 
‘This frequently quoted result is a nontrivial consequence of a version of the Riesz Fisher Theorem for self-adjoint, 
positive-definite operators. 
UIMJA 27:12-F 
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Figure 1. Convergence of the approximate eigenvalues to the exact ones. 
During the shifting, a particular approximate eigenvalue may cross the k2-border line or even 
hit the wave number. In such a case, according to formula (3.11) constant oh may decrease or 
may even be equal to zero! This simple observation suggests the following qualitative criterion 
for reaching the region of asymptotic stability: 
All approximate eigenvalues must be sitting on the appropriate side of k2-border line (i.e., the 
same one as for the exact eigenvalues). 
The second conclusion, we can draw from formula (3.11) and the corresponding equivalent 
formula for the exact LBB constant y, is that oh + y, as h + 0. Obviously, the h-independent 
constant y depends upon k2. For k2 closed to an (exact) eigenvalue, y is small and the condi- 
tioning of the whole problem will deteriorate. 
As an illustrative example, we present a numerical solution of the problem on a sequence of 
both h- and p-meshes for three different wave numbers neighboring the first (exact) eigenvalue 
Xr = 7r, with a k-independent right-hand side f(x) = sinax. The corresponding experimental h- 
and p-convergence rates are shown in Figure 2. 
The experiment fully confirms the anticipated result. For k = 3, way below the first eigenvalue, 
the asymptotic convergence rates are observed for all meshes. For k = 3.15, the approximate 
eigenvalues reach the appropriate sides of k2 already on the second mesh and a consistent conver- 
gence is observed. For k = 3.1415, the k2 border line is crossed only for the third meshes (both 
h and p) and the initial slower rate of convergence can be attributed to that fact. 
A direct Gaussian elimination without pivoting was used and the effect of worsening condi- 
tioning for k getting closer to 7r is clearly visible. An interesting perhaps fact is that, except for 
the round off error produced by the ill-conditioning of the system, a deteriorating conditioning 
does not necessarily mean a bigger error, as the lines for different k’s align with each other. 
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Figure 2. Forced vibrations of a spring problem. Experimental h- and p-convergence 
rates. 
4. SOME GENERAL RESULTS 
We proceed now with the analysis of the general case. First of all, each of the sesquilinear 
forms b(u, v), a(~, ZJ) and C(U, v), possesses the corresponding linear and continuous operator from 
space V into its dual V’ (understood as the space of antilinear and continuous functionals on V) 
defined in the usual way 
B : v -+ V’(Bu, 7J) dgf b(u, ?I), vu,v E v, 
A : V + V’(Au, v) dgfa(~, v), t/u, 21 E v, (4.1) 
c : v --+ V’(Cu, tg dzf c(u, v), bh,u E V. 
We note that the compactness condition (2.15) for form C(U, v) is nothing else but the compactness 
condition for the corresponding operator C. We also introduce the Riesz operator corresponding 
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to inner product (u, w) in V 
R:V-,V’, (Ru,v) ef(u,zl), vu,v E V. (4.2) 
In exactly the same way, replacing V with vh and u,v E V with uh,uh E vh, we introduce the 
corresponding discrete operators Bh, Ah, ch, Rh : vh -+ V,l. Using the introduced operators, 
variational problems (2.1) and (2.3) may be rewritten in the operator form 
Bu= 1 and BhUh =lh, (4.3) 
where by lh, we mean restriction of form 1 to Vh. Next, applying the appropriate Riesz operators 
to both sides of (4.3), we arrive at the corresponding equations in spaces V or vh, respectively, 
R-lBu = R-l1 and RhiBhuh = Rhilh. (4.4) 
Using the well known fact that the Riesz operator is an isometry, we can reinterpret now for- 
mula (2.10) for the optimal discrete LBB constant in the following way 
= inf sup )@%%)I 
llwIlI=1 #t&(1=1 
= inf IlBhuh(Iv; 
IlwLll=l 
= inf llRh’BhUhl[v, 
hII= 
(4.5) 
where (1 . J(v;, denotes the usual dual norm. 
In order to obtain a more computable form of the formula above, we introduce now an arbitrary 
basise:,... ,ek,, in Vj and the corresponding matrix representations of form b(uh, z)h) and inner 
product (?&, z)h). 
(4.6) 
where uh, ?J{ denote components of vectors uh and ?& with respect to the basis and b$ := 
b(e), e:), g& := (e;, e;). 
Dropping for simplicity index h and using the vector notation 
T 
) 
b = (bfj) , i,j = l,...Nh, 
g= (s$), i,j = I,..., Nh, 
we can rewrite formulas (4.6) in a more concise form 
b(uh, ?,h) = v*bu, 
(Uh, vh) = v*gu, 
where ()* denotes the complex conjugate 
def_T 
v*=v. 
(4.7) 
(44 
(4.9) 
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A direct interpretation of definition of operator Rh reveals that g can be reinterpreted as the 
matrix representation of operator Rh with respect to basis el, . . . , eN,, and its dual basis in VL. 
Consequently, the inverse matrix g-’ is the matrix representation of the inverse Riesz opera- 
tor R;’ and we arrive at the following, more computable reinterpretation of the discrete LBB 
constant 
7: = (Uh;;;j=l (R;%% R+h%) 
= Uh& (g-‘bu>* g (g-‘bu) (4.10) 
= ,jn& u*(g-‘b)*g(g-‘b)u. 
If b is invertible (which holds asymptotically !), the matrix on the right hand side is (complex) 
symmetric and positive-definite, and it follows immediately form the Lagrange multipliers method 
that +yi is nothing else but the smallest eigenvalue of the following eigenvalue problem 
(g-lb)* g (g-lb) u = Xgu (4.11) 
or, equivalently, 
(g-‘b*g-lb) u = X u. (4.12) 
Thus, the discrete LBB constant is a perfectible computable quantity and can be evaluated 
numerically using, e.g., the power method. 
REMARK. It is perhaps worth mentioning that formula (4.10) can be obtained directly from (2.10) 
by an elementary use of the Lagrange multipliers method. I 
In order to relate the considered problem to classical theory of compact perturbation of identity 
operator, we shall replace now the original inner product in V with an equivalent one, defined by 
coercive and symmetric form a(u, v). Consequently, the corresponding operator A is identified 
as the Riesz operator and operator equation (4.3) is now rewritten in the form 
(I + A-k) u = A-‘l. (4.13) 
Obviously, operator K := A-‘C is compact. 
In exactly the same way, we introduce the finite-dimensional operator Kh := Ah’Ch and 
consequently reinterpret the discrete LBB constant once more as 
(4.14) 
The classical F’redholm alternative for operators of second kind 1+ K where K is compact (see, 
e.g., [4]) implies that, once I+ K is invertible then I+ K is bounded below (equivalently (I+ K)-l 
is continuous) and the infinite dimensional LBB constant exists 
The following theorem explains the relationship between the constants y and oh. 
THEOREM 3. The following properties hold 
1. (IK - Khll := sup II(K-K+hII-+Oash--,O 
PJhllll 
2. yh 2 y - IIK - Khll 
3. Yh --t y a.9 h -+ 0. 
(4.15) 
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PROOF. (i). By definition of operator K, we have 
a (Ku, V) = C(U, 2)), Vu E v, (4.16) 
and similarly, 
a (K/Z%, VJ = C(Uh, VJ, vvh E vh, (4.17) 
which implies the orthogonality condition 
a (KUh - KhU/&, w/J = 0, VWh E V-h. (4.18) 
Assume now, on the contrary, that operator Kh does not converge to K in operator norm, i.e., 
3% %I, 3h < he, 311uhll = 1, ll(K - Kh)%ll > 6. (4.19) 
Selecting ho = l/n, we obtain a sequence uh, such that 
(bh,jI = 1, hn + 0, ll(K - h,)%,lI 2 6. (4.20) 
By the weak compactness argument, replacing the sequence with some subsequence, we can 
additionally assume that uh,, converges weakly to some ~0. By coercivity of form ~(u,zI) and 
orthogonality condition (4.18), we have 
oil (K - &&-%,l12 I o 
( 
(K - &n)%,K% - Kh,%,, 
> 
=a 
( 
(K-Khn)%,,K%, -%, , 
> 
(4.21) 
vuh,, E vh,, . 
But, by compactness of K, Kuh, converges strongly to Ku0 and, by approximation condi- 
tion (2.18), one can select a sequence Yh_ converging to Kuo. Consequently, the right hand 
side converges to zero, and therefore, the left hand side does as well, a contradiction. 
(ii) We have 
Consequently, 
ll(I + K)‘1Lhll 5 ll(I + Kh)uhll + IIK - Khll bhli. 
,,u,,~~uEV ll(I + Kbll 5 inf llWII'l,UhEVh (ICI+ K)uhll 
I inf 
lbhll’l 
Il(1 + Kh) ~11 + IIK - Khll, 
since the second term on the right hand side in (4.22) is independent of uh. 
Thus, by (4.14) and (4.15) 
Y F oh + IIK - &II 
(iii) 
Yh = &$, ll(I + W Uhll 
5 ll&;y1 ll(I + K) %I1 + IlK - Khll . 
But inf II(1+ K)uhll 
Ilwlll=l 
converges to y = llin~i \I(1 + K) ‘1~11 as h -, 0, and therefore, 
lim SUP ?h < 7, 
h-+0 
which, with (ii), finishes the proof. 
REMARKS. 
(4.22) 
(4.23) 
(4.24) 
(4.25) 
(4.26) 
I 
1. Condition (i) implies that attaining the asymptotic stability region depends upon value 
of LBB constant y and the rate of convergence of IIK - Khll to zero. Once a specific 
operator K is given, it may be possible to estimate the convergence rate precisely. 
2. Condition (ii) indicates that, asymptotically in h, the discrete LBB constant cannot be 
better than the continuous one. In other words, one cannot expect a well-conditioned 
approximate problem to result from an ill-conditioned continuous one. I 
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The spectrum of any compact operator K, with a possible exception for 0, consists of a decrea+ 
ing (in modulus) sequence of complex eigenvalues, converging to zero if the sequence is infinite 
(camp. [5]): 
1x11 2 1x21 r ... > IU (- 0). (4.27) 
Thus, one may try to describe, in a way similar to the example of a vibrating string, the conver- 
gence of Kh to K, and consequently, reach the asymptotic stability region in terms of convergence 
of approximate eigenvalues Xc to the exact ones Xi. 
A number of simple observations is summarized in the following theorem 
THEOREM 4. The following properties hold: 
1. 
2. If, additionally, operator Kh is normal, then the equality holds: 
In particular, for self-adjoint operator Kh, the eigenvalues & in (4.29) are real. 
3. For an arbitrary operator Kh, 
(4.28) 
(4.29) 
(4.30) 
where Sh = Ki + Kh + KtKh is self-adjoint. 
PROOF. 
(i) follows immediately from (4.14) and definition of eigenvalues Ah. 
(ii). It is well known (camp., e.g., [5]) that for a normal operator A, the operator norm of A 
equals the maximum eigenvalue. Thus, 
?‘h = SUP 
I/ 
(I+ Kh)-’ Vh 
llwLll=1 
(iii) We have 
72 = ,,)t& (I+ Kh) Uh> (I + Kh) uh 
> 
= inf 
IlWZll=1 
(1 f Kh)*(I f Kh) uhr uh + 
> 
(4.31) 
(4.32) 
But (I + Kh)*(l + Kh) = 1 + Kh + K; + K;Kh = I+ sh is self-adjoint and positive-definite, 
and for a self-adjoint and positive-definite operator Ah 
(4.33) 
(camp., e.g., [5]), and therefore, 
‘-Yh” = ,,Ui,;,fE1 ]](I + Sh)uhll 7 (4.34) 
which, upon combining with (ii), finishes the proof. I 
The case described in the vibrating string example falls into category (ii). It is clear that in 
all the cases, for getting ^(h close to y, the resolution of eigenvalues of K (or S = K + K* + K’K 
in the general case), close to unity, is crucial. 
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5. EXAMPLE: A MODEL INTERACTION PROBLEM 
As a final, illustrative example, we consider a simple, one-dimensional, model fluid-structure 
interaction problem. 
We wish to find complex-valued 
l displacement of an elastic rod U(X), z E [0, 11, 
l pressure of a fluid p(s), z E [I, oo), 
satisfying 
l (Helmholtz) elasticity equation 
-Eu” - p,w2u = f(x), 
l (Helmholtz) wave equation 
p” + k2p = 0, 
l Sommerfeld condition at 00 
Ip’ - ikpl = 0 (f2) , 
l compatibility conditions at x = 1 
Ed = -p, pfw2u = p’, 
l kinematic boundary condition at x = 0 
u = 0, 
where the following notation has been used 
l E-Young’s modulus, 
0 w-frequency, 
l k = w/c-wave number width, 
l c-sound speed in fluid, 
l I-length of the rod, 
l p,-density of solid, 
a pf-density of fluid, 
l f-a load (forcing term) on the rod. 
Solving the wave equation for pressure, we get 
p(x) = cleik= + c2e+? 
As usual, the Sommerfeld condition eliminates the outgoing wave, and we get 
p(x) = C&kZ, 
(5.1) 
(5.2) 
(5.3) 
(54 
(5.5) 
(5.6) 
(5.7) 
which implies that 
p’ = ikp, at x = 1, (5.3) 
and allows for reducing the whole problem to the elasticity equation with the kinematic boundary 
condition, at x = 0, and Sommerfeld-like boundary condition, at x = 1, 
Ed = iw pfc u. (5.9) 
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Introducing nondimensional quantities 
(5.10) 
nondimensional wave number 
k=$ 
and nondimensional constants 
d&$ d,=!$ 
we end up with the following boundary-value problem 
(5.11) 
(5.12) 
_g - d,k2u = f, 
21 = 0, 
u’-iikdfu=O, 
in (0, I), 
at x = 0, 
at 2 = 1, 
(5.13) 
where the hats, for simplicity, have been dropped. The standard procedure leads to the following 
variational formulation. 
Find u E V such that: d, uB - ikdfu(1)8(1) = VW E v, (5.14) 
where 
V={vEHl(O,l): v=Oatx=O}, 
and fl denotes the complex conjugate. 
(5.15) 
It is our goal to investigate the stability properties of the sesquilinear form from the variational 
formulation. In particular, we shall attempt to evaluate the exact LBB constant y. We remind 
that the discrete LBB constant oh converges to y, and therefore, evaluating y and investigating 
in particular its dependence upon the nondimensional wave number k = wl/c should provide 
illuminating information about the stability, and therefore, convergence properties of the problem. 
Introducing operator L = I + K, L : V -+ V, Lu = w, where w is defined as the solution to the 
problem: 
Find w E V such that: 
J 
1 
u’d-ikdfu(l@(l)-k2 o d,uv, VW E v. (5.16) 
We wish to solve the minimization problem 
(5.17) 
or, equivalently, the following eigenvalue problem: 
Find u E V such that: (Lu, Lw) = X2(u, v), vu E v, (5.18) 
with the smallest (nonnegative) eigenvalue X2, and (., .) denoting the HJ inner product 
(u, v) = /l dij’. 
0 
(5.19) 
Equivalently, 
L*Lu=Pu, (5.20) 
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where L* is the V-adjoint of operator L. In the classical formulation, UJ = Lu is the solution to 
-w” = -u” - k2 d, 21, in (0, l), 
w = 0, at x = 0, 
w’ = u’ - ikdfu, at x = 1, 
and v = L*w is the solution to 
-v” = -_w” - k2&q in (0, i), 
v = 0, at x = 0, 
v’ = WI + ikdfw, at 2 = 1. 
Setting v = X2u, we end up with the following eigenvalue problem 
-X2 u’t = _w” _ k2dsW, _wtI = -ufI _ k2dsu, 
with boundary conditions 
(5.21) 
(5.22) 
for a pair (u, w) 
in (0, I), (5.23) 
u(0) = w(0) = 0, A2u’(1) = w’(l)+ikdfw(l), w’(1) = u’(l) -ikdp(l). 
Solving (5.23) and taking into account the Dirichlet boundary condition, we get 
u(x) = BiX-l sin(aix) - .&X-l sin(asx), 
w(x) = Bi sin(aix) + Bs sin(cusx), 
(5.24) 
(5.25) 
where 
al=k/s, a2=k/s, 
and the condition X2 I 1 has been assumed. 
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Figure 3. Dependence of LBB constant y upon wave number k. Comparison of the 
small damping case: d, = 1, df = 0.1 with the undamped one. 
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Figure 4. Dependence of LBB constant y upon wave number k. Comparison of the 
moderate damping case: d, = 1, df = 0.5 with the undamped one. 
Substituting (5.25) into the Robin boundary conditions and requesting a nontrivial solution for 
complex constants B1, BZ, we end up with the following characteristic equation: 
(Gm - d2f) cos(al + a2) + (l/c3 + d;) cos(ay1 - 02) = 0. (5.27) 
For the particular case df = 0 ( a decoupled, free vibrations of the rod problem), we obtain 
x= (l- (;;;T,2)27 forn=O,l,... suchthatXzI1, (5.28) 
where the eigenvalue of interest is 
x = m$ A,. (5.29) 
In particular for 
kF&(;+n+ n = 0, 1,2,. . . (5.30) 
LBB constant y equals 0, which is consistent with the previous analysis of the free vibrations 
problem. 
Figures 3,4 and 5 present values X obtained from a numerical solution of (5.27) for three 
different sets of values d, and df. Two obvious corollaries follow: 
l The qualitative behavior of LBB constant X as a function of wave number k depends 
strongly upon the relation of d, with respect to df. For small df (small damping), the 
situation is close to undamped vibrations, for large df (large damping), the stability 
constant is practically insensitive to the resonant (in vacua) frequencies of the structure. 
l In both small and large damping cases, the LBB constant decreases algebraically with 
wave number k. 
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Figure 5. Dependence of LBB constant y upon wave number k. Comparison of the 
large damping case: d, = 1, df = 1 with the undamped one. 
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