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In this paper we discuss a disordered d-dimensional Euclidean λϕ4 model. The dominant contri-
bution to the average free energy of this system is written as a series of the replica partition functions
of the model. In each replica partition function, using the saddle-point equations and imposing the
replica symmetric ansatz, we show the presence of a spontaneous symmetry breaking mechanism
in the disordered model. Moreover, the leading replica partition function must be described by a
large-N Euclidean replica field theory. We discuss finite temperature effects considering periodic
boundary condition in Euclidean time and also using the Landau-Ginzburg approach. In the low
temperature regime we prove the existence of N instantons in the model.
I. INTRODUCTION
One of the most fruitful ideas in classical and quan-
tum field theory has been the concept of spontaneous
symmetry breaking. This mechanism is the basis for
the construction of renormalizable models of the weak
and electromagnetic interactions. On the other hand,
in disordered systems the replica symmetry breaking,
with its physical consequences, have also been intensively
discussed [1–8]. Frequently one has to consider aver-
ages of extensive quantities, as for example the disorder-
dependent free energy [9]. Different methods have been
developed to compute this quantity. Among them we
mention the cavity method [10, 11] and the replica
method [12], whose several predictions have been con-
firmed by using other techniques. Concerning the replica
approach, a replica symmetry breaking mechanism was
introduced by Parisi [13–16] in order to prevent the emer-
gence of unphysical results (for instance, a negative en-
tropy at low temperatures) which would arise with the
assumption of a replica-symmetric solution in a fully-
connected mean-field model [17].
The basic problems that arise in disordered systems
defined in the continuum limit are of two types. First,
for a given realization of the disorder the correlation func-
tions G(x, x′) depend on both x and x′, and not on the
difference x − x′ as in translational invariant systems.
Therefore, since a disordered system is intrinsically inho-
mogeneous, it is a hard task to perform a perturbative
expansion in any model. In addition, in the presence
of the disorder field, ground state configurations of the
continuous field are defined by a saddle-point equation,
where the solutions of such an equation depend on par-
ticular configurations of the disorder field. Moreover, it
is complicated to implement a perturbative expansion in
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the situation where there are several local minima in the
model. One way to solve both problems is to average
the free energy over the disorder field. In this case, one
is mainly interested in averaging the disorder-dependent
free energy, which amounts to averaging the logarithm of
the partition function.
Recently, it was proposed an alternative method to av-
erage the disorder-dependent free energy [18, 19]. In this
approach, the dominant contribution to the average free
energy is written as a series of the integer moments of the
partition function of the model. This method is closely
related to the use of spectral zeta-functions for comput-
ing the free energy [20–25] or the Casimir energy of differ-
ent systems in quantum field theory. Although different
global methods can be used to obtain the Casimir en-
ergy of quantum fields, as for example an exponential
cut-off or an analytic regularization procedure [26–28],
the spectral zeta-function is powerful and elegant. One
of the main objectives of the present paper is to discuss,
within this framework, the relationship that exists be-
tween the spontaneous symmetry breaking mechanism
and the replica symmetry ansatz in a disordered scalar
model. Such a connection seems to have gone unnoticed
so far.
We are interested in studying a d-dimensional Eu-
clidean λϕ4 model in the presence of a disorder field,
linearly coupled with a scalar field. The issue of Eu-
clidean fields interacting with delta-correlated disorder
has already been investigated in the literature [29, 30].
In this scenario, recently Aharony and collaborators con-
sidered an Euclidean conformal field theory in the pres-
ence of disorder [31]. In the case where the quantum
fluctuations are replaced by the thermodynamic ones, the
model discussed here is the continuous version of the ran-
dom field Ising model in a d-dimensional space [32–38].
For instance, in order to model binary fluids confined in
porous media, when the pore surfaces couple differently
to the two components of a phase-separating mixture,
the random field has been used by the literature [39–41].
The purpose of this paper is to discuss the physical
consequences of the adoption of the aforementioned al-
ternative description for evaluation of the average free
2energy. There are some interesting features brought
about by this formalism that we would like to point out.
For instance, a connection between spontaneous symme-
try breaking mechanism and the structure of the replica
space in the disordered model is manifest in the present
context. First, in a generic replica partition function, the
structure of the replica space is investigated using the
saddle-point equations. In order to describe the disor-
der system, according to the distributional zeta-function
method, in each replica partition function we must im-
pose the replica symmetry ansatz, the unique solution
for the problem of the structure in replica space. In this
scenario, we also show that the system can develop a
spontaneous symmetry breaking. The leading term of
this series expansion is a large-N Euclidean replica field
theory [42–44].
Next, we discuss finite temperature effects in the disor-
dered model. Finite size effects in quantum field theory
[45–49], critical phenomena [50] and classical random sys-
tems [51–54] are areas of intense activity in the last years.
In the Ref. [55], it was discussed finite-size effects in
the disordered λϕ4 model, applying the standard replica
method in the one-loop approximation and also using a
gap equation [56–58]. Questions concerning the nature
of the phase transition in the continuous version of the
random field Ising model in a d-dimensional space can
be analyzed, following the Landau-Ginzburg approach.
Using a mean-field description for phase transitions, we
show that for high temperatures, in the large-N approx-
imation, the symmetry [Z2×Z2 · · · ×Z2] is realized. For
low temperatures, taking only the leading order term of
the series that represent the average free energy, i.e., the
large-N approximation, the symmetry [Z2×Z2 · · ·×Z2] is
broken. In order to go beyond the tree-level approxima-
tion, in the replica field theory, we also consider periodic
boundary conditions in Euclidean time. We discuss the
dependence of the renormalized mass on the radius of
the compactified dimension in a scenario of spontaneous
symmetry breaking in the one-loop approximation. We
prove that there is a critical temperature where the renor-
malized mass vanishes.
Another interesting issue concerns the presence of in-
stantons in the model at very low temperature. We study
the dominant replica partition function using a represen-
tation closely related to the strong-coupling expansion
in field theory investigated in Refs. [59–62]. See also
the linked-cluster expansion [63–67]. The main differ-
ence is that in our case, instead of an independent-value
action we have a functional differential operator connect-
ing replica fields acting on a modified replica partition
function. The first term in this perturbative expansion
is the diluted instanton approximation. We show that
for σN > m20 > −3σN , where σ is a parameter that
characterizes the strength of the disorder, one finds the
existence of N complex instantons in the model; further-
more, for m20 < −3σN such instantons are real [68–71].
The organization of this paper is the following. In
Sec. II, using the distributional zeta-function method we
discuss each replica field theory of the disordered λϕ4
model. In Sec. III, in a generic replica partition function
we discuss the structure of the replica space using the
saddle-point equations of the model. In Sec. IV, we
discuss temperature effects in the replica field theory. In
Sec. V we demonstrate the emergence of N instantons
in the model. Conclusions are given in Sec. VI. We use
units such that ~ = c = kB = 1.
II. FROM THE DISORDERED MODEL TO THE
REPLICA FIELD THEORY
The aim of this section is to obtain replica field theo-
ries from an Euclidean scalar field theory in the presence
of a disorder field. In the functional integral formulation
of field theory there are two kinds of random variables.
The first ones are the Euclidean fields. These fields de-
scribes generalized Euclidean processes with zero mean
and covariance defined in terms of gradients. There are
also variables, the disorder fields, with the absence of
any differential operator. For such fields the two-point
correlation function is not defined in terms of gradients.
These are the non-propagating degrees of freedom of the
theory.
Let us assume an Euclidean d-dimensional λϕ4 model
in the presence of a disorder field, where the disordered
functional integral Z(h) is defined by
Z(h) =
∫
[dϕ] exp
(
−S +
∫
ddxh(x)ϕ(x)
)
. (1)
In the above equation S = S0 + SI is the Euclidean-
invariant action functional of the real scalar field where
S0(ϕ), given by
S0(ϕ) =
∫
ddx
(
1
2
(∂ϕ)2 +
1
2
m20 ϕ
2(x)
)
, (2)
is the free field Euclidean action and SI(ϕ), defined by
SI(ϕ) =
∫
ddx
λ0
4!
ϕ4(x), (3)
is the self-interacting non-Gaussian contribution. In
Eq. (1), [dϕ] is a formal Lebesgue measure, given by
[dϕ] =
∏
x dϕ(x). Usually, the quantities λ0 and m
2
0 are,
respectively, the bare coupling constant and the mass
squared of the model. Finally, h(x) is a disorder field of
the Euclidean field theory. For simplicity we are assum-
ing a linear coupling between the Euclidean scalar field
and the disorder field. In order to construct a probability
measure a normalization factor is introduced. We must
have Z(h)|h→0 = 1. For simplicity the normalization
factor is absorbed in the formal Lebesgue measure. We
impose to the scalar field for example Dirichlet boundary
conditions, ϕ(x)→ 0 as |x| → ∞. We want to stress that
3our starting point is the semiclassical (tree) approxima-
tion. In this case λ0 and m0 are renormalized quantities.
Consequently, our discussion will be in the tree-level ap-
proximation until Section IV.
There are two different ways to eliminate the disorder
field. For a given probability distribution P (h) of the
disorder, one average the disordered functional integral
Z(h) and take the logarithm of this quantity. Then we
define the annealed free energy Fa as
Fa = − ln
(∫
[dh]P (h)Z(h)
)
. (4)
Here we wish to obtain a different free energy, that
is called the quenched free energy in the literature. For
a given probability distribution of the disorder, one is
mainly interested in averaging the logarithm of the dis-
ordered functional integral Z(h). Relying on the simi-
larity upon statistical mechanics we call it the disorder-
dependent free energy F (h). It reads
F (h) =− ln
∫
[dϕ] exp
[
−
∫
ddx
(
1
2
ϕ(x)
(
−∆ +m20
)
ϕ(x)
+
λ0
4!
ϕ4(x)− h(x)ϕ(x)
)]
, (5)
where the symbol ∆ denotes the Laplacian in Rd. The
average free energy Fq is defined as
Fq = −
∫
[dh]P (h) lnZ(h), (6)
where [dh] =
∏
x dh(x) is again a formal Lebesgue mea-
sure. To justify the Eq. (6), let us first assume a compact
domain. Suppose that we divide the domain in subsys-
tems. We consider each subsystem representing a realiza-
tion of the disorder field and that the coupling between
the subsystems is negligible. The value of any exten-
sive variable for the whole system is equal to the aver-
age of the values of this quantity over the subsystems.
From the extensive property of the free energy we get
the self-averaging property. Next, using the fact that the
self-averages of the free energy hold when the domain is
non-compact, we justify the averaging of the logarithm
of the partition function.
Coming back to the problem, we assume that the dis-
order field h(x) is described by a Gaussian distribution,
i.e., the probability distribution of the disorder, is written
as [dh]P (h), where
P (h) = p exp
(
− 1
2 σ
∫
ddx(h(x))2
)
. (7)
The quantity σ is a positive parameter associated with
the disorder and p is a normalization constant. In
this case we have a delta correlated disorder field, i.e.,
E[h(x)h(y)] = σδd(x− y).
An established technique for computing the average
free energy is the replica method. This consists in the
following steps. First, one constructs the (integer) k-
th power of the partition function Zk(h). Second, the
expected value of the partition function’s k-th power
E [Zk(h)] is computed by integrating over the disorder
field on the new model. Finally, the average free energy
is obtained using the formula
E [ lnZ(h)] = lim
k→0
∂
∂k
E [Zk(h)].
The average value of the free energy in the presence of
the disorder is then obtained taking the limit k → 0.
An alternative approach to compute the average free
energy of disordered systems was presented in Refs. [18,
19]. We call it the distributional zeta-function method.
An attractive characteristic of such a method is that one
can find an analytic expression for the free energy unlike
the standard replica method as it involves derivatives of
the integer moments of the partition function. Observing
that if (X,A, µ) is a measure space and f : X → (0,∞)
is measurable, a generalized ζ-function is defined
ζµ,f (s) =
∫
X
f(x)−s dµ(x), (8)
for those s ∈ C such that f−s ∈ L1(µ), where in the
above integral f−s = exp(−s log(f)) is obtained using
the principal branch of the logarithm. This formalism
contains some well-know examples of zeta-functions for
f(x) = x: the Riemann zeta-function [72, 73] is obtained
if X = N and µ is the counting measure; however, if µ
counts only the prime numbers, we get the prime zeta-
function [74, 75]; ifX = R and µ counts the eigenvalues of
an elliptic operator, with their respective multiplicity, the
spectral zeta-function is obtained. Further extending this
formalism for the case where f(h) = Z(h) and dµ(h) =
[dh]P (h) leads to the definition of the distributional zeta-
function Φ(s) as
Φ(s) =
∫
[dh]P (h)
1
Z(h)s
, (9)
for s ∈ C, this function being defined in the region where
the above integral converges. Note that the free energy
of the system with annealed disorder is given by
Fa = − ln Φ(s)|s=−1. (10)
Following the usual steps of the spectral zeta function,
the average free energy Fq can be written as
Fq = (d/ds)Φ(s)|s=0+ , Re(s) ≥ 0, (11)
4where Φ(s) is well defined. Using analytic tools, the av-
erage free energy can be represented as
Fq =
∞∑
k=1
(−1)kak
k!k
E [Z k] +
(
ln(a) + γ
)−R(a) (12)
where
|R(a)| ≤ 1
Z(0)a
exp
(− Z(0)a), (13)
with a being an arbitrary dimensionless constant.
In the Eq. (12), the free energy is independent of a.
Since we are not able to estimate the contribution of
R(a) to the free energy, an approximation is necessary.
The contribution of R(a) to the free energy can be made
as small as desired, taking a large enough such that
a ≫ 1/Z(0). As we will see, this system must be de-
scribed by a large-N Euclidean replica field theory where
the dimensionless parameter a can be absorbed in the for-
mal Lebesgue measure. With respect to this fact, a re-
mark is in order. All the local quantities obtained from
the replica partition function are independent of a, as for
example, the two-point correlation function in the field
theory formulation for a directed polymer and an inter-
face in a quenched random potential [76].
From Eq. (12), we have to compute the replica parti-
tion function E [Z k]. First, it is easy to show that Z k is
given by
(Z(h))k =
∫ k∏
i=1
[dϕi] exp
(
−
k∑
i=1
S(ϕi, h)
)
. (14)
Moreover, using the probability distribution of the disor-
der defined by Eq. (7), after integrating over the disorder
we get that a generic replica partition function can be
written as
E [Z k] =
∫ k∏
i=1
[dϕi] exp
(
−Seff (ϕi)
)
, (15)
where the effective action Seff (ϕi) is given by
Seff (ϕi) =
1
2
k∑
i,j=1
∫
ddx
∫
ddy ϕi(x)Dij(x− y)ϕj(y)
+
λ0
4!
k∑
i=1
∫
ddxϕ4i (x). (16)
In the above equation we have that Dij(x − y) =
Dij(m0, σ;x− y) where
Dij(m0, σ;x−y) =
(
δij(−∆+m20)−σ
)
δd(x−y). (17)
The Eqs. (15), (16) and (17) are similar to an Euclidean
field theory for k interacting replica fields. Being more
precise, the Eq. (15) with an external source is the gener-
ating functional of the correlation functions of the model.
Using a statistical mechanics language, we call it a replica
partition function.
Let us analyze these results in the momentum space.
After a Fourier transform, we obtain
Seff (ϕi) =
1
2
k∑
i,j=1
∫
ddp
(2π)d
ϕi(p)
[
G0
]−1
ij
ϕj(−p)
+
λ0
4!
k∑
i=1
ϕ4i , (18)
where in the quadratic part of Seff (ϕi), the quantity[
G0
]−1
ij
is defined as
[
G0
]−1
ij
(p) = (p2 +m20)δij − σ, (19)
which can be inverted; hence
[
G0
]
ij
(p) =
δij
(p2 +m20)
+
σ
(p2 +m20)(p
2 +m20 − kσ)
. (20)
This is the two-point correlation function of the replica
field theory in the tree-level approximation.
III. SPONTANEOUS SYMMETRY BREAKING
IN REPLICA FIELD THEORY
The aim of this section is to show the presence of a
spontaneous symmetry breaking mechanism in the disor-
dered model. In the presence of the disorder field linearly
coupled with the scalar field, ground state configurations
of the field ϕ(x) are defined by a saddle-point equation,
where the solutions of such equation depends on particu-
lar configurations of the disorder fields. The saddle-point
equation of the disordered model reads
(
−∆ +m20
)
ϕ
h
(x) +
λ0
3!
ϕ3
h
(x) = h(x), (21)
where ϕ
h
means the field ϕ defined for a particular con-
figuration of the disorder. The situation with several
local minima in the model precludes the realization of a
perturbative expansion in a straightforward way. After
integrating out the disorder field in a generic replica par-
tition function, E [Z k], the saddle-point equations reads
(
−∆ +m20
)
ϕi(x) +
λ0
3!
ϕ3i (x) = σ
k∑
j=1
ϕj(x). (22)
5According to the distributional zeta-function method,
the average free energy is written as a series of the in-
teger moments of the partition function of the model.
Therefore, the only choice in each replica partition func-
tion is the replica symmetric ansatz, i.e., all replica
fields must be equal in each replica partition function,
ϕi(x) = ϕj(x). This choice then implies that the saddle-
point equations read
(
−∆ +m20 − kσ
)
ϕi(x) +
λ0
3!
ϕ3i (x) = 0. (23)
In principle, observe that within this approach one must
take into account all replica partition functions contribut-
ing to the average free energy, i.e., all values of k must
be considered. In the following, in order to proceed, we
are assuming m20 > 0. Let us define a critical kc such
that kc =
⌊
m20/σ
⌋
where ⌊x⌋ means the integer part of
x. For m20 ≥ σ, in a generic replica partition function,
m20 − kσ ≥ 0 is satisfied as k ≤ kc. In such a case, each
replica field fluctuates around the zero value, the sta-
ble equilibrium state. One must notice a interesting fact
here, the effective mass of the replica fields in different
replica partition functions are not equal. This situation is
quite different when the contribution to the average free
energy comes from the replica partition functions where
k > kc. From Eq. (23), all of these replica fields fluctuate
around the zero value which is not an equilibrium state
anymore. In the framework of field operators, this means
that the vacuum expectation value of such fields do not
vanish. This is exactly the scenario that a spontaneous
symmetry breaking emerges.
Before continuing, we would like to summarize the
main differences between the consequences of our for-
malism and the standard replica method. In the standard
replica method, in the replica partition function, we must
take the limit k → 0. After choosing the replica sym-
metric ansatz, the saddle-point equation reduces to the
standard model without disorder. In our formalism, for
each replica field theory, investigating the saddle-point
equations and imposing the replica symmetric ansatz we
obtain a critical kc. We can now ask what assumptions
we must use to circumvent the above mentioned problem.
The point that we wish to stress is that due to replica
fields for replica partition functions such that k > kc, a
spontaneous symmetry breaking mechanism occurs. To
proceed, let us investigate some choices in the replica
space. A interesting question is whether there are dif-
ferent choices for replica symmetry breaking. Consider a
generic term of the series given by Eq. (12) with replica
partition function given by E [Z l]. One choice in the
structure of the fields in each replica partition function
is given by
{
ϕ
(l)
i (x) = ϕ(x) for l = 1, 2, ..., kc
ϕ
(l)
i (x) = 0 for l > kc,
(24)
where for the sake of simplicity we still employ the same
notation for the field. However, the effect of this choice
may represent a very constraining truncation for the se-
ries representation of the average free energy, given by
Eq. (12). Indeed, as discussed previously, this choice
in replica space is not consistent with the distributional
zeta-function method. In order to take into account
more terms in this series, we consider N > kc, where
m20−kσ < 0, for N > k > kc. To proceed, we must study
in each replica partition function the vacuum structure
that emerges in our scenario. In this situation we must
consider the following structure of the replica space


ϕ
(l)
i (x) = ϕ(x) for l = 1, . . . , kc and i = 1, . . . , l
ϕ
(l)
i (x) = φ(x) + v for l = kc + 1, . . . , N and i = 1, . . . , l
ϕ
(l)
i (x) = 0 for l > N ,
(25)
where
v =
(
6(σN −m20)
λ0
)1/2
. (26)
In terms of these new shifted fields, we get a positive
mass squared with new self-interaction vertices φ3 and
φ4. There is a spontaneous symmetry breaking for a finite
N . We are interested in the case with large-N , which will
be discussed in the following sections. This structure in
replica space, defined by Eq. (25), also with the large-N
limit is quite natural and it is the only choice compatible
with the method developed in Refs. [18, 19]. In conclu-
sion, our arguments stated here show the uniqueness of
the solution for the problem of the structure in replica
space. Notice that all replica fields are the same in each
replica partition function. This is not true anymore for
different replica partition functions. Being more precise,
in the scenario constructed by the replica method, the
breaking of replica symmetry in a unique replica parti-
tion function occurs by choosing different replica fields.
In the distributional zeta-function method, a priori, all
replica fields are the same in each replica partition func-
tion. Since the replica fields of different replica partition
function are different, we also call it replica symmetry
breaking.
In the following, we are using the structure of replica
space given by Eq. (25). With this choice, the dominant
contribution to the average free energy can be written as
Fq(a) =
N∑
k=1
(−1)kak
k!k
E [Z k]. (27)
Notice that this series representation has two kinds of
replica partition functions. For k ≤ kc, E [Z k] is given
by Eqs. (15), (16) and (17). For kc < k ≤ N , the replica
partition function E [Z k] is
6E [Z k] =
∫ k∏
j=1
[dφj ] exp
(
−Seff (φj)
)
, (28)
where Seff (φj) is given by
Seff (φi) =
1
2
k∑
i,j=1
∫
ddx
∫
ddy φi(x)Cij(x− y)φj(y)
+
λ0v
3!
k∑
i=1
∫
ddxφ3i (x) +
λ0
4!
k∑
i=1
∫
ddxφ4i (x),(29)
and the operator Cij(x− y) is
Cij(x−y) =
[(−∆+3σN−2m20)δij−σ
]
δd(x−y). (30)
The Eq. (29) is the first important result of the paper,
i.e., the spontaneous symmetry breaking in the disorder
scenario. As in the case without spontaneous symme-
try breaking, performing a Fourier transform from the
quadratic part, in the Eq. (29), we can again identify
the inverse of the two-point correlation function of the
replica field theory which is now given by
[G0]
−1
ij =
(
p2 + 3σN − 2m20
)
δij − σ. (31)
Using the projector operators we can write the correla-
tion function [G0]ij as
[
G0
]
ij
(p) =
δij
(p2 + 3σN − 2m20)
+
σ
(p2 + 3σN − 2m20)(p2 + σ(3N − k)− 2m20)
.
(32)
We shall now examine the presence of Goldstone
bosons in the model. The main difference between the
usual situation in the literature and scenario discussed
by us is that Goldstone bosons appear when there is a
breaking of a continuous symmetry. There are no Gold-
stone bosons in the model, since we are breaking a dis-
crete symmetry. This issue will be clarified in Sec. IVA.
As we discussed before, for a large enough, the leading
term in the series representation defined by Eq. (27) is
given by k = N . In this situation the replica partition
function, E
[
ZN
]
, for m20 ≥ σN , all the replica fields are
oscillating aroung the trivial vacuum. For m20 < σN ,
all the replica fields now oscillate around the non-trivial
vacuum. In this case, the replica partition function reads
E [ZN ] =
∫ N∏
i=1
[dφi] exp
(
−Seff(φi)
)
, (33)
where the effective action Seff(φi) is given by
Seff(φi) =
1
2
N∑
i,j=1
∫
ddx
∫
ddy φi(x)Cij(x− y)φj(y)
+
λ0v
3!
N∑
i=1
∫
ddxφ3i (x) +
λ0
4!
N∑
i=1
∫
ddxφ4i (x),
(34)
and Cij(x− y) is given by Eq. (30).
Let us summarize our results. The leading contribu-
tion for the free energy consists in a series in which all the
replica partition functions contribute. The subtle issue
here is that as we perform an expansion in the integer
moments of the partition function, we choose the struc-
ture in the replica space with the most symmetric case,
namely all replica fields are the same in each replica par-
tition function. All of the above discussion lead us to the
large-N scenario in replica field theory. Notice that in-
stead of having one ’t Hooft coupling, which means that
g0 = λ0N is finite although N →∞ and λ0 → 0, we also
have another ’t Hooft coupling, f0 = σN which is finite
although N → ∞ and σ → 0 (weak disorder). Here, we
are mainly interested in the situation where the disorder
is weak. In this context we have just established a path
to clarify the relationship between two hitherto uncon-
nected results. It is known that for d > 6, the critical
region in the random field Ising model can be described
using the mean-field exponents [77]. In turn, in the O(N)
symmetric field theory of any real scalar fields with inter-
action λ0
(
ϕ2iϕ
2
i
)2
/4!, the 1/N expansion for d > 6 is not
useful [8]. Hence the 1/N expansion is efficient when dis-
order affects the critical region in the random field Ising
model in a non-trivial way. We interpret this connec-
tion as a consequence of approaching quenched disorder
in a large-N scenario in replica field theory. In any case,
despite the above remark we assert that all calculations
can be carried out irrespective of the space dimensions;
in particular for d < 6 one may resort to a large-N ex-
pansion.
IV. TEMPERATURE EFFECTS IN THE
REPLICA FIELD THEORY
The aim of this section is to discuss temperature ef-
fects in the replica field theory defined by Eqs. (33) and
(34). As we discussed before, when the quantum fluc-
tuations are replaced by the thermodynamic ones, the
model studied is the continuous version of the random
field Ising model in a d-dimensional space. In order to
describe the phase transition in this model we follow the
Landau-Ginzburg phenomenological approach where, for
a system without disorder, the mass squared depends on
the reduced temperature, defined by t = (T − Tc)/Tc,
where T is the temperature and Tc is the critical temper-
ature of the system. On the other hand, in order to go be-
7yond the tree-level approximation with quantum fluctua-
tions one must take into account loop corrections. With
this respect we depart from the Landau-Ginzburg formal-
ism and assume instead that the fields in the replica field
theory satisfy periodic boundary condition in Euclidean
time.
A. Landau-Ginzburg approach in replica field
theory
The model considered in this work is also the con-
tinuous version of the random field Ising model in a d-
dimensional space, where the dependence from the tem-
perature is concentrated in m20. In the following, we
continue to use the semiclassical (tree) approximation.
For a system without disorder at sufficiently high tem-
peratures there is no spontaneous symmetry breaking,
where the system presents a Z2 symmetry. On the other
hand, in the low temperature regime (T < Tc), we have a
spontaneous symmetry breaking, i.e., the Z2-symmetry
is broken.
In this disordered system, this situation is more in-
volved, since the average free energy is written as a se-
ries defined by Eq. (27). Inspired in the above situation,
we will assume that m20 depends on the temperature, it
is not positive definite and is a monotonically increasing
function on the temperature. For simplicity, let us as-
sume that the disorder is weak and fixed. Before taking
the large-N limit, one has three interesting cases, with
two temperatures, T
(1)
c and T
(2)
c .
I. For temperatures such that m20 ≥ σN , all the
replica fields in the replica partition functions in
Eq. (27) oscillate around the trivial vacuum ϕ = 0.
In this case, for a very large a, the average free
energy is written as
Fq(a) =
N∑
k=1
(−1)kak
k!k
E
(1) [Z k], (35)
where the replica partition functions E(1)[Z k] are
E
(1)[Z k] =
∫ k∏
i=1
[dϕi] exp
(
−S(1)eff (ϕi)
)
. (36)
The effective action S
(1)
eff (ϕi) is given by
S
(1)
eff (ϕi)=
∫
d dx
[
k∑
i=1
(
1
2
ϕi(x)
(−∆+m20)ϕi(x)
+
g0
4!N
ϕ4i (x)
)
− f0
2N
k∑
i,j=1
ϕi(x)ϕj(x)
]
. (37)
In the large-N limit, such that a≫ N , the leading
term of the series of the average free energy is given
by the replica partition function with N fields ϕi.
Hence, we have the symmetry [Z2×Z2 · · ·×Z2] for
N replica fields. The temperature T
(1)
c occurs when
m20 = Nσ. Below this temperature, [Z2 × Z2 · · · ×
Z2] symmetry is broken.
II. For σN > m20 ≥ σ, the temperature decreases. Be-
fore taking the large-N limit, all the replica fields
of some replica partition functions oscillate around
the non-trivial vacuum, and all the replica fields of
the remaining replica partition functions oscillate
around φ = 0. Defining kc(T ) =
⌊
m20(T )/σ
⌋
, we
can write the series representation of the average
free energy in the Landau-Ginzburg approach as
Fq(a) =
kc(T )∑
k=1
(−1)kak
k!k
E
(1) [Z k]
+
N∑
k=kc(T )+1
(−1)kak
k!k
E
(2) [Z k], (38)
where E(1)[Z k] is given by Eq. (36) and
E
(2)[Z k] =
∫ k∏
j=1
[dφj ] exp
(
−S(2)eff (φj)
)
. (39)
The effective action S
(2)
eff (φi) is written as
S
(2)
eff (φi)=
∫
d dx
[
k∑
i=1
(
1
2
φi(x)
(−∆+ 3f0 − 2m20)φi(x)
+
(f0g0
3!N
) 1
2
(
1− m
2
0
f0
) 1
2
φ3i (x) +
g0
4!N
φ4i (x)
)
− f0
2N
k∑
i,j=1
φi(x)φj(x)
]
. (40)
Therefore, in this region one has two types of
replica partition functions in the series represen-
tation of the average free energy. In the large-N
approximation, using again that a ≫ N , the av-
erage free energy is described by a unique replica
partition function with all replica fields oscillating
around the non-trivial vacuum.
III. For m20 < σ, all the replica fields in replica parti-
tion functions are oscillating around the non-trivial
vacuum. The temperature T
(2)
c is given by m20 = σ.
8The average free energy describing this case is given
by
Fq(a) =
N∑
k=1
(−1)kak
k!k
E
(2) [Z k], (41)
where E(2)[Z k] is given by Eq. (39).
For a≫ N , a very large N limit consists in taking
the leading term of the series, which is given by
a unique replica partition function with N replica
fields φi. This situation is equivalent to the Z2-
broken symmetry for a system without disorder.
The symmetry [Z2×Z2 · · ·×Z2] for N replica fields
remains broken.
In summary, in the disordered system, before taking
the large-N approximation, there are two temperatures,
T
(1)
c and T
(2)
c . Above T
(1)
c the average free energy is
written by a series of replica partition functions where in
all of them the replica fields are oscillating around the
trivial vacuum. Below T
(1)
c and above T
(2)
c the average
free energy is defined by two kinds of replica partition
functions with replica fields ϕi and φi respectively. In
the large-N limit, as only the leading term is considered,
one has that all the replica fields of this leading replica
partition function are oscillating around the non-trivial
vacuum. Below T
(2)
c all the replicas partition functions
that define the average free energy are composed by φi
fields. In the large-N regime, as one is forced to consider
the leading replica partition function, one has only one
phase transition temperature, i.e., T
(1)
c .
B. Finite size effects in the replica field theory
Here we are investigating temperature effects in a dis-
ordered λϕ4 model defined in a d-dimensional Euclidean
space going beyond the tree-level approximation. We as-
sume that the fields in the replica field theory satisfy
periodic boundary condition in Euclidean time and that
kc < 1, where we have spontaneous symmetry breaking.
Periodic boundary condition in Euclidean time implies
that this replica field theory is defined in S1× Rd−1 with
the Euclidean topology for a field theory at finite temper-
ature [78–80]. We consider the system defined in a space
with periodic boundary conditions in Euclidean time us-
ing the following non-trivial replica structure given by
Eq. (25). In this situation, the momentum-space in-
tegrals over one component is replaced by a sum over
discrete frequencies. Let us define the radius of the com-
pactified dimension of the system by β = T−1, where T
is the temperature of the system.
Let us calculate the one-loop correction to renormal-
ized mass. We have two types of loop-corrections, one
from the φ4 vertex, which is written as
[G(4)]lm(x− y, β) =
N∑
i=1
∫
ddz [G0]li(x − z, β)
× [G0]ii(z − z, β)[G0]im(z − y, β), (42)
and, another contribution, from two φ3 vertices
[G(3)]lm(x− y, β) =
N∑
ij=1
∫
ddz
∫
ddz′ [G0]li(x − z, β)
× [G0]2ij(z − z′, β)[G0]jm(z′ − y, β).
(43)
To compute the renormalized mass, we must study the
amputated correlation function in replica space. At the
one-loop approximation, defining M20 = 3σN − 2m20, the
renormalized temperature-dependent mass squared can
be written as
m2R(M0, β, σ) = m
2
1(M0, β, σ) +m
2
2(M0, β, σ) (44)
where
m21(M0, β, σ) =M
2
0+
λ0
2
N∑
k=1
(
f1(M0, β; k)+f2(M0, β, σ; k)
)
(45)
and
m22(M0, β, σ) =
N∑
k=1
(
m2a(M0, β; k) +m
2
b(M0, β, σ; k)
+ m2c(M0, β, σ; k)
)
. (46)
All these quantities are discussed in the Appendix. For a
very large N in d = 4 the temperature dependent renor-
malized mass squared can be written as
m2R(β) =M
2
0 +
λ0N
4π2
[√
π
2
∞∑
n=1
√
M0
(nβ)3
e−nβM0
+
√
π
(
1√
2
− 1
σ
) ∞∑
n=1
1√
nβM0
e−nβM0
]
. (47)
For the large-N limit the thermal mass correction in the
one-loop approximation is given by Eq. (47). Notice that
in the above equation there is a term proportional to
σ−1, a non-perturbative effect produced by the disorder.
In turn, for a weak disorder parameter σ ≪ 1 and for
sufficiently small temperatures, β ≫ 1, the last term
dominates over the second and the third. In this case
it is easy to see that there is a specific temperature in
which the renormalized mass squared goes to zero. One
9says that the system of large-N replica fields presents
a phase transition at such a critical temperature. One
way to proceed is to use the gap equation to obtain non-
perturbative results.
In the next section we use again the mean-field descrip-
tions for phase transitions. We will restrict our attention
to the regime of very low temperatures, investigating a
different perturbative expansion for the replica field the-
ory.
V. REPLICA INSTANTONS IN THE LARGE-N
APPROXIMATION
The aim of this section is to show the presence of in-
stantons (real or complex) in the model at some range of
temperatures. At this point, let us introduce an exter-
nal source Ji(x) in replica space linearly coupled with
each replica field. From Eqs. (33) and (34), we are
able to define the generating functional of all correlation
functions for a large-N Euclidean replica field theory as
E [ZN (J)] = Z(J). Hence it is possible to define the gen-
erating functional of connected correlation functions and
also the generating functional of one-particle irreducible
correlations (vertex functions) in the theory. From the
effective action it is possible to find the effective potential
of this theory. This is a natural tool to investigate the
vacuum structure of the field theory.
However, in the following, we are going to discuss a dif-
ferent perturbative expansion. Let us define R(x− y) =
σδd(x − y) and at the large-N limit we must have a
fixed f0 = σN as we discussed before. We write the
replica partition function Z(J) as a functional differen-
tial operator acting on a modified replica partition func-
tion without the interaction between the replicas that we
call Q0(J). This is a good representation for Z(J) in
the weak disorder limit, and also for m20 < σN . The
representation for the replica partition function, in the
presence of an external source, is similar to the strong-
coupling expansion in field theory. We have
Z(J) = exp
[
− 1
2
N∑
i,j=1
∫
d dx d dy
δ
δJi(x)
R(x− y) δ
δJj(y)
]
×Q0(J), (48)
where Q0(J) is given by
Q0(J) =
∫ N∏
j=1
[dφj ] exp
(
−S(0)eff (φj , J)
)
. (49)
In the above equation, taking the large-N limit,
S
(0)
eff (φi, J) is defined as
S
(0)
eff (φi, J) =
N∑
i=1
∫
ddx
[
1
2
φi(x)
(
−∆+ 3f0 − 2m20
)
φi(x)
+
(f0g0
3!N
) 1
2
(
1− m
2
0
f0
) 1
2
φ3i (x)
+
g0
4!N
φ4i (x) + Ji(x)φi(x)
]
. (50)
The action defined by the above equation describes a
large-N replica field theory with two fixed parameters g0
and f0. Notice that all the ultraviolet divergences of this
model are fixed by Eqs. (49) and (50). It is possible to
go beyond the tree-level approximation. Working with
the bare quantities, and introducing the renormalization
constants Zφ, Zg and Zm one is able to renormalize the
model for d ≤ 4. This is the standard procedure. All the
divergences of this theory can be eliminated by a wave
function, coupling constant and mass renormalization. In
practice, performing the perturbative expansion defined
by Eq. (48) is not difficult. For instance, the two-point
correlation function is defined as
〈φi(x)φj(y)〉 = δ
2Z(J)
δJi(x)δJj(y)
∣∣∣∣
Ji=Jj=0
. (51)
In the following we are interested to go in another direc-
tion. We would like to investigate the vacuum structure
in the first term of the Eq. (48). For each replica field,
we can define the following potential U(φ)
U(φ) =
1
2
(3f0 − 2m20)φ2 +
λ0v
3!
φ3 +
λ0
4!
φ4, (52)
where v =
√
6(f0 −m20)/λ0. The false and the true vac-
uum states φ± are given by
φ± = −3v
2
± 3
√
− f0
2λ0
− m
2
0
6λ0
. (53)
Therefore, we obtained the following interesting result:
there are instantons in our model. For f0 > m
2
0 > −3f0,
the system develops a spontaneous symmetry breaking in
the replica partition function. In this case, all N instan-
tons are complex. On the other hand, for m20 < −3f0
we get a similar situation as before, however all the N
instantons are real [81].
Let us briefly discuss the decay rate for one replica field
in this case of real instantons. Since we would like to
discuss such problems exactly as in the bounce problem
in quantum mechanics let us define an Euclidean time τ
such that φ(x) ≡ φ(τ, ~x). We have a false vacuum in the
infinite past and we come back to it in the infinite future
φ(τ, ~x)→ φ+, τ → ±∞. (54)
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In order to have a finite action for the bounce, we also
need to go to the vacuum value at spatial infinity. Hence
we have
φ(τ, ~x)→ φ+, |~x| → ±∞. (55)
As discussed in the literature the picture is a formation
of bubbles in the middle of the false vacuum. Actually,
asymptotically in Euclidean space the replica configura-
tion is in the false vacuum. A different state appears in
the core of the bubble. The probability of decay can be
calculated. There is a standard procedure to find the
decay rate in a scalar theory [82–84]. One interesting
unsolved problem is the phase diagram of liquids in a
random porous media. Assuming strong coupling be-
tween the fluid and the porous media, for such confined
fluids, the random field Ising model is used to describe
such systems. These systems can develop a second or a
first-order phase transition. Since bubble nucleation is a
first order phase transition, we expect that our approach
reveals a route to investigate such systems.
VI. CONCLUSIONS
In this paper we consider a disorder field linearly cou-
pled with the scalar field of the λϕ4 model defined in a
d-dimensional Euclidean space. In the presence of the
disorder field, ground state configurations of the field
ϕ(x) are defined by a saddle-point equation, where the
solutions of such equation depend on particular configu-
rations of the disorder field. As discussed in the litera-
ture, perturbation theory is inappropriate to be used in
systems where the disorder defines a large number of lo-
cal minima in the model. One way to circumvent this
problem is to average the free energy over the disorder
field.
Recently an alternative approach to obtain the aver-
age free energy of this system still using the replicas was
proposed. The dominant contribution to the average free
energy of this system is written as a series of the integer
moments of the partition function of the model. Each
term of the series defines a replica field theory. A crucial
point is that, in each replica partition function, all the
replica fields must be equal in principle and the num-
ber of replica fields must be very large. This shows that
we are in the large-N scenario. Since we study fluctua-
tions around the saddle-point equations, we obtain two
groups. In one group a generic replica partition function
with k ≤ kc, the replica fields are fluctuating around the
zero value which is a stable equilibrium state. On the
other hand, in the other group of replica partition func-
tions, the zero value of the fields does not describe stable
equilibrium states. For replica partitions functions such
that k > kc and we must define shifted fields. We estab-
lish a connection between spontaneous symmetry break-
ing mechanism and the structure of the replica space in
the disordered model. This was done using a replica sym-
metry ansatz, the only choice that is consistent with the
method. This leads to the aforementioned large-N ex-
pansion in Euclidean replica field theory. By investigat-
ing finite-size effects in the one-loop approximation, we
showed that there is a critical temperature β−1c where
the renormalized mass is zero.
Also, following the Landau-Ginzburg approach, we ob-
tained that in the case where m20 ≥ Nσ, all N replica
fields in each replica partition function oscillates around
the trivial vacuum. In the large-N approximation, the
symmetry [Z2 × Z2 · · · × Z2] is realized. This range is
equivalent to the Z2-symmetric phase for systems with-
out disorder. For σN > m20 ≥ σ, the average free energy
is defined by two kinds of replica partition functions with
replica fields ϕi and φi respectively. In the large-N limit,
as only the leading term is considered, one has that all
the replica fields of this leading replica partition func-
tion are oscillating around the non-trivial vacuum. For
m20 < σ, all the N replica field in each replica partition
function are oscillating around the non-trivial vacuum.
Again taking only the leading order term of the series
that represent the average free energy, i.e., the large-N ,
the symmetry [Z2×Z2 · · ·×Z2] is broken. This situation
is equivalent to the Z2-broken symmetry for a system
without disorder.
Moreover, in the large-N limit, form20 < σN , we wrote
the dominant replica partition function as a functional
differential operator acting on a modified replica parti-
tion function without the interaction between the repli-
cas, which has its similarities with the strong-coupling ex-
pansion in field theory. Furthermore, from Eq. (53), the
value m20 = −3σN is a boundary between real and com-
plex instantons. For m20 > −3σN there are N complex
instantons in the system. For m20 < −3σN the system
presentsN real instantons. This conclusion is obtained in
the diluted instanton approximation. The consequences
of these results deserve further investigation.
A natural continuation of this paper is, for real instan-
tons, to study the system beyond the diluted instanton
approximation. Another continuation of this paper is
to calculate the critical exponents associated with the
random field Ising model using the Landau-Ginzburg ap-
proach. These issues are under investigation by the au-
thors.
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Appendix A: The temperature-dependent
renormalized mass in one-loop approximation
The aim of this Appendix is to discuss the
temperature-dependent renormalized mass in one-loop
approximation. We consider the system at finite tem-
perature, i.e., with periodic boundary conditions in Eu-
clidean time using the non-trivial structure in the replica
space given by Eq. (25).In this situation, the momentum-
space integrals over one component is replaced by a sum
over discrete frequencies. For the case of Bose fields we
must perform the replacement
∫
ddp
(2π)d
f(p)→ 1
β
∫
dd−1p
(2π)d−1
∞∑
n=−∞
f
(
2nπ
β
,p
)
,
(A1)
where β is the radius of the compactified dimension of the
system. This field theory on S1× Rd−1 has the Euclidean
topology of a field theory at finite temperature. From the
two-point Schwinger function we have to calculate
f
(1)
ij (M0, β) =
δij
β
∫
dd−1p
(2π)d−1
∞∑
n=−∞
1(
(2pinβ )
2 + p2 +M20
)
(A2)
and
f (2)(M0, β, σ) =
σ
β
∫
dd−1p
(2π)d−1
∞∑
n=−∞
1(
(2pinβ )
2 + p2 +M20
)
× 1(
(2pinβ )
2 + p2 +M20 − kσ
) , (A3)
where p = (p2, p3, .., pd).The integral f
(1)
ij (M0, β) can be
calculated using dimensional regularization [85–89]. We
obtain
f
(1)
ij (M0, β) =
δij
2β
1
(2
√
π)d−1
Γ
(
3− d
2
)
×
∞∑
n=−∞
1(
(2pinβ )
2 +M20
) 3−d
2
. (A4)
After using dimensional regularization, we have to an-
alytically extend the modified Epstein zeta function
[90, 91]. This zeta function is defined as
E(s, a) =
∞∑
n=−∞
1
(n2 + a2)s
, (A5)
which converges absolutely and uniformly for Re(s) >
1/2. Its analytic continuation defines a meromorphic
function of s with poles at s = 1/2,−1/2,−3/2,−5/2, ...
and analytic at s = 0. A useful representation of the
analytic extension of this function is
E(s, a) =
√
π
Γ(s)a2s−1
×
[
Γ
(
s− 1
2
)
+ 4
∞∑
n=1
(nπa)s−
1
2Ks− 1
2
(2πna)
]
,
(A6)
where Kν(z) is the modified Bessel function of second
kind. Using a modified minimal subtraction renormaliza-
tion scheme, we discuss each term that contributes to the
renormalized mass squared. Using that f1(M0, β; k) =
δijf
(1)
ij (M0, β; k) we get
f1(M0, β; k) =
k
(2π)d/2
∞∑
n=1
(
M0
nβ
) d
2
−1
K d
2
−1(nβM0).
(A7)
Let us discuss f (2)(σ,M0, β; k). We have
f (2)(M0, β, σ; k)
=
σ
β
r(d)
∫
dq qd−2
∞∑
n=−∞
× 1(
(2pinβ )
2 + q2 +M20
)(
(2pinβ )
2 + q2 +M20 − kσ
) , (A8)
where
r(d) =
2π(d−2)/2
Γ(d−22 )
is an analytic function in d. Let us use the following
integral
∫ ∞
0
dx
xµ−1
(x2 + α)(x2 + γ)
=
π
2
γ
µ
2
−1 − αµ2−1
α− γ csc
(πµ
2
)
.
(A9)
Defining
q(d) =
π
2
r(d) csc
[π
2
(d− 1)
]
we can write f (2)(σ,M0, β, k) as
f (2)(M0, β, σ; k) = f
(21)(M0, β; k) + f
(22)(M0, β, σ; k),
(A10)
where
f (21)(M0, β; k) = −q(d)
βk
∞∑
n=−∞
1(
(2pinβ )
2 +M20
) 3−d
2
(A11)
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and
f (22)(M0, β, σ; k) =
q(d)
βk
∞∑
n=−∞
1(
(2pinβ )
2 +M20 − kσ
) 3−d
2
.
(A12)
Using the definition of the Epstein zeta function defined
before and c(d) given by
c(d) =
π(3d−6)/2
2(3−d)Γ(d−22 )
csc
[
π
2
(d− 1)
]
, (A13)
we can write f (21)(M0, β; k) and f
(22)(σ,M0, β, k) respec-
tively as
f (21)(M0, β; k) = −c(d)
k
β2−dE
(
3− d
2
,
M0β
2π
)
(A14)
and
f (22)(M0, β, σ; k) =
c(d)
k
β2−dE
(
3− d
2
,
β
2π
√
M20 − kσ
)
.
(A15)
We will use once again the analytic representation of the
function E(s, a) and the modified minimal subtraction
renormalization scheme. Defining
g1(M0; d, k) = 2π
d−3
2
Γ(d−12 )
Γ(d−22 )
Md−20
k
and
g2(M0; d, k) = 2π
d−1
2
Γ(d−12 )
Γ(d−22 )
(M20 − kσ)
d−2
2
k
we can write the Eq. (A14) and Eq. (A15) as
f (21)(M0, β; k) = −g1
∞∑
n=0
(nM0β)
3−d
2 K 3−d
2
(nβM0)
(A16)
and
f (22)(M0, β, σ; k) = g2
∞∑
n=0
(
nβ
√
M20 − kσ
) 3−d
2
×K 3−d
2
(
nβ
√
M20 − kσ
)
. (A17)
The renormalized temperature-dependent mass squared
m21(M0, β, σ; k) can be written as
m21(M0, β, σ; k) =M
2
0 + λ
N∑
k=1
(
f1(M0, β; k)
+ f (21)(M0, β; k) + f
(22)(M0, β, σ; k)
)
.
(A18)
Let us defined m2a(M0, β; k), m
2
b(M0, β, σ; k) and
m2c(M0, β, σ; k) such that the contribution given by
m22(M0, β, σ; k) is written as
m22(M0, β, σ) =
N∑
k=1
(
m2a(M0, β; k) +m
2
b(M0, β, σ; k)
+m2c(M0, β, σ; k)
)
. (A19)
We have
m2a(M0, β; k) =
k
β
∫
dd−1p
(2π)d−1
∞∑
n=−∞
1(
(2pinβ )
2 + p2 +M20
)2 ,
(A20)
m2b(M0, β, σ; k) =
kσ
β
∫
dd−1p
(2π)d−1
∞∑
n=−∞
× 1(
(2pinβ )
2 + p2 +M20
)2(
(2pinβ )
2 + p2 +M20 − kσ
)
(A21)
and finally
m2c(M0, β, σ; k) =
σ2
β
∫
dd−1p
(2π)d−1
∞∑
n=−∞
× 1(
(2pinβ )
2 + p2 +M20
)2(
(2pinβ )
2 + p2 +M20 − kσ
)2 .
(A22)
After using dimensional regularization and considering
the analytical extension for the Epstein function we can
write m2a(M0, L; k) as
m2a(M0, β; k) =
Md−40 k
(2π)d/2
∞∑
n=1
(nβM0)
4−d
2 K 4−d
2
(nβM0).
(A23)
To solve the integral in m2b and m
2
c we can use the Feyn-
man parametrization
1
asbl
=
Γ(s+ l)
Γ(s)Γ(l)
∫ 1
0
dx
xs−1(1− x)l−1
[ax+ b(1− x)]s+l , (A24)
to write the respective integrands in an adequate form.
After this and using the expression
13
∫
ddq
(2π)d
(q2)a
(q2 +A)b
=
Γ(b− a− d/2)Γ(a+ d/2)
(4π)
d
2 Γ(b)Γ(d/2)
A−(b−a−d/2), (A25)
and defining
h1(d) =
1
(2π)
d
2 (d− 3)(d− 5)
Γ
(
7− d
2
)
and
h2(d) =
1
(2π)
d
2 (d− 3)(d− 5)(d− 7)
Γ
(
9− d
2
)
such contributions are given by
m2b(M0, β, σ; k) =h1(d)
[√
8(d− 3)
Γ
(
5−d
2
) kMd−40
σ
∞∑
n=1
(
nβM0
) 4−d
2 K 4−d
2
(nβM0) (A26)
− 16
Γ
(
3−d
2
)Md−20
σ2
∞∑
n=1
(
nβM0
) 2−d
2 K 2−d
2
(nβM0)
+
16
Γ
(
3−d
2
) (M20 − kσ) d−22
σ2
∞∑
n=1
(
nβ
√
M20 − kσ
) 2−d
2
K 2−d
2
(
nβ
√
M20 − kσ
)]
and
m2c(M0, β, σ; k) =h2(d)
[√
32(d− 3)
Γ
(
5−d
2
) Md−40
k2
∞∑
n=1
(
nβM0
) 4−d
2 K 4−d
2
(nβM0) (A27)
− 32
Γ
(
3−d
2
)Md−20
k3σ
∞∑
n=1
(
nβM0
) 2−d
2 K 2−d
2
(nβM0) +
2(d− 3)
Γ
(
7−d
2
) Md−60
k2
∞∑
n=1
(
nβM0
) 6−d
2 K 6−d
2
(nβM0)
+
32
Γ
(
3−d
2
) (M20 − kσ) d−22
k3σ
∞∑
n=1
(
nβ
√
M20 − kσ
) 2−d
2
K 2−d
2
(
nβ
√
M20 − kσ
)]
.
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