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Abstract
THE always best connected paradigm has gain a lot of interest in the researchand scientific community. The availability of different wireless technologiesand the proliferation of devices supporting multiple connections are open-
ing new possibilities for users to share information everywhere and everytime. The
multihoming support is being enriched to levels never before established. Indeed,
users can configure devices to meet their own requirements, decrease communication
costs by choosing links with no expenses associated, or opting for links that provide
extended coverage. Such kind of configuration is often limited to static policies that
aim the maximization of a single requirement, such as monetary cost or coverage.
This approach is not efficient. For instance, if the optimization aims to decrease cost,
extend coverage and increase security support simultaneously, static policies do not
scale and have narrow support for multihoming goals, namely resilience, ubiquity
and load sharing.
Multihoming is an important aspect in computer networks. To enable higher lev-
els of availability or optimize recovery processes in the presence of failures are goals
that mechanisms improving resilience aim to support. Other goals, in a ubiquity as-
pect, can include networks providing extended coverage but with minimized costs.
To successfully achieve such goals and others, multihoming must be considered from
the early phases of Internet architectures development. The choice of protocols and
technologies with the best multihoming support is an important step to conceive net-
work architectures that are multihoming efficient. With this concern in mind, this the-
sis introduces the specification of resilience and ubiquity frameworks that assess the
support of resilience and ubiquity goals in protocols. These evaluation frameworks
provide a taxonomy that fully characterize multihoming goals.
Efficient multihoming support requires the optimization of multiple criteria com-
prising diverse goals. This NP-hard problem considers benefits criteria providing
profit and costs criteria introducing some kind of overhead. Techniques like Mul-
tiple Attribute Decision Mechanism (MADM) provide ideal solutions for such kind
of optimization problems, as they are not tied to a specific number of criteria. Even
though, previously defined MADM techniques include criteria preferences, they do
not specify how these preferences can be expressed in objective and consistent ways.
In addition, they can introduce side-effects, such as unnecessary handovers. Bear-
ing with these issues in mind, this work introduces MeTHODICAL, an optimization
technique that provides a complete solution for optimization within the multihoming
context.
By introducing a complete optimization technique that determines optimal paths
according to multihoming support, in this thesis, paths providing a better benefit/-
cost ratio are selected. The introduced optimization technique includes a weighting
algorithm that allows users to specify criteria preferences objectively and coherently.
Moreover, MeTHODICAL addresses the NP-hard problem by specifying a technique
that includes a decision stability factor to avoid side-effects and can be deployed in any
scenario irrespective of the number of possible connections. The optimization tech-
nique organizes hierarchically the different multihoming criteria according to their
type (e.g. benefits or costs) and for each communication path. Standard measurement
mechanisms are applied to determine values of the diverse multihoming criteria, as
specified in the proposed resilience and ubiquity evaluation frameworks. As values of
diverse criteria are collected, they are normalized and combined with the respective
preferences. Ideal solutions are determined based on maximum benefits and mini-
mum costs values. The distance of benefits and costs criteria of each path establishes
how far a path is to the ideal solution. The path with lower benefits and costs distance
is the one providing a better multihoming experience.
The performance of MeTHODICAL has been extensively analysed in different
evaluation scenarios with multiple types of applications and employing diverse eval-
uation metrics. Results demonstrate that MeTHODICAL improves multihoming sup-
port, by choosing paths with the best benefit/cost ratio. The evaluation results also
demonstrate an increase in path selection stability, and for VoIP applications, an in-
crease in VoIP quality, outperforming related approaches. These results highlight that
multihoming experience on end-devices can meet user expectations by employing Me-
THODICAL, an efficient optimization mechanism with low computational complex-
ity.
Resumo
O paradigma de estar sempre ligado comec¸a a atingir nı´veis nunca antesalcanc¸ados. A proliferac¸a˜o de mu´ltiplas tecnologias e de dispositivos comsuporte para diversas ligac¸o˜es esta´ a enriquecer o suporte de multihoming.
Os utilizadores podem agora partilhar informac¸a˜o em qualquer lugar e em qualquer
altura. Em certa medida, os utilizadores podem configurar os dispositivos para ir
ao encontro das suas expetativas, para reduzir os custos de comunicac¸a˜o ao escol-
her ligac¸o˜es sem custos associados ou optar por ligac¸o˜es com melhores coberturas.
No entanto, este tipo de configurac¸a˜o asssenta em polı´ticas esta´ticas que teˆm por fim
maximizar apenas um dos requisitos, por exemplo, o custo moneta´rio ou a cobertura.
Neste sentido, o suporte de multihoming associado aos objetivos de resilieˆncia, ubiq-
uidade e partilha de carga, e´ bastante de´bil.
Quer a resilieˆncia quer a ubiquidade foram objeto de pesquisa nos u´ltimos anos.
Contudo os diversos trabalhos apresentados ate´ agora, apresentam falhas na definic¸a˜o
de uma framework gene´rica que permita caraterizar de forma eficiente o suporte de re-
silieˆncia e ubiquidade por parte de um protocolo. Tendo este aspeto em considerac¸a˜o,
esta dissertac¸a˜o especifica frameworks para avaliar o suporte de resilieˆncia e ubiq-
uidade de uma forma objetiva, em qualquer fase da concec¸a˜o de uma arquitetura com
suporte para multihoming e com a vantagem de na˜o requerer a intervenc¸a˜o de peritos.
Um suporte eficiente de multihoming requer mecanismos de optimizac¸a˜o com su-
porte para mu´ltiplos crite´rios. Este tipo de problema e´ considerado NP-hard - com-
plexidade na˜o polinomial e inclui benefı´cios e custos como crite´rios. As te´cnicas de
optimizac¸a˜o, denominadas de Multiple Attribute Decision Mechanism (MADM) con-
seguem identificar soluc¸o˜es o´timas e teˆm a flexibilidade de incluir diversos crite´rios.
Contudo a especificac¸a˜o de te´cnicas MADM encontra-se incompleta visto que mecan-
imos coerentes para a atribuic¸a˜o de pesos dos mu´ltiplos crite´rios na˜o se encontram
definidos, levando a` existeˆncia de pesos inconsistentes e ilo´gicos. Tendo isto presente,
MeTHODICAL e´ uma especificac¸a˜o completa, dado que engloba esta componente.
Com a introduc¸a˜o de uma te´cnica completa para otimizac¸a˜o de diferentes camin-
hos num cena´rio de multihoming, esta tese propo˜e uma soluc¸a˜o com a melhor relac¸a˜o
custo/benefı´cio. O MeTHODICAL inclui um algoritmo para definir os pesos de uma
forma consistente e objetiva. Acresce ainda o algoritmo de selec¸a˜o de caminhos otimiza-
dos que pode ser utilizado em qualquer cena´rio, independentemente do nu´mero de al-
ternativas/caminhos. Os mu´ltiplos crite´rios sa˜o organizados de uma forma hiera´rquica
e tendo em conta o tipo de crite´rio, ou seja, benefı´cios ou custos. Mecanismos padra˜o
de medic¸a˜o sa˜o utilizados para medir os valores dos mu´ltiplos crite´rios. A distaˆncia
de cada alternativa/caminho a` soluc¸a˜o ideal permite definir o caminho que suporta
multihoming de uma forma mais eficiente.
Os resultados obtidos em diferentes cena´rios de avaliac¸a˜o, com diversos tipos de
aplicac¸o˜es, demonstram uma melhoria no suporte de multihoming com o MeTHODI-
CAL quando comparado com te´cnicas semelhantes. Os resultados evidenciam esta-
bilidade na escolha dos caminhos e, para aplicac¸o˜es Voice over IP (VoIP), uma melhoria
substancial da qualidade. Deve-se ainda referir que a complexidade associada aos
mecanismos do MeTHODICAL e´ bastante reduzida, na˜o ultrapassando a complexi-
dade de mecanismos do estado da arte.
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—Nothing in life is to be feared,
it is only to be understood. Now
is the time to understand more,
so that we may fear less.
Marie Curie
1
Introduction
THIS thesis is focused on the multihoming research topic. Contributions onthis topic include the specification of a framework to assess multihomingsupport in protocols. Multihoming is also optimized with the specification
of an optimization algorithm that enhances the way multiple available interfaces/-
paths can be used. The research scope and the motivation of the thesis are further
discussed together with the thesis objectives and respective contributions.
1.1 Motivation and Problem Statement
Multihoming is a term, often associated (and confused) with multiaccess, multiad-
dressing, overlapping networks and multi-interface nodes terms [Bagnulo et al., 2006].
The availability of multiple interfaces and diverse addresses opens a window of op-
portunities to increase resilience, improve coverage, reduce costs and optimize energy
consumption. In short, multihoming aims to accomplish different goals [Espi et al.,
2009]. First, resilience, as the diversity of multiple interfaces/paths can improve re-
silience since upon the failure of one interface/path, another one can be employed to
provide connectivity. Second, ubiquity, since multiple network interfaces, in particular
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when used in a mobile and wireless network environment, enable ubiquitous access
to the Internet over different media. Third, load sharing, as multiple interfaces/paths
can be used simultaneously to improve throughput. Finally, flow distribution, as flows
can be stripped in a dynamic way to meet user policies.
Multihoming is classified into three categories: end-host, end-site and hybrid mul-
tihoming [Paul et al., 2009]. The first considers the support of multihoming on end-
nodes. The second includes multihoming support enabled at the network side. The
third requires the participation of end-nodes and network to enable multihoming.
When evaluating such multihoming support, researchers analyse multihoming sup-
port restricted to a single metric, such as cost [Richard, 2010], or focus their analysis
in a small subset of multihoming protocols [Shinta et al., 2006; de Launois and Bag-
nulo, 2006; Fekete and Ha¨ma¨la¨nen, 2009], therefore, being restricted to a certain type
of multihoming (e.g. end-host multihoming).
Diverse approaches evaluating multihoming support only address one goal. For
instance, resilience is evaluated for the Multi Protocol Label Switching (MPLS) [Cholda
et al., 2008, 2009]. Such kind of evaluation considers resilience specific metrics, such
as steady-state availability or mean downtime. Nonetheless, the evaluation method-
ology is tied to MPLS, lacking a broader applicability to other protocols. Other eval-
uations include recovery efficiency and the supported protection model (e.g. 1+1 or
1:N) [Pioro and Medhi, 2004]. Nevertheless, evaluations rely on the application re-
quirements. Instead of considering the resilience goal, other approaches focus on the
performance of Ubiquitous Computing (UbiComp) systems. The ubiquity goal can
be evaluated in terms of quality, which assesses the level of capabilities (i.e. technical
characteristics) and the level of extensions [Kwon and Kim, 2006; Scholtz and Con-
solvo, 2004]. This evaluation is based on interviews with experts in the field (e.g. with
ubiquitous computing experience). Therefore this approach requires the involvement
of experts to characterize the system regarding its technical capabilities (e.g. how ef-
ficient it is, how is mobility managed and what security mechanisms are included).
Other approaches evaluate the performance of a UbiComp system through prototyp-
ing [Kwon and Kim, 2006; Resatsch, 2010]. Nonetheless, this approach has the draw-
back of requiring a working system, which has high complexity.
Multihoming is leading to enhancements in well-known protocols. Mobile IPv6
(MIPv6) [Johnson et al., 2011] is, to a large degree, the archetypical mobility man-
agement protocol for IPv6 networks. Maintaining established communications while
moving is similar to preserving established communications through outages in the
multihoming context. MIPv6 maintains established communications while a mobile
— 2 —
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node moves across networks. However, current MIPv6 does not fully support mul-
tihoming, as it assumes that the home address does not change during the mobility
management process. With such assumption, whenever there is a change in the home
address, e.g. a node with multiple prefixes in the home network, MIPv6 does not
support new addresses acting as the home address. Even if binding update messages
convey information in advance about alternative prefixes [de Launois and Bagnulo,
2006], this may not be enough to enable session survivability, as MIPv6 procedures
fail, since they rely on a single address. Considering the decreased multihoming sup-
port, several extensions have been specified to enhance the MIPv6 protocol. Multiple
Care of Address (MCoA) [Pan et al., 2008a] extends MIPv6 to allow the registration
of multiple addresses. The mobile node is always reachable at a unique permanent
IPv6 address (employed as an identifier) while several temporary addresses (Care of
Addresses) are used as locators to reveal the current network location of the node. The
specification of flow bindings [Tsirtsis et al., 2011a; Toseef et al., 2008] extends MIPv6
and MCoA specifications defining how multiple flows can be exchanged between two
nodes, in a multihoming context. This enables to bind a particular flow to a Care of
Address and use another address to receive information from other flows.
Mobile IPv6 (MIPv6) implementations are now available in operating systems and
network simulators. For instance, xMIPv6 [Yousaf and Bauer, 2013] is a simulation
model that implements MIPv6 in OMNeT++ and provides an accurate implementa-
tion of MIPv6 and related protocols, such as the Fast Mobile IPv6 (FMIPv6) [Koodli,
2008] or the Hierarchical Mobile IPv6 (HMIPv6) [Soliman et al., 2008]. Nonetheless,
xMIPv6 does not have support for MCoA or Flow Bindings. Implementation of Mo-
bile IPv6 and NEMO for Linux (UMIP) [Kuntz, 2013a] enable MIPv6 and MCoA pro-
tocols in Linux operating system [Kuntz, 2013b]. Moreover, there are others imple-
mentations of MCoA and Flow Bindings but they are not open to the research com-
munity [de la Oliva et al., 2011]. Indeed, there is a gap of MCoA implementations in
network simulators, that enable experiments with multihomed configurations. This
thesis introduces mCoA++, an implementation of MCoA, in the OMNeT++ simulator,
which is publicly available to the community.
Multihomed nodes have different ways of using the multiple interfaces. Optimiza-
tion techniques determine which paths are optimal considering multiple criteria, for
instance throughput, cost and energy. The NP-hard problem [Muscariello et al., 2009;
Xue et al., 2007] can be solved using network- or user-centric approaches. The for-
mer protects the network from high loads (i.e. high number of users), as selection is
controlled by the network. Nonetheless, it requires the involvement of all the access
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networks, introducing communications overhead and requiring cooperation between
users and networks. On the other hand, the user-centric approach is distributed as
selection is controlled by the user. This enables to include user preferences, decreas-
ing the complexity and avoiding communication overheads. Nonetheless, as users
can have ‘selfish’ behaviour, there is the risk of overloading the network [Charilas and
Panagopoulous, 2010].
Linear Programming (LP) [Hillier and Lieberman, 1995] and Multiple Objective
Programming (MOP) [Marler and Arora, 2004] techniques provide optimal solutions,
but increase complexity in terms of deployment. Moreover, for each problem or sce-
nario, a specific formulation needs to be derived, as optimization goals may be dif-
ferent. The optimal solution corresponds to the one with the best partial evaluations.
Other kinds of optimization mechanisms are efficient for network selection. For in-
stance, Markov based decision algorithms model optimization problems under the
assumption that the decision can follow a certain probability distribution [Zekri et al.,
2012]. Despite having accurate results, they have associated implementation issues.
Outranking Multiple Attribute Decision Mechanism (MADM) techniques [Figueira
et al., 2005] are considered techniques flexible enough to accommodate quantitative
and qualitative data, as the case of Analytic Hierarchy Process (AHP). MADM tech-
niques have been employed in distinct areas (e.g. logistics, computer science, safety,
health management) [Behzadian et al., 2012] and have low complexity. Moreover,
MADM are able to accommodate several criteria no matter the research problem as-
sociated [Zekri et al., 2012; Charilas and Panagopoulous, 2010]. In particular, the out-
ranking MADM techniques formulate optimization by scoring the multiple path alter-
natives. Indeed, the efficiency with the simplicity of such methods lead to a plethora
of MADM techniques.
Simple Additive Weighting (SAW) and Multiplicative Exponent Weighting (MEW)
are simple MADM techniques that combine multiple criteria and weights using sum
and product functions, respectively [Kaleem, 2012]. Nonetheless, they have issues,
such as weight inconsistency, as they do not consider properly the configuration of
weights. More robust MADM techniques include Technique for Order Preference by
Similarly to Ideal Solution (TOPSIS), Distance to Ideal Alternative (DiA) [Tran and
Boukhatem, 2008] and Novel Method based on Mahalanobis Distance (NMMD) [Lahby
et al., 2012], as they consider the distance to ideal solutions according to the criteria
type, if costs or benefits.
Multihoming cannot be analysed solely based on one metric, such as cost, and
cannot be attached to the specificities of a protocol, as well. Such kind of analysis does
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not provide a full evaluation of multihoming and may lack a general applicability if
based on a specific protocol.
Optimization techniques dealing with NP-hard problems cannot impose deploy-
ment concerns or introduce more complexity on networks that are getting each day
more complex to accommodate new services. Optimization can be formulated through
distinct techniques, such as LP and MADM. Flexible techniques like MADM that do
not require any adaptation between different scenarios are more interesting to future
networks. Nonetheless, several issues are pointed to these techniques such as the
ranking identification and ranking abnormality that compromise their accuracy and
efficiency.
The main goal of this thesis is the proposal of an efficient and flexible optimization
algorithm for multihoming that does not have the issues of MADM techniques. More-
over, such algorithm relies on the different goals, above-mentioned, that multihoming
solutions must pursue, namely resilience, ubiquity and load sharing. In addition, this
thesis has also been motivated by a framework to evaluate multihoming support in
different protocols, through the assessment of multihoming goals achievement.
1.2 Objectives and Contributions
The main goals of this thesis are to propose a mechanism to evaluate multihoming
support and a mechanism to optimize the multihoming experience of a node with
multiple interfaces or paths. The specific goals of the thesis include:
G.1 Enable objective evaluation of multihoming support, promoting the com-
parison between protocols, regarding the efficiency of the multihoming mech-
anisms.
G.2 Propose a mechanism that can optimize the multihoming experience of a
multi-interface or multi-path node. The optimization mechanism must include
the criteria that is employed in the multihoming evaluation mechanism and
must be efficient and without introducing hard-to-meet requirements.
Several contributions are associated with this thesis, as summarized in the follow-
ing subsections.
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Multihoming Taxonomy
The multihoming concept has been objectively defined to avoid misunderstandings
with related terms, such as multi-access. In addition, a state of the art has character-
ized multihoming support in terms of goals and distinguished the diverse multihom-
ing types, namely end-host, end-site and hybrid.
Multihoming evaluation framework
This contribution meets the G.1 goal, as a framework to assess multihoming support is
proposed. This framework considers multihoming goals, more specifically resilience
and ubiquity to determine how efficient a protocol is regarding its multihoming sup-
port.
The Resilience Evaluation Framework (REF) and the Ubiquity Evaluation Frame-
work (UEF) are frameworks that allow to assess resilience and ubiquity multihoming
goals.
Performance assessment of multihoming evaluation framework
The performance assessment of Resilience Evaluation Framework (REF) and Ubiq-
uity Evaluation Framework (UEF) was performed analytically. Diverse protocols have
been employed as study cases. For instance, the Stream Control Transport Protocol
(SCTP) [Eklund et al., 2009] has been studied regarding its resilience support with the
primary-backup protection model included in the native specification of SCTP.
In a comparative approach, MIPv6 and HIP protocols have been assessed regard-
ing their ubiquity support.
Multihoming aware optimization mechanism
MeTHODICAL is the optimization mechanism introduced in this thesis, to enhance
the multihoming experience of nodes with multiple interfaces/paths. MeTHODICAL
is a flexible optimization technique that enables optimal path selection by considering
multiple criteria and with a low computational complexity. Moreover, MeTHODICAL
follows a MADM approach, allowing users to specify weights for the diverse criteria
in an objective way.
MeTHODICAL has been integrated in the architectures of Combating Fire with
Multihoming and Mobility (CoFIMOM) and Trustworthy and Resilient Operations in
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a Network Environment (TRONE) projects to enhance communications in fire-fighting
scenarios and cloud environments, respectively.
Multiple Attribute Decision Mechanism accuracy evaluation framework
Outranking MADM techniques, such as DiA [Tran and Boukhatem, 2008] are often
evaluated subjectively or using methodologies that cannot be applied generically. This
thesis includes a MADM accuracy evaluation framework that is based on Design of
Experiments (DoE) [Sandanayake et al., 2008] to allow the objective comparison be-
tween different MADM techniques, relying on statistical properties, such as F-statistic
or coefficient of determination, R2.
Performance assessment of multihoming aware optimization mechanism
MeTHODICAL has been evaluated analytically using data collected in real scenar-
ios and has been assessed in a cloud testbed within the context of high-volume data
transfers.
The performance assessment of MeTHODICAL was based on objective metrics
that establish the correct ranking of paths and determine the required handover ra-
tios. Moreover, MeTHODICAL has been compared objectively with similar tech-
niques such as TOPSIS [Figueira et al., 2005] and DiA using the proposed MADM
accuracy evaluation framework.
Implementation to enhance multihoming support
One final contribution that is associated to this thesis is a set of implementations to
enhance multihoming support. In the TRONE project, an implementation of the op-
timization algorithm has been incorporated in the TRONE architecture. Indeed, the
optimization algorithm has been employed to reconfigure SCTP regarding the path
to use, when multiple addresses are available in a cloud context. The mCoA++ is an
implementation of the MCoA protocol, which extends the multihoming support of
MIPv6. This contribution has not been left on a closed community, but instead it has
been made public and available to the global research community.
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1.3 Thesis Outline
The following paragraphs, briefly introduce the outline of the thesis.
Chapter 2 is the foundation chapter for multihoming and related terminology. A
in-depth state of the art is provided in this chapter, where multihoming support in
diverse protocols of different network layers is analysed regarding multihoming goals
fulfilment.
Chapter 3, inspired on the previous chapter, introduces two evaluation frame-
works, to assess the multihoming support of a protocol. Specifically, REF establishes
the required formulation to assess the resilience support of a protocol. Moreover, UEF
evaluates to what extent a protocol supports ubiquity and thus, can be tailored for
Ubiquitous Computing (UbiComp) systems.
Chapter 4 addresses the optimization problem in multihoming contexts. A Multi-
homing aware optimization technique is specified in two distinct algorithms. First, a
criteria weighting algorithm is provided to allow user preferences mapping through
objective and consistent weights. Second, a path optimization algorithm is speci-
fied to enable optimal path selection. Indeed, path optimization, following a MADM
approach, is a flexible scheme that can be adapted easily to multihoming scenarios,
accommodate more multihoming and traffic performance criteria, without requiring
modifications in the optimization process.
Chapter 5 introduces a case of improving the multihoming support of the MIPv6
protocol. Such improvement, relies on a software implementation of the MCoA proto-
col, in the OMNeT++ simulator. Experimental results are also discussed, namely the
gain in VoIP quality regarding the multihoming support that MCoA includes.
The conclusions that emerged from the research work described in this thesis, are
outlined in Chapter 6.
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—In 1972, Tinker Air Force Base joined the
Net and [..] wanted redundant network
connections. Upon hearing this news, I
distinctly remember thinking “Ah, great
idea!” and a second later, thinking, “O *#@*
that isn’t going to work!”
John Day, Patterns in Network Architecture
2
Multihoming in IP Networks
THIS chapter presents the state of the art on Multihoming and Multiaccess inInternet Protocol (IP) networks. A comprehensive survey of protocols act-ing at different layers of the Transport Connection Protocol (TCP)/IP model
is presented. Furthermore, protocols with some kind of support for multihoming,
namely, end-host, end-site and hybrid multihoming are also analysed. An overview
of multihoming support in operating systems is also included, as well as implementa-
tion details in Operating Systems (OSes).
Multihoming support in the diverse protocols is analysed through a candidate’s
proposed taxonomy. This taxonomy considers multihoming goals fulfillment (i.e. re-
silience, ubiquity, load sharing, and flow distribution). This approach of analysing
multihoming support is more objective than other approaches that use only one met-
ric, such as cost [Richard, 2010], or which focus only on a subset of multihoming proto-
cols, such as [Shinta et al., 2006; de Launois and Bagnulo, 2006; Fekete and Ha¨ma¨la¨nen,
2009]. The following paragraphs, present the outline of each section, in the chapter.
Section 2.1 introduces terms used in the multihoming taxonomy. Concepts related
to multihoming are defined and end-host, end-site and hybrid multihoming types are
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characterized.
Section 2.2 presents design considerations for multihoming solutions and identi-
fies the goals that characterize multihoming. In addition, multihoming open issues
are also presented.
Section 2.3 highlights protocols supporting multihoming at the application layer
and discusses multihoming support in operating systems.
Section 2.4 overviews multihoming support of protocols acting at the transport
layer of the Internet protocol suite.
Section 2.5 depicts IPv6 mobility management protocols and their extensions to
enhance multihoming support. IPv4 mobility management procotols are excluded, as
they have limitations for future mobile networks.
Section 2.6 introduces protocols supporting end-host multihoming. Such kind of
protocols operate on end-nodes (i.e. user devices) and implement mechanisms to sup-
port multihoming on their own.
Section 2.7 introduces protocols supporting end-site multihoming. With this type
of protocols, multihoming is enabled with network assistance.
Section 2.8 provides an overview of hybrid multihoming protocols. These pro-
tocols merge functionalities from end-host and end-site multihoming approaches, to
enable multihoming by allowing end-nodes to take decisions with the assistance of
network. The chapter concludes with Section 2.9.
2.1 Multihoming Types and Concepts
This section introduces concepts related with multihoming, such as multiaddressing,
multiaccess and overlapping networks. In addition, three different types of multihom-
ing are characterized, namely end-host, end-site and hybrid multihoming.
2.1.1 Concepts
Multihoming is associated with other concepts, including multiaddressing, overlap-
ping networks, multiple interfaces and overlay routing. Multiaddressing, for example,
corresponds to a configuration in which multiple addresses are assigned to a given
host based on prefixes advertised in different connections [Bagnulo et al., 2006]. Over-
lapping networks correspond to networks that are configured in a way that there is
a common area of coverage. Typically, mobile end-nodes connecting to these (over-
lapping) networks must have multiple interfaces, each one specific to the technology
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Multihomed Host
IF 1 IF 2
prefix 3prefix 1
prefix 2
legend: IF - interface
IF n
prefix n
...
Figure 2.1: Multihomed host
sustaining the respective network [Blanchet and Seite, 2011]. Overlay routing is asso-
ciated with inter-domain routing techniques that improve fault-tolerance, and is only
applied in an end-site context. Throught this thesis Multihoming is used as per Defi-
nition 2.1.
Definition 2.1 (Multihoming)
Multihoming is an entity (host or network) configuration that has several first-
hop connections to a given destination. Such connections can be accommodated
through single or multiple (physical or logical) network interfaces.
Alternative definitions consider multihoming as the availability of two or more
connectivity providers to offer fault tolerance and traffic engineering capabilities [Bag-
nulo et al., 2006]. Or simply, a host is considered multihomed if it has multiple IP
addresses [Braden, 1989].
2.1.2 End-host Multihoming
End-host multihoming is defined according to Definition 2.2.
Definition 2.2 (End-host multihoming)
End-host Multihoming is an host entity configuration that has several first-hop
connections to a given destination and employs its own mechanisms to select con-
nection(s).
A multihomed host with different interfaces (logical or physical) is depicted in
Figure 2.1. In addition, each interface can have different network prefixes configured.
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For instance, interface IF 1 has been assigned two prefixes, namely prefix 1 and prefix 2.
Moreover, the host can have multiple physical interfaces which have been associated
with a single prefix, as is the case of IF 2 and IF n with prefix 3 and prefix n, respectively.
This configuration is possible when virtual interfaces are assigned to a physical inter-
face, as depicted in Listing 2.1. Prefix and address terms are used here interchangeably.
From an end-host perspective, a multihomed host has multiple prefixes configured on
the links it connects to, thus having the possibility to explore several paths to reach a
peer, as each prefix is normally advertised by different access routers.
List 2.1: Example of IPv6 aliases configuration for FreeBSD
i f c o n f i g i f 1 i n e t 6 2001 : db8 : 1 : : 1 / 4 8 a l i a s
i f c o n f i g i f 1 i n e t 6 2001 : db8 : 1 : : 2 / 4 8 a l i a s
2.1.3 End-site Multihoming
End-site multihoming is defined according to Definition 2.3.
Definition 2.3 (End-site multihoming)
End-site Multihoming is an network entity configuration that has several first-hop
connections to a given destination.
Service 
Provider 
1
Service 
Provider 
2
Multihomed network
MR 1 MR 2
prefix 2
prefix 1 prefix n prefix 3
legend:
MR - Mobile Router
Figure 2.2: Multihomed network
End-site multihoming is defined in Definition 2.3, and corresponds to a site using
multiple connections to the Internet to increase network reliability or improve perfor-
mance [Abley et al., 2003; Dhraief and Montavont, 2008]. End-site multihoming first
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came up in the context of ARPANet back in 1972 due to the desire to have redundant
network connections, thus allowing for more robust network operation [Day, 2008].
Figure 2.2 illustrates a multihomed site, which has connections to two service
providers. A multihomed network can have multiple routers, such as, for example,
MR 1 connecting to Service Provider 1 and MR 2 connecting to Service Provider 2.
Moreover, a single router can have several external interfaces that connect to the same
or different service providers, as the example of MR 1.
Different perspectives can be followed to consider a mobile network as multi-
homed [Ng et al., 2007a; Ernst and Charbon, 2004; Choi et al., 2006]. The First ap-
proach, the ownership-oriented approach that takes into account the ownership of
the Home Agent (HA) and Mobile Routers. A mobile router is defined as an entity
providing Internet access to the multihomed network, as mentioned above. If these
network elements are controlled by a single entity, this is called the Internet Service
Provider (ISP) model, otherwise it is referred to as the Subscriber/Provider model.
Second, the problem-oriented approach considers the number of home agents and
network prefixes advertised. Finally, the configuration-oriented approach considers
different parameters such as the number of home agents, the number of prefixes avail-
able and the number of Collocated Care of Addresses (CCoAs).
2.1.4 Hybrid Multihoming
Hybrid multihoming is considered throughout the thesis according to Definition 2.4.
Definition 2.4 (Hybrid multihoming)
Hybrid Multihoming is an entity configuration that has several first-hop connec-
tions to a given destination, which require cooperation between nodes and net-
work for an efficient operation.
Hybrid Multihoming mixes both end-host and end-site characteristics, but requires
the participation of end-host and network entities (e.g. servers) for full multihoming
support. Most current proposals are hybrid multihoming solutions that target issues
on networks, such as routing scalability, but at the same time also address drawbacks
of the current TCP/IP architecture, such as the dual role of IP address (identifier and
locator). According to Figure 2.3, MH1 is a multihomed host, but multihoming man-
agement requires support from the network (server) to maintain the location informa-
tion, so that other end-hosts in the Internet can communicate with MH1.
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Figure 2.3: Hybrid multihoming scenario
2.2 Designing for Multihoming
This section introduces the overall goals that current and future multihoming solu-
tions ought to pursue. Open problems and current solution space in this research area
are also presented.
2.2.1 Goals
Multihoming has gained attention over the last few years [Espi et al., 2009], due to the
potential benefits it can provide. In particular, multihoming solutions aim to achieve
the following goals: R-Resilience, U-Ubiquity, L-Load balancing/sharing and F-Flow
distribution.
The diversity of multiple interfaces/paths can improve resilience as upon a fail-
ure of one interface/path, another one can be employed to provide connectivity. For
instance, as mentioned above, a primary-backup model is adopted by Stream Control
Transport Protocol (SCTP) [Budzisz et al., 2008]. That is, if the primary path fails,
the backup path can be used seamlessly without causing any application-layer service
interruption. Multiple network interfaces, in particular when used in a mobile and
wireless network environment, enable ubiquitous access to the Internet over differ-
ent media.
Load sharing goes one step further than the primary-backup model, as multiple
interfaces/paths can be used simultaneously to improve throughput, as for instance
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to enable concurrent multiple transfers in SCTP [Iyengar et al., 2006].
Flow distribution, or flow stripping, offers even finer granularity than load shar-
ing. Flow distribution is the ultimate goal to achieve, as it implicitly means that all
previous goals are also attained. Flows are stripped, perhaps even dynamically, ac-
cording to policies and preferences aiming to reduce cost, optimize bandwidth use,
and minimize the effect of bottlenecks to delay-sensitive applications, among others.
2.2.2 Open Issues
As multihoming aspects are introduced in current specifications of the IP architecture,
there are still several issues that need to be addressed [Montavont et al., 2008; Blanchet
and Seite, 2011].
The first problem relates to default gateway mechanisms. Current specifications
use a default gateway to assure connectivity to the network. Such a mechanism in-
troduces limitations in the exploration of multiple connections, as flows cannot be
forwarded across different connections to meet user requirements (e.g. load balanc-
ing). A simple solution is to use static routes, on a flow or destination granularity, but
this type of approach is not scalable and it is difficult to manage in practice.
A second issue is related with configuration parameters. Network nodes, run-
ning IPv4 or IPv6, receive specific configurations for each active connection via the
Dynamic Host Configuration Protocol (DHCP) [Droms, 1997], Router Advertisement
(RA) [Hagen, 2006] or other mechanisms. In these scenarios, issues such as split Do-
main Name System (DNS) might occur since there is no binding mechanism between
the resolution name and the destination. Split DNS refers to the case of getting differ-
ent name resolution results depending on which of the available network interfaces
is used to issue the DNS lookup. Solutions to overcome these issues rely on merging
interface-specific to node configurations to avoid conflicting result sets, as is the case
with name resolution in private networks.
Failure detection also poses restrictions on multihoming support. Current failure
detection mechanisms do not perform well as they mainly rely on timers. For instance,
existing RAs do not detect failed links on the failure event, but only on the failure of
an event advertisement, which relies on timers. A solution to mitigate such problem is
to use cross-layer information, such as link layer events to detect network attachment
[Krishnan et al., 2007] and loss of connectivity.
Path exploration mechanisms introduce performance constraints limiting multi-
homing support. Reachability between pairs of addresses must be reactive, and re-
duce the overhead of signalling procedures. For instance, one strives to reduce the
— 15 —
2. Multihoming in IP Networks
number of messages (and payload size) necessary to detect that a path is congested or
is not reachable at all [Fitzpatrick et al., 2009].
Another problem with multihoming is related with path selection. As available
and working paths are identified, upper-layers (e.g. applications) should become
aware of such path diversity. The introduction of multiple addresses raises source ad-
dress selection issues, as upper layers need to select the right source address to deliver
data to the corresponding path. A standard solution to perform source address selec-
tion is still missing. Ingress filtering requires compatibility with other mechanisms,
such as source-address selection. If the source address is not properly assigned to
the respective link, existing filtering processes will discard these packets. Solutions to
overcome this limitation include source-based routing mechanisms, or routing based
on interface-scoped sets, instead of node-scoped. In the former, routing is based on the
source address and not on the traditional destination address. In the latter, routing is
performed based on the interface characteristics to meet the application requirements.
Rehoming corresponds to the process of diverting existing sessions from one path
to another. Existing flows need to be redirected to a new path or, if such flow redirec-
tion is not supported, new sessions must be established. Protocols like Site Multihom-
ing by IPv6 Intermediation (SHIM6) [Nordmark and Bagnulo, 2009] or SCTP [Stewart,
2007] provide mechanisms that introduce support for rehoming.
Locator-identifier split approaches extend multihoming support by separating the
roles of an IP address. Nevertheless, such approaches are not devoid from multihom-
ing issues. Mechanisms to efficiently select a locator can be hard to implement or even
introduce incompatibility in the fulfillment of multihoming goals (e.g. resilience and
load balancing). If these approaches do not support dynamic capabilities negotiation
they may not adapt to mobile environments or end up with scalability issues.
Security is another important issue in multihoming architectures, as they can in-
troduce new security threats, like “time-shifting” attacks, which affect proposals that
adopt the locator-identifier split approach [Bagnulo et al., 2006]. As locators change
during communications, an attacker does not need to be always present in the path
between a source and a destination host. This kind of attack is similar to the man-in-
the-middle one, as the attacker can inform a destination host that the real source can
be found at a location different than the legitimate one and controlled by the attacker.
2.2.3 Multihoming Design Considerations
Architecture proposals for multihoming addressing issues such as failure detection,
security, path selection and default gateway choice [Rathnayake et al., 2010; Blanchet
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and Seite, 2011], should consider different design guidelines to meet multihoming
goals. Briefly, design considerations include adopting a locator-identifier split ap-
proach for end-host, end-site and hybrid multihoming. Moreover, support at the net-
work level, by modifying site exit routers, is required for end-site and hybrid multi-
homing approaches.
The first guideline that should be considered relates to locator-identifier split.
Conventional IP architectures assume that transport layer endpoints are the same en-
tities as those used by the network layer. Thus, multihoming support based on a
locator-identifier split requires that the transport layer identity is decoupled from the
network layer locator in order to allow multiple forwarding paths to be used by a sin-
gle transport session. Different approaches can be considered [de Launois and Bag-
nulo, 2006], either by modifying an existing protocol or by introducing a new layer.
With the latter approach, upper layer protocols (e.g. applications) use endpoint iden-
tifiers to uniquely identify a session while the lower layer protocols (e.g. network)
employ locators. If this approach is used, a mapping between an identifier and a lo-
cator is necessary. In principle, this mapping can be maintained at any layer of the
protocol stack. One reasonable choice is to place this functionality between the trans-
port and the application layers, so that applications would interface with the endpoint
identity protocol stack element through an Application Programming Interface (API).
A second approach is to place a new layer between the transport and the network
layers. With the modified layer approach, an existing layer can be adapted to perform
the mapping between identifiers and locators. For instance, if the transport layer func-
tionalities are modified, a set of locators can be bound to a session, and the locator is
communicated to a remote entity. On the other hand, if the network layer is modi-
fied, there are two ways to achieve the desired functionalities. The first is by rewriting
the packet header and the second is by using encapsulation to perform packet header
transformation.
Another consideration for end-site and hybrid multihoming includes the modifica-
tion of a site exit-router. End-site multihoming can be assured by a network element.
For instance, an exit-router can perform packet rewriting for a given locator of a cor-
respondent node. Nevertheless, this type of approach raises security concerns, which
might be difficult to overcome. Redirection attacks are such an example, which may
compromise routing, since packets for a destination can be redirected to any location
[de Launois and Bagnulo, 2006; Fekete and Ha¨ma¨la¨nen, 2009].
Scalability is of essence in any network architecture and multihoming is not an ex-
ception. Multihoming architectures should be scalable and need to strive to minimize
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the impact on routers and end hosts. Basic connectivity must be always provided. If
any modification is required it should be in the form of logically separating added
functions from existing ones [Espi et al., 2009].
Security is also paramount for future architectures. Multihoming proposals should
not introduce new security threats. For instance, multihoming solutions should be re-
silient to redirection attacks that compromise routing, new packet injection attacks
(malicious senders can inject bogus packets into the packet stream between two com-
municating peers) and flooding attacks, which are normally associated with Denial of
Service attacks [Fekete and Ha¨ma¨la¨nen, 2009].
2.3 Operating Systems and Applications
This section is devoted to the support of multihoming in proposals acting at the ap-
plication layer and in operating systems. For instance, Name Based Sockets (NBS)
[Ubillos et al., 2010] represents a change of paradigm on how applications see the
information of layers bellow. Moreover, as presented in subsection 2.3.2, server appli-
cations incorporate mechanisms to support multiple interfaces or multiple paths.
2.3.1 Protocols at Application layer
This subsection discusses two application-layer protocols, namely Session Initiation
Protocol (SIP) and NBS.
2.3.1.1 Session Initiation Protocol
SIP [Rosenberg et al., 2002] is a session protocol that enables mobility at the application
layer. SIP employs a Universal Resource Identifier (URI) to represent the user identity
connected to a SIP domain. Sessions, therefore, are bound to the URI and not to an IP
address. On mobility events, the user sends a binding update message that renews the
mapping in the SIP server (URI to IP address). In this case, communication proceeds,
as the URI is used to identify the user during the entire session. One drawback of
SIP is that it is intended for User Datagram Protocol (UDP) applications. Thus, TCP
applications cannot have the support of SIP in mobility events [Jain et al., 2012], as the
change of IP address leads to the termination of connections. Some proposals mitigate
this issue by combining SIP with Mobile IP [Seta et al., 2007].
Another drawback of SIP relates to the privacy of user IDs. PrivaSIP [Karopoulos
et al., 2010] enables the protection of caller and caller’s IDs by the use of cryptogra-
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phy. Further, the media multihoming proposal [Verma, 2012] combines SIP with SCTP,
enhancing multihoming support, to improve resilience. Nonetheless, in this last pro-
posal the information provided is not sufficient to enable its implementation.
2.3.1.2 Name Based Sockets (NBS)
The NBS proposal [Ubillos et al., 2010] introduces a novelty that in a sense facilitates
multihoming. Applications only use domain names, while IP addresses (e.g. selec-
tion, discovery) are managed by the operating system. Such functionality is proposed
as an extension to the socket API. Nodes communicating with each other, initially
exchange names, in a piggyback scheme. The first packets convey the name on an
IP-Option/IPv6 extension header. A receiver node, upon detecting such option, adds
its name in the reply packets. The name can be based on a Fully Qualified Domain
Name (FQDN), on ip6.arpa (host interface address) or nonces (session identifiers).
The ports rely on service keywords attributed by the Internet Assigned Numbers Au-
thority (IANA) (e.g. http for port 80).
The Name Based Sockets proposal can be combined with other protocols, such as
SHIM6 to enable mobility [Xu et al., 2010]. Nevertheless, it requires node modifica-
tions and removes the possibility of applications to use multiple addresses according
to their own requirements. This proposal did not attain enough support in Internet
Engineering Task Force (IETF) standardization. Nonetheless, it has the advantage of
not requiring new infrastructure to be deployed [Ming et al., 2012].
Table 2.1: Multihoming support in application-layer protocols.
MH-Multihoming, OS-Operating System.
Protocol
MH Goals
Strengths Flaws
Implementation
R U L F Simulators OS
SIP X
√
X X Widely
available.
Resilience can
be supported.
No flow
distribution
capabilities.
Yes Yes
NBS X
√
X X Resilience can
be supported.
Not
standardized.
– Linuxa
a [Ming et al., 2012]
Table 2.1 summarizes multihoming support in application-layer protocols. SIP
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enjoys widespread implementation, efficient mobility support, and can be extended
to also support resilience. Such extension relies on the combination of SIP and SCTP.
The same logic applies to NBS, that can support resilience if combined with SHIM6.
But, in contrast to SIP, NBS represents a new concept and introduces modifications
that may hinder its widespread implementation.
2.3.2 Operating Systems and Server Applications
Although most mobile devices have very rudimentary mechanisms for heterogeneous
network access selection and management, modern operating systems have connec-
tion managers to select the best path for applications based on preference sets (e.g.
cost, bandwidth) [Wasserman and Seite, 2011]. Others explore techniques similar to
IP aliasing to support multiple IP addresses due to the different (physical/virtual) net-
work connections [IBM, 2001]. IP network multi-pathing (IPMIP) [SUN, 2009] extends
the functionality of IP aliasing techniques by providing interface failure detection and
by offering load sharing in systems with multiple interfaces.
Linux supports multipath routing by allowing the specification of multiple next
hops for a given destination. The motivation for multipath routing can include toler-
ance to failures (using a backup route) or load sharing to increase throughput [Ben-
venutti, 2005]. While simple reliability can be based on the specification of several
routes with different weights, load balancing requires more advanced mechanisms
that can be based on identical weights such as the implemented Equal Cost Multipath
(ECMP) algorithm [Hopps, 2000]. The distribution of traffic, under multipath config-
uration, is based on routing cache entries to distribute traffic according to different
algorithms, such as Weighted Round Robin. In FreeBSD 8.0, the routing infrastructure
was modified to split layer2 (L2) and L3 information [Li and Macy, 2009]. This split
introduces benefits that facilitate the utilization of parallel computing and introduce
support for ECMP.
Server applications such as DHCP and File Transfer Protocol (FTP) can be config-
ured according to the sets of each subnet a host can connect to. For instance, vsftpd,
an FTP daemon, can be configured for multiple FTP domains [RedHat, 2013b]. Both
approaches have drawbacks, since this kind of configuration requires IP addresses for
each FTP domain and a multihomed DHCP server can perform differently for each
network [RedHat, 2013a]. Apache, a web server, provides support for multihoming
via virtual hosts [Foundation, 2013] that give the possibility of hosting several domains
on a single physical machine. Domains can be identified on a name or IP configuration
basis. In the last approach, a virtual host is configured based on a server IP address.
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A clear distinction between Apache and vsftpd is that in the former configuration is
centralized and not split on a domain basis.
2.4 Multihoming and Transport Protocols
An overview on multihoming support at the transport layer is presented in this sec-
tion. This overview includes proposals standardized by IETF, and non-standardized
proposals. Proposals like TCP Multi-Home Options [Matsumoto et al., 2003], Multiple
TCP Fairness [Tse, 2006], among others, are grouped in a subsection and is included in
this overview primarily for historical reasons, as many of these proposals have been
pioneers in the introduction of multihoming support in transport protocols. Other
proposals like Proxy-based Inverse Multiplexer (PRISM) [Kim and Shin, 2007] include
a complete architecture to support multihoming, but changes act at the transport layer.
Standardized solutions include Multipath Transport Control Protocol (MPTCP) [Ford
et al., 2011, 2013], SCTP [Stewart, 2007] with respective extensions and Datagram Con-
gestion Control Protocol (DCCP) [Kohler et al., 2006].
2.4.1 Non-Standard TCP-based Proposals
With TCP Multi-Home Options [Matsumoto et al., 2003], TCP peers first negotiate
the multihoming permitted option. During connection establishment, the path based
on the current address is marked as the primary path. As soon as the primary path
is established, the multihoming Add and Delete options may be used to convey local
address information from the sender to the destination. Then, on the reception of a
multihoming option, all paths that can be created are registered. If the option cor-
responds to Delete, paths are unregistered after a certain amount of time. Although
the proposed scheme attempts to enhance TCP with multihoming support, it mainly
focuses on increasing resiliency to path failures, by capitalizing on the availability of
different network interfaces. The scheme does not enable bandwidth sharing between
different paths or applications [Qureshi and Saleem, 2007].
With Multiple TCP Fairness [Tse, 2006] an application may employ multiple TCP
instances to stripe packets across all available paths. The issue with this approach
resides on the independency of each path. For instance, it is hard to guarantee that
the multiple TCP instances do not displace more bandwidth on a single link as a sin-
gle TCP instance over the path would take. In other words, a “fairness” issue arises
as greedy applications employing more than one TCP connection in parallel receive
a larger portion of what is their fair share of network resources. The Multiple TCP
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Fairness proposal allows multiple TCP instances but ensures that an application does
not take a disproportionate share of the available bandwidth. As such, the proposal
introduces bi-level congestion control mechanisms which feature a single “master”
congestion control mechanism to determine the overall sending rate and appropriate
it to different number of subflows, which run their own congestion control procedures.
“TCP fairness” introduces overhead in TCP operation.
FAST TCP [Wei et al., 2006] is a TCP variant that significantly improves the pro-
tocol’s performance especially over high-speed long-distance connections. FAST TCP
employs a delay-based congestion algorithm. An extension to FAST TCP [Arshad and
Mian, 2008] is proposed to support multihoming and improve end-to-end through-
put. Multihoming support is based on different functionalities, which include sender
and receiver mechanisms and Selective Acknowledgements (SACKs). At the sender,
for each available path, there is a window control mechanism to estimate Round Trip
Time (RTT) and keep track of sent and acknowledged packets. The window control
mechanisms are required on a per interface basis, since different bandwidth and de-
lay conditions may exist. A drawback with the FAST TCP multihoming mechanism
is its susceptibility to throughput problems, namely, network congestion situations on
the path from destination to source. One-way congestion measurement is proposed
to avoid erroneous RTT estimates [Arshad and Mian, 2008]. Moreover, different paths
can have diverse RTT values leading to unfair share of resources [Belhaj and Tagina,
2008].
TCP Extension for Using Multiple Network Interfaces Simultaneously (TCP
EUMNIS) [Valdovinos and Diaz, 2009] extends TCP to support simultaneous connec-
tions on heterogeneous interfaces. This extension modifies the TCP connection setup
to allow multiple addresses. In addition, it introduces a new TCP option to maintain
compatibility with existing TCP proposals.
Table 2.2 compares non standard tranport protocols with TCP and UDP. TCP
Multi-Home Options [Matsumoto et al., 2003] introduces new TCP options in mes-
sages to add and remove addresses, that can be used to reach a particular destination,
employing a primary-backup model. TCP Fairness [Tse, 2006] introduces support
for multi-priority flows and specific congestion control mechanisms using a bi-level
congestion control framework under the management of a master process. Different
control mechanisms enable the support of multiple paths, nevertheless with a consid-
erable delay in the probing of the different paths (e.g. in terms of RTT). The FAST
TCP multihoming approach [Wei et al., 2006] introduces sender and receiver mecha-
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Table 2.2: Multihoming support in non standard transport protocols.
MH-Multihoming, OS-Operating System, Sim.-Simulators.
Protocol
MH Goals
Strengths Flaws
Implementation
R U L F Sim. OS
UDP X X X X Fast and
widely
available.
No
Multihoming
support.
Yes Yes
TCP X X X X Reliable and
widely
available.
No
Multihoming
Support.
Yes Yes
TCP
Multihome
Options
√
X X X Simple
implementa-
tion.
Not
standardized.
OMNeT++a –
TCP Fairness
√
X
√
X Support
multiple
paths inde-
pendently
Overhead in
the probing
process. No
public imple-
mentation
In ns2b –
FAST TCP
Multihom-
ing
√
X X X Available
implementa-
tion.
Issues with
heteroge-
neous
paths.
In ns2c –
TCP
EUMNIS
√
X X X Simultaneous
Paths.
No Mobility
support.
– –
a [Qureshi and Saleem, 2007] b [Tse, 2006] c [CUBINLab, 2007]
nisms (specific congestion control) and SACKs. The concentration of mechanisms at
the sender and receiver sides poses some issues with heterogeneous links. TCP EUM-
NIS [Valdovinos and Diaz, 2009] is an extension that enables the concurrent usage of
paths in TCP, but has not entered in the standardization track.
2.4.2 PRISM
Proxy-based Inverse Multiplexer (PRISM) [Kim and Shin, 2007] is a proposal to im-
prove TCP performance over wireless networks by capitalizing on collaborative mul-
tihomed mobile nodes. In such an environment, TCP performance can often be dra-
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matically degraded due to packet reordering and heterogeneity of wireless links.
ADAS
DB GRE
RPC
TCP with 
PRISM
IP
MAC/PHY
Members
legend:
ADAS - Adaptive Scheduler                      DB - Database
GRE - Generic Routing Encapsulation     RPC - Reverse Path Controller
Receiver
ProxySender
M1
M2
M3
WLAN
Mobile Community
Figure 2.4: PRISM architecture
PRISM, illustrated in Figure 2.4, uses a proxy for routing, and is responsible to
stripe each TCP flow over multiple links. In addition, the server (proxy) includes
congestion control mechanisms to avoid packet loss. Besides the TCP mechanisms,
mobile nodes can be organized in a community-like network in order to share connec-
tions. Although PRISM may have great potential, the reliance on a gateway/proxy
node can be a concern. For example, despite providing support for simultaneous use
of different paths, PRISM requires nodes to trust on the proxy server, which rises se-
curity issues. Moreover, upon a proxy failure, nodes cannot employ the advanced
mechanisms provided by PRISM. Also as resources are shared between nodes in a
community, mechanisms to guard against malicious or abusive users must be put in
place, but this is not addressed [Kim and Shin, 2007].
2.4.3 MultiPath TCP
Multipath Transport Control Protocol (MPTCP) [Ford et al., 2011, 2013] allows the
simultaneous use of diverse paths that can exist between a sender and a receiver.
MPTCP represents the most recent efforts that the IETF has promoted to enhance the
TCP capabilities to handle multiple addresses. The goals of MPTCP include through-
put and resilience improvement by performing resource pooling, on which multiple
addresses can be joined transparently to applications. MPTCP divides the transport
layer into two sublayers, the MPTCP sublayer providing ordering of application data
and reliability, congestion control and path management (detect multiple paths), and
the subflow sublayer that assures reliable delivery of data, working as standard TCP.
Initially MPTCP, establishes a connection setup and if multiple addresses exist, addi-
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tional subflows are added to the initial established connection. When establishing a
connection, peers exchange their capabilities in terms of MPTCP support and, in ad-
dition, specific options are introduced to allow the creation of subflows or to inform
about new configured addresses.
The Multipath TCP API [Scharf and Ford, 2013] allows MPTCP-aware applications
to control MPTCP. Through the API, applications can activate or deactivate MPTCP for
certain data transfers, can query MPTCP regarding the addresses used on the MPTCP
subflows, obtain the connection identifier and restrict MPTCP binding to a set of ad-
dresses. Nevertheless, the proposed API does not allow management of paths or sche-
duling of data.
2.4.4 Stream Control Transport Protocol and Extensions
The Stream Control Transport Protocol (SCTP) is a connection-oriented protocol de-
signed to assure reliable signalling and transport [Stewart, 2007]. SCTP distinguishes
itself from earlier proposed transport protocols due to its native support for multi-
homing, which allows, for instance, hosts to use all available IP addresses.
The multihoming support of SCTP is based on several mechanisms [Siddiqui and
Zeadally, 2006]. First, address management at association setup, during which a node
informs its peers about its IP addresses .Associations include information from the
verification tag field of the SCTP common header and a checksum field, which allows
the verification of the association a packet belongs to. Second, path and peer moni-
toring so-called HEARTBEAT chunks are employed to monitor peers and path status
(active or inactive). Finally, for path selection, as the association setup proceeds, an
active path is chosen as the primary path. SCTP uses Selective ACKs (SACKs) mecha-
nisms to improve RTT estimation. The detection of a path failure is based on timeout
and retransmission approaches [Charoenpanyasak and Paillassa, 2007].
The SCTP API [Stewart et al., 2011] allows associating an SCTP endpoint with mul-
tiple addresses. The SCTP API includes support for connection-less features (e.g. as
UDP) to allow the control of multiple associations (a one-to-many mode), and support
for connection-oriented features (e.g. as TCP). Applications can get information from
the SCTP data, such as used addresses and status of each association. Another option,
is that applications can subscribe to events and notifications. For instance, they can
be notified when an association is established, or when there is a modification in the
addresses of an association.
Mobile SCTP (mSCTP) [Stewart et al., 2007] extends SCTP to support mobile envi-
ronments. mSCTP allows dynamic address reconfiguration by modifying IP addresses
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that were negotiated during the SCTP association setup. Such support is specified
with new message types that contain the IP address and parameters to indicate the op-
eration to perform, namely add, remove or modify the primary address. mSCTP can
be employed by fault-intolerant applications, which require fast recovery. Different
proposals extend mSCTP to allow different metrics for network selection [Fitzpatrick
et al., 2009].
Concurrent Multipath Transfer (CMT) [Iyengar et al., 2006] adds simultaneous
data transfer capabilities across multiple paths to SCTP. CMT addresses some per-
formance issues of SCTP, such as unnecessary fast retransmission at the sender and
increased ACK traffic due to fewer delayed ACKs. If the available paths have unbal-
anced delay or bandwidth, an SCTP receiver can experience packet reordering, which
will consequently lead to fast retransmission at the sender. CMT mitigates these is-
sues by introducing modifications in the SCTP specification. A receiver delays the
ACKs, instead of immediately acknowledging out-of-order packets. Packet loss mea-
surement, besides considering SACKs, also employs historical information. Moreover,
the connection window, cwnd, is updated according to the path conditions. CMT still
needs to mitigate RTT issues due to the different paths characteristics.
2.4.5 Datagram Congestion Control Protocol
Datagram Congestion Control Protocol (DCCP) [Kohler et al., 2006] is an unreliable
transport protocol that can employ different profiles to control data congestion, also
known as Congestion Control IDentifier (CCID) profiles. For instance, CCID2 is a pro-
file that exhibits a TCP-like behaviour [Floyd and Kohler, 2006], while CCID4 [Floyd
and Kohler, 2009] can be used by applications that want to follow a TCP-friendly rate
control but are bound to use small packets.
DCCP does not support multihoming natively. A multihoming extension to DCCP
has been proposed [Kohler, 2006], but it did not advance within the IETF standardiza-
tion track. The extension introduces multihoming and mobility support by grouping
multiple transport connections into a single application level entity (also called gener-
alized connection). While applications only see one socket, transport connections can
be transferred from one address to another. This requires extra information during the
handshake. First the generalized connection identifiers are set between the peers and,
on a second stage, transport connections are added to the generalized connection, via
the DCCP request message. Nonetheless, multihoming and mobility support is lim-
ited, since there is no support for simultaneous movements or load sharing between
the different connections [de Launois and Bagnulo, 2006].
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Table 2.3: Multihoming support in transport protocols.
MH-Multihoming, OS-Operating System, Sim-Simulators.
Protocol
MH Goals
Strengths Flaws
Implementation
R U L F Sim OS
MPTCP
√
X
√
X Compatible
with TCP.
Security
concerns.
ns2a,
htsimb
Linuxc
PRISM
√
X
√ √
Flow dis-
tribution
according
to links.
Security
Issues.
ns2d Linuxd
SCTP
√
X X X Supports
multiple
paths
natively.
No
mobility
support.
ns2,
OMNeT++e
multiplef
mSCTP
√ √
X X Advanced
mobility
support.
No simul-
taneous
use of
paths.
– FreeBSDf
CMT
√
X
√
X Load
sharing
support.
Issues with
heteroge-
neous
paths.
ns2f FreeBSDf
DCCP
extension
√ √
X X Supports
multiple
addresses.
Limited
mobility
support.
ns2g Only DCCP
a [Nishida, 2010] b [UCL, 2012] c [networking Lab, 2012] d [Kim and Shin, 2007] e [INET, 2012]
f [Franken, 2013] g [Dedu, 2013]
Table 2.3 summarizes the main characteristics of the aforementioned transport
protocols support for multihoming, listing the respective strong and weak aspects and
evaluates the attainment of the multihoming goals of TCP, SCTP and DCCP derived
proposals. DCCP and UDP, due to their unreliable nature, do not support multihom-
ing efficiently or have limited support.
Standard TCP is being extended by Multipath TCP (MPTCP) to support multi-
ple paths using centralized congestion control mechanisms. Despite the plurality of
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proposals to enhance TCP features for better multihoming support, only MPTCP ad-
vanced in the IETF standardization track. PRISM [Kim and Shin, 2007] introduces a
network element, acting as a proxy, that stripes flows over multiple links. Such an ap-
proach, however, does not work if the proxy experiences a failure, introduces security
issues, and does not support mobility.
Another transport protocol with native multihoming is SCTP [Stewart, 2007] that
supports multiple IP addresses which are negotiated during the association phase,
establishing primary and secondary paths. Notwithstanding, SCTP does not support
dynamic update of addresses that occur on mobility events. Mobile SCTP [Stewart
et al., 2007] addresses such limitation. Others, such as CMT [Iyengar et al., 2006],
enhance SCTP to support the simultaneous use of different paths.
2.5 Multihoming and Mobility Management
This section overviews multihoming support in IPv6-based protocols, namely Mobile
IPv6 [Kong et al., 2008], Proxy Mobile IPv6 (PMIPv6) [Kong et al., 2008] and respec-
tive extensions. IPv4-related protocols are left out of scope as their solutions for mul-
tihoming are less scalable and not forward-looking (e.g. future support for mobility
with IPv4 is limited).
2.5.1 Mobile IPv6
MIPv6 [Kong et al., 2008] is, to a large degree, the archetypical mobility management
protocol for IPv6 networks. Maintaining established communications while moving
is similar to preserving established communications through outages in the multi-
homing context. MIPv6 maintains established communications while a mobile node
moves across networks. However, current MIPv6 does not fully support multihoming,
as it assumes that the home address does not change during the mobility management
process. With such an assumption, whenever there is a change in the home address,
e.g. a node with multiple prefixes in the home network, MIPv6 does not support new
addresses acting as the home address. Even if binding update messages convey infor-
mation in advance about alternative prefixes [de Launois and Bagnulo, 2006], this may
not be enough to enable session survivability, as MIPv6 procedures fail, since they rely
on a single address.
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2.5.2 Proxy Mobile IPv6
Proxy Mobile IPv6 (PMIPv6) [Kong et al., 2008] is a network mobility management
protocol designed to assist IPv6 mobile nodes that do not have functionality to support
mobility management. PMIPv6 introduces two entities, namely the Local Mobility
Anchor (LMA), which acts as the home agent of the Mobile Node; and the Mobile
Access Gateway (MAG) which is an access router capable of managing the signalling
for a mobile node attached to its link.
PMIPv6 supports multihoming according to the configuration of prefixes and ad-
dresses. The configuration scenarios can include a unique prefix per interface, a unique
address or a shared address across interfaces [Devarapalli et al., 2009; Kim and Choi,
2010]. The most efficient configurations are the dedicated prefixes/addresses per in-
terfaces, as they allow the mobile node to use simultaneously both connections, nev-
ertheless they have associated issues, such as multi-link subnet issues. The shared
address configuration has limited multihoming support, as only one IP address is vis-
ible to applications.
The logical interface specification [Melia and Gundavelli, 2012], allows handovers
between heterogenous technologies, by hiding physical details from IP layer. Thus,
improving multihoming support of PMIPv6.
2.5.3 Multiple Care of Addresses and Flow Bindings
Multiple Care of Address (MCoA) [Pan et al., 2008a] extends MIPv6 to allow the regis-
tration of multiple Care of Addresses. With several Care of Addresses the mobile node
can maintain concurrent paths with its correspondent nodes [Mitsuya et al., 2007]. The
mobile node is always reachable at a unique permanent IPv6 address (employed as an
identifier) while several temporary addresses (Care of Addresses) are used as locators
to reveal the current network location of the node. Since locators change over time,
each path is identified with a Binding Unique Identification (BID) number. Moreover,
multiple registrations can be conveyed in a single message to reduce overhead. The
enhanced multihoming support of MIPv6, empowered by MCoA registration, lacks a
specification on how multiple registered addresses can be used. For instance, if the
addresses can be used simultaneously, or if an address is chosen based on the link
characteristics.
The specification of flow bindings [Tsirtsis et al., 2011a; Toseef et al., 2008] ex-
tends MCoA specification defining how multiple flows can be exchanged between
two nodes, in a multihoming context. This enables to bind a particular flow to a Care
— 29 —
2. Multihoming in IP Networks
of Address and use another address to receive information from other flows. The flow
bindings specification conveys policies between the mobile node and other mobility
agents (e.g. home agents) [Toseef et al., 2008]. Whilst the flow bindings specification
deals with the transfer of policies, the way they can be generated or mapped to user
preferences (e.g. link with higher bandwidth) is left out of scope. Due to its specificity,
PMIPv6 is being extended to support flow bindings on a distinct proposal [Bernardos,
2013].
2.5.4 Network Mobility
Network Mobility (NEMO) is a protocol [Kuntz, 2007] that manages the mobility of a
network of nodes typically moving in tandem. NEMO Basic Support extends MIPv6
procedures, through the addition of the Mobile Router (MR) entity. Each Mobile Net-
work Node is connected to the MR, and all together form the mobile network. A
mobile network is considered multihomed when a MR has multiple egress interfaces
connecting to the Internet, or when there are multiple MRs or multiple global prefixes
on the network [Wang et al., 2008]. Each of the multihoming goals has different re-
quirements for NEMO multihoming support [Wang et al., 2008]. In order to achieve
permanent and ubiquitous access, at least one bi-directional tunnel must be available.
For reliability, both inbound and outbound traffic must be transmitted over another bi-
directional tunnel once the active one fails. Moreover, multiple simultaneous tunnels
must be maintained to assure load sharing and load balancing. Multihoming support
in NEMO can also be classified based on the number of Mobile Routers, number of
prefixes and the number of Collocated Care of Address (CCoA)-prefixes, instead of
resorting to the number of Home Agents [Choi et al., 2006]. Multihoming models are
based on a packet flow classification, which is divided into three segments. First, the
segment between CN and HA, which is affected by the number of prefixes available.
Second, the segment between HA and MR, which depends on the number of CCoAs,
and finally the segment between MR and the MNNs.
NEMO Extended Support (NEMO-ES) [Deleplace et al., 2007] enables route opti-
mization and policy based routing. Multihoming support is improved, as care is taken
with the choice of the router that will route packets in a nested mobile network [Ng
et al., 2007b].
Table 2.4 compares the protocols presented in this section. With respect to
MIPv6, the main restrictions for multihoming include the assumption that the home
address does not change during the mobility management process and the use of a
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Table 2.4: Multihoming support in mobility management protocols.
MH-Multihoming, OS-Operating System.
Protocol
MH Goals
Strengths Flaws
Implementation
R U L F Simulator OS
MIPv6 X
√
X X Supports
global
mobility.
Limited
multihom-
ing
support.
In ns2aand
OMNeT++b.
BSD,
Linuxc.
MCoA X
√ √
X Supports
multiple
bindings.
No load
sharing.
MCoA for
OMNeT++d.
Draft
versionc.
Flow
Bindings
X
√ √ √
Enables
distribu-
tion of
policies.
No
definition
of local
policies.
– In Linuxe.
PMIPv6 X
√
X X Easy de-
ployment.
No
specificity
of physical
interfaces.
In ns2f In Linuxf .
NEMO X
√
X X Supports
network
mobility.
Limited
multihom-
ing
support.
In
OMNeT++b.
No public
extensions
for ns-2h.
BSD,
Linuxc.
a [Ernst, 2002] b [Yousaf and Bauer, 2013] c [Nautilus, 2009] d Candidate contribution [Sousa, 2013a]
e [Boutet et al., 2008] f [Choi, 2010] g [OpenAir3, 2013] h [Kong, 2008]
single binding between a care of address and the home address [Johnson et al., 2011].
MCoA [Wakikawa et al., 2009] and flow bindings [Tsirtsis et al., 2011a] proposals over-
come the last restriction of MIPv6. Protocols like Fast Mobile IPv6 (FMIPv6) [Koodli,
2008] and Hierarchical Mobile IPv6 (HMIPv6) [Soliman et al., 2008], despite their im-
proved mobility support when compared with MIPV6, have not been discussed as
they share the same limitations of MIPv6 regarding multihoming support.
PMIPv6 [Gundavelli et al., 2008] is a protocol that provides mobility-assistance
to nodes which are not Mobile IP (MIP)-aware. Different configurations are possible
within multihomed nodes: a unique prefix per interface, a unique address per inter-
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face and a shared address across interfaces. Nonetheless support from the network
(e.g. context transfer capabilities between access routers) and configuration-tuning on
nodes (logical interfaces) may be required.
The multihoming support analysis in NEMO [Devarapalli et al., 2005] can follow
the configuration approach, depending on the number of mobile routers, advertised
mobile network prefixes and home agents. Moreover, NEMO can be associated with
other protocols, such as HIP [Nova´czki et al., 2008] to overcome the non-optimized
routing performance in NEMO and to enhance security and multihoming support.
On the implementation front, the Nautilus6 project [Nautilus, 2009] enhances and
maintains the main implementations of MIPv6 and NEMO protocols in GNU/Linux
and BSD systems.
2.6 End-host Multihoming
This section overviews protocols and architectures tailored for end-host multihoming
support. Proposals like SHIM6 [Garcia-Martinez et al., 2010], Host Identity Protocol
(HIP) [Gurtov, 2008] constitute the standardized ones, while others, such as Name
Address and Route System (NAROS) [Launois et al., 2003], or Practical End-host Mul-
tihoming (PERM) [Thompson et al., 2006] have not reached standardization.
2.6.1 Site Multihoming by IPv6 Intermediation
SHIM6 [Garcia-Martinez et al., 2010] is a multihoming protocol that adds a shim layer
in the IP stack of end hosts. SHIM6 brings the advantage of assuring transport layer
communication survivability, as the identity and location functions are split. For in-
stance, the switch between address pairs is transparent to applications, since the iden-
tifier is only used to identify endpoints, while the locator is used to perform routing.
In this split, SHIM6 provides the mapping function between upper layer identifier and
locator at the receiver and sender end-hosts.
SHIM6 uses failure detection and recovery mechanisms described in the Reacha-
bility Protocol (REAP) [de la Oliva et al., 2010], which work independently from upper
layer protocols. Failure detection can be based on keep-alive mechanisms or using in-
formation from upper layers (e.g. TCP control features). Recovery mechanisms rely
on the exploration of available addresses, so that in the end an operational pair can be
found and used.
Despite providing fault tolerance, SHIM6 breaks the functionality of some pro-
tocols, such as Internet Control Message Protocol (ICMP), since routers on the path
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cannot see the host identifier. Notwithstanding, SHIM6, when compared to other mul-
tihoming solutions, for instance HIP, has the advantage of an easier deployment in the
Internet [Dhraief and Montavont, 2008], since SHIM6-compatible hosts can communi-
cate with other nodes that are not SHIM6-aware.
SHIM6 is accompanied by a socket API [Komu et al., 2011; Fekete, 2010] that al-
lows applications to access information about failure detection and path exploration.
Moreover, through this API, applications can turn on/off shim layer functionality, and
obtain or set preferred source and destination locator(s). Applications can also employ
the API to inform the shim layer about the status of the communication or even control
the frequency on which the REAP mechanism is executed.
2.6.2 Host Identify Protocol and Extensions
HIP [Gurtov, 2008] is a protocol that adopts a locator-identifier split approach and
supports multihoming natively. HIP introduces a new host identity namespace and
a new host identity layer between the network and the transport layers. In addition,
HIP decouples identifiers (used by transport layer protocols) from locators (used for
routing purposes). In short, the transport layer sockets and the IP security associations
are bound to host identifiers, which in the end are tied to IP addresses.
Multihoming support in HIP is based on two approaches: LOCATOR parameter
and RendezVous service [Gurtov et al., 2009]. Using the LOCATOR parameter ap-
proach, a HIP host can notify a correspondent peer about alternate addresses through
which it is reachable. With the HIP RendezVous service, each HIP host publishes its
host identifier with a RendezVous Server. The RendezVous Server maintains the map-
ping between the host identifiers and the locators, with limited support for mobil-
ity. HIP may raise issues with firewalls and middleboxes that need to inspect packet
contents. Also, multihoming support does not include traffic engineering or policy
address selection schemes.
HIP Application Programming Interface (API) [Komu and Henderson, 2011] relies
on the SHIM6 API for different functionalities. HIP API introduces a new socket fam-
ily and allows applications to open sockets based on Host Identification Tags (HITs)
solely, to start communications with unknown peer identifiers and to perform explicit
locator-identifier mapping.
HIP-based Simultaneous Access [Pierrel et al., 2007; Camarillo et al., 2010] intro-
duces a policy system based on HIP to allow simultaneous multiaccess. The proposal
extends HIP by allowing flows to use different paths independently of each other,
since HIP does not support load sharing. To enable flow distribution support, flows
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are identified by source and destination ports and by HIT. The RendezVous Server,
specified in [Laganier and Eggert, 2008], is extended to include the storage of flow
policies. Then, POLICY UPDATE messages are employed to negotiate policies be-
tween peers during the HIP association lifetime. Whilst these policies define the usage
rules of the available interfaces, the proposal does not detail policy specification (e.g.
rules actions, interface priority, and cost).
2.6.3 End-Host Non-Standard Proposals
NAROS [Launois et al., 2003] is a mechanism that supports traffic engineering for un-
equal load balancing distribution, without impacting the routing system. Thre draw-
back of NAROS is that it requires modifications of end-hosts and does not preserve
traffic flows across address changes [Launois et al., 2003; Savola and Chown, 2005;
Dunmore et al., 2005].
Practical End-host Multihoming (PERM) [Thompson et al., 2006] enables flow sche-
duling in multihomed hosts, by extending the Linux socket API. PERM also intro-
duces the concept of collaborative multihoming, in which users share their Internet
connection with others. Flows are distributed using a scheduling algorithm that con-
siders flow volume, load of a link and the respective RTT. Nonetheless, such metrics
are not measured and are based on estimation techniques.
Strawman architecture [Habib et al., 2007] also modifies the Linux socket API to
perform flow distribution at the session layer. Flows are stripped over multiple con-
nections to maximize throughput and minimize delay, jitter and loss. Multimedia
applications are also supported, by allowing in-order delivery but without transport
guarantees. The drawback of this architecture is the fact of using IP addresses for
location and identification simultaneously.
Forwarding directive, Association, and Rendezvous Architecture (FARA) [Clark
et al., 2003] follows a location/identifier split approach that optimizes end-host mobil-
ity support by using rendezvous mechanisms. In FARA, no global namespace exists,
instead the association IDs, the entity names and the end system address are used to
establish communication between entities. FARA requires modifications in the net-
work (i.e. for mapping) and on end-hosts, which does not facilitate its deployment
[Ahlgren et al., 2005].
Layered Naming Architecture (LNA) [Balakrishnan et al., 2004] is a proposal that
modifies end-hosts and the naming resolution system. LNA introduces a delegation
system, where middleboxes stand-up on behalf of other entities, for instance, NAT
routers or firewalls. Nonetheless, LNA introduces overhead with mappings, as they
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are performed twice.
Table 2.5: End-host multihoming proposals.
MH-Multihoming, OS-Operating System, Sim-Simulators.
Protocol
MH Goals
Strengths Flaws
Implementation
R U L F Sim OS
HIP1
√
X X X IP family
agnostic
Deployment
issues
HIPSim++a InfraHIPb
HIP
SIMA1
√ √ √ √
Security Limited
policy
specifica-
tion
– –
SHIM61
√
X X X Easier de-
ployment
than HIP
Mobility
and
security
issues
REAP in
OPnetc
LinShim6d
NAROS2
√
X
√
X Load
sharing for
unequal
paths
No
LoC/ID
split.
– –
PERM3
√
X
√ √
Security No
LoC/ID
split.
– –
Strawman3
√
X
√ √
Security No
LoC/ID
split.
– –
LNA1
√
X X X Delegation Overhead
in updates
– –
FARA1
√ √
X X Supports
mobility
– –
a [Bokor, 2013] b [Gurtov, 2013] c [Khan, 2013] d [INL, 2013] 1 Loc/ID split 2 Routing/TE decouple
3 Flow Strip h
The pros and cons of the reviewed proposals for end-host multihoming support
are summarized in Table 2.5, according to the multihoming goals fulfillment.
End-host multihoming proposals can follow different approaches. The Locator-
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Identifier (Loc/ID) split is one of the approaches aiming to break the dual role of IP
addresses. SHIM6 [Nordmark and Bagnulo, 2009] is a locator-identifier multihoming
approach that adds a shim layer between the network and transport layers. SHIM6
uses REAP [Arkko and van Beijnum, 2009] to perform the detection of invalid loca-
tors and recover in an application-independent fashion. SHIM6 also includes security
mechanisms to enable the protection of nodes identity. Nevertheless, SHIM6 must be
combined with other protocols, such as MIPv6, to provide mobility support.
HIP [Gurtov, 2008] is an identity protocol that also decouples identifiers from lo-
cators. Its multihoming support relies on two approaches, one that resorts to the in-
clusion of new options in the HIP messages, that is, the LOCATOR parameter, and
another that employs a RendezVous Server that maintains the mapping between iden-
tifiers and locators. Extensions to HIP [Pierrel et al., 2007] introduce load sharing and
flow distribution support. The RendezVous servers are modified to store flow policies
and HIP messages are updated to convey policies. This proposal extends the HIP4BSD
implementation [Pekka Nikander, 2008], but is not publicly available.
NAROS [Launois et al., 2003] explores a routing/TE decoupling approach by im-
plementing a server that holds the information of the appropriate source address a
multihomed host must use when communicating with a certain peer. This approach
alleviates the changes on routing systems (network part) but stresses the modification
on the host part, as each node must query the server for each new communicating
peer. With a different approach, LNA [Balakrishnan et al., 2004] introduces modifica-
tion at the network side to accommodate mappings.
The strawman architecture [Habib et al., 2007] and PERM [Thompson et al., 2006]
explore flow stripping mechanisms. Whilst such approaches have fine-grained capa-
bilities (e.g. support of flow distribution according to policies), they require applica-
tions to be modified to support multihoming. These proposals are implemented by
extending the functionalities of the Linux sockets API.
2.7 End-site Multihoming
This section overviews end-site multihoming proposals that are tailored for networks.
Such proposals are defined according to Definition. 2.3, introduced in subsection
2.1.3. End-site multihoming has gained more attention than end-host multihoming,
mainly due to the routing scalability problems that the Internet is facing (e.g. high
growth in the core routing). End-site multihoming approaches can be classified in
three major types: First, address rewriting approaches, which change addresses in
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packets; Second, hierarchical approaches, which structure networks to address scal-
ability; Third, mapping and encapsulation approaches, which implement locator/i-
dentifier (Loc/ID) split paradigm, and as such, require mapping facilities to retrieve
locator from identifiers, or vice-versa. Current IP routing architectures in Internet,
such as Border Gateway Protocol (BGP) [van Beijnum, 2002], are not overviewed as
these do not support Loc/ID paradigm.
2.7.1 Address Rewriting Approaches
In the address rewriting approach, the 128 bits of an IPv6 address are split, where the 64
most significant bits are used as the routing locator and the 64 least significant bits are
used as the endpoint identifier. Figure 2.5 illustrates the process of address rewriting.
The routing locator information is not known by the end nodes. Whilst this approach
supports IPv6 only, it allows for consistency between prefix assignment and physical
network topology.
ISP2
ISP1Source (src) Destination (dst)
Ingress
 Router
Egress 
Router
unspecified src EID
dst RLOC dst EID
Source
address
Dest.
address
1
src RLOC src EID
dst RLOC dst EID
Source
address
Dest.
address
2
src RLOC src EID
unspecified dst EID
Source
address
Dest.
address
3
Figure 2.5: Address rewriting approach
2.7.1.1 Global locator and Identifier Split
Global locator and Identifier Split (GLI-Split) [Menth et al., 2010] is a locator-identifier
addressing and routing architecture. GLI-Split implements a global locator for global
routing, local locator inside domains and identifier split. Locators and identifiers are
coded as IPv6 addresses to allow compatibility with IPv6 protocols.
GLI-gateway is in charge of performing address rewriting, with the assistance of
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the mapping systems. GLI-split supports mobility, but requires modifications to pro-
tocols like Dynamic Host Configuration Protocol (DHCP) to support multihoming.
2.7.1.2 4+4
The 4+4 proposal [Paul et al., 2009; Tura´nyi et al., 2003] extends the Network Address
Translation (NAT) architecture [Srisuresh and Egevang, 2001] to enable end-to-end
host transparency. 4+4 uses two name spaces in DNS: one corresponds to the private
IP addresses of the end-host and the other one is the public IP address of the NAT
router responsible for the end-host. Thus, 4+4 address is formed by concatenating
two IPv4 addresses, the public and the private one. As routing occurs, 4+4 routers
(NAT gateways) perform swapping of addresses to assure that private IPv4 addresses
are never used outside the network they belong to. The proposal allows end-hosts to
have more than one address, and allows incremental deployments. Nevertheless, 4+4
only applies to IPv4 networks.
2.7.1.3 IP Next Layer
IP Next Layer (IPNL) [Francis and Gummadi, 2001] also extends NAT by adding a
new layer between IP and TCP. It is different from 4+4 as it introduces new paradigms
regarding the identification of a host. The end-host is identified by its FQDN, and the
IPNL address, which is the locator. The IPNL address corresponds to the gateway ad-
dress, the realm number and the host address triplet. Thus, for each communication,
peers must use the FQDN, obtaining the IPNL address in the initial packet exchange.
The host itself does not know all the possible addresses it has (when behind several
routers) since it is only aware of its name. This type of design introduces overhead in
packet processing; for instance, NAT routers need to maintain FQDN records per host
[Tura´nyi et al., 2003].
2.7.1.4 Translating Relaying Internet Architecture integrating Active Directories
Translating Relaying Internet Architecture integrating Active Directories (TRIAD) [Grit-
ter and Cheriton, 2001] is a proposal that also uses names as identifiers and introduces
a new paradigm for routing that is based on content, with the goal of reducing the
access time to content. A content layer and content routers holding mapping informa-
tion are introduced to allow the access to specific information identified in the form
of an Universal Resource Locator. A host contacts a content router that answers to
a request with the next available content router. At the end, the router close to the
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destination content server replies with the preferred address of the server. With such
approach, a client gets the best path to the content server. TRIAD has some implemen-
tation issues, since modifications are required in the end-hosts and routers with NAT
or gateway functionalities.
2.7.1.5 Pluralistic Network Architecture
Pluralistic Network Architecture (Plutarch) [Crowcroft et al., 2003] is a proposal that
introduces contexts to suppress the need of global names to identify hosts. More-
over, Plutarch argues that naming and addressing should be handled by end-to-end
systems and not hierarchical, domain-based system, such as DNS. The dedicated func-
tions are assured by context borders (e.g. NAT routers) to assure end-to-end service.
Despite including some implementation primitives, Plutarch specification is not ready
for a global adoption in the Internet as important aspects, such as failure notification
are not specified.
Table 2.6: End-Site multihoming proposals with address rewriting approach. MH-
Multihoming, OS-Operating System.
Protocol
MH Goals
Strengths Flaws
Implementation*
R U L F OS
GLI-Split2
√ √ √
X Security Requires nodes
changes
–
4+43 X X X X Facilitates
deployment
Only for IPv4. In Linuxb
IPNL3
√ √
X X Supports
mobility
Hosts are not
aware of their
multihoming
condition
In Linuxc
TRIAD3 X X X X Optimized
access to
content
Weak
multihoming
approach
–
Plutarch3 X X X X Routing based
on context
Weak
multihoming
approach
–
a [OpenLisp, 2013] b [Tura´nyi and Valko´, 2003] c [Francis and Gummadi, 2001] 2 Address rewrite
3 NAT extension * Implementations in network simulators are not available.
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Some proposals build upon current practices in the Internet architecture and
implement extensions to NAT, to allow the support of multihoming and enable end-
to-end communication, as summarized in Table 2.6. For instance, 4+4 [Tura´nyi et al.,
2003] supports multiaddressing, but raises security concerns since it exposes private
addresses in packets. Others, such as IP Next Layer (IPNL) [Francis and Gummadi,
2001] address security but disable the multihoming information on end-hosts (e.g.
hosts do not know if they have multiple addresses). Translating Relaying Internet Ar-
chitecture integrating Active Directories (TRIAD) [Gritter and Cheriton, 2001] intro-
duces the concept of routing by content, but requires many modifications to the actual
Internet architecture. Also Plutarch [Crowcroft et al., 2003] uses context to enable iden-
tification and puts emphasis on end-hosts functionalities. Nonetheless, Plutarch does
not include failure detection mechanisms. GLI-Split [Menth et al., 2010] maintains
compatibility with IPv6, but requires changes to protocols like DHCP.
2.7.2 Hierarchical Approaches
Hierarchical approaches organize the network in a logical way, in order to overcome
limitations (scalability) and overhead of flat networks. For instance, alternatives to
BGP routing are proposed where convergence is enhanced, and the support of poli-
cies is improved. This subsection details proposals that include multihoming support
through a hierarchical architecture [Subramanian et al., 2005].
2.7.2.1 Hierarchical IPv4
Hierarchical IPv4 (hiPv4) [Li, 2011] is a framework that splits the core address space
from the edge address space. The first address space is globally unique, while the
last is only used for routing and forwarding purposes inside local domains. With core
and edge address spaces there is a hierarchical organization of addresses, in the sense
that the core address space can correspond to the Autonomous System (AS). hiPv4
introduces a Locator Swap router to perform the change between prefixes and loca-
tors. Additionally a host identifier scheme is introduced to avoid locator renumbering
at security nodes (e.g. firewalls). hiPv4 requires modifications to DNS, nodes, rou-
ters and security elements, which does not facilitate its implementation. In addition,
hiPv4 may break the functionality of other protocols, such as Mobile IP, since the IPv4
header is changed.
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2.7.2.2 Aggregation with Increasing Scopes
Aggregation with Increasing Scopes (AIS) [Khare et al., 2010] is a locator identifier
split approach in which prefixes are aggregated in different steps and according to
their scope. The first step aggregates prefixes with the same next hop. A second step
configures a router as an aggregation point router that aggregates prefixes as a virtual
prefix. Other routers, not acting as aggregation points, store only routes announced on
the virtual prefixes. Aggregation leads to reduction in the mapping sizes, nevertheless
may also lead to route traffic through non-optimal paths since they must traverse the
routers acting as aggregation points. AIS has no support for mobility and does not
include failure notification mechanisms to enable multihoming.
2.7.2.3 IRON-RANGER
IRON-RANGER [Templin, 2011] implements an overlay network, where specific rou-
ters manage virtual prefixes, from which provider independent prefixes are leased to
end-nodes (e.g. customer sites). This proposal introduces serving routers, clients in
end-user networks, and relay routers. Serving routers perform forwarding and map-
ping services, while the clients connect end user networks to the overlay network, via
tunnels. The relay routers connect the IRON network to the rest of the Internet, and
also advertise virtual prefixes. IRON-RANGER supports mobility and also enables
end-hosts to register multiple locators. Nonetheless, there are no public implementa-
tions.
2.7.2.4 Enabling Future Internet Transit
Enabling Future Internet Transit (eFIT) [Massey et al., 2009] divides the network into
user networks and transit wire. To accommodate heterogenous user networks, eFIT
introduces a mapping service to translate user network addresses into transit wire ad-
dresses. Transit wire addresses are structured with the provider ID (globally unique);
location ID containing the continent ID, country ID and metropolitan area ID; and the
subnet ID and interface ID (current IP address). This structure of the transit wire ad-
dresses allows organizing the network in a hierarchical fashion. eFIT requires changes
to protocols, such as BGP to include support for the new address structure. In addi-
tion, the specification lacks details regarding the mapping service (e.g. implemented
via DNS or distributed hash tables). eFIT includes resilience and mobility support.
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2.7.2.5 IPv6 Dual Homing
IPv6 Dual Homing (v6DH) [Brian Dickson, 2008] introduces an addressing conven-
tion where all addresses are routable and are specified in a primary secondary form.
When a failure occurs on a certain address, another one can be used. For such, non
working addresses are identified based on ICMP. Moreover, V6DH keeps information
of unreachable links instead of maintaining all the links in the routing table. While
scalability can be assured with this approach (less routes), it requires a change in the
behaviour of BGP to enable resilience [Clevenger, 2010].
Table 2.7: Hierarchical End-Site multihoming proposals,
MH-Multihoming.
Protocol *
Multihoming Goals
Strengths Flaws
R U L F
hiPv4
√ √ √
X Hierarchical
organization
Impacts other pro-
tocols
AIS X X X X Address
aggregation done
by scope
Unclear multihom-
ing support
IRON-RANGER
√ √ √ √
Follows a business
model.
Relies on an over-
lay network
eFIT
√ √
X X Supports mobility. Requires changes
to BGP
V6DH
√
X X X Requires changes
in DNS.
Facilitates deploy-
ment
* No public implementations are available in simulators and Operating Systems
Table 2.7 summarizes hierarchical approaches. hiPv4 [Li, 2011] is a hierarchical
proposal that requires changes to protocols like DHCP to enable multihoming sup-
port. Similarly, eFIT [Massey et al., 2009] requires changes to BGP. Aggregation with
Increasing Scopes (AIS) [Khare et al., 2010] is another hierarchical proposal that has
routing scalability concern. As such, AIS avoids non-optimal paths. IRON-RANGER
[Templin, 2011] introduce parallel networks to introduce benefits on a first one. v6DH
[Brian Dickson, 2008] introduces a primary-backup protection model by requiring the
specification of a primary and a backup address. This proposal enhances resilience
support at the cost of requiring changes in current protocols (e.g. BGP).
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2.7.3 Map and Encapsulation Approaches
The map-and-encap approach, as depicted in Figure 2.6, is based on the mapping and
encapsulation processes as follows. A source host, on a domain sending a packet to
a destination, inserts the source Endpoint Identifier (EID) and the destination EID in
the packet header (Figure 2.6:1). When the packet arrives at the border router of the
same domain, the Ingress Tunnel Router (ITR) performs the mapping between the
destination EID and the Routing Locator (RLOC) (Figure 2.6:2-mapping phase). After,
ITR encapsulates the packet and sets the destination address to the RLOC retrieved
in the mapping phase (Figure 2.6:3-encapsulation phase). Finally, the packet arrives
at the destination domain, on which a border router, the Egress Tunnel Router (ETR),
performs the decapsulation and the delivery to the destination EID (Figure 2.6:4). This
approach supports both IPv4 and IPv6, leaving end hosts unchanged, and minimizes
modifications in the routing system.
ISP2
ISP1
src S dst D
ETRITR
1 2
3
4
1 - Send {EID_S, EID_D}
2 - Map RLOC = EID_D
3 - Encapsulate {{RLOC} {EID_S}}
4 - Decapsulate {EID_D}
EID - Endpoint Identifier
RLOC - Routing Locator
ITR - Ingress Tunnel Router 
ETR - Egress Tunnel Router
Figure 2.6: Map and encap approach
2.7.3.1 Locator Identifier Separation Protocol
Locator Identifier Separation Protocol (LISP) is a map-and-encap protocol [Dave, 2008]
aiming to improve site multihoming. LISP decouples site addressing from provider
addressing, and reduces the overhead associated with routing tables (e.g. size and
latency lookup operations). To implement such goals, LISP specifies the data plane
on which the mapping and encapsulation processes take place, and the control plane
to manage the EID-RLOC mapping system. Since LISP only defines the messages for
querying data and receiving information from the mapping system, it adopts a flexible
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design that allows different solutions for a mapping system. The proposals to perform
EID-RLOC mapping under standardization include LISP Alternative Topology (LISP-
ALT) [Dave, 2008] and LISP Map Server (LISP-MS). LISP-ALT uses existing protocols
to build an alternative topology in order to manage the mapping. LISP-MS includes
MAP-Servers that accept map-requests from ITRs and resolve the EID-to-RLOC map-
ping using a database, which is filled with the authoritative EID-to-RLOC mappings
provided by ETRs.
2.7.3.2 Internet Vastly Improved Plumbing
Internet Vastly Improved Plumbing (IvIP) architecture [Zhang et al., 2010b] is a core-
edge split proposal implementing a map-and-encap approach. IvIP uses a fast-push
mapping scheme, where all mapping information is kept on query database servers.
Ingress tunnel routers query database servers to determine the correct egress tunnel
router to which traffic must be routed. IvIP works for IPv4 and IPv6 and supports mo-
bility through extensions. Nevertheless, the mapping requires real-time reachability
monitoring.
2.7.3.3 A Practical Transit Mapping Service
A Practical Transit Mapping Service (APT) [Jen et al., 2007] is a proposal that aims
to reduce the number of nodes that must be modified. APT introduces the encapsu-
lation/decapsulation routers that maintain a reduced cache of mappings. Only the
default mappers, new elements, have all the maps, and are used by the encapsulation
routers when no match is found in their cache. The full mapping is obtained from
a specific BGP instance, which introduces more overhead. In addition, as no reach-
ability is preserved on the mapping, APT relies on external protocols (e.g. BGP) to
detect failures on mappings. In comparison to LISP, APT has some advantages since
no modifications are performed at the edge sites [Clevenger, 2010]. Nonetheless, the
proposal has not been standardized and no specifications for incremental deployment
have been produced.
2.7.3.4 Core Router-Integrated Overlay
Core Router-Integrated Overlay (CRIO) [Zhang et al., 2006] aims at mitigating the
trade-off between path length and routing table size. CRIO decouples address hier-
archy from physical topology and is suitable for global and VPN routing, as it relies
on tunnels to forward data and on virtual prefixes to reduce routing tables size. CRIO
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supports mapping weights that establish the preference of entries over another in a
multihoming context. CRIO in some cases does not provide the shortest path in the
mapping. Mapping distribution relies on BGP and it has not reached standardization
despite not requiring new hardware and supporting non continuous networks due to
the aggregation of virtual prefixes [Clevenger, 2010].
2.7.3.5 IP with Virtual Link Extension
IP with Virtual Link Extension (IPvLX) [Templin, 2007; Clevenger, 2010] aims to allow
IPv6 and IPv4 coexistence. IPvLX recommends to employ IPv6 addressees as iden-
tifiers and IPv4 addresses as locators, although this is not a rigid rule. IPvLX uses
DNS for mapping, thus requiring changes on DNS systems, and implements a ‘site-
local’ resolution system to hold records of nodes that are more dynamic. IPvLX has
not reached standardization and is more suitable to be employed with IPv4 to IPv6
transition solutions.
2.7.3.6 Tunneling Route Reduction Protocol
Tunneling Route Reduction Protocol (TRRP) [Clevenger, 2010; Herrin, 2007] relies on
GRE tunnels to forward traffic. It uses DNS for mapping and introduces new records
that establish how traffic is forwarded on IPv4 or IPv6 tunnels. As such, by having
multiple entries in DNS with the respective preference, multihoming is supported,
since a destination can be reached through several addresses. Nevertheless, routers
must be modified to accommodate several records in the lookup operation. The TRRP
specification describes an implementation plan that includes different phases; never-
theless, no mobility support is stated.
2.7.3.7 Virtual Aggregation
Virtual Aggregation (ViAggre) [Ballani et al., 2009] is a proposal that also aims to re-
duce the routing table size by aggregating routes into virtual prefixes and using such
virtual networks inside the ISP. Virtual prefixes have no topological meaning and can
be obtained by aggregating IPv4 addresses into 128 bit addresses. A router acting as
an aggregation point only maintains routes for the virtual prefixes that it is aggregat-
ing. When there is need to send packets to external routers, then MPLS tunnels are
employed to avoid loops inside the ISP network. One advantage of ViAggre includes
the possibility of incremental deployments as no changes are required in the routers
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or network protocols, and it is transparent between ISPs [Clevenger, 2010]. Neverthe-
less, ViAggre requires ISPs to use MPLS to enable encapsulation between aggregation
points and introduces management overhead inside the ISP network, as configuration
of aggregation points is needed. ViAggre has no public implementation available, al-
though the authors published evaluation results from a real testbed.
Table 2.8: End-Site multihoming proposals with map and encapsulation, MH-
Multihoming, OS-Operating System, Imp-Implementation.
Protocol
MH Goals
Strengths Flaws
Imp*
R U L F OS
LISP
√
X
√
X Flexible
mapping
Encapsulation
overhead
FreeBSDa
IvIP
√
X
√ √
Mobility support Scalability issues –
APT
√
X
√ √
Mobility support Scalability
issues.
–
CRIO
√
X
√ √
Policies support No Mobility
Support.
–
IPvLX
√ √
X X For IPv4 to IPv6
transition
Not
Standardized.
–
TRRP
√
X X X Works with
existent
protocols
Requires
changes in
routers.
–
ViAggre
√ √
X X Incremental
deployments
Requires MPLS. –
a [OpenLisp, 2013] * Public implementation in network simulators are not available
Mapping and encapsulation approaches, summarized in Table 2.8, have the
advantage of facilitating deployment. LISP [Dave, 2008] is expected to decrease the
size of routing tables in the core network when deployed. Others, such as IvIP [Zhang
et al., 2010b] do not address mobility natively. APT [Jen et al., 2007] has deployment
concerns, since it aims to reduce the number of nodes that require modification. In
the same line of deployment concern, Core Router-Integrated Overlay (CRIO) [Zhang
et al., 2006] does not require new hardware, as aggregation of prefixes is employed,
but it does not provide the shortest path. Some proposals, like IPvLX [Templin, 2007]
are tailored for IPv4-to-IPv6 transition, and as such, have limited multihoming sup-
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port. Tunneling Route Reduction Protocol (TRRP) [Clevenger, 2010] requires changes
on DNS to allow the retrievement of multiple records, corresponding to the multiple
addresses of an end-host. ViAggre [Ballani et al., 2009] is one of the proposals that
enable ViAggre-compliant nodes to communicate with standard nodes (deployment
concerns), but relies on MPLS to avoid loops.
2.8 Hybrid Multihoming
This section describes hybrid multihoming approaches in three distinct categories:
First, content/service-centric approaches, which include solutions that focus on in-
formation; Second, locator-identifier split approaches enable the separation of the
dual-role (location and identification) in IP addresses; Third, new architectures and
routing-centric approaches that enable multihoming by providing scalable and effi-
cient routing mechanisms.
2.8.1 Content-Centric and Service-Centric Approaches
This subsection includes proposals with architectures that rely on data/information
and not on IP addresses, such as Content-Centric Networks (CCNs). For instance,
Name Data Networking (NDN) [Zhang et al., 2010a] performs routing based on the
interest that a node has on certain (named) data. Another proposal is the Architecture
for Services Integration, controL, and Optimization for the Future Internet (SILOS)
[Dutta et al., 2007] that has multihoming support but lacks failure-tolerance mecha-
nisms. SILOS, in comparison to NDN, has the disadvantage of not supporting mobil-
ity, while it incorporates cross-layer schemes that facilitate adding new functionalities.
The Service-Centric End-to-End Abstractions for Network Architecture [Wolf, 2006]
approach specifies the data service to forward information. To enable such transfer,
functionalities are added on routers or other nodes closest to end-hosts. Nonetheless,
no support for flow distribution or mobility is provided. With limited multihoming
support NetServ [Schulzrinne et al., 2013] is an architecture that virtualizes services
to facilitate adding new functionalities. Services have also associated resilience mech-
anisms that allow efficient failure detection. Nonetheless advanced features, such as
mobility or flow distribution, are not supported.
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2.8.1.1 Networking Named Content
Networking Named Content (NNC) [Jacobson et al., 2009] introduces an architecture
where all operations focus on data. Nodes request content by using interest packet
types and NNC nodes (e.g. ISP routers) use distinct tables to inspect the Interest pack-
ets. For instance, if the requested content is found on their cache, the nodes reply
immediately with data packets, otherwise they forward packets. These packet types
do not carry any information regarding location, but rather the content name with
a hierarchical structure. Mobility is supported, since bindings are not performed to
IP addresses. Also, NNC supports resilience and flow distribution [Paul et al., 2011].
Implementation of this proposal is publicly available in [CCNx, 2013].
2.8.1.2 Data Oriented Network Architecture
Data Oriented Network Architecture (DONA) [Chawla et al., 2007] proposes a new
clean-state architecture, where names are generated based on public key mechanisms,
routing is based on names and name resolution relies on specific handlers that reply to
clients in the presence of “find” packets. The transport layer binds to names and not
to IP information. DONA also assures that the shortest path is found for certain data,
as packets are forwarded to the data servers closest to the node requesting the data. In
addition, DONA includes failure detection mechanisms and supports concurrent use
of multiple connections. Unfortunately, no public code is available.
2.8.1.3 Multiaccess Network Information
Multiaccess Network Information (NetInf) [Pentikousis and Rautio, 2010] is an infor-
mation -centric proposal that allows the creation, distribution and retrieval of informa-
tion using different components. The name resolution service enables the resolution
of local and global (e.g. outside local domain) resources. The notification service in-
forms applications about the domains they are connected to. One of the advantages
of NetInf includes mobility and multihoming support, as objects are decoupled from
their storage location. NetInf has already a public implementation [Christian Dan-
newitz, 2013], where well-known applications, such as Firefox and Thunderbird have
been adapted to work in the NetInf architecture.
Table 2.9 summarizes information-centric proposals where routing/forwarding
is based on names and not on current IP addresses. With such characteristics, there is
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Table 2.9: Hybrid Multihoming proposals with content-centric approaches. MH-
Multihoming, OS-Operating Systems.
Protocol
MH Goals
Strengths Flaws
Implementation
R U L F Simulator OS
NDN1
√ √ √ √
Routing by
names.
Issues with
security
OMNeT++a Linuxb
NNC1
√ √ √ √
Routing by
names.
No public
implemen-
tation
– –
DONA1
√ √ √ √
Routing by
names.
No public
implemen-
tation
– Linuxc
NetInf2
√ √ √ √
Routing by
Informa-
tion.
Issues in
security.
OpenNetInfe Linuxd
Service-
Centric1
√
X X X Routing by
Informa-
tion
Specification
with open
issues
– –
SILOS3 X X X X Cross-layer
mecha-
nisms
Incompatible
with
Internet
model
– –
NetServ3
√
X X X Mobility
and Flow
Distribu-
tion can be
added.
Incompatible
with
Internet
model
– –
a [Rossini et al., 2013a] b [Rossini et al., 2013b] c [Chawla et al., 2007] d [Pentikousis and Rautio, 2010]
e [Christian Dannewitz, 2013] 1 Content Network 2 Information Network 3 Functional blocks
no compatibility with current TCP/IP architectures, which constitutes a disadvantage
regarding near-term deployment. For instance, SILOS [Dutta et al., 2007] focuses on
services and their interaction with other layers and nodes and moreover it does not
support multihoming. Data Oriented Network Architecture (DONA) [Chawla et al.,
2007] and Networking Named Content (NNC) [Jacobson et al., 2009] support all mul-
tihoming goals. Other proposals, like Service-Centric End-to-End Abstractions [Wolf,
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2006] and NDN [Zhang et al., 2010a] are not mature as they miss details in their specifi-
cations. NetServ virtualizes services per application request [Schulzrinne et al., 2013].
However all these proposals fail to provide a mature implementation that can prac-
tically demonstrate the advantages of routing by data/information on a large scale.
2.8.2 Address Rewriting Approaches
Hybrid multihoming proposals support the Locator/Identifier split paradigm through
address rewriting, such as the example of Identifier Locator Network Protocol [Atkin-
son et al., 2010] and Routing Architecture for the Next Generation Internet (RANGI)
[Li, 2011].
2.8.2.1 Identifier Locator Network Protocol
Identifier Locator Network Protocol (ILNP) [Atkinson et al., 2010] is a proposal that
implements a locator-identifier split by employing address rewriting. The locator is
used to route traffic, while the identifier is employed as a node identifier without topo-
logical significance. The identifier is obtained in a IEEE EUI-64 bit format, while loca-
tors correspond to the 64 bit prefix of an IPv6 address. Applications bind their sessions
to the identifier and not to the locator. If the identifier is globally unique, procedures
like Duplicate Address Detection (DAD) are not necessary, which improves mobility
support. ILNP requires modifications to DNS in order to allow nodes to update their
locator records.
2.8.2.2 Routing Architecture for the Next Generation Internet
Routing Architecture for the Next Generation Internet (RANGI) [Li, 2011] introduces
a host identifier layer between the network and transport layers. The host identifier
has an organizational structure to allow easier mappings between identifiers and lo-
cators, which are based on IPv4 addresses embedded in IPv6 addresses. The mapping
between domain name and host identifiers is done via DNS, while the mapping be-
tween identifiers and locators is performed on a distributed mapping system. RANGI
allows incremental deployment and facilitates the migration from IPv4 to IPv6 net-
works. Although no procedures are specified for handling mobility updates and the
lack of a publicly available implementation, RANGI, through the use of proxies, al-
lows its interoperation with standard IPv4 and IPv6 nodes.
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Table 2.10: Hybrid multihoming proposals with address rewriting approaches.
Protocol
Multihoming Goals
Strengths Flaws
R U L F
ILNP
√ √ √ √
Supports end-host
multihoming
Requires changes
to DNS
RANGI
√ √
X X Facilitates IPv4 to
IPv6 migration.
Requires changes
to hosts
Both ILNP and RANGI require changes to DNS or to hosts, as summarized in
Table 2.10, which can limit their adoption. Nonetheless ILNP offers better multihom-
ing support, as all multihoming goals are supported. RANGI has also the advantage
of facilitating the migration from IPv4 to IPv6 networks.
2.8.3 Hierarchical Approaches
Other hybrid proposals implement the Loc/ID paradigm by organizing the network
into hierarchies. The motivation for hierarchal approaches can be diverse and pro-
posals like the Hierarchical Routing Architecture (HRA) [Xu and Guo, 2008] aim to
mitigate routing scalability issues. Other proposals likeNode ID Internetworking Ar-
chitecture (NIIA) [Schu¨tz et al., 2010] organizes the network as a tree, where routing
inside domains uses locators and between domains employs Node ID or default routes
to parent nodes in the tree. NIIA also supports multiple registration on the tree, to ac-
commodate nodes with multiple interfaces.
2.8.3.1 Less-Is-More Architecture
Less-Is-More Architecture (LIMA) [Li et al., 2012] is a locator-identifier split approach
that enables inter-domain routing. LIMA proposes a hierarchical scheme, on which
addresses are composed by a globally unique provider AS number, a provider local
stub AS number and deploys a stub-local intra domain address. LIMA borders rou-
ters implement two routing tables, one for provider numbers and another for stub
networks. With this, routers no longer need to perform longest prefix match or have
information about stubs. The operation of LIMA requires changes to multiple proto-
cols, such as DHCP and DNS. For instance, DNS must maintain intra-domain map-
pings. LIMA supports multiaddressing with the aid of transport protocols such as
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SCTP or MPTCP. LIMA also includes Name Based Sockets to perform translation be-
tween names and addresses at the end-nodes. Finally, LIMA supports policies and
mobility via dynamic DNS mechanisms.
2.8.3.2 iMark
iMark [Chowdhury et al., 2009] uses global identifiers to enable end-to-end com-
munication. iMark employs virtual networks to distinguish between infrastructure
providers and service providers (i.e. providing virtual resources). Virtual networks
are organized hierarchically, where controllers are the elements that provide name
resolution and address location inside a network, while adapters are responsible for
protocol/address translation between virtual networks. iMark supports simultane-
ous connections, even on heterogeneous networks, by using distinct global identi-
fiers. iMark also distinguishes the type of mobility in order to manage the respec-
tive updates; at the micro-level updates occur inside a virtual network, while at the
macro-level end-users connect to a different virtual network. iMark specification lacks
details, namely how identifiers are generated and in what form they are provided (e.g.
FQDN). The evaluation in a testbed demonstrates the proposal scalability, but the re-
spective code is not publicly available.
2.8.3.3 HiiMap
HiiMap [Hanka et al., 2009] is a locator-identifier split approach that uses DHT to per-
form mapping between identifiers and locators. HiiMap introduces a region prefix
in the unique identifier to organize networks hierarchically and deploy trust relations
between the global authority and local authorities of the different regions (e.g. coun-
tries). Addresses in HiiMap include the unique identifier that is a flat, and randomized
worldwide unique 128 bit address and is attributed by the global authority. The region
prefix identifies the region where mapping the unique identifier to the corresponding
locator is performed (can be compared to the home network in Mobile IP). HiiMap has
an implementation in a testbed but no public code is available. HiiMap supports mo-
bility between networks and between regions, since locators are updated in the home
region. It also includes security mechanisms to provide authentication.
2.8.3.4 Scalable and Secure Identifier-to-Locator Mapping Service
Scalable and Secure Identifier-to-Locator Mapping Service (SILMS) [Hou et al., 2009]
is a hybrid approach that introduces modifications in end-hosts and networks. SILMS
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is a locator-identifier split approach that optimizes lookups on the mapping services
by caching the most frequent maps in all service nodes. The most important maps
are determined via Bloom filters (probabilistic data structures) and with management
servers that collect statistics about mapping data. The identifier in SILMS follows the
same logic of HIP (see subsection 2.6.2), and the locator corresponds to an IPv6 ad-
dress. SILMS supports flow distribution by introducing a hierarchical architecture,
with policy and management servers and with border routers that manage local map-
pings. However, there is no efficient mobility support and no public implementation
is available.
2.8.3.5 Mobility and Multihoming support Identifier Locator Split Architecture
Mobility and Multihoming support Identifier Locator Split Architecture (MILSA) [Pan
et al., 2008b] is a locator-identifier split proposal that introduces different hierarchies in
the network, namely the realm-zone bridging zone hierarchy and the realm hierarchy,
as depicted in Figure 2.7.
Realm A
SubRealm 1 SubRealm 2
RZBS RZBS
RZBS
Zone 1 Zone 2
Realm 
Hierarchy
RZBS 
Hierarchy
Zone 
Hierarchy
Legend:   RZBS  -  Realm-Zone Bridging Server
Figure 2.7: MILSA
The realm hierarchy corresponds to a logical concept, in which the trust relation-
ships between different groups of objects are maintained. The realm-zone bridging
zone hierarchy contains an overlay network of servers that map identifiers to loca-
tors. MILSA does not affect DNS and includes support for mobility. Enhanced MILSA
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(EMILSA) [Pan et al., 2009] avoids global routing and improves the mobility and mul-
tihoming support of MILSA. In addition, a specific sublayer is added in the network
layer to perform the separation between identifiers and locators.
2.8.3.6 TurfNet
TurfNet [Schmid et al., 2005] is a locator-identifier split approach and aims to enable
the communication between autonomous and heterogeneous networks that may use
different addressing schemes. A new host identity namespace is introduced, and the
network is composed vertically (relation between ISP and customer) and/or horizon-
tally (between peer networks), denominating the composed networks by turfs. Regis-
tration and lookup services enable inter-turf communication and announce the reach-
ability of end-nodes outside their local turfs. Gateways keep soft-state of the commu-
nications of the local turfnodes and inter-turf gateways perform locator and protocol
translation for packets traversing different turfs. The TurfNet proposal supports mo-
bility, even when end-nodes move between heterogenous domains, since nodes are
required to register with the lookup service. The proposal is evaluated empirically
[Pujol et al., 2005] to demonstrate its scalability performance. Nonetheless, no public
implementation is available.
2.8.3.7 Hierarchical Architecture for Internet Routing
Hierarchical Architecture for Internet Routing (HAIR) [Feldmann et al., 2009] intro-
duces different levels of hierarchy with the goals of supporting mobility, traffic en-
gineering and reducing the size of routing tables. End-nodes have the function of
translating identifiers and locators, while functions to assure scalability are placed
in the network. The mapping service is distributed at the authorities owning such
mapping. The hierarchical organization introduced in the proposal, includes edges,
where hosts are attached, intermediate routers to allow routing between edges and
core, and finally the core. Intermediate routers are responsible to manage locators and
mappings in the intermediate network mapping. When a node needs to communicate
with another, it first retrieves the identification of the destination (e.g. via DNS) and
after the respective location. One of the drawbacks of HAIR is that it does not include
specification on the format of identifiers [Clevenger, 2010]. Nevertheless, HAIR has
an implementation for demonstration purposes [Feldmann et al., 2012].
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2.8.3.8 Hierarchical Inter-Domain Routing Architecture
Hierarchical Inter-Domain Routing Architecture (HIDRA) [Clevenger, 2010] is a pro-
posal with two concerns, the first one is to reduce the size of routing tables at core
networks and the second is related with deployment concerns. HIDRA is a hierar-
chical network architecture that uses mapping and encapsulation, and also employs
IPv4 addresses for location and identification purposes, to maximize the compatibility
with existent approaches. HIDRA uses BGP as a proactive mapping system (with the
overhead of transmitting routes that may not be necessary), nevertheless the mapping
devices are placed at the edges, near end-nodes. As one of the concerns in HIDRA is
deployment, detailed steps are provided to enable migration from existing architec-
tures to HIDRA. For instance, a default route must be installed to send all traffic to
an encapsulation point. An implementation in a Linux testbed is used to test HIDRA.
Nevertheless, reactive mapping optimizations are not specified.
Hybrid proposals rely on the locator-identifier split paradigm, nonetheless,
some organize the network in an hierarchical way to facilitate deployment and man-
agement. The NIIA [Schu¨tz et al., 2010] organizes the network as a tree, and employs
default routes to parent nodes to enable inter-domain routing. In addition, NIIA sup-
ports multiple registration of nodes in the tree (useful when there are multiple in-
terfaces). Less-Is-More Architecture (LIMA) [Li et al., 2012] uses a hierarchical struc-
ture to enable efficient inter-domain routing and relies on transport protocols such
as SCTP and MPTCP to enable multiaddressing configurations. iMark [Chowdhury
et al., 2009] includes support for simultaneous connections between heterogeneous
networks. Nonetheless, details to enable its implementation are missing, such as the
mechanism to generate identifiers. HiiMap [Hanka et al., 2009] organizes the network
according to a region prefix, allowing trust relationships with authorities. MILSA [Pan
et al., 2008b] has the advantage of not introducing changes on DNS, or even relying
on this service to support mobility. Hierarchical Architecture for Internet Routing
(HAIR) [Feldmann et al., 2009] is a hierarchical proposal that aims to enable traffic
engineering and puts emphasis on the role of end-hosts by moving core functional-
ities to end-hosts, but lacks details regarding identifiers. Hierarchical Inter-Domain
Routing Architecture (HIDRA) [Clevenger, 2010] is also a proposal that aims to foster
deployment. For instance, it relies on existing routing protocols such as BGP to allow
a proactive mapping system. Proposals like HRA [Xu and Guo, 2008] support mobil-
ity by extending HIP and BGP protocols. SILMS [Hou et al., 2009] has the limitation
of only supporting IPv6. Instead of aiming compatibility, other proposals pursue a
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Table 2.11: Hybrid multihoming proposals with hierarchical approaches. MH-
Multihoming, Imp-Implementation, OS-Operating Systems.
Protocol
MH Goals
Strengths Flaws
Imp
R U L F OS
LIMA1
√ √ √ √
Supports
multihoming.
Changes on DHCP
and DNS
–
iMark1
√ √ √ √
Concurrent
connections.
Specification
incomplete
–
HiiMap1
√ √
X X Support Security No public
implementation
available
–
HRA1
√ √
X X Scalable No flow distribution –
SILMS1
√
X X
√
Flow distribution Only for IPv6 –
MILSA1
√ √ √ √
Flow distribution No public
implementation
–
TurfNet1
√ √
X X Mobility No public
implementation
–
NIAA1
√ √
X X Security No public
implementation
–
HAIR2
√ √ √ √
Hierarchical
networking
No implementation
details
Linuxa
HIDRA2
√ √ √ √
deployment details Optimize mode not
specified
Linuxb
a [Feldmann et al., 2012] b [Clevenger, 2010] 1 Loc/ID split 2 Routing Architecture
security-oriented paradigm. NIIA [Schu¨tz et al., 2010] includes native security mech-
anisms, aiming to protect the identity of nodes.
2.8.4 Map and Encapsulation
This subsection details proposals that implement the locator-identifier split paradigm
through mapping and encapsulation mechanisms.
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2.8.4.1 LISP Mobile Node
LISP-Mobile Node [Farinacci et al., 2012] is a version of LISP that targets mobile nodes.
Some of the functionalities of Ingress and Egress Tunnel routers of LISP are placed on
the mobile node. As such, the node has capabilities of handling mobility without the
assistance of servers in the network. LISP Mobile nodes behave as a LISP site, up-
dating locators in the associated mapping system when performing handovers. The
identifiers (EID), also employed in LISP, do not change and are used in all the connec-
tions of the LISP Mobile Node.
ISP2
ISP1
1
2
3
4
src S
dst D
1 - new RLOC {RLOC2}
2 - Solicit-Map-Request {EID_S,RLOC2}
3 - Map-Request  {EID_S,RLOC2}
4 - Map-Reply  {EID_S,RLOC2}
EID - Endpoint Identifier
RLOC - Routing Locator
SMR - Solicit Map Request
Figure 2.8: LISP Mobile Node handover
As pictured in Figure 2.8, LISP Mobile Node (node S), receives a new Routing Lo-
cator (RLOC), when connecting to ISP2. Afterwards, the respective mappings need
to be updated. For such, the MN sends a solicit-map-request message, which is inter-
cepted by next-hop LISP routers which, in turn, forward the message as map-request
to the mapping server, which replies with a map-reply message. Nodes must be com-
pliant with the LISP Mobile node specification, nevertheless, a mapping server can be
employed to allow the communication with non LISP nodes. Moreover, the proposal
has an implementation available [Farinacci et al., 2013].
2.8.4.2 Unmanaged Internet Architecture
Unmanaged Internet Architecture (UIA) [Ford, 2008] is compatible with current IP
architecture and can be incrementally deployed. UIA targets personal devices and
specifies a transport protocol - the structure stream transport to enable efficient trans-
port of streams. This transport protocol has the advantage of supportting transactions
like HTTP, nevertheless it does not have multihoming features like SCTP does (e.g.
primary-backup model). UIA integrates a routing architecture that enables peer de-
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vices to communicate in an ad-hoc way. Moreover, security and privacy are included
natively. Distributed hash tables are employed to hold the mappings of locators and
identifiers.
2.8.4.3 Delegation Oriented Approach
Delegation Oriented Approach (DOA) [Walfish et al., 2004] focuses on the specifica-
tion on middleboxes (e.g. NAT, firewalls) to eliminate their side-effects (e.g. alter or
hinder end-to-end communication between peers) and to facilitate implementation.
DOA provides identifiers to hosts and means to end-nodes to perform delegation (if
packets should be/or not sent off-path boxes). The Endpoint IDentifier (EID) identi-
fies the end-node, while the IP address is employed as a locator. EIDs, acting as global
identifiers, are generated with public keys and are placed into each packet. Mappings
can be in the tuple EID, IP address or EID to a list of EIDs. The latter one reflects the
nodes on which the packet goes through the delegated nodes before reaching desti-
nation. DOA implements security mechanisms, since EIDs can only be modified by
the respective end-nodes. Nevertheless, it does not include mechanisms to update
locators in mobility events [Paul et al., 2009].
2.8.4.4 Six/One Router
Six/One router [Vogt, 2008] introduces the translation between provider-independent
and provider-dependent addresses. Six/One router has some similarities with SHIM6
as it uses one of the locators for the node identity during the session and only targets
IPv6 networks. The translation of addresses is assured by specific hardware that per-
forms translation of network source and destination addresses. If the mapping holds
records for source and destination addresses, Six/One can support multihoming and
mobility, nevertheless mapping must be assured by an external specification such as
DNS. One major advantage of Six/One is communicating with non Six/One routers
[Clevenger, 2010] and the reduced size of the routing table and the update frequency.
Flow diversity is enabled in Six/One with the extended proposal [Paul et al., 2010a]
that adds monitoring features and inform upper layers (e.g. TCP) on the best perfor-
mant paths.
2.8.4.5 Old and non-standard proposals
The Internet Indirection Infrastruture (I3) [Stoica et al., 2004] is among the first Loc/ID
split approaches, where packets contain data and identifiers. A server holds the role
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of mapping identifiers to locators. The namespace is based on DHTs, and I3 employs
the concept of triggers to announce services (e.g. web-service). Nonetheless, I3 is
prone to security issues, namely, denial-of-service attacks. With this in mind, secure-
I3 [Adkins et al., 2003] has been proposed, with the principle of hiding end-node ad-
dresses. Host identity indirection infrastructure (Hi3) [Gurtov et al., 2008] combines
secure-I3 and HIP and introduces better multihoming support by introducing identi-
fier layers for service and hosts. Dynamic Recursive Unified Internet Design (DRUID)
[Touch et al., 2011] is an architecture where the data, control, management and se-
curity planes are unified, so that different planes can act coordinated in the presence
of events (attacks, failures, etc). Another proposal with enhanced security support
but with limited multihoming capabilities is the Split Naming/Forwarding (SNF) ar-
chitecture [Jonsson et al., 2003] that includes three namespaces: the FQDN acting as
identifiers, locators based on IP addresses, and Ephemeral Correspondent Identifier
(ECI) used to identify packets, which avoid sending identifiers. SNF, in comparison to
DRUID, supports mobility but has no resilience built-in mechanism. Some proposals,
like the HIP Mobile Router (HIP-MR) [Ylitalo et al., 2008] extend protocols to enable
hybrid multihoming support. For instance, in HIP-MR the mobile router maintains
bindings of the mobile nodes, so that on mobility events peers can be updated with
the location of mobile nodes. Nonetheless, this type of solution is limited to nodes
supporting the extended protocol, in the case of HIP-MR, HIP nodes. General In-
ternet Signaling Transport (GIST) Overlay Networking Extension, or GONE [Fu and
Crowcroft, 2006], also combines multiple protocols such as GIST, SCTP and HIP to en-
able support for multihoming and resilience against failures and DoS attacks. GONE,
in comparison to HIP-MR, supports all multihoming goals, but has the disadvantage
of introducing signalling overhead. Some proposals focus on supporting multiple
technologies. For instance, Spontaneous Virtual Networks (SpotVNet) [Roland Bless
and Waldhorst, 2011] supports Bluetooth and others by employing cross-layer mech-
anisms. However, such characteristic does not enhance multihoming support.
Hybrid multihoming proposals can follow a map and encapsulation approach
as summarized in Table 2.12. LISP-MN [Farinacci et al., 2012] extends LISP [Dave,
2008] to enhance mobile nodes capabilities, regarding mobility and multihoming sup-
port. HIP Mobile Router [Ylitalo et al., 2008] extends HIP to support end-site mul-
tihoming. Proposals like Six/One router [Vogt, 2008] are limited as they only apply
to IPv6. DRUID [Touch et al., 2011] presents a unified coordination in the presence
of events. Despite following Loc/ID split paradigm, DRUID fails to be a complete
specification (e.g. mapping system details). Tailored for events, I3 [Stoica et al., 2004]
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Table 2.12: Hybrid multihoming proposals with map and encapsulation approach.
MH-Multihoming, OS-Operating Systems.
Protocol
MH Goals
Strengths Flaws
Implementation
R U L F OS
LISP-MN
√ √
X X Mobility No Load
sharing
LISPMoba
HIP MR
√ √
X X Security Only
HIP-aware
nodes
Linuxb
DRUID
√
X X X Includes
trustiness.
No mobility
support
–
I3
√ √
X X Multicast/
anycast
services.
Security
issues
Linuxc
DOA
√
X X X Security No mobility –
Six/One Router
√ √ √ √
Flow
distribution
support
Only for IPv6 –
SNF X
√
X X Security Limited
resilience
support
–
SpotVNet
√ √
X X Incremental
deployment
Limited
multihoming.
–
GONE
√ √ √ √
Multihoming
support
Signaling
overhead
Linuxd
a [Farinacci et al., 2013] b [OpenHIP, 2012] c [Adkins, 2006] d [Demter and Fu, 2006]
introduces the concept of triggers, which end-hosts must use to indicate their interest
in certain data (e.g. web-service). I3 but has been extended by secure-I3 [Adkins et al.,
2003] and Hi3 [Gurtov et al., 2008] to improve security. SNF [Jonsson et al., 2003] intro-
duces translation gateways to enable communication between domains, and supports
security but, similarly to Delegation Oriented Approach (DOA) [Walfish et al., 2004],
it does not support mobility. Some proposals aim to allow incremental deployments,
as such, for example, SpotVNet [Roland Bless and Waldhorst, 2011]. Unfortunately,
multihoming support for current architectures is not very advanced. For instance,
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resilience and flow distribution are not supported. Other proposals, like GONE [Fu
and Crowcroft, 2006], combine several protocols for an efficient multihoming support
, which however may introduce significant signalling overhead.
2.8.5 New and Routing-Centric Architectures
New routing architectures try to combine the positive aspects of standards that en-
able services used worldwide. For instance, the Switched Internet Architecture (SIA)
[Shenoy, 2013] combines aspects of the IP architecture and the telephone architecture,
where addresses are organized hierarchically including a network ID and a host ID.
The network ID is formed based on the geographical information (e.g. country) and
organization code. The host ID corresponds to a numeric identifier, similar to a cellu-
lar number. But such kind of architecture needs to be evaluated in order to assess its
benefits [Paul et al., 2011].
Other proposals for new architectures stand by a hierarchical organization of the
network. For instance, Internet 3.0 [Paul et al., 2010b] divides the network into multi-
ple tiers, where the first tier corresponds to the infrastructure, the second to resources
or hosts and the final tier to data and users. Internet 3.0 supports mobility, flow distri-
bution mechanisms and resilience mechanisms. Once again, such approach needs to
be evaluated in order to determine if all the tenets support security and enable scala-
bility.
2.8.5.1 New Internet Routing Architecture
New Internet Routing Architecture (NIRA) [Yang et al., 2007] is a policy based net-
work architecture that allows user-specified routes, and mitigates the routing prob-
lems in different components, such as route discovery, route availability discovery,
route representation and packet forwarding, and provider compensation. Route dis-
covery is performed via a dedicated protocol that divides the task of discovery be-
tween source and destination, sharing information between them to optimize routes.
One drawback of the route discovery mechanism is the initial delay to establish con-
nections. NIRA employs source routing as the route representation and packet for-
warding mechanism. The main concern with NIRA is that it introduces too many
modifications that do not facilitate deployment [Clevenger, 2010].
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2.8.5.2 User-Controlled Routes
User-Controlled Routes [Yang, 2006] is a proposal to enable source routing. Users or
end-hosts can select routes according to their preferences. The architecture is modular,
and each module has different functionalities. For instance, one can detect the routes
that are available, while another implements controls to detect failures. The detection
of routes requires their advertisement from operators, which advertise routes accord-
ing the service level agreements. The name-to-route lookup service Name-to-Route
Lookup Service (NRLS) is a service that performs mapping of hosts into route maps,
and is assured by the network. Source routing is a mechanism that enables multi-
homing support in terms of flow distribution, but has issues, such as ingress filtering.
Moreover, this proposal does not have mechanisms for mobility management.
2.8.5.3 eXpressive Internet Architecture
eXpressive Internet Architecture (XIA) [Anand et al., 2011] introduces the eXpressive
Internet Protocol (XIP) to enable interaction between different elements, such as users,
content and services. Elements are identified by the respective identifiers. It is up
to XIP communication between components placed on different hosts. XIP replaces
IP, and consequently includes all the procedures to allow communication and packet
structure. For instance, a XIP packet may contain information of multiple paths to a
destination. XIA supports mobility, resilience and flow distribution but no public im-
plementation is available. XIA is not compatible with current Internet architectures,
which do not facilitates its deployment.
The current Internet architecture has evolved, despite the associated drawbacks
(recall the dual-role of the IP address). New architectures require bootstrapping (e.g.
start from zero), as they are not compatible with current model of Internet. Table
2.13 summarizes proposals introducing new architectures or modifying existent ones
to accommodate new functionalities. In a future vision of services, successor of Web
2.0, Internet 3.0 [Paul et al., 2010b] introduces multiple tiers to support security and
policies between the different entities. As such, multihoming support is high in the
research agenda but implementations are not available to assess such enhancement
regarding multihoming and support for future services. The Switched Internet Archi-
tecture [Shenoy, 2013] merges aspects of the IP architecture and telephone systems to
improve location and identification in the Internet. Nonetheless, the benefits of such
merge are not clear [Paul et al., 2011]. eXpressive Internet Architecture (XIA) [Anand
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Table 2.13: Hybrid multihoming proposals with new and routing-centric approach.
MH-Multihoming.
Protocol*
MH Goals
Strengths Flaws
R U L F
NIRA1
√
X
√ √
Supports policies Initial round trip time
to establish connec-
tions
Internet 3.02
√ √ √ √
Strong security
support
Not implemented
User-Controlled1
√
X
√ √
Supports flow
distribution
No implementation
Switched Internet1
√ √
X X Security support No implementation
XIA1
√ √ √ √
Security support No implementation
1 Routing Architecture 2 New Architecture * No implementations available
et al., 2011] is also a proposal that includes an architecture where the components are
the users, content and services. With such concepts, a packet may contain informa-
tion of multiple paths to a destination, but a public implementation is not available.
Proposals, such as New Internet Routing Architecture (NIRA) [Yang et al., 2007], and
User-Controlled Routes [Yang, 2006], have the drawback of introducing high delay in
address configuration, or have a limited mobility support, but enable the support of
flow distribution.
2.8.5.4 Hybrid multihoming remarks
The best approach for an efficient hybrid multihoming support is not clear, as each
one has its own advantages and disadvantages. Content-centric proposals focus their
specification on content/information, which is nowadays the main usage of current
architectures (e.g. access, update, share information). Solutions that consider the goal
of information transfer might be a good paradigm to follow. The address of a packet
is not relevant, what really matters is its content. Questions arise regarding the repre-
sentation of such content, how to disseminate it and how to assure privacy [Paul et al.,
2011].
Locator-identifier split approaches break the dual-role of current IP addresses.
This is an advance regarding multihoming support. But this characteristic by its own
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is not enough to meet multihoming and mobility challenges. The way the locator-
identifier split paradigm can be explored includes hierarchical organization of net-
works, efficient and scalable mapping systems (e.g. map identifier to locator), or new
architectures that break the compatibility with the current IP architecture. Current
solutions do extend, or include HIP functionalities, to enable identification of nodes.
For instance, HIP Mobile Router [Ylitalo et al., 2008] and GONE [Fu and Crowcroft,
2006] incorporate HIP to allow unique and secure identities. Another aspect to con-
sider is the placement and type of mapping systems. If centrally organized, they can
represent a point-of-failure or have scalability issues. When distributed, they can scale
better, but lookups might not be efficient [Hou et al., 2009].
Proposals, where implementation must be done from scratch, must have their ben-
efits validated, as the price to pay for deployment is high. New architectures fall into
this type of proposals. The native security support is an attractive point, others can
also be pointed as the bleeding edge, such as the ability to coordinate path selection
between users and service operators.
2.9 Summary
Multihoming may require support from all layers in the Internet protocol stack, in-
cluding applications. Of course, the decision to place the bulk of multihoming support
at any particular layer comes with its own advantages and drawbacks. Typically, one
resorts to the utilization of different paths according to preference sets, for instance,
based on bandwidth and delay estimates. An application which supports multihom-
ing may be better suited to control its flows with much finer granularity than what is
possible, say, for example, with HIP and a set of static policies. On the other hand,
in the absence of scalable source routing mechanisms, applications cannot be assured
that their preferences will always be attended to with the current crop of transport
protocols. Furthermore, presently there is no standard mechanism for sharing net-
work path information with the applications. As such, advanced applications usually
employ active and passive measurement mechanisms and/or participate in overlay
networks in order to obtain a better view of network performance across different
paths.
Throughout the analysis of the state of the art, the evaluation of multihoming sup-
port can be subjective or incomplete. In this chapter, diverse protocols, architectures,
proposals regarding their multihoming goals fulfillment have been compared. Such
approach, is more accurate than comparisons based solely on a single criterion, such
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as cost.
The performed comparison, also demonstrates that there is a need for a framework
that allows to evaluate multihoming support of a protocol in a objective way. For in-
stance, to establish objectively the difference regarding resilience or ubiquity support
between protocols. Moreover, techniques to optimize multihoming support are also
required.
This chapter has culminated in the following journal publications:
1. Bruno Sousa, Kostas Pentikousis, Marilia Curado, “Multihoming Manage-
ment for Future Networks”, Mobile Networks and Applications, 2011, Springer
[Sousa et al., 2011a].
2. Bruno Sousa, Kostas Pentikousis, Marilia Curado, “Multihoming: A Compre-
hensive Review”, Advances in Computers, volume 90, 2013, Elsevier [Sousa
et al., 2013].
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—The most profound technolo-
gies are those that disappear.
They weave themselves into the
fabric of everyday life until they
are indistinguishable from it.
Mark Weiser
3
Multihoming Evaluation Framework
THIS chapter presents a framework to assess the multihoming support - Multi-homing Evaluation Framework (MEF). MEF comprises the Resilience Evalu-ation Framework (REF), which determines resilience support and the Ubiq-
uity Evaluation Framework (UEF) that evaluates how ubiquitous a protocol is. Such
frameworks, proposed in this thesis, can be used in the design phase of a network
architecture to allow the selection of protocols with improved multihoming support.
This chapter is composed by several sections. Section 3.1 introduces terms and
overviews the state of the art regarding resilience and ubiquity support evaluation.
Section 3.2 specifies REF to assess the resilience support of a protocol and Section 3.3
introduces UEF specification to evaluate the ubiquity support of a protocol. Finally,
Section 3.4 concludes the chapter with an overview of the achievements herein de-
scribed, underlying the outcomes performed by the candidate.
3.1 Introduction
This section introduces concepts and related work towards multihoming evaluation.
Goals and requirements of evaluation frameworks are described. Definition of terms
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used along the chapter are introduced. An overview of the related work and open
issues is also presented.
3.1.1 Objectives and Requirements
The objectives within this chapter include:
1. Establish a framework to assess resilience support of a protocol.
2. Establish a framework to assess ubiquity support of a protocol.
Each of these frameworks needs to meet a set of requirements, which are described as
follows:
Generic Support any protocol, without being tied to the specificities of a given
protocol (e.g., Multi Protocol Label Switching (MPLS) [Rosen et al., 2001]).
Objective Allow the objective comparison between protocols. For instance, to
determine which protocols supports resilience or ubiquity more efficiently.
Thorough Evaluation metrics must be objective and fully representative to de-
termine the support of resilience or ubiquity.
Autonomous Evaluation must be autonomous, in such a way that there is no
need for an expert or a specific tool.
Flexible Do not need any working system or particular scenario. For instance,
evaluation can be performed at any phase of the system design. Initially, it can
be employed to allow the selection of a protocol based on its specificities.
3.1.2 Definitions
This subsection introduces definitions of terms that are employed through the chapter,
namely Resilience and Ubiquity, as per Definition 3.1, Definition 3.2 and Definition 3.3.
Definition 3.1 (Resilience)
Resilience is a mechanism to assure service robustness, by ensuring that resources
are re-established in case of failures. This re-establishment is possible due to pro-
tection (actions before failure) and/or restoration schemes (actions after failure)
that aim to maximize availability.
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This definition is proposed in this thesis and is based on [Pioro and Medhi, 2004].
Definition 3.2 (Ubiquity)
Ubiquity is the ability to support secure and optimized mobility to enable access
to services anywhere and anytime, with acceptable quality levels.
The term path is defined in this thesis, according to Definition 3.3 to avoid misun-
derstanding with related terms such as interfaces, or routes.
Definition 3.3 (Path)
Path is a logical communication facility identified by source and destination end-
hosts, which is linked to a physical interface.
3.1.3 State of the Art
This subsection presents the state of the art on resilience evaluation and ubiquity sup-
port assessment in Ubiquitous Computing (UbiComp) Systems.
Resilience has been evaluated in different ways and for various protocols. Both the
Resilience-Differentiated Quality of Service (RD-QoS) framework [Autenrieth, 2003a]
and Quality of Resilience (QoR) [Cholda et al., 2008, 2009] assess the resilience sup-
port of MPLS. However RD-QoS does not assess the recovery cost and only includes a
time analysis based on the ITU-T M.495 model [ITU-T, 1993]. QoR combines Quality
of Service (QoS) metrics (e.g., packet loss, delay) with resilience metrics (e.g., steady-
state availability, mean downtime). Moreover, QoR employs histograms that can
be mapped to user satisfaction. Nonetheless, the evaluation methodology is tied to
MPLS, lacking a broader applicability to other kind of protocols.
Other kind of evaluation includes recovery efficiency and the protection model
supported (e.g., 1+1 or 1:N) [Pioro and Medhi, 2004]. Nevertheless, the evaluation
relies on non deterministic methods, which depends on the application requirements.
Evaluation methodologies fail to provide a complete evaluation of resilience support,
as the example of proposals that only assess availability [Autenrieth, 2003a; Akella
et al., 2003; Huang et al., 2007].
Other evaluation frameworks consider qualitative (e.g., risk) and quantitative char-
acteristics of resilience and related-terms (i.e. dependability, fault-tolerance) in sys-
tems [Al-Kuwaiti et al., 2009]. Nonetheless, they consider physical aspects of archi-
tectures, which limits their applicability to protocols in other layers of the OSI model.
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With a different perspective, other proposals only address the optimal configurations
of failover mechanisms for protocols supporting resilience, such as Stream Control
Transport Protocol (SCTP) [Eklund et al., 2009; Budzisz et al., 2008], operating at the
transport layer.
Table 3.1: Resilience evaluation summary.
Proposal Generic Objective Thorough
RD-QoSa X only MPLS X X only time analysis
QoRb X only MPLS X
√
Pioroc X depends on application X
√
Akellae X only physical aspects X
√
Huangf X X X only availability
Al-Kuwaitig X X X only protection
Eklundh X only SCTP X X
Budzsiszi X only SCTP X X
a [Autenrieth, 2003a] b [Cholda et al., 2009] c [Pioro and Medhi, 2004] d [Akella et al.,
2003] e [Huang et al., 2007] f [Al-Kuwaiti et al., 2009] g [Eklund et al., 2009] h [Budzisz
et al., 2008]
Table 3.1 summarizes the proposals analysed by the candidated, regarding require-
ments fullfillment, namely Generic, Objective, and Thorough, previously, introduced
in subsection 3.1.1. Other requirements, such as Flexible were not meet by the related
proposals.
Ubiquitous computing (UbiComp) is a model where computers live in the world of
people, aware of their location, but in a transparent form to the user [Symonds, 2009].
Modern devices and networks to some degree implement this vision for ubiquitous
computing as they enable users to access online services 24-hours a day at “any time”
and from “any place”. In principle, the choice of technologies, system architecture and
protocols must be considered in the design phase of UbiComp systems. However, the
evaluation approaches taken for UbiComp Systems so far [Resatsch, 2010; Stevenson
et al., 2009] typically consider user-perspective ratings only, or assess a limited set of
functionalities. For example, some assessments follow a prototype-based approach
and thus have high development costs while not always being fully representative
of the final system [Resatsch, 2010]. Others rely on user surveys requiring at least
a partially complete and functional system [Stevenson et al., 2009]. Moreover, when
multiple choices for the software components are available, said approaches do not
provide insights for the selection of the best ones during the design phase.
UbiComp systems can be evaluated in terms of quality, which assesses the level of
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capabilities (i.e. technical characteristics) and the level of extensions [Kwon and Kim,
2006; Scholtz and Consolvo, 2004]. The assignment for each capability/item usually
relies on interviews with experts in the field (e.g., with ubiquitous computing expe-
rience), giving a classification in the range {1, 2, ..., 7}. These solutions require the
involvement of experts.
Ubiquitous Computing Application Development and Evaluation Process Model
(UCAN) is a ubiquitous computing application development and evaluation process
model [Resatsch, 2010], which evaluation includes different stages and methods, for
instance, the original idea can be evaluated using interviews, while the prototype is
assessed through user acceptance methods. Whilst UCAN requires prototypes and is
tailored for applications relying on user satisfaction metrics, other proposals allow the
evaluation of the overall system [Kwon and Kim, 2006].
Ontonym [Stevenson et al., 2009] is a framework that allows the evaluation of per-
vasive systems. The framework models context based on ontologies. For instance,
people are modeled by using classes with different attributes such as Name and Reli-
giousName. The evaluation considers three aspects: design principles, (e.g., extensibil-
ity and documentation); content (e.g., clarity and consistency); and purpose (in which
domain the evaluation is performed). Despite using established standards, Ontonym
focuses on the context representation problem, and therefore does not provide objec-
tive and comparable metrics to evaluate UbiComp systems.
In a UbiComp system, the mobility management is a key factor to enable the al-
ways connected paradigm. As such, considering the software component of UbiComp
systems, there is a need to establish the degree of mobility supported by IP mobil-
ity management protocols. For instance, how a certain protocol manages mobility.
This evaluation may consider different performance metrics. Usually, metrics include
packet delivery cost, handover delay, location update cost, signalling cost, multiple
interfaces and simultaneous mobility support. The packet delivery cost metric, for
instance, determines the cost (e.g., processing or transmission) of the different packet
delivery mechanisms (e.g., tunnel, direct) [Wang and Abu-Rgheff, 2006]. The han-
dover delay metric includes movement detection, address configuration, security op-
erations and location registration [Kong et al., 2008; Liu et al., 2007]. The signalling
cost is a compound metric that combines the packet delivery cost and the handover
cost, commonly designated by location update cost [Wang and Abu-Rgheff, 2006]. The
location update cost is determined according to the network model (e.g., number of
hops, number of domains, wired and wireless links), message rate and respective mes-
sage length. The difference between these proposals resides on the fact that some of
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them include the functions of each involved entity (e.g., home agent, correspondent
node), while others only include the mobile node or the cost of specific operations
(e.g., tunnelling) [Makaya and Pierre, 2008]. The support of simultaneous mobility
metrics is often neglected in evaluations, assuming fixed correspondent nodes [Wang
and Abu-Rgheff, 2006; Makaya and Pierre, 2008], although some consider the prob-
ability of simultaneous movement [Wong et al., 2007]. Paging efficiency is another
metric to consider when evaluating mobility management protocols in a ubiquitous
environment, specially due to energy efficiency. Paging support evaluations assess
the power consumption cost, the paging delay cost, but in a technology-dependent or
application-dependent way [Lee et al., 2008; Do and Onozato, 2007; Tang et al., 2007].
Table 3.2: Ubiquity evaluation summary.
Proposal Generic Objective Thorough
UCANa
√ √
X only user perspective
Ontonymb
√ √
X only user perspective
Kwonc
√ √
X only characteristics and exten-
sions
Scholtzd
√ √
X only characteristics and exten-
sions
Wange X only Mobile IP X X only mobility’s degree
Kongf X only Mobile IP X X only mobility’s degree
Liug X only Mobile IP X X only mobility’s degree
Makayah X only Mobile IP X X only mobility’s degree
Leei
√ √
X only paging
Lo Onozato j
√ √
X only paging
Tangk
√ √
X only paging
a [Resatsch, 2010] b [Stevenson et al., 2009] c [Kwon and Kim, 2006] d [Scholtz and
Consolvo, 2004] e [Wang and Abu-Rgheff, 2006] f [Kong et al., 2008] g [Liu et al., 2007]
h [Makaya and Pierre, 2008] i [Lee et al., 2008] j [Do and Onozato, 2007] k [Tang et al.,
2007]
Table 3.2 summarizes the proposals evaluating UbiComp performance or a specific
function in UbiComp systems, regarding the requirements fulfillment. Only the first
three requirements (Generic, Objective, Thorough) were considered.
3.1.4 Open Issues
From the analysis of the state of the art on resilience evaluation, summarized in Ta-
ble 3.1, the following open issues were identified:
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ä Existent evaluation frameworks fail to provide a solution that allows the eval-
uation of resilience in a standardized form for any protocol.
ä Evaluation frameworks do not include a complete set of metrics or methods
that allow to fully evaluate resilience support on a protocol.
ä Existent evaluation frameworks do not establish methods to make an objetive
comparison regarding resilience support.
From the analysis of the state of the art on UbiComp evaluation, summarized in
Table 3.2, the following open issues were identified:
ä Ubiquity evaluation needs to be characterized regarding technical aspects, ex-
tensions and the degree of mobility supported. These items were not sup-
ported simultaneously by any of the frameworks.
ä Ubiquity evaluation must be autonomous without requiring interviews or in-
tervention from experts.
To cope with the identified issues, Resilience Evaluation Framework (REF) was
proposed as the baseline to evaluate resilience support in a protocol and Ubiquity
Evaluation Framework (UEF) was specified to evaluate ubiquity support.
3.2 Resilience Evaluation Framework
This section starts by presenting the objectives of the Resilience Evaluation Framework
(REF) and the formulation for availability and recovery components. The evaluation
of resilience support in SCTP and respective results conclude this section.
3.2.1 Objectives & General aspects
The main objective of REF is to evaluate resilience support of a protocol. REF is a
framework to assess resilience support in a protocol. REF is not tied to a specific
protocol or technology and promotes objective comparison between protocols.
Resilience is considered according to Definition 3.1, where RMH - Resilience is a
function of Av- Availability and Rc- Recovery, as per Equation 3.1.
RMH = Av ×Rc (3.1)
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Recovery has associated distinct protection models, which provide different levels
of protection [Cholda et al., 2009]:
ä M:N model is a model, on which N backup paths protect M primary paths.
ä 1:N model, where N backup paths protect one primary path.
ä 1:1 or primary-backup model. A backup path is employed only when the pri-
mary fails. This is the default protection model of SCTP and represents a sub-
case of the M:N model [Fekete, 2010].
ä 1+1 or concurrent model. Paths are used simultaneously to increase resilience.
An example is the Concurrent Multipath Transfer (CMT) [Iyengar et al., 2006]
extension of SCTP.
ä 1+N model, which represents the case when there are at least three paths that
can be used all simultaneously.
Different considerations are assumed in the formulation of REF, as summarized in
Table 3.3.
Table 3.3: REF Considerations
Type Description Units Values
δ(t) time variables milliseconds (ms)
S(x) size variables bytes
C(x) capacity variables byte/s constant
P (x) Percentage [0, 1]
f(n) Failures min {0} max {n}
z Paths in node min {2} max {z}
bk Backups paths in node min {1} max {bk}
The most common protection models are the primary-backup model and the con-
current model [Cholda et al., 2009; Pioro and Medhi, 2004].
3.2.2 Availability
This subsection defines how availability is determined in REF.
Figure 3.1 depicts an availability model on which the service has two states, avail-
able (state = 1) or unavailable (state = 0), according to ITU-T E.800 [ITU-T, 2008].
After a failure instant, tFailn, the procedures for failure processing are undertaken
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Available
Not 
available
tFailn tFailn+1tAvain tAvain+1 tEndtIni
Failure 
n 
processing
Failure 
n + 1 
processing
Figure 3.1: ITU-T E.800 availability model [ITU-T, 2008].
[Pioro and Medhi, 2004]. Whilst failure processing mechanisms can be handled at
different layers, REF only considers the processes taken at the layer of the evaluated
protocol. For instance, if the envisioned protocol acts at the transport layer, failure
processing mechanisms operating at the physical layer are ignored1.
Availability - Av - in REF is the ratio of Mean Up Time (MUT) over the total time,
which is MUT+ Mean Down Time (MDT) [Cholda et al., 2009; Pioro and Medhi, 2004],
as per Equation 3.2.
Av =
MUT
MUT +MDT
(3.2)
Considering the E.800 model, depicted in Figure. 3.1, MUT corresponds to the mo-
ments where available = 1 and can be formulated for generic cases with n failures
according to Equation 3.3. On a non failure situation, MUT = tEnd − tIni, since
tFailn = 0 and tAvain = 1.
MUT = (tFail1 − tIni) +
n∑
i=2
(tFaili − tAvaii−1) + (tEnd− tAvain) (3.3)
Mean Down Time considers the moments where available = 0, that is when the service
is down, therefore for n failures, it is determined according to Equation 3.4.
MDT =
n∑
i=1
(tAvaii − tFaili) (3.4)
A key aspect in REF is the evaluation of availability in the context of end-host mul-
tihoming, which can have multiple interfaces. Previous availability approaches only
take into account the availability of the overall service [Cholda et al., 2009] or of in-
terfaces/paths in isolation [Akella et al., 2003; Huang et al., 2007], without taking into
consideration the role of each path. The role of a path dictates whether it acts as a pri-
1The Open Systems Interconnection (OSI) model was applied in this comparison.
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mary path or as a backup path. This role is associated with the protection model, with
the 1:1 and 1+1 models being the most generic from a multihoming perspective [Pioro
and Medhi, 2004]. Having this in mind, the following subsections formulate availabil-
ity for the primary-backup and concurrent models.
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Figure 3.2: Availability with 1:1 and 1+1 protection models.
3.2.2.1 Availability in the primary-backup protection model
Availability in the primary-backup model also follows the E.800 availability model,
pictured in Figure 3.2 for 1:1 and 1+1 protection models. In this case, MUT is de-
termined according to Equation 3.5, where bk corresponds to the backup path and
failures occur at the primary path.
MUT1:1 = (tFail0 − tIni) +
bk−1∑
t=1
(tFailt − tAvait) + (tEnd− tAvaibk) (3.5)
MUT1:1 considers the availability of all paths in a sequential mode, starting with the
primary and following the respective backup paths.
3.2.2.2 Availability in the concurrent protection model
In the 1+1 or concurrent protection model, i0 - the primary path is used simultane-
ously with i1 - the backup path, as illustrated in Figure 3.2. The Mean Up Time cor-
responds to the union of the MUTs for each path, which are determined according to
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Equation 3.3. An OR boolean logic can be employed to determine MUT, by including
all the moments on which, at least, one path is available. The probability of downtime
is lower, as if one path fails, another assures the service delivery. Thus, the down-
time corresponds to the intersection of Mean Down Time on both interfaces, which
is calculated based on the difference between the minimum m available time and the
maximum M failure time, as given in Equation 3.6.
MDT1+1 = MDTit1+1with, it1+1 = m{tAvai0, tAvai1} −M{tFail0, tFail1} (3.6)
3.2.3 Recovery
This subsection specifies recovery in REF for generic models and also for the primary-
backup and concurrent protection models. Recovery performance in REF is deter-
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Figure 3.3: ITU-T M.495 Enhanced recovery model [Autenrieth, 2003b].
mined according to the ITU-T M.495 [ITU-T, 1993] model that defines the terminology
and principles related with restoration and diversity. This model has been enhanced
to include the determination of Fault-detection (FD), Fault Notification (FN) and re-
covery switching (RS) events [Autenrieth, 2003b]. Recovery encompasses the actions
necessary to return to a normal state after the identification of a failure. For such differ-
ent processes may occur within a recovery scheme, which can go from fault detection
to a final step that corresponds to the restoration of the initial service levels. As per
ITU-T M.495 model, recovery performance can rely on the recovery time-tRc, which
is determined according to Equation 3.7.
tRc =
5∑
i=1
Ti (3.7)
— 77 —
3. Multihoming Evaluation Framework
In a simplistic approach, the recovery time can be determined based on the end
time of recovery (teRS) and the start time of Failure Detection (tsFD), as depicted in
Equation 3.8.
tRc = teRS − tsFD (3.8)
Considering all the processes of a recovery scheme, defined in the ITU-T M.495 model,
the recovery time is formulated as per Equation 3.9.
tRc = tFD + tFN + tRS (3.9)
Recovery performance cannot simply rely on the recovery time metric. For in-
stance, two protocols can recover at the same time, but the restoration to the initial
conditions (i.e. before failure) can be different. As such different metrics/factors must
be evaluated, as follows:
ä ERc - recovery time efficiency.
ä LRc - the recovery impact, which corresponds to the affected traffic.
ä ORc - the recovery overhead, i.e. the cost of recovery in terms of signalling.
ä QRc - the quality provided by recovery, which measures whether operation
returns to the same conditions as before failures.
Recovery, Rc, is determined according to Equation 3.10, where the interest is, on
one hand, to minimize the affected traffic and the overhead of recovery procedures,
and on the other, to maximize the quality provided by recovery and the recovery effi-
ciency. The following paragraphs detail how the different metrics are determined.
Rc = βR(LRc×ORc) + (1− βR)(ERc×QRc) (3.10)
The recovery efficiency ERc corresponds to the ratio between the time to recover
from all failures {i · · ·n} and the mean downtime, as given in Equation 3.11. With
this metric it is possible to differentiate protocols that have optimized mechanisms
providing fast recovery.
ERc =
(
1 +
∑n
i=1 tRci
MDT
)−1
(3.11)
The recovery impact, LRc, is determined based on the affected traffic (considered
lost or prone to restransmission) during the recovery process, as depicted in Equa-
tion 3.12. REF considers the relation of capacity between the current path, Cc and the
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primary path Cp, as opposed to other works that consider only the capacity of the
primary path [Cholda et al., 2009]. By considering the Cc/Cp ratio it is possible to
determine the affected traffic based on the recovery time and capacities of paths.
LRc =
Cc
∑n
i=1(teRSc,i − tsFDc,i)
Cp(tEnd− tStart) (3.12)
The recovery overhead, ORc, represents the signalling cost of the recovery opera-
tions, as per Equation 3.13. This compound metric establishes the difference between
the recovery models, as protection models have backup links pre-established, while
restoration models need to establish them based on signalling. ORc expresses a cost
function, where the interest is, on one hand, to minimize signalling ratio (e.g. sig-
nalling distributed along the service lifetime) and on the other hand, to maximize
signalling ratio diversity (e.g. improve load sharing).
ORc = βOsigRt+ (1− βO)sigDv (3.13)
In REF, the determination of signalling considers the approaches that are based
on message signalling and approaches that employ timers to trigger recovery actions.
REF considers average values for MSi - message size and TDu - timeout durations,
as these can vary in the measurement intervals. The recovery overhead is determined
with the overall signalling - allSig, the signalling ratio - sigRt and the signalling ra-
tio diversity - sigDv metrics. The overall signalling includes all the signalling in the
interval (tEnd− tStart) and is calculated according to Equation 3.14.
allSig = nM ·MSi+ nT · TDu (3.14)
The overall signalling includes theMSiwith nM - total number of messages trans-
mitted, and nT - number of timeouts, with different durations TDu. The signalling
performed during recovery (sigRci) from failure i is calculated by the signalling over-
head during tRci - the time of recovery, employing the same logic for the overall sig-
nalling, but only for the instant tRci. The signalling ratio, sigRt(t), for path t, estab-
lishes the relation between the signalling during recovery from possible n failures and
the overall signalling, as depicted in Equation 3.15. Higher values indicate that the
signalling overhead is concentrated in the recovery processes.
sigRt(t) =
∑n
i=1 sigRct,i
allSigt
(3.15)
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The signalling ratio diversity, sigDv, assesses how signalling is balanced among
all paths and can be calculated based on the relation of the minimum ratio and the
maximum ratio for all paths, as demonstrated in Equation 3.16.
sigDv = min{sigRt(t)}/max{sigRt(t)} (3.16)
If sigDv → 1 the signalling load is distributed more evenly between the paths. The
recovery overhead metric in REF is clearly distinct from previous proposals [Calle
et al., 2004; Cholda et al., 2009], which do not consider the signalling overhead, or
consider it in a simplistic manner without any diversity analysis.
QRc is determined by restorability and backup link quality [Calle et al., 2004;
Cholda et al., 2009]. Restorability indicates the percentage of failed paths that can
be recovered [Griffith et al., 2003]. As with availability, the operation of the recovery
scheme depends on the adopted protection and/or restoration model. While protec-
tion models have one of more backup paths pre-established before failures, restoration
models establish the backup path on failure events. The former can attain better per-
formance in terms of recovery time (no need of signalling to establish a path), but
with the drawback of having a higher cost in terms of resources, since a path is ded-
icated for recovery [Cholda et al., 2009; Autenrieth, 2003a]. The quality provided by
recovery, QRc, is a relation between Xb - the quality of backup paths and R(n) - the
restorability. The Xb factor is determined based on Cc and Cp the capacity of current
and primary path, respectively, as given in Equation 3.17 [Cholda et al., 2009].
Xbc =
1 if Cc/Cp ≥ 1 or Cp = 0,Cc/Cp otherwise. (3.17)
The restorability - R(n) accounts the ratio of failed connections n, successfully
recovered r(n), as depicted in Equation 3.18. Restorability in REF allows to assess
to what extent the recovery is performed. QRc is based on the average quality of
backup paths, as each path has its own quality factor and on the restorability ratio,
QRc = Xb×R(n).
R(n) =
r(n)
n
(3.18)
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3.2.3.1 Recovery in the primary-backup protection model
Recovery efficiency, ERc1:1, considers the time of recovery of all paths (primary and
backups) and their respective Mean Down Time, as demonstrated in Equation 3.19.
ERc1:1 =
(
1 +
tRc0 +
∑bk
t=1(tRct)
MDT0 +
∑bk
t=1MDTt
)−1
(3.19)
Recovery impact, LRc1:1, assesses the affected traffic during recovery of the pri-
mary path and the restoration of the respective backup paths, considering the theo-
retical traffic that could be transmitted, if no failures had occurred, during the time
service, as illustrated in Equation 3.20.
LRc1:1 =
C0 · tRc0 +
∑bk
t=1(Ct · tRct)
C0(tEnd− tStart) (3.20)
Finally, recovery overhead,ORc1:1, is determined according to Equation 3.13. Nev-
ertheless, the signalling during recovery is determined for the instant of recovery and
includes the messages or timers that are associated with the primary path and backup
paths, as given in Equation 3.21.
sigRc1:1 = nM0 ·MSi0 + nT0 · TDu0 +
bk∑
t=1
(
nMt ·MSit + nTt · TDut
)
(3.21)
3.2.3.2 Recovery in the concurrent protection model
In the 1+1 protection model, the recovery processes only occur when both interfaces
are down simultaneously, as shown in Figure 3.2. The time for a path to recover from
failure i (tRci1+1) depends on the minimum time of recovery and on the maximum
time of failure detection from one of the paths {i0,i1}, following the logic depicted in
Equation 3.6.
The recovery efficiency, ERc1+1, is determined based on the recovery time from n
possible failures and on the respective simultaneous downtime as per Equation 3.22.
ERc1+1 =
(
1 +
∑n
i=1 tRci1+1∑n
i=1MDTiti
)−1
(3.22)
The affected traffic, LRc1+1, must consider the affected traffic in two distinct cases:
1. Simultaneous, simLRc1+1 - on which there is no service since both paths are
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down simultaneously.
2. Partial - on which failures only affect one path.
The affected traffic, LRc1+1, corresponds to the relation between the affected traffic
in the simultaneous case and the sum of the affected traffic in the partial cases, see
Equation 3.23. Within z paths, the simultaneous cases assume that traffic is forwarded
simultaneously on different paths, thus the capacity is considered the sum of all af-
fected paths. In the partial cases, the traffic impact is considered in isolation for each
failed path.
LRc1+1 =
simRc1+1∑z
j=1 parLRcj
=
(C0+C1)
∑n
i=1
(
tRci1+1
)
(C0+C1)(tEnd−tStart)∑z
j=1
(Cc)
∑nc
j=1(tRSj−tFDj)
Cc (tEnd−tStart)
(3.23)
Although, partial failures can affect the traffic, the service is only disrupted on
simultaneous failures, therefore the signalling performed during recovery - sigRc1+1,
in the recovery overhead determination, only considers the recovery performed for ns
simultaneous failures, as depicted in Equation 3.24. The overall signalling includes all
the signalling performed during the time service in all paths.
sigRc1+1 =
ns∑
j=1
(
nMi0(j)·MSii0(j)+nTi0(i)·TDui0(j)+nMi1(j)·MSii1(j)nTi1(j)·TDui1(j)
)
(3.24)
In the 1+1 cases, the primary and backup path are used simultaneously, there-
fore there is no real notion for backup path. In this context, the backup link quality
corresponds to the minimum quality level that is achieved on a failure event, as per
Equation 3.25.
Xb1+1 =
1 if
CafterFailure
CbefFailure
≥ 1 or CbefFailure = 0,
CafterFailure
CbefFailure
otherwise.
(3.25)
The restorability metric R(n)1+1 considers the number of successful recoveries are
performed for each path considering the number of failures in the respective path, as
given in Equation 3.26.
R(n)1+1 =
r(n)i0 + r(n)i1
ni0 + ni1
(3.26)
The quality provided by recovery, QRc1+1, in the 1+1 protection model is calcu-
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lated based on the possible n failures and on the path where failures occur.
QRc1+1 =

1 ·R(n)1+1 if n = 0,
Xbi0 ·R(n)1+1 if C0 > C1 and ni0 ≥ 1,
Xbi1 ·R(n)1+1 if C1 ≥ C0 and ni1 ≥ 1.
(3.27)
REF can be employed to assess the resilience of any given protocol as long as the
protection model (i.e. primary-backup or concurrent) is taken into consideration. For
instance, the Stream Control Transport Protocol (SCTP) is under the 1:1, while the
Multi Protocol Label Switching (MPLS) can be under the 1+1, if considering load bal-
ancing characteristics.
3.2.4 Evaluation
This subsection provides details regarding the resilience support evaluation of SCTP
using REF.
3.2.4.1 Objectives
The goals of this evaluation are:
ä Compare the resilience support of SCTP with standard (Std) and optimized
(Opt) fault-tolerance configurations.
ä Assess the impact that SCTP failover mechanisms have on VoIP and data ap-
plications.
ä Assess the accuracy of REF through a comparison with QoR.
3.2.4.2 Scenario
This subsection provides details regarding the simulation scenario to evaluate re-
silience performance of SCTP in multihomed nodes.
Figure 3.4 illustrates the simulation scenario, which includes multihomed nodes
with a primary path and two backup paths. The scenario includes nodes that intro-
duce “background” traffic that causes congestion (based on bursts) in the respective
paths. This scenario allows to evaluate SCTP resilience in the presence of failures oc-
curring in the primary and backup paths and considers different types of data traffic.
Different networks are configured on the source and destination sides. Moreover, the
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Figure 3.4: Evaluation Scenario implemented on OMNeT++ [OMNeT++, 2009] simu-
lator.
source node moves linearly and starts connected to all wireless access routers (in order
to include all the configured addresses during the association phase of SCTP). The sce-
nario is modeled in OMNeT++ simulator [OMNeT++, 2009] using the SCTP extension
[Rungeler et al., 2008], that is included in the most recent versions of INET1.
The source node performs two handovers, from primary to bkp #01 and from bkp
#01 to bkp #02 paths, respectively. In addition, βO = βR = 0.05, an empirical value
based on experiences with the simulation scenario.
3.2.4.3 Methodology
The evaluation considers both SCTP failover parameters and the application in use
(both include the sets for data and VoIP applications). The SCTP failover parameters
are configured according to RFC 4960 [Stewart, 2007] while the optimized configura-
tions are derived from SCTP optimization studies [Eklund et al., 2009; Budzisz et al.,
2008].
SCTP failover parameters are configured as detailed in Table 3.4. Other config-
urable parameters of SCTP, such as Association Max Retrans (AMR) and RTOinit fol-
low the values recommended in RFC 4960, 10 and 3s, respectively.
Evaluation includes both VoIP and data applications, due to the diversity in their
requirements. VoIP traffic is based on the G.723.1 [ITU-T, 1996] codec employing a
bit rate of 6.3kbps. In addition, SCTP is configured to deliver all DATA chunks re-
ceived immediately to the upper layer (i.e. unordered). FTP is chosen to represent
1INET is a framework with protocols for communication networks (wired, wireless) for OMNeT++
simulator. INET includes, among others, UDP, TCP, SCTP and IPv6 protocols.
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data applications. Each test comprises 20 runs and a simulation time of 300s.
3.2.4.4 Results and discussion
This subsection presents the achieved results with the evaluation performed in the
simulation scenario. Comparison regarding availability of REF and QoR is discussed
in first place. The recovery performance of SCTP is also analysed and resilience sup-
port is presented afterwards.
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FTP VoIP
Figure 3.5: SCTP availability measured by REF (Av) and QoR (QA).
TheAv- Availability parameter of REF can be compared withQA- Quality of Avail-
ability of QoR. REF is similar to QoR, as it determines a higher degree of availability
of SCTP for optimized cases (with decreased SACK interval), as shown in Figure 3.5.
Moreover, REF and QoR point out the fact that the availability in SCTP relies solely on
its failover parameters and not on the sets of applications.
Table 3.4: Configuration of SCTP failover pa-
rameters
Parameter RFC4960 (Std) Optimized (Opt)
PMR 5 3
RTOmin 1000 (ms) 20 (ms)
RTOmax 60000 (ms) 60000 (ms)
SACK delay 200 (ms) 20 (ms)
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Figure 3.6: SCTP recovery efficiency as measured by REF and QoR.
Recovery is depicted in Figure 3.6. Both REF and QoR point out SCTP to recover
more efficiently with optimized configurations. Nonetheless, the difference between
standard and optimized configurations is higher in QoR. An explanation for such be-
haviour is presented when analysing resilience results.
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Figure 3.7: SCTP resilience as measured by REF and QoR.
Figure 3.7 illustrates the resilience of SCTP as measured by REF and QoR. In con-
trast with the results on availability, it is observable a divergence between REF and
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QoR measured resilience values. QoR reports that SCTP with standard configuration
as per RFC 4960 has virtually no resilience. REF, due to the protection model, reports
a resilience value of 0.37 for both data and VoIP applications. Both QoR and REF
show that SCTP resilience improves with optimized configurations. In particular, REF
reports a resilience value ≈ 0.50. QoR, on the other hand, reports a resilience value
≈ 0.37 for FTP traffic and ≈ 0.6 for VoIP traffic. The spread of the QoR resilience
values is considerably larger than for REF.
3.3 Ubiquity Evaluation Framework
This section formulates Ubiquity Evaluation Framework (UEF) to evaluate ubiquity
support in a protocol. Goals and general aspects introduce UEF specification. A
study case where UEF is applied to determine the ubiquity support of Mobile IPv6
(MIPv6) [Johnson et al., 2011] and Host Identity Protocol (HIP) [Gurtov, 2008] is also
presented.
3.3.1 Objectives & General aspects
UEF is proposed to provide an objective evaluation methodology, that can be used at
any stage of the UbiComp system development, without requiring experts on the field
(i.e. not using interview methods). UEF establishes the base for protocol comparison
regarding ubiquity support, without requiring any prototype or working system to
assess the ubiquity support.
Table 3.5: UEF Consideration
Type Description Units Values Examples
∆(t) time variables milliseconds (ms)
Handover, processing delay,
idle intervals
S(x) size variables bytes size of data structures,
C(x) capacity variables byte/s constant
P (x) Ratio [0, 1]
procedure finalization and
preparation rates
UEF addresses ubiquity as stated in Definition 3.2. This definition combines as-
pects of UbiComp systems with the functionalities of a protocol. UbiComp aspects
are divided into two major groups: technical features and supported extensions. The
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protocol functionality is related with the degree of mobility support in the multihom-
ing context. This mobility support enables Always Best Connected (ABC) paradigm,
which is important in UbiComp systems [Louta et al., 2011].
The considerations to formulate UEF are summarized in Table 3.5. The next section
formulates ubiquity.
3.3.2 Ubiquity UMH
Ubiquity, as per Definition 3.2, combines lC-technical capabilities and lU -extensions
of UbiComp systems, according to the Ψ-degree of mobility supported by a proto-
col. Equation 3.30 formulates Ubiquity - UMH , where wlC and wlU are the weights
for technical characteristics and extensions aspects, respectively. Weights assignment
satisfy the following constraint: wlC +wlU ≤ 1. A simple rule to assign weights can be
based on the number of technical or extension items and the overall number of items
(technical + extensions), as Equation 3.28 and Equation 3.29 show for technical and
extensions items respectively. Other kind of weights assignment can be performed,
such as wlC = 0.5 and wlU = 0.5.
WlC =
nLC
nLC + nLU
= 0.65 (3.28)
WlU =
nLU
nLC + nLU
= 0.35 (3.29)
UMH = (WlC × lC +WlU × lU)×Ψ (3.30)
Technical capabilities and extensions are determined for each component of a Ubi-
Comp system, namely user (U), software (S) and hardware or computing platform
(H), as shown in Table 3.6 and Table 3.7, respectively. MIPv6 and HIP, as protocols en-
abling mobility management, fall in the software component (S). Thus, their capabili-
ties and extensions are evaluated by considering only the capabilities and extensions
of the software component. A Table entry marked with “
√
” means that the respective
capability is supported; “0” means that it is not supported; and “−” means that the
capability is not applicable.
Capabilities and extensions are evaluated using a Boolean scale (0-not supported
and 1-fully/partially supported). Moreover, to avoid ambiguity in the evaluation,
UEF employs the meaning of each capability/extension according to standard dictio-
naries IEEE [1990]; Union [2013]; International Electrotechnical Commission [2013b,a];
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Table 3.6: Technical capabilities of UbiComp systems in UEF for
(S) - Software, (U) - User and (H) - Hardware components (in a
total of 39)
Technical Capability (H)ardware (U)ser (S)oftware MIPv6 HIP
Accessibility
√
–
√ √ √
Accuracy
√ √ √ √ √
Adaptability
√
–
√ √ √
Adjustability
√ √ √ √ √
Adoptability –
√
– – –
Analyzability
√ √ √ √ √
Compatibility
√ √ √ √ √
Configurability
√
–
√ √ √
Connectivity
√
–
√ √ √
Credibility –
√
– – –
Customizability
√
–
√ √ √
Decomposability
√
–
√
0 0
Downloadable – –
√ √ √
Embeddedness
√
–
√ √ √
Effectiveness
√
–
√ √ √
Efficiency
√
–
√ √ √
Extensibility
√
–
√ √ √
Integrability
√
–
√ √ √
Interoperability
√
–
√ √ √
Interpretability –
√
– – –
Invisibility
√
– – – –
Learnability – –
√
0 0
Maintainability
√
–
√ √ √
Mobility
√ √ √ √ √
Portability
√
–
√
0 0
Predictability
√
–
√ √ √
Proactiveness – –
√
0 0
Reconfigurability
√
–
√
0 0
Reliability
√
–
√ √ √
Reusability
√
–
√ √ √
Scalability
√
–
√ √ √
Security
√
–
√ √ √
Sensibility
√ √ √ √ √
Shareability
√
–
√
0 0
Stability
√
–
√ √ √
Testability – –
√ √ √
Understandability –
√
– – –
Usability –
√
– – –
Wearability
√
– – – –
Total: 30 11 32 26 26
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Table 3.7: Extensions of UbiComp systems in UEF for (S) - Soft-
ware, (U) - User and (H) - Hardware components (in a total of 22)
Extensions (H)ardware (U)ser (S)oftware MIPv6 HIP
Authentication – –
√
–
√
Authorization – –
√
–
√
Automation
√
–
√ √ √
Autonomy
√
–
√ √ √
Context Reusability – –
√
– –
Durability
√
– – – –
Entity Tracking – –
√
–
√
Identity Tracking – –
√
–
√
Inferred Context – –
√
– –
Location Tracking – –
√
–
√
Negotiation – –
√
– –
Response Time
√
–
√ √ √
Seamlessness
√
–
√ √
–
Self-Control –
√
– – –
Service Coverage
√
–
√ √
–
Standardization
√
–
√ √ √
Trust –
√
– – –
User Context – –
√
– –
User preference – –
√
– –
User profile – –
√
– –
User Satisfaction –
√
– – –
Utility –
√
– – –
Total: 7 4 17 6 9
Oxford University Press [2013]. The definitions of all the terms employed in UEF can
be found in appendix A. Finally, UEF considers non-overlapping capabilities and ex-
tensions as opposed to Kwon and Kim [2006]; Scholtz and Consolvo [2004] that eval-
uates an item twice, namely as a capability and as an extension, which increases com-
plexity in the evaluation process. Each capability/extension is determined according
to Equation 3.31, as specified by Kwon and Kim Kwon and Kim [2006], where n is
the number of supported capacities/extensions, Ci is the value of the capacity (0 or 1)
with MaxScale = 1, and nξ is the number of capacities/extensions that apply to the
component.
Cξ =
∑n
i=1Ci
nξ ·MaxScale , with ξ ∈ {u, s, h} (3.31)
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This simplistic evaluation of technical capabilities and extensions in UEF promotes
comparison between different proposals for UbiComp systems. Besides including all
the components of such systems, UEF only requires a general knowledge of a spe-
cific solution. For instance, between the choice of WiFi or Bluetooth technologies, the
general knowledge includes coverage, transmission power, data transfer ratios char-
acteristics, among others.
UEF assesses mobility support through the degree of mobility Ψ, which is a com-
pound metric of performance and cost aspects of the mobility management process,
as per Equation 3.32. Costs represent processes that introduce overhead, such as sig-
nalling. Common approaches [Wang and Abu-Rgheff, 2006; Makaya and Pierre, 2008]
consider cost aspects only. Performance aspects include the level of energy efficiency
Ef and handover procedure preparation rate λprep. Cost aspects include handover
Hc and signalling Sc costs, as well as the handover procedure finalization rate λfina.
The term N ·maxS corresponds to the number of cost aspects and the maximum cost
value, respectively, with maxS = 1, and N = 3. βm is used to distinguish perfor-
mance and cost aspects, as employed in additive von Neumann Morgenstern utility
functions [von Neumann et al., 2007].
Ψ = N ·maxS + βm(Ef + λprep)− (1− βm) · (Hc+ Sc+ λfina) (3.32)
In IP mobility management evaluation, UEF includes metrics for energy efficiency
and the procedure preparation rate, an improvement over previous work that only
evaluates mobility management performance by assessing costs. UEF explores the
end-host mobility approach, when all procedures are triggered by the mobile node,
and includes support for simultaneous mobility events. In the latter case, the cor-
respondent node plays a dual role as it is also a mobile node. The procedure rates
include λprep-procedure preparation rate before the handover and λfina-procedure fi-
nalization rate after handover. Considering a total of nproc procedures and nproc =
nprep + nfina, Equation 3.33 and Equation 3.34 formulate λprep and λfina, respectively.
λprep =
nprep
nproc
(3.33)
λfina =
nfina
nproc
(3.34)
Hc, the handover cost, quantifies cost in terms of handover delay, d, measuring the
sum of procedure delays in the ne entities. Handover delay is determined according
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to Equation 3.35, with nje procedures executed at entity e with ∆tproc processing time.
d =
ne∑
e=1
nje∑
j=0
∆tprocj,e (3.35)
The handover cost, as per Equation 3.36, includes the cost of procedures invoked only
after handover. A sigmoid function normalizes delay values that have increased gran-
ularity by a factor of dg (=1000 by default). Handover cost could consider other met-
rics, such as handover delay at Layer 2 Liu et al. [2007], but this would tie UEF to
a specific radio access technology and prevent the framework from apportioning the
performance of the assessed protocol. Moreover, this does not restrict the evaluation
on a specific phase of UbiComp systems.
Hc =
1
1 + e
−
√
d+1
dg
(3.36)
The signalling cost, as per Equation 3.37, determines the procedure overhead of
the protocol, for all the procedures that are employed for signalling Qi Wang and
Mosa Ali Abu-Rgheff [2006]. Signaling cost is considered for the mechanisms of a
protocol, which correspond to a set/group of procedures Gp. For instance, in MIPv6,
registration of addresses includes several messages, such as Binding Update (BU),
Binding Acknowledgment (BA) and Binding Refresh Request (BRR).
Sc =
[
1 + e
−
√ ∑
Cp
max(Cp
)
]−1
∀p ∈ Gp (3.37)
The relation between the sum of all procedures
∑
Cp and the maximum cost of
all the procedures max(Cp) is the base for the signalling cost formulation. In UEF,
the cost of a procedure Cp is formulated according to the message size, the message
transmission frequency or the number of transmissions, and the processing cost Φ
of each entity. Most approaches rely only on the message size Qi Wang and Mosa
Ali Abu-Rgheff [2006]. Equation 3.38 determines the cost of a procedure invoked nI
times, with message size Li and transmitted nTx times or at a frequency Qi.
Cp =
nI∑
n=0
nTx∑
t=1
nM∑
i=1
Ln,t,i ×Qn,t,i × ∑
e∈{×}
Φn,t,i,e
 (3.38)
For the number nTx and frequencyQi of transmissions, the following assumptions
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are made:
ä Qi = 1, if nTx > 1, i.e. when there are retransmissions.
ä nTx = 1, if Qi > 1, for instance, messages that do not require any reliability
but are sent frequently (e.g. router advertisements).
Equation 3.38, by including the nTx number of transmissions or Qi frequency,
aims to have a broader applicability, since protocols can perform signalling based on
the number of transmissions or simply by sending messages after a certain interval
(e.g. heartbeat messages of SCTP Fu and Atiquzzaman [2004]).
PΦe- processing cost of an entity e is the relation between the Pce-operation cost
of a procedure and Nife-number of interfaces of entity, as depicted in Equation 3.39.
PΦe = Nife × Pce (3.39)
UEF considers multihomed nodes and does not rely on upper-layer parameters
(e.g. session rate) to determine the processing cost. Instead, Pc corresponds to the
relation between the processing delay pDelay and the operation complexity, as per
Equation 3.40. Complexity is modeled by the number of operations nOper, and the
size of data structures sizeData. Whilst the size of the data structures can be dynamic,
UEF only considers the size of a single record, for simplicity. When procedures do
not involve data structures, sizeData = 0. sizeData differs from message length,
since it accounts for the size of data structures necessary to perform the operations in
procedures (e.g. record in a routing table).
Pc = [nOper × (1 + sizeData)]× pDelay (3.40)
Energy efficiency, Ef , considers the rates of reducing the active area λrdActArea and
the paging cost λrdPagC , as per Equation 3.41. Paging cost includes all the signalling
mechanisms to enable paging. N is the number of cost aspects and maxS the max-
imum value of these costs, with N = 1 and maxS = 1. Power saving mechanisms
at the physical layer are not included in order to meet the technology independence
requirement, as well as the possibility to perform evaluation isolatedly, this is without
requiring a specific technology to evaluate a protocol.
Ef = N ×maxS + βe × λrdPagC − (1− βe)× λrdActArea (3.41)
The rate of active area reduction, λrdActArea, is the relation between the domain
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dArea and the paging area pArea, as formulated in Equation 3.42.
λrdActArea =
dArea− pArea
dArea
(3.42)
The paging area is determined by considering the node that initiates paging till the
endpoint (e.g. mobile node). Additionally, the area can consider the radius coverage
(in meters), or simply the number of hops between the paging initiator and the end-
point Lee et al. [2008]. The domain area is limited by the prefix management entity, for
instance an IPv6 router, and the endpoints. Values close to 1 indicate that the paging
area is too small, with reduced costs, but with few optimizations. The paging cost,
PagC is given in Equation 3.43, where L represents the message size, transmitted nTx
times. Each entity e participating in the paging group Ga has Nif interfaces in idle
state during ∆t interval, and for each paging message the processing cost is Pc. The
paging group Ga includes all entities involved in paging signalling.
PagC =
nTx∑
t=1
Lt ×
∑
∀e∈Ga
(Nife,t × Pce,t ×∆te,t) (3.43)
The processing cost, Pc, is determined according to Equation 3.40 with sizeData =
0. The ratio of paging cost reduction, λrdPagC , depicted in Equation 3.44 , is the rela-
tion between paging cost at effective idle intervals, ∆t idle, and theoretical intervals,
∆t T idle, during which the a mobile end-node could remain in idle state (e.g. no data
transfer and no mobility management signalling exchanges).
λrdPagC =
PagC∆t idle
PagC∆t T idle
(3.44)
The following subsection formulates ubiquity support using UEF for MIPv6 and
HIP protocols.
3.3.3 UEF Use Case: Ubiquity in MIPv6 and HIP
In order to clarify the usability of UEF, this section specifies MIPv6 Johnson et al. [2011]
and HIP Gurtov [2008] ubiquity support. These protocols have been chosen as MIPv6
is the main management mobility protocol for IPv6 networks, and HIP is a protocol
that supports Locator/Identifier split paradigm, an important aspect in multihoming
support and future Internet architectures Sousa et al. [2011a]. HIP supports mobility
management with the RendezVous extension. The ubiquity support is determined
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according to its technical capabilities and extensions.
The analysis, herein performed is based solely on MIPv6 Johnson et al. [2011] and
HIP Gurtov [2008] specifications. No expert on mobility management or in UbiComp
systems was required. Technical capabilities of MIPv6 and HIP are similar as pre-
sented in Table 3.6, lCMIP = lCHIP = 26/32 = 0.81. Extensions are different be-
tween MIPv6 and HIP, as summarized in Table 3.7 where lUMIP = 6/17 = 0.35, and
lUHIP = 9/17 = 0.53. According to UEF, HIP seems to be better suited for UbiComp
systems regarding the technical and extensions capabilities. Nonetheless, the mobil-
ity management functionality cannot be ignored. Therefore, the assessment on how
the degree of mobility is supported in MIPv6 and HIP needs to be determined. The
following paragraphs illustrate the study case for MIPv6 and HIP to assess degree of
mobility support and consequently, ubiquity.
The formulation of the degree of mobility includes diverse procedures:
ä Registration (RG) - register new location information.
ä Security (AA) - protect and secure identity of mobile node.
ä Address Configuration (AD) - configure addresses in new networks.
ä Movement Detection (MD) - detect availability of new networks.
The different procedures employ specific messages to convey signalling for the
operations being supported, as summarized in Table 3.8, for MIPv6 and HIP protocols.
Table 3.8: Messages and procedures of mobility management
Procedure MIPv6 HIP
Registration BUa,BAb,BRRc I1,R1, I2,R2
Security HoTId,HoTe, CoTIf ,CoTg included in Registration
Address Configuration unsolicited NSl, unsolicited NAm, RSh, RAi, DADj mechanism
Movement Detection solicited NS, solicited NA, RS, RA, NUDk mechanism
Tunnelling Header information in IPv6 packets
a Binding Update (BU) b Binding Acknowledgment (BA) c Binding Refresh Request (BRR) d Home of
Test Init (HoTI) e Home of Test (HoT) f Care of Test Init (CoTI) g Care of Test (CoT) h Router Solicitation
(RS) i Router Advertisement (RA) j Duplicate Address Detection (DAD) k Neighbour Unreachability
Detection (NUD) l Neighbour Solicitation (NS) m Neighbour Acknowlegment (NA)
Each procedure is specified according to Equation 3.31. Mobility management in
MIPv6 includes the Mobile Node (MN), Home Agent (HA) and Correspondent Node
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Figure 3.8: MIPv6 mobility scenario.
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Figure 3.9: HIP mobility scenario.
(CN) entities, as illustrated in Figure 3.8. In HIP, the HIP Initiator (HI), the RendezVous
Server (RVS) and the HIP Responder (HR) manage mobility, as depicted in Figure 3.9.
As some procedures rely on IPv6 mechanisms, E1 denotes the MN or the HI, while
E2 stands for the HA or the RVS. Finally the E3 represents CN or HR entities.
3.3.3.1 Registration
Mobile IPv6 (MIPv6) registration is based on binding messages. MN sends BUs to
the HA and CN when new addresses are available to trigger the registration process.
Binding Acknowledgment is transmitted to acknowledge the reception of a BU and
the status of treatment initiated by the BU. Moreover, binding can be refreshed using
BRR, or the CN can inform the MN about errors using Binding Error (BE) message.
The cost is determined in the same fashion as HIP, Equation 3.45, but with Binding
Update, Binding Acknowledgment, Binding Error and Binding Refresh Request mes-
sages.
HIP registration is performed in three steps (s1, s2, s3) according to the handover
phase. In the s1 step, HI and HR register with RVS using I1, R1, I2 and R2 messages.
The cost of this step is determined by Equation 3.45. Such messages are exchanged
between HI and RVS nodes and between HI and HR nodes, to perform registration
in RendezVous Server and HIP Responder nodes. The base exchange (step s2) corre-
sponds to a four-way handshake between HIP Initiator and HIP Responder and only
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involves the RendezVous Server to forward I1 messages.
CRG−HIPs1,s2 =
nTx∑
t=1
LI1,t ·
∑
e∈{HI,RV S,HR}
(Nife,t · Pce,t) + LR1 ·
∑
e∈{HI,RV S,HR}
(Nife · Pce)
+ LI2 ·
∑
e∈{HI,RV S,HR}
(Nife · Pce) + LR2 ·
∑
e∈{HI,RV S,HR}
(Nife · Pce) (3.45)
After the handover (step s3), HI needs to update the locator information on dest
nodes, which include RVS and HR. For such purpose, it employs the update message
with locator information, and issues an echo request, which status of update is reported
in the echo response message. The registration cost of the update is determined accord-
ing to Equation 3.46.
CRG−HIPs3 =
nTx∑
t=1
LUPD(locator),t ·
∑
e∈{HI,dest}
(Nife,t · Pce,t) (3.46)
+ LUPD(echo req) ·
∑
e∈{dest,HI}
(Nife · Pce) + LUPD(echo resp) ·
∑
e∈{HI,dest}
(Nife · Pce)
3.3.3.2 Security
MIPv6 can rely on external mechanisms, such as IP Security [Kent and Atkinson,
1998], to enable higher levels of security. Nevertheless, this study focuses on the re-
turn routability, since it is an internal procedure of MIPv6 that allows the verification
of addresses when the MN is at visited networks. Equation 3.47 formulates the cost
of this procedure relying on the Home of Test Init (HoTI), Care of Test Init (CoTI) and
respective reply messages, namely Home of Test (HoT) and Care of Test (CoT).
CAA−MIP =
nTx∑
t=1
LHoTi,t ·
∑
e∈{MN,HA,CN}
(Nife,t · Pce,t) (3.47)
+
nTx∑
t=1
LCoTi,t · (NifMN,tPcMN,t +NifCN,tPcCN,t)
+ LHoT ·
∑
e∈{MN,HA,CN}
(Nife · Pce) + LCoT · (NifMN · PcMN +NifCN · PcCN )
Integrity protection and encryption is performed in HIP by employing the Encap-
sulating Security Payload (ESP). The registration cost already includes the security
cost CAA−HIP , as ESP security association is part of the base exchange. Regarding se-
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curity, HIP establishes a distinction comparatively with MIPv6, as security is included
in the registration process.
3.3.3.3 Address Configuration
Address configuration in MIPv6 and HIP nodes relies on IPv6 schemes that include
Router Solicitation (RS), Router Advertisement (RA) and the messages in the Dupli-
cate Address Detection (DAD) mechanism. Neighbour Solicitation (NS) messages are
sent to multicast addresses with the reply of Neighbour Acknowlegment (NA) mes-
sages. In addition, IPv6 routers (at home and foreign networks,Rtrh andRtrf , respec-
tively) advertise prefixes using Router Advertisement messages, while Router Solic-
itation messages are retransmitted on error events. Equation 3.48 defines the cost of
address configuration.
CAD =
nTx∑
t=1
LNS,t ·
∑
e∈{E1,E2,E3}
(Nife,t · Pce,t) + LNA ·
∑
e∈{E1,E2,E3}
(Nife · Pce)
+
nTx∑
t=1
LRS,t ·
∑
e∈{E1,E2,E3}
(Nife,t · Pce,t) +QRAhome · LRAhome ·
∑
e∈{E1,Rtrh,E2,E3}
(Nife · Pce)
+QRAforeign · LRAforeign ·
∑
e∈{E1,Rtrf ,E2,E3}
(Nife · Pce) (3.48)
The DAD mechanism is employed to assure the uniqueness of a configured ad-
dress, since, on IPv6 networks these can be configured based on the advertised pre-
fixes in RA messages.
3.3.3.4 Movement Detection
Movement detection also relies in IPv6 schemes, namely the Neighbour Unreacha-
bility Detection (NUD) mechanism. NUD uses solicited Neighbour Solicitation and
Neighbour Acknowlegment messages and the respective cost is formulated according
to Equation 3.49.
CMD =
nTx∑
t=1
LNS,t ·
∑
e∈{E1,E2,E3}
(Nife,t · Pce,t) + LNA ·
∑
e∈{E1,E2,E3}
(Nife · Pce) (3.49)
The NUD mechanism enables a node to determine the reachability of a router. For
instance, when a router does not respond to Neighbour Solicitation, it means that the
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node is moving to another network.
3.3.3.5 Tunneling
Finally, MIPv6 includes the tunnel cost, since packets can be forwarded to MNs at
visited networks via tunnels. The cost of tunnel establishment is determined in an
application independent fashion, as tunnelling relies on IPv6 encapsulation mecha-
nisms. The tunnel establishment cost, as per Equation 3.50, considers only the size of
message headers and respective processing cost in MN, HA and CN.
CTU =
nTx∑
t=1
HdrTMN,t · (NifMN,t · PcMN,t) (3.50)
+
nTx∑
t=1
HdrTHA,t · (NifHA,t · PcHA,t) +
nTx∑
t=1
HdrTCN,t · (NifCN,t · PcCN,t)
3.3.4 Evaluation
This section details the methodology used when applying UEF in an evaluation study.
After deriving all the formulation for MIPv6 and HIP protocols, an evaluation is per-
formed to assess the impact that the number of handovers and communication nodes
can have on such protocols, and consequently on the performance of UbiComp sys-
tems employing these protocols.
3.3.4.1 Objectives
The goals for this evaluation are two-fold:
1. Determine the ubiquity support of MIPv6 and HIP, assessing which protocol is
best suited for UbiComp systems, considering the same underlying technolo-
gies and applications.
2. Determine the impact that different configurations, such as number of han-
dovers and correspondent nodes have on ubiquity.
The second evaluation goal is associated with scalability, in terms of the velocities
achieved and the number of simultaneous communications that can be supported.
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Figure 3.10: Evaluation scenario.
3.3.5 Evaluation Scenario
The evaluation scenario used in the case study is illustrated in Figure 3.10. The dif-
ferent nodes (e.g. MN, HI, CN, HR) are configured with three interfaces, a common
configuration in mobile terminals, if considering the example of a laptop with WiFi,
Bluetooth and 3G capable interfaces. Moreover, Mobile Node/HIP Initiator can com-
municate simultaneously with several correspondent nodes or HIP responders, which
can be located in different networks.
3.3.5.1 Evaluation Parameters
UEF is applied in a study where the choice of a protocol to manage mobility in Ubi-
Comp system is considered at the design phase. MIPv6 and HIP protocols are as-
sumed to be operating with the maximum message size (e.g. with all options filled).
In addition, only the mandatory messages are considered; optional messages, such as
HIP - NOTIFY, are not included.
The nodes with three interfaces, nif = {3} can communicate with ncns = {1, 5, 10}
other nodes. In addition, nodes move with different speeds, thus having to handle a
number of handovers nho = {10, 50, 100, 200}. All sessions last for 300s. Assuming,
that evaluation is in the design phase of a UbiComp system, values of processing
delay cannot be measured (as no prototype is available). Thus for this study case,
all the processing times follow normal and exponential distributions, with different
means x = {1s, 10s} and rate λ = 1. Different distributions are used to accommodate
different modeling mechanisms for processing times.
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The analytical evaluation has been performed using the R framework Team [2010]
and considering that both MIPv6 and HIP do not include energy efficiency mech-
anisms Ef = 0, as no paging schemes are incorporated. We stress that such kind
of evaluation enables ubiquity support determination, promoting the choice of most
performant protocols regarding ubiquity support.
Ubiquity weights wlC = 0.65 and wlU = 0.35 are used according to the number of
items in technical and extensions categories, as summarized in Table 3.6 and Table 3.7.
The degree of mobility weight is equal to wm = 0.5, as no energy efficiency mecha-
nisms are considered and thus the degree of mobility relies mainly on the cost. Values
higher than 0.5 tend to neglect the impact of cost in mobility support.
3.3.5.2 Results
The results reported in this section are based on 100 runs to improve statistical sig-
nificance, and are reported considering the number of handovers, for MIPv6 and HIP
protocols. Ubiquity, as a compound metric is discussed in first place. The remain-
ing metrics, such as the degree of mobility supported, handover cost and signalling
overhead are also discussed.
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Figure 3.11: Ubiquity support in MIPv6 and HIP protocols
UEF can assess ubiquity taking into consideration protocol functionalities in differ-
ent conditions that UbiComp systems can face. Under mobile scenarios, the number
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of handovers impacts the performance of mobility management protocols, as more
signalling is required.
Figure 3.11 depicts the ubiquity support of MIPv6 and HIP protocols for different
number of handovers. HIP supports ubiquity to a greater extent, as values rely ≈ 1.7
when compared to MIPv6 that has values ≈ 1.3. Ubiquity results consider technical
capabilities and extensions, as well as the degree of mobility supported (recall Equa-
tion 3.30). As previously determined, the technical capabilities of MIPv6 and HIP are
equal, lCMIP = lCHIP = 26/32 = 0.81, but the number of supported extensions is
different, with HIP as a protocol more prone to be employed in UbiComp systems,
lUMIP = 6/17 = 0.35, and lUHIP = 9/17 = 0.53.
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Figure 3.12: Degree of Mobility support in MIPv6 and HIP protocols
The number of handovers and the number of correspondent nodes have an impact
in the ubiquity support as explained bellow. Figure 3.12 depicts the degree of mo-
bility for both protocols. With higher number of handovers, all procedures required
to handle mobility are triggered often, introducing degradation in the performance,
as signalling overhead increases. With the increased number of correspondent nodes,
ubiquity support and the degree of mobility support are lower since updates need to
be forwarded to more nodes.
The handover cost, depicted in Figure 3.13, is determined according to Equation 3.35
and accounts the processing delay in both protocols. As per the evaluation method-
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Figure 3.13: Handover cost of MIPv6 and HIP for different correspondent nodes
ology, this time has not been measured, but was assumed to follow an exponential
distribution, which means that the processing delay is the same in both protocols.
Nonetheless, it can be observed that the handover cost increases linearly with the
number of handovers and with the number of correspondent nodes.
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Figure 3.14: Signalling cost of MIPv6 and HIP for different correspondent nodes
The signalling cost, depicted in Figure 3.14, is determined according to Equa-
tion 3.38 and accounts for the overhead of a protocol. HIP is more impacted with
the number of handovers, since signalling cost of HIP increases linearly. For instance,
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with 200 handovers it is above 0.60 while MIPv6 is ≈ 0.58. In contrast, MIPv6 is
more impacted with the number of correspondent nodes than with the number of
handovers. For instance, signalling cost does not increase as in HIP with the number
of handovers.
The difference between MIPv6 and HIP relies on the registration and security pro-
cedures, as movement detection and address configuration share the same DAD and
NUD mechanisms. First, the four-way handshake nature of HIP leads to more mes-
sage exchange. Finally the messages exchanged have higher sizes, when compared
to MIPv6. HIP signalling overhead results UEF are inline with similar approaches
dedicated to the evaluation of HIP and MIPv6 protocols Toledo et al. [2011].
Such results allow to determine that HIP supports ubiquity to a greater extent in
comparison to MIPv6. For a UbiComp system, HIP is preferable in comparison to
MIPv6, mainly due to the locator/identifier split paradigm. Moreover, such results
are inline with related evaluations, that point HIP as a protocol with stronger security
mechanisms Faigl et al. [2011].
3.4 Summary
This chapter presented, Multihoming Evaluation Framework (MEF) which comprises
two evaluation frameworks that establish the ground-base towards multihoming eval-
uation. Such evaluation is performed considering resilience and ubiquity multihom-
ing goals fulfillment.
The Resilience Evaluation Framework (REF) and the Ubiquity Evaluation Frame-
work (UEF) have also been applied to analyse different protocols, regarding their re-
silience and ubiquity support. Stream Control Transport Protocol (SCTP) was anal-
ysed regarding the resilience support, since it incorporates failure-tolerance mecha-
nisms to enable primary-backup protection model. Mobile IPv6 (MIPv6) and Host
Identity Protocol (HIP) protocols were analysed regarding their ubiquity support, as
these protocols enable mobility management for nodes in UbiComp systems. With
REF it was concluded that SCTP with optimized failover configurations supports re-
silience more efficiently than with standard configurations.
UEF, comparing MIPv6 and HIP protocols, highlights HIP as providing an ex-
tended ubiquity support. Notwithstanding, such enhanced ubiquity support is as-
sociated with deployment issues in existent IP networks, as it implements a locator-
identifier split paradigm.
The results achieved, demonstrate that the path towards an enhanced multihom-
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ing support must include support for the locator-identifier split paradigm, as intro-
duced a previous chapter (i.e Section 2.2 of Chapter 2). HIP is a protocol that follows
such paradigm.
The outcomes of this chapter include the following publications:
1. Bruno Sousa, Kostas Pentikousis, Marilia Curado, “Resilience Evaluation Fra-
mework (REF)”, WMNCT , 2010 [Sousa et al., 2010].
2. Bruno Sousa, Kostas Pentikousis, Marilia Curado, “Ubiquity Evaluation Fra-
mework (UEF)”, WWIC, 2011 [Sousa et al., 2011b].
The following submission was performed as well:
1. Bruno Sousa, Kostas Pentikousis, Marilia Curado, “Evaluation of Ubiquity
Support in Mobile Computing Systems”, in Springer Handbook ”Resource
Management in Mobile Computing Environments”, 2013.
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—Try to turn as many soft, aspirational goals as possible
into success criteria, and make them specific enough that
you can actually tell whether or not you’ve met them.
Erin Kissan The Elements of Content Strategy
4
Multihoming Aware Optimization
Mechanism
THIS chapter presents a multihoming aware optimization mechanism for pathselection. MulTiHOming-aware Decision-makIng meChanism for AppLi-cations (MeTHODICAL), proposed in this thesis, comprises an algorithm
for criteria weighting and a Multiple Attribute Decision Mechanism (MADM) that
optimizes path selection by including multihoming benefits and costs criteria. This
chapter includes different sections, as summarized in the next paragraphs. Section 4.1
overviews related work and introduces the motivation for MeTHODICAL algorithms.
Section 4.2 introduces the taxonomy and assumptions to formulate MeTHODICAL.
Section 4.3 specifies the criteria weighting algorithm, that can serve as input for MADM
techniques that use preferences for the different criteria. Section 4.4 formulates a path
optimization algorithm, which relies on MADM, but with improved distance and scor-
ing functions that are tailored for multihoming optimization. Section 4.5 introduces
an evaluation methodology for MADM techniques that allows to assess the accuracy
of a Multiple Attribute Decision Mechanism. Section 4.6 establishes the methodology
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employed to evaluate MeTHODICAL. The performed evaluation includes different
scenarios with specific and heterogeneous requirements. Section 4.7 discusses and
presents results of the different evaluations and Section 4.8 summarizes the chapter.
4.1 Introduction
This section introduces the goals and requirements of the optimization algorithms. An
overview of the state of the art and open issues is also presented.
4.1.1 Objectives and Requirements
Nodes that are multihomed-aware have a plethora of forms to optimize traffic in mul-
tiple links. For instance, optimization may aim to maximize battery life or simply
application performance. Moreover, optimization can consider N criteria in the deter-
mination of optimal solutions (i.e the ones that provide better performance), such as
bandwidth and loss.
The following goals drive the specification of the different proposed algorithms in
this chapter:
Goal 1 Specify a technique that allows an user to map her preferences in terms
of criteria weighting. A scheme that allows to choose the importance of cri-
terion over another objectively. For instance, to state bandwidth as the more
important criterion, followed by packet loss and Round Trip Time (RTT).
Goal 2 Specify an optimization technique that is flexible enough to accommo-
date multiple criteria and is tailored to multihoming optimization.
Goal 3 Specify a mechanism to assess the accuracy of the proposed optimiza-
tion technique, for multihoming.
As with Resilience Evaluation Framework (REF) and Ubiquity Evaluation Frame-
work (UEF) proposals, the following requirements for the specification of the algo-
rithms were established:
Generic Not tied to a specific problem or particular scenarios.
Objective Allow the unbiased comparison between similar techniques.
Thorough Evaluation metrics must be objective and include standard measure-
ment mechanisms.
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Autonomous No need for an expert in the area to be deployed.
Implementable Can be easily implemented without requiring other kind of
programs or libraries, for instance GNU Linear Programming Kit (GLPK)
[GNU, 2013].
Deployable To have low computation overhead, allowing it to be deployed in
diverse types of nodes and for real-time problems.
Flexible Can easily accommodate more criteria.
The following subsections introduce the state of the art.
4.1.2 State of the Art
This subsection overviews the state of the art regarding techniques providing opti-
mized path selection, algorithms formulating criteria weighting for optimization tech-
niques, and evaluation methodologies to compare optimization mechanisms.
4.1.2.1 Techniques for optimized path selection
This subsection overviews the most relevant techniques for optimized path selection.
Path optimization or network selection can be performed in network- and user-
centric approaches. The former protects the network from high loads (i.e. high num-
ber of users), as selection is controlled by the network. Nonetheless, it requires the
involvement of all the access networks, having communication overhead and requir-
ing cooperation between users and networks. On the other hand, the user-centric
approach is a distributed approach as selection is controlled by the user. Such char-
acteristic allows to include user preferences, decreasing the complexity and avoiding
communication overheads. Nonetheless, as users can have ‘selfish’ behaviour, there is
the risk of overloading a network [Charilas and Panagopoulous, 2010].
Efficient multihoming and multiaccess support in heterogeneous networks is still
inhibited by mechanisms that perform path selection based on presets and static poli-
cies, as presented in Chapter 2. Optimized path selection mechanisms need to con-
sider multiple criteria, such as availability, available capacity, monetary cost, packet
loss, delay, and IP delay variation, so that the overall performance is improved. In-
deed, profit is assured if benefits are maximized and costs are minimized. In such
context, optimal path selection becomes a NP-hard problem [Muscariello et al., 2009;
Xue et al., 2007]. Efficient optimal path selection can be provided by optimization
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Figure 4.1: Multiple Criteria Decision Making methods
techniques that enable solutions with low computation complexity that foster deploy-
ment, as discussed in the next paragraphs, for user-centric approaches.
When dealing with a NP-hard problem several approaches can be followed to per-
form optimization. A Multiple Attribute Decision Making (MCDM) analysis can be
performed, and different methods can be pursued to select optimal paths, as illus-
trated in Figure 4.1. More specifically, two approaches can be followed, namely Mul-
tiple Attribute Decision Mechanism (MADM) or Multiple Objective Decision Making
(MODM). The former employs utility functions or pairwise comparisons to rank the
available paths and determine the optimal path with the best score. The latter es-
tablishes objectives, such as minimizing delay, and employs optimization methods to
determine the optimal solution, according to the initial optimization goals.
One of the mathematical optimization methods commonly employed is Linear
Programming (LP) [Hillier and Lieberman, 1995]. LP techniques provide optimal so-
lutions, but have deployment issues associated, since for each problem or scenario,
a specific formulation needs to be derived, as optimization goals may be different.
For instance, path selection for heterogeneous networks can be optimized by maxi-
mizing an utility function that considers connectivity, preferred operator, handovers
and link quality criteria [Choque et al., 2011]. With the same optimization problem
scope, flow management for heterogeneous networks is modelled as an optimization
problem aiming to maximize application quality and, at the same time, to minimize
power consumption and access prices [Mehani et al., 2011]. Multipath routing can
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also be optimized via LP considering buffer sizes and jitter effects [Anjali et al., 2010].
Concurrent transmission in heterogeneous networks is optimized by throughput and
fairness [Yang et al., 2010; Dionysiou et al., 2010]. Each of these approaches addresses
the NP-hard optimization problem with different optimization criteria and specific op-
timization functions. Despite providing optimal solutions, such kind of approaches,
by the fact of being tied to the problem, require reformulation when introducing new
criteria (i.e, Mean Opinion Score, RTT). Moreover, such approaches [Choque et al.,
2011; Mehani et al., 2011] require specific solvers such as the GLPK [GNU, 2013] or
MiniZinc [NICTA, 2013], respectively.
With Multiple Objective Programming (MOP) [Marler and Arora, 2004], optimiza-
tion is formulated with objective functions that can be evaluated partially. The optimal
solution corresponds to the one with the best partial evaluations. Despite not consid-
ering the criteria preferences, this kind of technique can be extended to include the
degree of consideration for objectives [Kim et al., 2012]. MOP techniques, by express-
ing the objectives in functions where criteria are correlated, share the same issues as
linear and integer programming approaches.
Other techniques do not incur in the complexity of Linear Programming and em-
ploy utility functions. Such kind of functions combine multiple criteria in a linear
form. For instance, a generic selection algorithm, mCASE, is proposed to allow the
network selection in heterogeneous networks [Choque et al., 2012]. mCASE considers
as criteria the preferred operator, handovers, link quality and load. Mission Cognition
Score (MCS) [Eswaran et al., 2010] employs an utility function to assess how accu-
rately a network fulfills its mission. MCS considers a desired accuracy (i.e. a mission
requires at least 80%) and the latency in the mission accomplishment. As with LP,
utility functions are tied to the optimization problem and require reformulation to
support more criteria, despite being simple to apply [Charilas and Panagopoulous,
2010].
Accuracy in optimization can be achieved through statistical techniques. For in-
stance, Bayesian learning is a statistical approach that allows to make decisions in the
presence of uncertainties, based on Bayes theorem. Using such theorem, it is possible
to determine the network quality probability of being inside some thresholds [Ong
and Khan, 2008]. Nonetheless, the issue with such kind of approach is the associ-
ated complexity and the high computational overhead [Charilas and Panagopoulous,
2010].
Techniques like Multi-Armed Bandits approaches [Yi Gai and Jain, 2012] have de-
ployment issues, as both problem formulation and corresponding policies have some
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limitations when exploring different combinations. The polynomial time approxima-
tion schemes [Xue et al., 2007] are mainly tailored for delay-constrained least cost
problems, where the minimum cost is subject to a given delay constraint. Moreover,
these approaches require considerable modification for each optimization problem,
even if the change between problems is only the addition of a criterion.
Other kinds of optimization mechanisms are efficient for network selection [Zekri
et al., 2012]. Markov based decision algorithms model optimization problems under
the assumption that the decision can follow a certain probability distribution. Despite
having accurate results, they have the same implementation issues of LP techniques.
Fuzzy based mechanisms have the advantage of dealing with imprecise data but are
complex and have, therefore, implementation issues. Moreover, they need to be com-
bined with other techniques to determine optimal solutions. Other mechanisms model
the network selection problem under game theory approaches. For instance, coopera-
tive games have the issues associated with network-centric approaches, since cooper-
ation between user and network is required. Other approaches employ evolutionary
games to formulate network selection. For instance, different users groups compete
to share available network bandwidth, optimization is formulated in an evolutionary
equilibrium to guarantee access to the maximum number of users groups. Once again,
these approaches have high complexity associated, and as the remaining approaches
herein referred (i.e. Markov, fuzzy based), are not flexible since they are tied to the
optimization problem.
Outranking Multiple Attribute Decision Mechanism (MADM) techniques [Figueira
et al., 2005] are pointed as techniques being flexible enough to accommodate quantita-
tive and qualitative data, as the case of Analytic Hierarchy Process (AHP). MADM
techniques have been employed in distinct areas (e.g, Logistics, computer science,
safety, health management) [Behzadian et al., 2012] and have low complexity asso-
ciated. Moreover, MADM can accommodate several criteria no matter the research
problem [Zekri et al., 2012; Charilas and Panagopoulous, 2010]. In particular, the
outranking MADM techniques formulate optimization by scoring the multiple path
alternatives, through mathematical operations. Indeed, the efficiency, allied to the
simplicity of such methods lead to a plethora of MADM techniques, as pictured in
Figure 4.1.
Multiple Attribute Utility Theory (MAUT) is also a MADM technique that aims to
determine the best alternative among a set. As opposed to outranking MADM tech-
niques, MAUT establishes a utility function to determine one single optimal alterna-
tive, which has the disadvantage of being tied to the optimization problem [Charilas
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and Panagopoulous, 2010]
Table 4.1 summarizes the requirements fulfilment in the most relevant schemes,
where
√
stands for applicable and X is the opposite. For instance, LP is not generic
and neither flexible.
Table 4.1: Optimization techniques
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Linear Programming and
MOP
X X X
√
X X
√a
Utility Functions and
MAUT
X X X
√
X
√ √
Bayesian learning X X X
√
X X X
Multi-Armed Bandits
and Polynomial Approx-
imation
X X X
√
X X
√a
Outranking MADM
√ √ √ √
X
√ √
Markov-based X X X X X
√b √
Fuzzy-Based X X Xc X X X X
Game Theory X X X X X X X
a By requiring an external solver it may limit its deployment. b With associated complexity. c Can deal
with unprecise data.
4.1.2.2 Outranking MADM techniques
Diverse outranking MADM exist, as pictured in Figure 4.1. This section overviews
outranking MADM techniques that can be employed in path optimization problems.
Simple Additive Weighting (SAW) is a MADM technique that scores path alterna-
tives using a weighted sum of all criteria, in the form of
∑N
j=1wj · rij , for N criteria
and M alternative paths, where i ∈ M . Multiplicative Exponent Weighting (MEW) is
also a MADM technique that applies a weighted product to score path alternatives, in
the form of
∏N
j=1 r
wj
ij . Both of these techniques set as optimal paths the ones with the
highest score [Kaleem, 2012]. Despite their simplicity, these MADM techniques have
issues associated. For instance, weights are not considered appropriately, as when the
weight for a criterion is set to a high value, scoring does not reflect the importance
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of such weight. SAW has a ranking identification problem, as no accuracy exists in
identifying the alternative ranks [Tran and Boukhatem, 2009].
The Technique for Order Preference by Similarly to Ideal Solution (TOPSIS) [Tong
et al., 2004] is a technique that scores path alternatives based on the distance from each
alternative to ideal solutions. Such ideal solutions are determined by considering the
ones that have higher values for benefits, denominated as positive ideal solution and
lower values for costs criteria, considered as negative ideal solution. Optimal paths
are those with the highest closeness index that combines the benefits similarity and
costs similarity distances. The similarity distance is based on the Euclidean distance,
as illustrated in Equation 4.1, for benefits criteria.
S+j =
√√√√ N∑
j=1
(x+j − xij) (4.1)
Technique for Order Preference by Similarly to Ideal Solution (TOPSIS) is consid-
ered as a classical MADM that has been employed in distinct areas [Behzadian et al.,
2012]. As such, different proposals have been specified to assess issues that are charac-
teristic to TOPSIS. For instance, TOPSIS is pointed to have ranking abnormality, which
corresponds to inconsistent optimal solutions when the least performant path alterna-
tive is removed from the alternatives. Distance to Ideal Alternative (DiA) [Tran and
Boukhatem, 2008] was developed to select dynamically the best path. DiA is based on
TOPSIS but employs the Manhattan distance to assess how far path alternatives are
from the ideal solutions, as depicted in Equation 4.2, for benefits criteria.
S+j = |x+j − xij |,with j = 1, · · · , n (4.2)
The Novel Method based on Mahalanobis Distance (NMMD) [Lahby et al., 2012]
has been proposed to mitigate ranking abnormality. The main innovation in this pro-
posal is the employment of the Mahalanobis distance to assess how far path alterna-
tives are from ideal solutions, as depicted in Equation 4.3. Nonetheless, the covariance
determination, besides introducing complexity, requires high volume data to be sta-
tistically significant.
DM (x) = (x− u)T × S−1 × (x− u), (4.3)
where S−1 is the inverse covariance matrix
TOPSIS, DiA and NMMD techniques are compared in a heterogenous scenario with
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WiFi, UMTS and WiMAX networks. Results demonstrate that NMMD and DiA are
able to reduce ranking abnormality when compared to TOPSIS.
Gray Relational Analysis (GRA) [Huszak and Imre, 2010] establishes a gray re-
lational coefficient of each path alternative, which describes the similarity with each
path and the ideal values. The optimal path is the one that has a higher degree of
similarity. Nonetheless, issues are pointed to this type of approach, such as the high
number of path alternatives to be statistically efficient. Moreover, criteria must follow
linear or log probability distributions [Tzeng and Huang, 2011].
Multi-Criteria Optimization and Compromise Solution (VIKOR) [Mehbod et al.,
2013] is a MADM technique that can work with conflicting criteria.VIKOR establishes
a compromise-ranking list of path alternatives. The ranking is also based on the dis-
tance that a path has to the ideal solution. VIKOR has the advantage of being em-
ployed when weights are not known in the beginning [Mehbod et al., 2013]. Issues are
pointed to this technique regarding the score consistency. In a comparison between
TOPSIS and VIKOR, TOPSIS is presented as the technique providing the most signif-
icant results in a spearman correlation coefficient evaluation [Antucheviciene et al.,
2011].
Complex Proportional Assessments (COPRAS) [Antucheviciene et al., 2011] is a
MADM technique that determines the complex efficiency of the project, which is pro-
portional to the relative effect of values and weights of the considered criteria. CO-
PRAS performs normalization and combination of weights in a single step, as opposed
to TOPSIS and similar techniques that have distinct steps for such operations. Optimal
paths in COPRAS can be selected based on their relative significance, where the most
significant correspond to the best paths. Indeed, by a spearman correlation evaluation
it is demonstrated that COPRAS has the same performance of TOPSIS.
The Elimination and Choice Translating Priority (ELECTRE) [Figueira et al., 2005]
is a MADM technique that requires a reference vector to be specified by a decision
maker to work as ideal alternative. From the reference vector, concordance and discor-
dance matrices are determined for each path alternative. Different versions of ELEC-
TRE exist [Munier, 2011]. ELECTRE-I corresponds to the first specification of ELEC-
TRE and works with the concordance and discordance matrices. Optimal solutions
are selected from the outranking matrix. ELECTRE-II is based on ELECTRE-I but em-
ploys thresholds to the ordering of alternatives. ELECTRE-III completes ELECTRE-II
specification by adding preference and indifference thresholds for the diverse crite-
ria. ELECTRE-IV does not require weights for the different criteria, which is a form of
avoiding subjectivity.
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Table 4.2: Multiple Attribute Decision Mechanisms (MADM)
Technique Advantages Disadvantages
SAW Simple to employ Issues with weights, ranking
identification
MEW Simple to employ Issues with weights, ranking
identification
GRA Can include qualitative criteria Complexity and criteria require-
ments associated
TOPSIS Simple to employ Ranking abnormality, optimal so-
lution depends on the vector po-
sition of alternatives
DiA/SiPiA Simple to employ Ranking abnormality, optimal so-
lution depends on the vector po-
sition of alternatives
AHP Can include qualitative criteria With subjectivity
ELECTRE Simple to employ Requires a reference vector
NMMD Reduces ranking abnormality Complexity associated, optimal
solution depends on the vector
position of alternatives
VIKOR Can be used even if weights are
not known
No consistent results
PROMETHEE Can include stability analysis Requires too much input, choice
of transfer functions, and choice
of alternatives
Another MADM mechanism is the Preference Ranking Organization Method for
Enrichment Evaluations (PROMETHEE), which works by making comparisons be-
tween alternatives and computing the difference, and afterwards applies a transfer
function. To establish weights it is necessary to use an evaluation table. Moreover,
the transfer function can be based on data characteristics. For instance, if a criterion
has uncertainty, then a gaussian function can be employed. PROMETHEE requires
more information than ELECTRE [Munier, 2011]. For instance, a decision maker must
choose the transfer function and how alternatives are chosen, if based on minimum
or maximum values. In addition, several versions of PROMETHEE are specified.
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PROMETHEE-I does not compare conflicting alternatives, and only it considers those
where a strong preference exists. PROMETHEE-II, as opposed to PROMETHEE-I,
performs a complete ranking of alternatives. Moreover, PROMETHEE-II uses a sensi-
tivity analysis to determine if solutions are stable. PROMETHEE-III uses integer linear
programming and fuzzy logic to avoid subjectivity. PROMETHEE-IV is a version that
is optimized for a large number of path alternatives. PROMETHEE-V uses integer lin-
ear programming to select alternatives previously identified by PROMETHEE II and
subject to a set of restrictions.
Table 4.2 summarizes the different MADM approaches regarding their advantages
and respective issues.
Different methodologies have been followed to evaluate and compare MADM
techniques. Numerical analysis is commonly employed to compare techniques. For
instance, GRA, TOPSIS, VIKOR, SAW and MEW were compared in 4G networks to
improve the performance of VoIP and data applications [Stevens-Navarro and Wong,
2006]. Authors argue that GRA and MEW are tailored for data applications, while the
remaining techniques improve the performance of VoIP applications. Following the
same approach and envisioning the same techniques, an evaluation in IEEE 802.11 and
3G networks is conducted, considering bandwidth, delay, jitter and bit error rate cri-
teria [Chakraborty and Yeh, 2012]. Results demonstrate that MEW, SAW and TOPSIS
have similar performance for conversational, streaming, interactive, and background
classes. Nonetheless, GRA is able to provide higher bandwidth and lower delay for
interactive and background classes. Researchers point out that SAW has a better per-
formance when compared to TOPSIS. Such type of evaluations formulate conclusions
from very narrow evaluations that cannot be extrapolated for most of the path opti-
mization scenarios. Moreover, the effect of weights is also often neglected.
Other kinds of evaluation consider the spearman rank correlation coefficient, which
determines the relations between the ranks of variables [Antucheviciene et al., 2011;
Chakraborty and Yeh, 2012]. Such kind of evaluation does not formulate any assump-
tion regarding the distribution of data and allows the comparison between two ranks,
as expressed in Equation 4.4. Nonetheless, this type of evaluation only considers rank
results, and does not asses the effect of weights in the final ranking.
ρ = 1− 6×
∑I
i=1 d
2
i
I3−1 ,with, i = 1, 2, · · · , I (4.4)
di is the difference between the ranks for the decision alternatives
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Design of Experiments (DoE) [Montgomery, 2008] is another method to assess effi-
ciency of MADM techniques. For instance, TOPSIS efficiency is assessed in computer-
integrated manufacturing technologies [I˙c¸, 2012; Sandanayake et al., 2008]. DoE, in
comparison to spearman ranking correlation coefficient, considers the effects of weights
in MADM evaluation, as different experiments are performed, where each one is con-
figured with the respective weight set.
4.1.2.3 Criteria Weighting
MADM techniques can also be used for criteria weighting, namely Analytic Hierarchy
Process (AHP) [Figueira et al., 2005] that does not introduce restrictions on the number
of criteria which can include both qualitative and quantitative aspects [Figueira et al.,
2005; Mahmoodzadeh et al., 2007]. AHP uses matrices for its operations, where n-
criteria are represented in columns and the m-alternatives (the available paths in the
path selection problem) correspond to rows. As such, the complexity of AHP is O
(
m ·
n). Nevertheless, the AHP scale is often associated with subjectivity and unbalanced
judgments, that is, the importance of the diverse criteria is based on the {1, · · · , 9}
scale, which lacks objectivity. Fuzzy AHP combines fuzzy logic with AHP [Sun, 2010],
to determine the weights of the different elements objectively. For such, Fuzzy AHP
simplifies the AHP scale and maps numbers into linguistic terms, which are easily
understood by humans, and avoid the need for experts in the field. Nonetheless, like
AHP, Fuzzy AHP does not support consistent judgments [Wang et al., 2010; Mikhailov
and Singh, 2003]. Fuzzy Programming Preference (FPP) [Mikhailov, 2003] overcomes
this issue, by implementing an alpha-cut technique that enables to test consistency in
judgments. The alpha-cut introduces small variations in the fuzzy intervals, allowing
to test consistency in a large number space.
Linear Programming Technique for Multidimensional Analysis of Preference (LIN-
MAP) [Srinivasan and Shocker, 1973; Xia et al., 2006] can be used to establish weights
for diverse criteria by performing pairwise comparisons. Nonetheless, as a linear tech-
nique, it requires adaptation to each path optimization problem. For instance, if a new
weight needs to be added, the respective modifications are required.
Decision-Making Trial and Evaluation Laboratory (DEMATEL) [Tseng, 2010] is
a MADM technique that also performs pairwise comparisons to generate a direct-
relation matrix. The direct-relation matrix corresponds to a causal diagram, that pro-
vides a visual representation of the relations between criteria. Nonetheless, this tech-
nique does not seem to be as efficient as AHP [Tzeng and Huang, 2011].
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4.1.3 Open Issues
Considering the initial goals and requirements, the following issues are identified in
the state of the art:
1. Outranking MADM techniques are able to accomplish all the goals established
initially. However the outranking schemes have several issues that do not al-
low to preemptively state that a certain technique performs better than others.
2. Evaluation of MADM techniques is subjective, incomplete or based on met-
rics that do not enable an objective comparison between different techniques.
Moreover, some evaluations do not consider the effect of weights.
3. Subjectivity is often pointed out as a drawback of MADM techniques, namely
in the weights determination. Fuzzy logic with Fuzzy Programming Prefer-
ence (FPP) mitigates such issue, but does not address consistency of weights.
This thesis proposes algorithms to mitigate these issues. First, a criteria weighting
algorithm is specified to determine consistent weights; second, an algorithm to per-
form optimal path selection considering multihoming and Traffic Performance (TP)
is introduced. Finally, a methodology to evaluate outranking MADM techniques is
specified.
4.2 Taxonomy and Assumptions
This subsection introduces definitions used along this chapter. MeTHODICAL corre-
sponds to the set of algorithms specified in this chapter to perform criteria weighting
and path selection optimization.
The term path is considered according to Definition 3.3, previously presented in
Chapter 2.
Definition 4.1 (Relevant Range)
Relevant Range - is an interval where performance of a path criterion is known to
be above the average or close to ideal values.
The relevant range is employed in the path selection optimization algorithm to
determine the distance of each path to ideal values (i.e. most performant path).
Different assumptions are assumed in the specification of MeTHODICAL, these
include:
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ä Each node performing path optimization is able to collect the different criteria
used in MeTHODICAL.
ä For finer and accurate measurement process, nodes and networks need to have
synchronization of clocks. For such mechanisms such as Network Time Proto-
col (NTP) can be employed.
ä All the specification of MeTHODICAL is tailored for end-nodes, thus Me-
THODICAL is able to improve end-host multihoming.
MeTHODICAL includes a flexible address-interface mapping as it does not as-
sume a one-to-one mapping, commonly found on earlier work in this area [Nacef and
Montavont, 2008; Dionysiou et al., 2010; Lahde et al., 2010]. The one-to-one mapping
considers that a physical interface has only a single address. However, the use of
virtual interfaces by an operating system breaks this rule. As such, MeTHODICAL
formulates optimal path selection according to Definition 3.3, where end-hosts can be
identified by IPv6 and IPv4 addresses or other types of identifiers, such as Host Iden-
tity Tags [Moskowitz and Nikander, 2006], and can thus support N-to-one mappings.
4.3 Weighting Criteria Algorithm
The MeTHODICAL criteria weighting algorithm is described in this section. The re-
spective block diagram is given in Figure 4.2 and all the steps are described in the
following subsections.
4.3.1 Hierarchical Structure of Benefits and Costs
MeTHODICAL considers multihoming and Traffic Performance (TP) criteria, orga-
nized hierarchically into two types: Benefits – corresponding to all criteria that must
be maximized (Figure 4.3) as they provide profit, and Costs – representing all the cri-
teria that must be minimized (Figure 4.4), as they have associated overheads. Such
classification complies naturally with optimization problems, as each path has associ-
ated its own advantages-benefits and disadvantages-costs.
The top-down approach of organizing criteria hierarchically includes, at the top
of the tree, the generic goals that must be achieved (common part of both trees) and,
at the bottom layers, the criteria that characterize the generic goals, according to their
type. Generic goals include resilience, ubiquity and traffic performance goals. The cri-
teria are derived from two goals that multihoming solutions should support, namely
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resilience and ubiquity, as described in Chapter 2. Higher availability levels and more
efficient recovery mechanisms are preferred. Recovery mechanisms that are efficient
can recover quickly and maximize quality, establishing the same conditions as before
failure. Nonetheless, when recovering, the impact on applications should be mini-
mized (e.g. reduce packet loss). From an ubiquity perspective, extended coverage,
stronger and efficient security mechanisms are more interesting. But, as with resilience
criteria, ubiquity has also associated costs (e.g. monetary or other, such as power con-
sumption) that should be minimized.
Traffic Performance (TP) criteria include available path capacity, one-way delay, IP
delay variation, round trip time, IP packet loss, IP packet reordering and IP packet
duplications. TP criteria follow the IP Performance Metrics (IPPM) Internet Engineer-
ing Task Force (IETF) working group [Wei and Ansari, 2001] definitions. This way,
ambiguity in metric definition is avoided as, for instance, jitter can be interpreted as
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delay variation or as the variation of signal. Second, standard measurement schemes
are specified, which promote deployment and comparison between different mecha-
nisms. For instance, the One-way Active Measurement Protocol (OWAMP) [Shalunov
et al., 2006] specifies a full framework to collect and measure TP metrics. Finally,
objective criteria units are also specified, which avoids misinterpretation. For in-
stance, available path capacity [Chimento and Ishac, 2008] could be considered in
bytes/s or bits/s, but with its specification no doubt exists regarding the bits/s unit.
In the benefits type criteria, TP criteria include available path capacity [Chimento and
Ishac, 2008]. TP costs criteria type include One Way Delay (OWD) [Guy Almes and
Zekauskas, 1999a], IP Delay Variation (IPDV) [Demichelis and Chimento, 2002] and
Round Trip Time (RTT) [Guy Almes and Zekauskas, 1999c], Packet Loss [Guy Almes
and Zekauskas, 1999b], packet reordering [Morton et al., 2006] and packet duplication
[Uijterwaal, 2009]. Some applications, such as Voice over IP (VoIP) can consider also
Packet Loss pattern (loss distance) [Koodli and Ravikanth, 2002] to determine Mean
Opinion Score (MOS) from the E-model [ITU-T, 2011].
4.3.2 Building the Judgment Matrix
Weights represent the importance of a criterion over another. For instance, resilience
can be preferred over ubiquity with 70% or 60% of preference ratio in comparison to
30% and 40% of ubiquity, respectively.
Table 4.3: Used evaluation
scale [Wang et al., 2010]
Categories TFN
Identity (I) (1,1,1)
Equal (E) (1,1,2)
Equal+ (E+) (1,2,3)
Weak (W) (2,3,4)
Weak+ (W+) (3,4,5)
Fairly Strong (FS) (4,5,6)
Fairly Strong+ (FS+) (5,6,7)
Very Strong (VS) (6,7,8)
Very Strong+ (VS+) (7,8,9)
Absolute (A) (8,9,9)
To express such criteria preferences Analytic Hierarchy Process (AHP) [Figueira
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et al., 2005] is employed and enhanced by fuzzy logic (Fuzzy AHP [Sun, 2010]) to
determine the weights of the different elements objectively, simplifying the AHP scale,
that is often associated to subjectivity and unbalanced judgments. With Fuzzy AHP
numbers are mapped into linguistic terms, which are easily understood by humans,
and thus avoiding the need for experts in the field, as depicted in Table 4.3. In the
example considered, resilience can be fairly strong (FS) preferred than ubiquity.
µ(x˜) =

(x− l)/(m− l), l ≤ x ≤ m
(u− x)/(u−m), m ≤ x ≤ u
0, otherwise
(4.5)
In Fuzzy AHP, criteria weights are obtained through Triangular Fuzzy Numbers (TFNs)
that define sets according to the membership function µ(x˜), defined in Equation 4.5,
which is based on l-lower, m-medium and u-upper bounds. The weighting criteria
algorithm in MeTHODICAL employs fuzzy sets corresponding to the association of
subjective categories and TFN, as specified in Table 4.3. Moreover, reciprocal TFN are
determined as follows: µ−1 = (l,m, u)−1 = (1/u, 1/m, 1/l) and additional operations
with fuzzy numbers are performed according to the fuzzy logic [Sun, 2010]. In the
resilience preference example, the reciprocal would be FS−1 = (1/6, 1/5, 1/4).
A˜ =

1 a˜12 · · · a˜1n
a˜21 1 · · · a˜2n
...
...
. . .
...
a˜n1 a˜n2 · · · 1
 =

1 a˜12 · · · a˜1n
1/a˜12 1 · · · a˜2n
...
...
. . .
...
1/a˜1n 1/a˜2n · · · 1
 (4.6)
The judgment matrix corresponds to a fuzzy judgment matrix, A˜, as per Equa-
tion 4.6, where aij is a fuzzy comparison value of dimension i to criterion j, according
to the categories and respective TFN detailed in Table 4.3. The judgment matrix cor-
responds to the mapping of user preferences and application requirements into mul-
tihoming and TP criteria.

Resilience Ubiquity TP
Resilience (I) (E+) (FS+)
Ubiquity (E+)−1 (I) (W )
TP (FS+)−1 (W )−1 (I)
 (4.7)
Equation 4.7 extends the resilience preference example, by also adding a compari-
son for Traffic Performance (TP) criterion. As such, preference is indicated as follows:
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resilience is preferred in comparison to ubiquity and Traffic Performance.
4.3.3 Weights Determination
Fuzzy AHP outputs a vector representing weights of the diverse criteria, but by itself
does not assure consistent judgments [Wang et al., 2010; Mikhailov and Singh, 2003],
that is no guarantee on the preference of one criterion over others is assured.
lij≤˜wi
wj
≤˜uij i = 1, · · · , n− 1, j = 2, · · · , n, j > i (4.8)
The Fuzzy Programming Preference (FPP) method [Mikhailov, 2003] enables con-
sistent judgments using an alpha-cut technique that introduces small variations in
lower and upper TFN limits of each criterion, since 0 ≤ α ≤ 1. Consistency and
weights are determined according to Equation 4.8, where lij(α) = α(mij − lij) + lij
and uij(α) = α(mij − uij) + uij , with 0 ≤ α ≤ 1. Equation 4.8 can be rewritten
in another form to establish constraints for lower and upper TFN limits, as depicted
in Equation 4.9. Judgments are fully consistent if and only if all alpha-cuts are also
consistent.
wi − wjuij≤˜0, (4.9)
−wi + wjlij≤˜0, i = 1, · · · , n− 1, j = 2, · · · , n, j > i
Considering Equation 4.9, the lower and upper TFN limits, in a total of m =
n∗(n−1) constraints can be arranged in a matrix formRw≤˜0, where matrixR ∈ <m×n.
With such formulation, the m constraints can be combined with dk - the degree of sat-
isfaction, which establishes thresholds to accept judgments as consistent. For instance,
if judgments must be 100% consistent (dk = 1) or only 80% (dk = 0, 8). With the several
constraints and with the degree of satisfaction an optimization problem can be formu-
lated, in order to maximize the degree of membership λ. FPP solves such optimization
via a linear problem, as depicted in Equation 4.10.
maximize λ
s.t. dkλ+Rkw ≤ dk,
n∑
i=1
wi = 1, wi > 0, i = 1, 2, · · · , n
k = 1, 2, · · · , 2m (4.10)
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The solution of this linear problem is a vector (w∗, λ∗), where the first element is
the priority vector (corresponding to criteria weights) and the second is the consis-
tency value, which in ideal situations can be equal to dk - the degree of satisfaction.
Considering the resilience preference example, using the procedure described so far
and with a degree of satisfaction of 100%, weights are respectively 60%, 30% and 10%
for resilience, ubiquity and TP, respectively. Alpha cut can be performed with α = 0.1
to accommodate a representative variation of consistency values, λ∗.
4.3.4 Weights Consistency
As stated before, weights are consistent if and only if all alpha-cuts nalpha cut are also
consistent, therefore consistency must also consider the interval judgments of alpha-
cuts. As such, interval judgments are consistent when λ∗ ≥ 1 leading to nλ∗≥1.
CR =
nλ∗≥1
nalpha cut
(4.11)
Algorithm 4.1 - MeTHODICAL Criteria Weighting
1: bB ,kK ← 0 #Initialize weight vectors
2: Bn,B ,Ki,K ← 0 #Hierarchization of criteria
3: repeat
4: A˜ =

1 a˜12 · · · a˜1n
1/a˜12 1 · · · a˜2n
...
...
. . .
...
1/a˜1n 1/a˜2n · · · 1

5:
lij(α) = α(mij − lij) + lijuij(α) = α(mij − uij) + uij , 0 ≤ α ≤ 1 #Alpha-cuts
6:
wi − wjuij≤˜0, −wi + wj lij≤˜0,i = 1, · · · , n− 1, j = 2, · · · , n, j > i #Constraints R ∈ <m·n
7:

maximize λ
s.t. dkλ+Rkw ≤ dk,∑n
i=1 wi = 1, wi > 0, i = 1, 2, · · · , n
k = 1, 2, · · · , 2m
8: CR = nλ∗≥1
nalpha cut
#Consistency Ratio (CR)
9: until CR=d #Where d is the desired consistency ratio
The criteria weighting algorithm in MeTHODICAL introduces the Consistency Ra-
tio (CR) metric, which measures the level of consistency from all alpha cuts of the re-
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spective judgment. The CR is determined according to the Equation 4.11, and allows
to assess if the degree of satisfaction is accomplished in all alpha cuts. A judgment is
fully consistent when CR = 1, which means that the preference of a certain criterion
over others is unquestionable and understandable.
The criteria weighting algorithm, summarized in Algorithm 4.1, is executed until
the desired consistency ratio has been reached (e.g. 100%). CR is expressed in the
range of [0, 1], where 0 means it is accepted any value for consistency, and 1 indicates
full consistency of weights.
The criteria weighting algorithm in MeTHODICAL has a complexity in the or-
der of O
(
mcnv
)
, considering mc-constraints and nv-variables. This complexity, is
mainly associated with the simplex method employed in the linear programming
problem [Matouek and Ga¨rtner, 2006].
4.3.5 Criteria Weights for Classes of Service
This subsection describes the applicability of the criteria weighting algorithm to derive
weights from ITU-T Y.1541 [ITU-T, 2006] Classes of Service (CoS).
Diverse options could be pursued, when considering classes of service [Stankiewicz
et al., 2011]. The IETF model in RFC 4594 [Babiarz et al., 2006] specifies 12 classes,
which have been aggregated, later in RFC 5127 [Chan et al., 2008]. Nonetheless, all
these classes appear associated with Diffserv mechanisms and do not provide any
values (or bounds) regarding TP criteria. Other models, such as IEEE 802.1p [Choi
et al., 2007] are associated with specific technologies and also fail to establish limits for
TP criteria. The ITU-T Y.1541 [ITU-T, 2006] recommendation specifies 7 classes of ser-
vice, summarized in Table 4.4, in two types: mandatory, where all parameters should
be within bounds; and provisional, where values do not pose stringent requirements.
As applicability is envisioned for a full range of applications, MeTHODICAL consid-
ers the ITU-T Y.1541 classes of service, because bounds for TP criteria are well defined,
and are not tied to any particular technology or architecture.
The preferences for different classes regarding TP criteria are established by con-
sidering the purpose of the class (e.g. the service associated with the class), the bounds
established for the diverse criteria, and by comparing the different classes. Comparing
Class 0 and Class 1, for example, it is noticed that the latter supports higher values of
OWD, thus the IPDV criterion is more important, as packet loss is similar. Moreover,
between Class 3 and Class 4, delay is restricted with higher bounds, therefore Class
4 gives preference to packet loss. In Class 5, all parameters are unspecified, as such
traditional Internet applications are more affected by RTT, and mechanisms to react
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Table 4.4: Classes of Service in ITU-T Y.1541, values are based on ITU-T Y.1541 [ITU-T,
2006] and ITU-T G.1050 [ITU-T, 2007].
CoS
type C
oS OWD IPDV
Packet
Loss
R
eo
rd
er
Description Services/Applications
M
an
da
to
ry
0 100ms 50ms 10−3 U.a
Real-Time, jitter sensitive,
high interaction
High quality VoIP and
video, Video Teleconfer-
ence. Multiplayer Inter-
active Gaming.
1 400ms 50ms 10−3 U.
Real-Time, jitter sensitive,
interaction
VoIP, Video Teleconfer-
ence.
2 100ms U. 10−3 U.
Transaction data, highly
interactive
Signalling, lower quality
video and VoIP.
3 400ms U. 10−3 U.
Transaction data, interac-
tive
Signalling.
4 1s U. 10−3 U.
Low loss, short transac-
tions, bulk data
Video streaming.
5 U. U. U. U.
Traditional Internet Ap-
plications
Web Browsing (HTTP),
Instant Messaging, Media
content downloads.
Pr
ov
is
io
na
l
6 100ms 50ms 10−5 10−6
Loss sensitive Applications
Television transport,
high-capacity TCP trans-
fers, time-division multi-
plexing.
7 400ms 50ms 10−5 10−6
Television transport,
high-capacity TCP trans-
fers.
a U.-Unspecified
to packet losses are widely implemented for this type of applications. Classes 6 and
7 can be related to Classes 0 and 1, as jitter and delay have the same values, respec-
tively. Nonetheless, in Classes 6 and 7 packet loss tolerance is lower, therefore these
two classes give preference to jitter and packet loss criteria. The difference relies on
the reordering importance for Class 7 applications.
Multihoming and TP criteria are configured by considering two representative
configurations: prefMH- giving preference to Multihoming goals, with priority for Re-
silience, Ubiquity and then to TP criteria (i.e. in the same line of the resilience pref-
erence example). prefTP- gives preference to Traffic Performance criteria and then to
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Table 4.5: Weights of Benefits criteria with Multihoming (prefMH) and Traffic Per-
formance (prefTP) preferences.
Pref Class Availability Efficiency Quality Coverage Velocity Security
Path
capacity
prefMH APa 0.48 0.024 0.096 0.09 0.03 0.18 0.1
prefMH ACb 0.48 0.096 0.024 0.09 0.03 0.18 0.1
prefTP AP 0.08 0.004 0.016 0.09 0.03 0.18 0.6
prefTP AC 0.08 0.016 0.004 0.09 0.03 0.18 0.6
a AP applies to all classes with 1:1 protection model. b AC applies to all classes with 1+1 protection
model.
multihoming goals with preference for ubiquity and then to resilience. In both cases,
level one benefits criteria are configured identically to level one costs (e.g. resilience,
ubiquity and TP).
Moreover, a distinction between the desired protection model is also performed.
The (P)-primary backup and (C)-concurrent protection models can lead to different
criteria preferences. For instance, it is assumed that the concurrent protection model
has preference for recovery efficiency than to recovery quality. Table 4.5 summarizes
weights of benefits criteria for (A)-all the classes with (P)-primary backup and (C)-
concurrent protection models, for prefMH and prefTP configuration cases. Weights of
TP costs criteria type are depicted in Table 4.6 for prefMH and prefTP configuration
cases. Costs are specific to each class but do not have any difference between the
diverse protection models. The following paragraphs present the reasoning to deter-
mine such values.
For a judgment matrix A˜ (see Equation 4.6) of 2×2, judgments in extreme positions
are not considered, i.e. those that reduce the importance of one criterion over the
others (e.g. 90%, 10%). As such, values lying in the middle are chosen. For instance,
taking the example of the judgment matrix for resilience sub-criteria, preference is
given to (Av)-Availability and then to (Rc)-Recovery. Matrix 4.12 illustrates the logic
that is applied to all the criteria in a 2× 2 matrix.
[ Availability Recovery
Availability (I) (W+)
Recovery (W+)−1 (I)
]
wAv = 0.8 wRc = 0.2
(4.12)
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Table 4.6: Weights of Costs criteria with Multihoming (prefMH) and Traffic
Performance (prefTP) preferences.
Pr
ef
Class Impact Cost Energy HO
delay
OWD IPDV RTT Loss Reorder Duplicate
pr
ef
M
H
0Aa 0.6 0.048 0.192 0.06 0.020 0.019 0.016 0.018 0.017 0.009
1A 0.6 0.048 0.192 0.06 0.019 0.020 0.016 0.018 0.017 0.009
2A 0.6 0.048 0.192 0.06 0.020 0.009 0.018 0.019 0.017 0.016
3A 0.6 0.048 0.192 0.06 0.020 0.009 0.018 0.019 0.016 0.017
4A 0.6 0.048 0.192 0.06 0.019 0.009 0.018 0.020 0.017 0.016
5A 0.6 0.048 0.192 0.06 0.018 0.017 0.020 0.019 0.016 0.009
6A 0.6 0.048 0.192 0.06 0.018 0.020 0.009 0.019 0.017 0.016
7A 0.6 0.048 0.192 0.06 0.017 0.020 0.016 0.019 0.018 0.009
pr
ef
TP
0A 0.1 0.048 0.192 0.06 0.120 0.114 0.099 0.109 0.104 0.054
1A 0.1 0.048 0.192 0.06 0.114 0.120 0.099 0.109 0.104 0.054
2A 0.1 0.048 0.192 0.06 0.120 0.054 0.109 0.114 0.104 0.099
3A 0.1 0.048 0.192 0.06 0.120 0.054 0.109 0.114 0.099 0.104
4A 0.1 0.048 0.192 0.06 0.114 0.054 0.109 0.120 0.104 0.099
5A 0.1 0.048 0.192 0.06 0.109 0.104 0.120 0.114 0.099 0.054
6A 0.1 0.048 0.192 0.06 0.109 0.120 0.054 0.114 0.104 0.099
7A 0.1 0.048 0.192 0.06 0.104 0.120 0.099 0.114 0.109 0.054
a 0A applies to all protection models for CoS0.
For judgment A˜ with 3 × 3, it is considered that the importance of each criterion
over another should be clearly distinct, that is no marginal importance differences
between criteria should be given (e.g. one with 10% and other with 5%). The logic
applied in the general case of 2 × 2 matrices is also employed here, thus the values
employed in judgments do not rely on extremes, but rather on the middle. Matrix 4.13
demonstrates judgments for sub-criteria of benefits ubiquity type, where preferences
occur in the following order: First (Cov)-coverage; Second (Vel)-Velocity; and finally
(Sec)-Security.

Coverage V elocity Security
Coverage I E E+−1
V elocity E−1 I FS+−1
Security E+ FS+ I

wCov = 0.6 wV el = 0.3 wSec = 0.1
(4.13)
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The most complex judgments are depicted in Matrix 4.14. The 6 × 6 matrix com-
pares TP cost criteria, namely One Way Delay (OWD), IP Delay Variation (IPDV), RTT,
Loss, Reorder and (Dup)-Duplicate.

OWD IPDV RTT Loss Reorder Duplicate
OWD I E E E E E+
IPDV E−1 I E E E E+
RTT E−1 E−1 I E E E+
Loss E+−1 E−1 E−1 I E E+
Reorder E−1 E−1 E−1 E−1 I E+
Duplicate E+−1 E+−1 E+−1 E+−1 E+−1 I

wOWD = 0.20 wIPDV = 0.19 wRTT = 0.18
wLoss = 0.17 wReord = 0.16 wDup = 0.1
(4.14)
To enable a fair judgment between criteria, weights are set according to Matrix 4.14. It
is considered that a single criterion should not be disregarded due to the weak impor-
tance.
As MeTHODICAL organizes criteria in a hierarchical form, the final weights of
criteria must consider all the levels. For instance, the weight for security must consider
the weight of ubiquity. Considering the prefMH case, the security weight is wSec =
wubiquity × wlevelSec = 0.3× 0.1 = 0.03.
4.4 Path Optimization Algorithm
This subsection details the different steps of MeTHODICAL path optimization algo-
rithm, which is summarized in Figure 4.5. The path optimization algorithm corre-
sponds to an enhanced Multiple Attribute Decision Mechanism (MADM) technique.
4.4.1 Measurements
Measurements can be collected in proactive and reactive modes. In a reactive mode,
measurements are performed when certain events occur, for instance, a new path is
detected or a path is removed. In the proactive mode, measurements are performed
at a given frequency. While the former does not introduce overhead in the network
or the end-host, which needs to send and process measurement data, it has the disad-
vantage that it may not provide an up-to-date view of path performance. The second
approach introduces signalling overhead, as measurement traffic is generated with
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Figure 4.5: MeTHODICAL path optimization algorithm
more frequency, when compared to the reactive approach. Nonetheless, this approach
is more accurate, as it provides a complete view of path performance across time.
As stated, the OWAMP framework is proposed to collect TP criteria values. In this
framework, measurements follow a proactive approach, where intervals of measure-
ments can be configured to avoid excessive overhead.
4.4.2 Network Modelling
The second step of MeTHODICAL corresponds to the modeling of the network and
services. MeTHODICAL models the network as a graph.
The MeTHODICAL network graph is depicted in Figure 4.6, where the source
node (S) has multiple applications/services (App1, App2, ...) that can use different
available paths (P1,1, P1,2, Pn,j , ...) attached to the respective interfaces (IF1, IF2, ...)
allowing the connection to the destination node (D). This model is inline with a mod-
ern multihoming practice and represents a significant departure from the one-to-one
address-interface mapping which up to now has been prevalent in the literature. The
MeTHODICAL network model also highlights the different path usage models. For
instance, App3 can use paths from distinct interfaces to implement the concurrent
model. Moreover, each path has specific multihoming and traffic performance charac-
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P1,1
App1 P1,2 IF1
P1,3
P2,1
(S) App2 P2,2 IF2 (D)
P2,3
P2,4
App3 P3,1 IF3
...
...
Appn Pn,j IFn
(0,0)
(0,0)
(0,0)
(MH,TP )
(MH,TP )
(MH,TP )
Figure 4.6: MeTHODICAL network model.
teristics, which are derived from the interfaces to which they are linked.
4.4.3 Path Optimization Algorithm
The values of multihoming and traffic performance criteria combine B-benefits and
K-costs into Bn,B benefits and Kn,K costs matrices. This step is performed according
to the network model, and includes all the available paths. The output of this algo-
rithm is the path ranking score si,t, which is based on the distances to ideal values.
Commonly, distance is interpreted as the length of space between two points. In
this regard, distinct forms of determining distance [Deza and Deza, 2009] exist. The
Euclidean distance, used by TOPSIS, defines a line segment between two points. The
Manhattan distance or city-block, used by DiA, defines the distance that would be
travelled to get from one point to another if a grid-like path is followed. Nonetheless,
both distance methods only apply to gaussian data (i.e. follow a normal distribution)
and do not consider the path selection problem. Indeed, the traditional interpretation
of distance as the length of space is not adequate for problems with multiple criteria,
as they introduce high error rates [Lahby et al., 2012]. The Mahalanobis distance over-
comes these limitations and uses the covariance to correlate data, which can be gaus-
sian or non-gaussian. Nonetheless, the use of covariance introduces overhead due to
its computational complexity, and has only a statistical meaning when high-volume
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A(X)0 Mean(X) Ideal - I(x)
Figure 4.7: Range of Relevant Benefits
0 Mean(X)Ideal - I(x) A(X)
Figure 4.8: Range of Relevant Costs
of data is available.
In the MeTHODICAL path optimization algorithm, distance is abstracted from a
space perspective and is considered in a relevant range, as per Definition 4.1. Such rel-
evant ranges establish bounds based on the type of criteria, as illustrated in Figure 4.7
and Figure 4.8 for benefits and costs, respectively. The function A(X) determines the
range where performance of a path criterion (e.g. path capacity) is known to be above
average or close to ideal values. For benefits the ideal values correspond to the max-
imum value of benefits max(Xi), while for costs they correspond to the minimum
value of costs min(Xi). For such, A(X) relies on the arithmetic mean and variance
functions. A(X) depends on the type of criteria; for B-benefits in the Bn,B matrix
it is formulated according to Equation 4.15, and for K costs in the Kn,K matrix it is
determined as per Equation 4.16.
A(B̂j) = m(B̂j) + v(B̂j); m(), v() are mean and variance (4.15)
A(K̂j) = m(K̂j)− v(K̂j); m(), v() are mean and variance (4.16)
The proposed distance, determined according to Equation 4.17 for a criterion i,
introduces correlation by using simple functions, such as minimum, maximum, arith-
metic mean and variance functions. Ideal values are determined by the I(X) function
and Φ value relies on input data, herein Φ = 0.01.
∆(M̂i) =
B∑
j=1
[
[I(M̂j)− M̂i,j ]2
[I(M̂j)−A(M̂j)] + Φ
]
(4.17)
The MeTHODICAL distance is lower for values close to ideal and within rele-
vant ranges, and is higher for values far away from ideal and outside relevant ranges.
Moreover, the proposed distance has the following advantages:
Correlation Correlates path criterion values using functions based on arith-
metic mean, variance, minimum and maximum functions, that do not impose
any restriction regarding the volume of data, as happens with covariance in
the Mahalanobis distance [Lahby et al., 2012].
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Gnostic Considers the type of criteria, and for each type determines the respec-
tive relevant ranges.
Algorithm 4.2 details the different phases of the path optimization algorithm. As
a MADM technique, common principles with DiA [Tran and Boukhatem, 2008] and
NMMD [Lahby et al., 2012] can be found.
Algorithm 4.2 - MeTHODICAL path optimization
Require:
∑B
j bj = 1 #Benefits weights vector
Require:
∑K
j kj = 1 #Costs weights vector
Require:
∑m
i
∑B
j Bi,j ≥ 0 #Benefits matrix
Require:
∑m
i
∑K
j Ki,j ≥ 0 #Costs matrix
Require: si,(t−1) = 0 #Initialize Score vector for (t)ime− 1
1: Nij =
Mi,j−min(Mn,m)
Max(Mn,m)−min(Mn,m) , i = 1, · · · , n #Normalization
2: Ĝi,j = nj ×Nij with i = 1, 2, · · · , n and j = 1, 2, · · · ,m
3: I(B̂j) = max{B̂i,j |i = 1, 2, · · · , n} #Ideal Benefits solution
4: I(K̂j) = min{K̂i,j |i = 1, 2, · · · , n} #Ideal Costs solution
5: ∆(B̂i) =
B∑
j=1
[
[I(B̂j)−B̂i,j ]2
[I(B̂j)−A(B̂j)]+0.01
]
A(B̂j) = m(B̂j) + v(B̂j)
6: ∆(K̂i) =
K∑
j=1
[
[I(K̂j)−K̂i,j ]2
[I(K̂j)−A(K̂j)]+0.01
]
A(K̂j) = m(K̂j)− v(K̂j)
7: si =
√
α×∆(B̂i) + (1− α)×∆(K̂i), i = 1, 2, · · · , n
8: si,t = si + v
(
si, si,(t−z)
)
, i = 1, · · · , n #Set current score
9: ri = order
(
si,t
)
#Vector in crescent order
The MeTHODICAL path optimization algorithm has the following phases:
Phase 1 - Matrix normalization with benefits type B and costs type K using the
Min-Max method, of Equation 4.18 for a matrix M with n paths and m criteria.
Nij =
Mi,j −min(Mn,m)
Max(Mn,m)−min(Mn,m) ,
with i = 1, 2, · · · , n j = 1, 2, · · · ,m
(4.18)
The Min-Max method is able to keep criteria differences. For instance, after normaliza-
tion it is possible to know which was the criterion with the maximum original value,
which does not happen with the vector normalization [Chakraborty and Yeh, 2009].
This phase relies on the max()-maximum and min()-minimum functions to calculate
the normalized matrices B and K for benefits and costs, respectively.
Phase 2 - Weighting of normalized benefits and costs matrices by multiplying
the respective weight vectors, B̂i,b = bb × Bi,b benefits and K̂i,c = kc × Ki,c, with
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i = 1, 2, · · · , n, b = 1, 2, · · · , B and c = 1, 2, · · · ,K. This step provides the weighted
normalized B̂ benefits and K̂ costs matrices.
Phase 3 - Determine the ideal benefits solution, by retrieving the vector with the
maximized values of benefits criteria, I(B̂j) = max{B̂i,j |i = 1, 2, · · · , n} for n paths
and m criteria. Ideal solutions, in this case, correspond to those that provide more
profit.
Phase 4 - Determine the ideal costs solution, by retrieving the vector with the min-
imized values of costs criteria, I(K̂j) = min{K̂i,j |i = 1, 2, · · · , n} for n paths and m
criteria. Ideal solutions, in this case, are those that have a minimum overhead.
Phase 5 - The MeTHODICAL distance, Equation 4.17, is used to determine the
distance of each path to the ideal solution. ∆(B̂i)-distance of benefit criteria B̂i,j to
ideal benefits solution I(B̂j) is determined according to Equation 4.17, for B-benefits.
Phase 6 - Determine ∆(K̂i)-distance of cost criteria K̂i,j to ideal costs solution
I(K̂j) according to Equation 4.17, for K-costs of each path.
Phase 7 - Assign scores to each path (si) through the combination of distances
to the ideal solutions, as per Equation 4.19 for n-paths. α enables the differentiation
between the distance of benefits and the distance of costs. For instance, with α the
ranking can mainly be based on benefits or costs, and α ∈ ]0, 1]. α = 0.5, is the
recommended value for balancing benefits and costs in the final ranking.
si =
√
α×∆(B̂i) + (1− α)×∆(K̂i) (4.19)
Optimal paths have lower score values, as distance is closer to ideal values ∆(X) = 0.
Phase 8 - Set score for current time (t) for each path. Variance function v(x) is
employed to allow scoring stability, considering previous z and current scores si,(t−z)
and si,t, respectively. If v
(
si,(t−z), si,(t)
)
is equal to zero, such path is stable, otherwise
the path can have difference in its conditions (e.g. bursts in packet loss or delay).
Phase 9 - Ranking is obtained by ordering the score vector for current time si,t in a
crescent order ri = order(si,t). The optimal solution is the one with the lowest score,
as it is closer to the ideal solution.
The complexity of MeTHODICAL path optimization algorithm is O
(
m · n), as it
performs operations in m · n matrices composed by m paths passive of selection and
the n criteria (benefits plus costs).
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4.4.4 Path Selection
The final step of MeTHODICAL is the selection of a path according to the required
protection model and respective ranking of optimal paths.
Table 4.7: Heuristics summary
Heuristic Mode Nodes Description
h1(r) all ≥ 2 paths Maximize resilience.
h2(p) 1+1 all Keep one of the paths in the set.
h3(i) all all Minimize interface changes.
MeTHODICAL is flexible to incorporate heuristics seeking different goals (e.g. in-
crease resilience, improve overall performance) and adapted to a particular protection
model, as depicted in Table 4.7.
The h1(r) heuristic allows applications to choose a path, with the constraint of
maximizing resilience. A failure on a physical interface affects all paths operating on
it, therefore h1(r) can maximize resilience by selecting paths from different interfaces.
This heuristic has particular interest on nodes where multiple paths are operating on a
single physical interface, but it is also useful when there are multiple paths available.
This heuristic adds complexity to MeTHODICAL in the order ofO
(
m·n), since lookup
operations must be performed to find a new path with a distinct interface (if existing).
h2(p) is a heuristic only applicable to the concurrent alternative. With this heuris-
tic, one of the paths in the current set is selected to be used in the new set. For instance,
if the current set includes a IEEE 802.11 (WiFi) path and a 3GPP Long Term Evolution
(LTE) path, the next set must contain one of them. The main purpose of this heuristic
is to avoid session disruption, since moving sessions to new paths, and possibly to
new interfaces, typically introduces more cost. Such heuristic adds complexity to Me-
THODICAL in the order of O
(
m · n), as lookup operations are needed to find a new
set with one of the previous paths.
The h3(i) heuristic optimizes path selection in order to minimize the cost associ-
ated with the interface change. This metric is the opposite of h1(r), as another path
can be chosen to avoid moving to a new interface. This heuristic also introduces com-
plexity, in the order ofO
(
m ·n), as search operations must be performed to find a path
that relies on the same interface.
Path selection in MeTHODICAL can be enhanced with heuristics to meet different
application requirements, as demonstrated with the proposed heuristics.
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4.5 MADM Accuracy Evaluation Framework
This section specifies an evaluation methodology for MADM techniques that allows
to assess the accuracy of a Multiple Attribute Decision Mechanism. With the MADM
accuracy evaluation framework it is possible to compare MADM techniques more ef-
ficiently and without relying on sub-representative evaluation metrics, such as han-
dover ratios, in the path selection problem.
The MADM accuracy evaluation framework employs Design of Experiments (DoE),
also known as experimental design, [Montgomery, 2008], which allows to plan exper-
iments, in such a way that facilitates analyses and conclusions. DoE has different tech-
niques to promote analyses, specifically the 2k factorial design to assess the effect of
several variables over a response. In the path selection problem, the several variables
include benefits and costs criteria, and the response corresponds to the path score of a
MADM technique. In detail, the 2k factorial design specifies full factory experiments
for the k main effects, (k2 ) two-factor interactions, (
k
3 ) three-factor interactions, and so
on, in a total of 2k − 1 effects. By applying full factorial, a decision matrix is obtained
for the k effects, considering two levels: (-) representing the minimum values and (+)
the maximum values.
Table 4.8: Decision matrix
for 3 criteria with 2k facto-
rial design.
Id x1 x2 x3 Effect
1 - - - (1)
2 + - - x1
3 - + - x2
4 + + - x1x2
5 - - + x3
6 + - + x1x3
7 - + + x2x3
8 + + + x1x2x3
Table 4.8 exemplifies the decision matrix for 3 factors (x1, x2, x3), considering a 2k
factorial design. The nk factorial design considers n levels of the criteria. In the path
selection problem with 3 paths, the n levels can correspond to the maximum values of
the diverse criteria, maxp1(x1), maxp2(x1), maxp3(x1) and so on.
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Algorithm 4.3 - MADM accuracy evaluation framework
Require: Dn[m, k] #n Decision matrices for n paths with m measurements and k criteria
1: m(Dj) = min{Di[, j] |i = 1, · · · , n; j = 1, · · · , k} #Minimum level (-) for criterion j
2: M(Dj) = max{Di[, j] |i = 1, · · · , n; j = 1, · · · , k} #Maximum level (+) for criterion j
3: if m(Dj) 6= 0 and M(Dj) 6= 0 then
4: a = 2k #Follow 2k factorial design
5: Fa,k =
(
a
2
)
with m(Dj) and M(Dj) levels #Factorial design matrix
6: else
7: a = nk #Follow nk factorial design
8: M̂(Dj) =
[
max(D1[, j]), · · · ,max(Dn[, j])
]
with j = 1, · · · , k
9: Fa,k =
(
a
n
)
with M̂(Dj) levels #Factorial design matrix
10: end if
11: Wz,k = {Wi,j |i, · · · , z; j = 1, · · · , k; and
∑
Wj = 1} #Set weights matrix for z experiments
12: Ia,k+z =

k1 ··· kk z1 z2 ··· zz
1 e1,1 · · · e1,k s1,k+1 s1,k+2 · · · s1,k+z
2 e2,1 · · · e2,k s2,k+1 s2,k+2 · · · s2,k+z
...
...
...
...
...
...
...
. . .
a ea,1 · · · ea,k sa,k+1 sa,k+2 · · · sa,k+z
#Input matrix with sa,z score
13: s = β0 + β1x1 + β2x2 +  #Run ANOVA for s
14: o = β0 + β1x1 + β2x2 + β1,2x1 : x2 #Run ANOVA with p-value < 0.05
15: R2 and F-statistic and p-value #Perform statistical analysis
With the results of several experiments, s (score), the response variable, can be
estimated through a regression model, as depicted in Equation 4.20, where x1, x2 and,
x3 represent effects/criteria, β0 is the intercept coefficient, β1, β2 are effect coefficients
and σ is the error estimate. Experiments are based on the same criteria values (+) and
(-) levels, but with different weight sets.
s =β0 + β1x1 + β2x2 + β3x3 + β4x1x2 + β5x1x3 + β6x2x3 + β7x1x2x3 +  (4.20)
Analysis of Variance (ANOVA) applies regression to formulate a linear model in
the form of the Equation 4.20 and has associated statistical values that determine the
efficiency of the model. Such statistical values include the goodness of fit and F-
statistic. The goodness of fit can be assessed by the coefficient of determination R2,
which corresponds to the total variance in response variable (s) due to effects/criteria.
Higher values of R2, close to one, indicate that the model explains almost 100% of the
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variation in s due to the effects/criteria and their possible interactions.
The F-statistic is also important to assess the variation between groups and within
groups. Such groups represent the different experiments. For instance, higher val-
ues of the F-statistic indicate that mean variation between experiments is greater than
variation within experiments. If variation is between experiments, it highlights that
the score varies due to the different configured weights.
The MADM accuracy evaluation framework is summarized in Algorithm 4.3. The
different phases of the MADM accuracy evaluation framework are detailed in the next
paragraphs.
Phase 1 - Gather data of the different paths for each criterion. Such step can be
performed in a controlled way or relying on data collected by others, outside control
of a researcher employing the proposed accuracy evaluation framework. In this step
n decision matrices Dn[m, k] are obtained, with m measurements for the n paths with
k criteria.
Phase 2 - Determine the levels of each criterion for the diverse paths. Levels corre-
spond to the minimum, minj , and maximum, maxj , for path i in the n overall paths.
m(Dj) corresponds to the minimum level (-) while M(Dj) corresponds to the maxi-
mum level (+), and are determined according to Equation 4.21 and Equation 4.22 for
the n paths with k criteria, respectively.
m(Dj) = min{Di[, j] |i = 1, · · · , n; j = 1, · · · , k} (4.21)
M(Dj) = max{Di[, j] |i = 1, · · · , n; j = 1, · · · , k} (4.22)
This step determines the logic of employing 2k or nk factorial design. If there are no
zeros in both levels, 2k factorial design can be followed, otherwise nk factorial design
must be employed. Data with zeros can represent issues in ANOVA, such as outliers.
With a 2k factorial design, the levels correspond to the vectors m(Dj) and m(Dj). On
a nk factorial design, M̂(Dj), the levels for criteria j are based on the maximum (+)
values for the n paths, assuming maximum values are different from zero, and are
determined according to Equation 4.23.
M̂(Dj) =
[
max(D1[, j]), · · · ,max(Dn[, j])
]
with j = 1, · · · , k (4.23)
Phase 3 - Determine factorial design matrix Fa,k, with a relying on the factorial
design, a = 2k or a = nk. For instance, Table 4.8 depicts the combinations of three
criteria under 2k factorial design, resulting in a = 8, F [8, 3]. If a nk factorial design is
employed considering n = 3 for three criteria, it is obtained a F [27, 3] factorial design
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matrix.
Phase 4 - Specify weights matrix for the different z experiments. Each j criterion in
the k criteria has associated a weight. Wz,k, the matrix with weight sets is determined
for the z experiments. Weights define how important a criterion is over another, tai-
loring the final ranking determined by MADM techniques.
Phase 5 - Run MADM technique for the full set of factors specified in the Fa,k ma-
trix with the respective weight sets in the Wz,k matrix, for the z experiments. The
output of MADM in each experiment is the respective experiment score sa,z . Such
experiments scores are combined with the full set of factors to form the input ma-
trix Ia,k+z as illustrated in Matrix 4.24, where ea,k holds the minimum and maximum
levels, determined as follows ea,k =< m(Da,k);M(Da,k) >.
Ia,k+z =

k1 ··· kk z1 z2 ··· zz
1 e1,1 · · · e1,k s1,k+1 s1,k+2 · · · s1,k+z
2 e2,1 · · · e2,k s2,k+1 s2,k+2 · · · s2,k+z
...
...
...
...
...
...
...
. . .
a ea,1 · · · ea,k sa,k+1 sa,k+2 · · · sa,k+z
 (4.24)
Phase 6 - Perform ANOVA where the response variable corresponds to the sa,z
score determined by the MADM technique according to the diverse covariates (k cri-
teria). The initial linear model must include all the covariates and their possible in-
teractions, as exemplified in Table 4.8 and Equation 4.20 for 3 covariates (x1, x2, x3).
Interactions are important as the values of one criterion might be related with the val-
ues of other criteria. For instance, the score, besides being based on bandwidth, round
trip time and IPDV can be based on a relation between these parameters. Interactions
between criteria are important, as they can be typical in path selection problems. For
instance, higher bandwidths have associated lower RTT, as well as lower IPDV values.
Phase 7 - Reformulate the linear model by including only the effects that are sig-
nificant, those with p-value < 0.05. Run ANOVA with the reformulated model and
validate if assumptions for ANOVA models are fulfilled. Namely the model must
comply with normality, homogeneity and independence assumptions [Montgomery,
2008]. Normality assumes that under the same conditions, the observations are nor-
mally distributed for each value of X. Homogeneity assumes that the variance for all X
values is the same. Independence means that Y values of one observation (Xi) should
not influence the Y values for other observations. In DoE, with the factorial design,
the independence assumption is assured. The normality assumption can be checked
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via histograms, where bars must follow the trend of the normal curve. Homogeneity
can be checked by plotting the residuals versus the fitted models, determined with
ANOVA. If the model complies with normality and homogeneity assumptions, then
statistical analysis of the regression model must be performed as detailed in the next
step.
Phase 8 - Analyse the model regarding its completeness, if all the criteria are in-
cluded, as well as interactions. The analysis must also rely on coefficient of determina-
tion, R2, that assesses how the model explains the variance of score and F-statistic that
complements R2 in the sense that it measures if variance is inside experiments or be-
tween experiments. F-statistic assesses how a MADM technique deals with weights.
Higher values of R2 (close to one) and higher values of F-statistic are preferred. In ad-
dition, the significance of the effects and interactions must be considered. Significant
effects indicate strong contribution to the score.
Table 4.9: Summary of performed evaluations
Evaluation MADM Typea Criteriab Goals
Evaluation
metrics
Scenarios
MADM
accuracy
MeTHODICAL,
TOPSIS, DiA
A subset
Accuracy,
Weights
Impact
R2, F-statistic
Dropbox,
Heteroge-
nous
Analytical
MeTHODICAL,
TOPSIS, DiA,
NMMD
A all all CRRc, RHRd
Dropbox-A,
Dropbox-B,
Operator
VoIP
quality
MeTHODICAL,
TOPSIS, DiA
A
subset,
Rscore
all
MOSe,
steadiness of
quality
Normal,
Wireles
Cloud
Testbed
MeTHODICAL,
TOPSIS
T
all,
faulty
server
Accuracy
Transfer
time, server
usage ratio
Testbed
a (A)nalytical; (T)estbed;
b all - Benefits and costs criteria proposed by MeTHODICAL; subset - only a set of the proposed
MeTHODICAL criteria
c Correct Rankings Ratio (CRR)
d Required Handover Ratio (RHR)
e Mean Opinion Score (MOS)
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4.6 Evaluation Methodology
This section details the evaluation methodology of MeTHODICAL. The evaluation of
MeTHODICAL has the following goals:
Accuracy Assess the accuracy of the path optimization algorithm in MeTHOD-
ICAL, in terms of choosing the optimal path and reducing handover side ef-
fects.
Protection models support Assess the support of primary-backup (1:1) and con-
current (1+1) protection models in MeTHODICAL.
Heuristics Determine the performance gain that MeTHODICAL heuristics in-
troduce and their accuracy, in tems of choosing the optimal path and reducing
handover side effects.
Weights Impact Determine the impact of benefits and costs distances (α) con-
figurations.
Different evaluations were performed, as summarized in Table 4.9, to accomplish
the aforementioned goals.
4.6.1 MADM Accuracy
The MADM accuracy evaluation framework has been applied to assess the accuracy of
MeTHODICAL, in two distinct scenarios: Dropbox and Heterogenous scenarios, which
are described bellow. These scenarios use the same criteria for benefits and costs, as
well as different measurement mechanisms between scenarios. The full set of benefits
and costs criteria specified in MeTHODICAL was not used here to avoid high number
of combinations in the nk factorial design. Instead, a set of representative criteria in
path selection problems was chosen [Li et al., 2013]. Benefits include security, coverage
and bandwidth. Costs include Round Trip Time (RTT), IP Delay Variation (IPDV) and
packet loss.
4.6.1.1 Dropbox scenario
The Dropbox scenario considers a cloud environment where Dropbox services [Drago
et al., 2012] were evaluated. The evaluation of this scenario uses data collected from
TCP applications in a university campus, accessing Dropbox facilities. The collected
traces contain application network performance values, such as RTT, IPDV, packet
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retransmissions and packet duplicates. The evaluation considers a multihomed node
with four distinct paths for a Dropbox service. In addition, data acquisition was out-
side the control of the candidate, since it was performed by other authors [Drago et al.,
2012]. The wireless network is configured by considering one path according to the
IEEE 802.11n and the remaining as per the IEEE 802.11g standard. Moreover, the dif-
ferent paths are configured with different security values, to simulate open networks
and networks with stronger security mechanisms.
Table 4.10: Levels of each criterion for the different paths in Dropbox scenario.
Levels are represented in the form of minimum;maximum
Paths
Benefits Criteria Costs Criteria
security coverage bandwidth IPDV RTT Loss
P1 1; 7 0; 250 0; 300 0.20; 00575.31 62.48; 0171.79 0.00; 0.40
P2 1; 7 0; 100 0; 054 1.50; 00999.15 46.32; 0166.27 0.00; 0.11
P3 1; 3 0; 100 0; 054 0.20; 10105.49 75.35; 5141.21 0.00; 0.00
P4 1; 5 0; 100 0; 054 0.00; 01126.61 00.00; 0259.78 0.00; 0.18
4.6.1.2 Heterogeneous scenario
The Heterogenous scenario comprises a multihomed node with three available paths,
provided through a wired link (IEEE 802.3ab) and two wireless links, namely IEEE
802.11n and IEEE 802.16e. This scenario was under the control of the candidate and
includes data acquired during several weeks. To collect criteria values, the OWAMP
protocol [Shalunov et al., 2006] was used, specifically with the Owping [Jeff Boote
and Anatoly Karp , 2012] and bwctl [Jeff Boote and Aaron Brown , 2012] tools. Such
tools implement the OWAMP protocol and enable an accurate data acquisition of RTT,
IPDV, packet loss and bandwidth (corresponds to the available path capacity in Me-
THODICAL) criteria. NTP [Mills et al., 2010] was employed to synchronize the clock
of machines.
4.6.1.3 Methodology
The different experiments, as per the MADM accuracy evaluation framework, were
based on different criteria weights. Weights, for both scenarios, were organized in sets
to include a full representation of the possible and most representative combinations
Wz,k. Table 4.12 depicts the different combinations of benefits and costs weights, for
the z = 16 experiments.
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Table 4.11: Levels of each criterion for the different paths in Heterogeneous
scenario. Levels are represented in the form of minimum;maximum
Paths
Benefits Criteria Costs Criteria
security coverage bandwidth IPDV RTT Loss
P1 1; 7 0; 54000 00.88; 16.81 0.00; 312.0 0.00; 202.70 0.00; 0.67
P2 1; 7 0; 00250 32.27; 56.85 0.10; 006.4 1.10; 021.60 0.00; 0.00
P3 1; 7 0; 00100 89.99; 91.26 0.00; 003.5 0.20; 021.20 0.00; 0.00
Table 4.12: Weights of different experiments
Experiment wsecurity wcoverage wbandwidth wIPDV wRTT wLoss
1 0.33 0.33 0.33 0.33 0.33 0.33
2 0.33 0.33 0.33 0.60 0.20 0.20
3 0.33 0.33 0.33 0.20 0.60 0.20
4 0.33 0.33 0.33 0.20 0.20 0.60
5 0.60 0.20 0.20 0.33 0.33 0.33
6 0.60 0.20 0.20 0.60 0.20 0.20
7 0.60 0.20 0.20 0.20 0.60 0.20
8 0.60 0.20 0.20 0.20 0.20 0.60
9 0.20 0.60 0.20 0.33 0.33 0.33
10 0.20 0.60 0.20 0.60 0.20 0.20
11 0.20 0.60 0.20 0.20 0.60 0.20
12 0.20 0.60 0.20 0.20 0.20 0.60
13 0.20 0.20 0.60 0.33 0.33 0.33
14 0.20 0.20 0.60 0.60 0.20 0.20
15 0.20 0.20 0.60 0.20 0.60 0.20
16 0.20 0.20 0.60 0.20 0.20 0.60
The nk factorial design was chosen, as many parameters had values of zeros in both
scenarios. The factorial design matrices rely on maximum values for each criterion of
the distinct paths, depicted in Table 4.10 and Table 4.11 for Dropbox and Heteroge-
nous scenarios, respectively. Indeed the matrices for these scenarios were FDrop[46, 6]
and FHet[36, 6]. The input matrix Ia,k+z for ANOVA considers the defined experi-
ments (Table 4.12) and factorial design matrices. In this evaluation, IDrop[46, 6 + 16]
and IHet[36, 6 + 16] matrices were set for Dropbox and Heterogeneous scenarios, re-
spectively.
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4.6.2 Analytical
The analytical evaluation was the most complete, in terms of goals fulfillment and
compared techniques, namely MeTHODICAL with TOPSIS [Tong et al., 2004], DiA [Tran
and Boukhatem, 2008] and NMMD [Lahby et al., 2012]. Moreover, the performance
of MeTHODICAL heuristics is also assessed with different protection models, and
different configurations for benefits and costs distances.
The Correct Rankings Ratio (CRR) and the Required Handover Ratio (RHR) met-
rics were introduces in this thesis. Common evaluations rely on handover ratios
or metrics that are specific to scenarios or applications [Stevens-Navarro and Wong,
2006]. CRR assesses the ratio on which a MADM is able to rank the diverse paths
in a correct order. For such, CRR establishes the theoretical optimal path vector on,
which is determined according to Algorithm 4.4. For all benefits and costs criteria,
the optimal path is a vector containing the ordered paths, by their identifier. Ordering
is performed according to three costs criteria preferences (c1, c2, c3), where c1=OWD,
c2=IPDV, c3=Loss, if considering ITU Y.1541 CoS0 applications. If paths are not of the
same type, then the first optimal path (o0) corresponds to the one with the maximum
available path capacity, followed by costs criteria preferences.
The RHR metric determines the ratio of handovers required during the evaluation.
For such, thresholds based on the limits imposed by applications are considered, if
there is an overflow at instant t, then RHR sets for this instant a required handover
Γ. For instance, for CoS0 applications the limit of One Way Delay (OWD) is 100ms,
L(OWD) = 100, as per Table 4.4. In the case of paths of different physical types,
for instance, IEEE 802.11g and IEEE 802.11n, RHR considers only the path configured
with better benefits, p, (e.g. IEEE 802.11n), and not every path in the matrix of costs
Kn,K exceeding the limits.
Algorithm 4.4 - Theoretical Optimal path/Set
Require: Bn,B with B benefits and n paths
Require: Kn,K with K costs and n paths
if paths have same interfaceType then
on = order(Kn,K by=vector(c1, c2, c3))
else
o0 = order(Bn,B , by=availablePathCap)
An−1,K = Kn,K , without o0
an−1 = order(An−1,K , by=vector(c1, c2, c3))
on = append(o0, an−1)
end if
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Benefits and costs criteria are configured according to the protection model and
the scenario under evaluation. The Dropbox scenario includes clients accessing cloud-
based online storage services. The Operator scenario includes services running in the
cloud of Portugal Telecom operator. Both scenarios consider all the criteria proposed
by MeTHODICAL for path optimization. Therefore, criteria like coverage and velocity
are configured according to the theoretical values of the technology under assessment.
Moreover, security is configured in a 1-7 scale where stronger security mechanisms
have the maximized values, 7, while weak security schemes have low security values.
Due to the characteristics of the evaluated scenarios, different evaluation goals were
considered in each one. With accuracy and heuristics as common goals, the Dropbox
scenario considered the protection models support and heuristics, while the Operator
scenario has focused mainly on the weights impact of benefits and costs distances.
Algorithm 4.5 - Required Handover
Require: Kn,K with K costs and n paths for iteration i
Require: p with p as preferred path
Γ = FALSE
if K[· · · , “OWD”] or K[p, “OWD”] > L(OWD) then
Γ = TRUE
end if
if K[· · · , “IPDV ”] or K[p, “IPDV ”] > L(IPDV ) then
Γ = TRUE
end if
if K[· · · , “Loss”] or K[p, “Loss”] > L(Loss) then
Γ = TRUE
end if
if K[· · · , “Reorder”] or K[p, “Reorder”] > L(Reorder) then
Γ = TRUE
end if
return RequiredHandover, for iteration i
4.6.2.1 Dropbox scenario
The Dropbox scenario considers a cloud environment where Dropbox services [Drago
et al., 2012] were evaluated and has already been described in subsection 4.6.1.1, for
the MADM accuracy evaluation. Nonetheless, some minor modifications have been
performed, to allow a complete evaluation in order to include the different protec-
tion models. As such, the wireless environment was configured in two flavors: First,
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Dropbox-A all the paths are configured as per IEEE 802.11n standard; Second, Dropbox-
B only one path is set according to IEEE 802.11n and the remaining are configured as
per IEEE 802.11g standard. As such, the following configurations are considered in
the evaluation: {n,g,g,g}, {g,n,g,g}, {g,g,n,g} and {g,g,g,n}, where “g” stands for IEEE
802.11g and “n” for 802.11n.
The Dropbox scenario considers TCP applications, according to ITU-Y.1541 [ITU-
T, 2006], weights are configured as per Class 7, where high-capacity TCP transfers
are included. This class gives preference to path capacity, IPDV, loss and reorder, as
per Table 4.4. Thus, the three costs criteria used in Algorithm 4.4 are respectively:
c1 = IPDV , c2 = loss and c3 = reorder.
The Dropbox scenario is also employed to test the concurrent protection model. As
four paths are assumed, there is a total of six sets, formed by combining the different
paths. The benefits and costs criteria for the sets are derived from the respective paths.
For instance, the capacity of a set corresponds to the sum of its path capacities, while
the OWD of the set considers the maximum OWD of its paths. As stated, Dropbox-B
uses different technologies and is employed to assess the performance of MeTHODI-
CAL and its heuristics, namely h2(p), that is tailored for the concurrent model.
4.6.2.2 Operator scenario
The Operator scenario includes the cloud testbed of Portugal Telecom, a Telecommu-
nication operator working in Portugal. The cloud configuration [Casimiro et al., 2012]
includes physical machines, where several virtual machines are hosted. In addition,
each virtual machine is configured with eth0 and eth1 Gigabit Ethernet interfaces, and
has Debian GNU Linux x86 64 as the operating system.
During the period of one calendar month, the performance of the machines work-
ing in the cloud was monitored. Throughout this period, Traffic Performance (TP)
data was observed where path capacity, available path capacity (benefits criteria type),
OWD, IPDV, RTT, reordering, packet loss and packet duplication (costs criteria type)
were gathered using the OWAMP protocol [Shalunov et al., 2006]. The owping [Jeff
Boote and Anatoly Karp , 2012] and bwctl [Jeff Boote and Aaron Brown , 2012] tools
were used, as previously employed in the heterogenous scenario of the MADM accu-
racy evaluation. In addition, network conditions were modified via the Linux traffic
shaper [Graf et al., 2013], as this tool allows to differentiate interfaces performance
via the introduction of packet loss and delay in specific interfaces. These events were
randomly assigned to eth0 or eth1 interfaces within a frequency of 5 minutes and also
lasting 5 minutes. For instance, in instant t = 5m, eth0 could have packet loss of 5%,
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while eth1 would be working in normal conditions.
The Operator scenario includes measured data according to IPPM recommenda-
tions, providing therefore, a finer control on the evaluation of MeTHODICAL and
related approaches. Moreover, the evaluation in this scenario includes diverse config-
uration of weights for the different types of applications, namely CoS0 and CoS5, and
also multiple α configurations of MeTHODICAL. MeTHODICAL 20% and MeTHOD-
ICAL 80% explore opposite configurations of α, where the first gives more importance
to the results of costs criteria, while the latter to the results of benefits criteria.
4.6.3 VoIP Quality
The evaluation of VoIP quality introduced the application performance criteria, as de-
picted in Figure 4.9. Since this metric relies on costs criteria, such as packet loss and
delay, costs criteria were also reorganized, as illustrated in Figure 4.10, to consider
such fact.
Benefits (+)
(R) Resilience
(AP) Application 
Performance
(TP) Traffic 
Performance
Available Path 
CapacityAvailability Coverage Velocity Security
Quality
B1 B6B2
(U) Ubiquity
B3 B4 B5
(MH) 
Multihoming
Figure 4.9: VoIP quality benefits tree.
Costs (-)
(U) Ubiquity
Cost
(TP) Traffic Performance
(RTT) Round 
Trip Time Reorder DuplicateEnergy
C1 C2 C3 C4 C5
(MH) Multihoming
Figure 4.10: VoIP quality costs tree.
Application Performance (AP), namely, VoIP quality can be assessed by a plethora
of techniques [Jelassi et al., 2012]. Intrusive methods, like Perceptual Evaluation of
Speech Quality (PESQ) [ITU, 2001], are very accurate regarding the determination of
quality, but have the disadvantage of requiring both transmitted and received signals
to determine quality. Such kind of methodology is only useful for offline analysis. As
such, PESQ is not useful for applications that want to estimate quality before trans-
mission and that may have path information for the different paths.
With a before-transmitting perspective, the E-model [ITU-T, 2011] is well-suited
for online analysis, as it defines a R factor, based on diverse impairments that account
for delay, coded voice signals and loss bit rate effects. In addition, due to its non in-
trusive nature, it is employed in several works assessing VoIP quality [Li, 2010; Gong,
Qipeng and Kabal, Peter, 2011; Halas et al., 2012]. The E-model has been adapted to
IP networks [Cole and Rosenbluth, 2001], where the R factor is based on Id - delay and
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Ie−eff - bit rate loss impairments, as shown in Equation 4.25.
R = 93.4− Id(D)− Ie−eff (codec, lossRate) (4.25)
The delay impairment, Id, depends on one way delay - D, as per Equation 4.26,
where H(x) is a unity or step function, as such H is 0 if x ≤ 0 otherwise H is 1.
Id = 0.024×D + 0.11× (D − 177.3)×H(D − 177.3) (4.26)
The bit rate loss impairment, Ie−eff , relies on Bpl- packet-loss robustness factor,
which depends on the employed codec, as per ITU-T G113. Ie−eff is determined in
Equation 4.27, where besides packet loss, jitter buffer size and network jitter are in-
cluded [Halas et al., 2012; Voznak et al., 2012].
Ie−eff = Iefopt + (95− Iefopt)×
Pplef
Pplef +Bpl
(4.27)
The effect of effective packet loss Pplef is determined by considering effective packet
loss - Epl, jitter buffer size - JB, and σ network jitter, as shown in Equation 4.28. JB
corresponds to the number of packets that buffer can accommodate to mitigate jitter
effects: 1 for 20ms; 2 for 40ms and 4 for 80ms of jitter.
Pplef = Epl +
1 + (−0.1×JBσ )
20
2
− Epl × 1 + (
−0.1×JB
σ )
20
2
(4.28)
The evaluation of VoIP quality considered data collected in the heterogeneous sce-
nario described in subsection 4.6.1.2 for the MADM accuracy evaluation. Three differ-
ent VoIP codecs are used for this purpose, namely, G.711, G729 and G.723. Moreover,
the flexibility introduced in MeTHODICAL to differentiate the importance of costs
and benefits criteria is evaluated, considering situations where costs are more impor-
tant (α = 20%, named as MeTHCost) and situations where benefits are more relevant
(α = 80%, named as MeTHBen). MeTHODICAL considers balanced benefits and
costs criteria (α = 50%) to promote comparison with NMMD, TOPSIS and DiA. Fi-
nally, the capability of the optimization techniques to maintain a stable quality level
while adapting to network changes is evaluated.
MeTHODICAL, NMMD, TOPSIS and DiA were assessed in two multihomed sce-
narios:
ä A hybrid scenario comprising a multihomed node with three available paths,
provided through IEEE 802.3ab, IEEE 802.11n and IEEE 802.16e links.
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ä A wireless scenario comprising a multihomed node with two available paths,
provided through IEEE 802.11n and IEEE 802.16e links.
As stated, both of these scenarios are based on the heterogeneous scenario em-
ployed in the MADAM accuracy evaluation. The different multihomed scenarios were
employed to assess the performance of VoIP in divergent configurations.
The path selection optimization techniques were compared in both scenarios in
two conditions: First, the buffer size (JB) was varied with different values, JB = {1, 2,
4}, to represent situations where the buffers support 20ms, 40ms, and 80ms of voice
data. Large buffer sizes tolerate delay variation but may fail to meet one way de-
lay requirement (i.e. bellow 150ms according to ITU-T Y.1540). Finally, failures were
introduced with different probabilities (FP): FP = {5%, 10%, 20%}.
The parameters regarding traffic performance on the different paths of each of
these scenarios were collected through the OWAMP framework. VoIP application per-
formance was derived from the traffic performance measures as per Equation 4.25.
MeTHODICAL, NMMD, TOPSIS and DiA performance was compared using two
evaluation metrics. First, VoIP performance is assessed with the Mean Opinion Score
(MOS) as the quality of experience metric. MOS uses a scale with five levels, where 5
stands for excellent, 4 for good, 3 for fair, 2 for poor and 1 for bad quality. Second, the
steadiness of the quality provided by each approach was assessed through the quality
stability metric, which evaluates how the techniques maintain quality levels through-
out each session, as depicted in Equation 4.29, where QualStability = qitot iterations .
qi =
+ = 1 if Si,t ≥ Si,(t−1)+ = 0 otherwise, (qi = 0 when t = 0) (4.29)
4.6.4 Cloud Testbed
This evaluation was performed in the new cloud infrastructure at Portugal Telecom
(PT) Datacenter which is currently a strategic platform for enterprise services and
new consumer services. It is based on three main technologies, namely Cisco infras-
tructure for the networking and computing part, VMWare solutions for virtualization
and EMC2 for storage. MeTHODICAL was integrated in the Trustworthy and Re-
silient Operations in a Network Environment (TRONE) architecture [Casimiro et al.,
2012] to enable fast-reconfiguration of Stream Control Transport Protocol (SCTP) and
enhance the multihoming support of nodes with several paths/links. In this context,
MeTHODICAL was adapted to include the trace score criterion that corresponds to
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the output of the anomaly-detection algorithm. This algorithm, also included in the
TRONE architecture, determines if a server is facing any kind of failure (e.g. high CPU
utilization, no disk space). The trace score works as a cost criterion, since 0 stands for
a working server, while 1 stands for a server with failures.
Evaluation considered a communication intensive service [Gamage et al., 2011]. As
such, a file transfer service was employed and included transmission of data in differ-
ent sizes: CD (750MB) considers ISO images that could be stored in compact discs.
DVDExtra (2GB) considers the ISO images that could be stored in DVDs containing
both operating system and applications. This way, it was tested a service where the
user, paying premium royalties, needs to create virtual machines on request and in-
stalls software and additional applications. Redundant and resilient connections to
the ISO image files repositories are performed. Redundancy is achieved through the
employment of two Gigabit Ethernet links, and resilience is assured by SCTP, which
supports a primary-backup protection model out-of the box. For instance, when a
failure occurs in an active link/path there is an automatic switch to another working
link/path.
Table 4.13: Configuration of failures sets
ID Type Server 1
eth0 eth1
W1 l = 5% none
W2
w
ar
ni
ng l = 15% none
W3 d ≈ N(50, 20)ms none
W4 d ≈ N(100, 20)ms none
C1
cr
it
ic
al
down none
C2 down d ≈ N(100, 20)ms
C3 resource fail
To assess the effectiveness of MeTHODICAL, three types of configurations were
considered. The first scenario considers transfer of images, as a regular user. The fast-
reconfiguration mechanisms are not active and the standard TCP protocol is used. The
second scenario features standard SCTP multihoming mechanisms. The final scenario
combines MeTHODICAL, SCTP and includes Ganglia collecting CPU, disk, memory
and network usage metrics, to allow anomaly detection and enhanced reconfigura-
tion.
In addition, in each scenario two types of failures were introduced [Nagappan and
Peeler, 2011]. The Critical failures are configured by activating CPU-intensive, disk-
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intensive, and memory-intensive applications. The Warning failures are configured
by introducing high delay or packet loss. More specifically, Warning failures are em-
ulated by introducing delay, d, (normally distributed, with µ = 50 ms and σ2 = 20),
and d ≈ N(100, 20)ms; and packet losses, l, (5%, 15%) at the network interfaces of
the repository nodes. Configurations where failures are not applied are labelled as
none. Table 4.13 summarizes the sets of all failures and the interfaces where they have
been applied. Resource failures were created to overcharge CPU utilization (in rates
≈ 100%), by introducing a high number of computer-intensive processes in the back-
ground. Specifically, 1000 processes determining the checksum of the transferred files
(CD and DVDExtra) were configured to run concurrently. Checksum was determined
employing the md5sum utility [Drepper et al., 2013]. During the resource failures, Gan-
glia reported CPU utilization rates around ≈ 98%.
4.7 Results and Discussion
This section discusses the results achieved with the analytical and testbed evaluations
performed by the candidate. All the analytical evaluations have been performed using
R-project [Team, 2010].
4.7.1 MADM Accuracy evaluation
This section presents and discusses the results achieved with the MADM accuracy
evaluation. The linear regression models are compared using model completeness,
effects significance, R2 and F-statistics. The beta terms of ANOVA regression model,
as depicted in Equation 4.20, are not specified in the models obtained to simplify com-
parison between MADM techniques.
4.7.1.1 Dropbox Scenario
The model obtained by TOPSIS and DiA (lmTOPSIS) using the MADM accuracy eval-
uation framework includes all the criteria, and is specified according to Equation 4.30.
YlmTOPSIS = BW +RTT + Jitter + Loss+ Cov (4.30)
The lmTOPSIS model is an incomplete model, as it does not include any interaction
(e.g. relations between criteria), and defines score as a function of bandwidth, RTT,
jitter, loss and coverage (e.g. all criteria).
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YlmMeTHODICAL = BW +RTT + Jitter + Loss+ Cov + BW:Cov+
BW:RTT:Cov + BW:Jitter:Cov + BW:Loss:Cov + BW:RTT:Jitter:Cov+
BW:RTT:Loss:Cov + BW:Jitter:Loss:Cov (4.31)
MeTHODICAL outputs a different model (lmMeTHODICAL) and besides includ-
ing all the criteria, it also includes interactions between them, as per Equation 4.31.
The lmMeTHODICAL model can be considered as a complete model, in comparison
to lmTOPSIS, since criteria and respective interactions are included.
Table 4.14: Results of Dropbox
method model signif interactions R2 F-statistic
TOPSIS lmTOPSIS yes no 0.5274 14624.2727
DiA lmTOPSIS yes no 0.4452 10518.2098
MeTHODICAL lmTOPSIS yes no 0.7240 34376.5185
TOPSIS lmMeTHODICAL no yes 0.5274 6093.3300
DiA lmMeTHODICAL no yes 0.4452 4382.2384
MeTHODICAL lmMeTHODICAL yes yes 0.7413 15649.5765
Table 4.14 summarizes the statistical values obtained in the Dropbox scenario.
With lmTOPSIS model, the TOPSIS technique can explain ≈ 53% of variation of data,
since R2 = 0.5274. DiA is only able to explain ≈ 45% of the variance, nonethe-
less, MeTHODICAL explains ≈ 72% of the score variance. Values close to 1 are
fully explained by the model, therefore are more interesting in terms of statistical
meaning. The F-statistic also reports higher values in MeTHODICAL, namely, F5 =
34376.5185, p < 0.005, which means that the variation of score is higher between ex-
periments than within experiments. Thus, MeTHODICAL considers more properly
the weights sets configured on the diverse experiments, when compared to TOPSIS or
DiA approaches. F-statistic for TOPSIS follows the lmMeTHODICAL model, namely,
F5 = 14624.2727, p < 0.005. MeTHODICAL within the lmTOPSIS model is the tech-
nique with more satisfactory statistical values, followed by TOPSIS. The main issue
with this model is that is lacks interactions, that is, it does not consider the relations
between criteria (e.g. if one criterion increases the other criterion will increase as well,
or vice-versa). In this context the lmMeTHODICAL model is more complete, mainly
due to the enhanced distance function of MeTHODICAL that correlates data criteria
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Figure 4.11: Normality for analysed techniques in Dropbox scenario
of the distinct paths.
In the lmMeTHODICAL model, MeTHODICAL presents, again, the best perfor-
mance regarding statistical values, since R2 is higher and F-statistic is also higher
F12 = 15649.5765, p < 0.005, in comparison to TOPSIS and DiA results. In addition,
when comparing both models, (the main difference relies on the interactions), lmMe-
THODICAL model with MeTHODICAL technique is able to explain ≈ 74% of score
variance, against the≈ 72% of lmTOPSIS. F-statistic in the lmMeTHODICAL model is
not higher in comparison to lmTOPSIS model, as the model complexity justifies such
fact. The former model includes 14 terms in Equation 4.31 while the latter model con-
tains only 5 in Equation 4.30. It is also relevant to point out for the lmMeTHODICAL
model that with TOPSIS and DiA not all the effects are significant, which means that
these techniques are not able to find relations between criteria.
According to the Phase 7 of the MADM accuracy evaluation framework, assump-
tions for ANOVA need to be checked, in order to guarantee that the results have high
confidence and are statistically significant. Figure 4.11 depicts a graphical test to assess
normality of lmTOPSIS and lmMeTHODICAL models within the different MADM
techniques evaluated, relying on histograms and normal curve. At a first glance, DiA
is the only technique violating normality in lmTOPSIS and lmMeTHODICAL models,
which may indicate that the distance or scoring functions perform transformations
that break such assumption. MeTHODICAL and TOPSIS are able to present normal-
ity in the scoring for both models. In these techniques bars follow the trend of the
normal curve (pictured in blue), that is, there is a pattern of ascending and descend-
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ing “stairs”, without any exception.
The results in this scenario demonstrate that the distance and associated score
functions lead to different results, mainly in terms of supporting interactions and sta-
tistical importance. MeTHODICAL is the technique that provides the most significant
and confident results.
4.7.1.2 Heterogenous Scenario
Similarly to the Dropbox scenario, the model obtained by TOPSIS (lmTOPSIS) is inline
with the model obtained by DiA. This scenario included only three paths, as such less
data exists in comparison to the Dropbox scenario, 36 = 729 rows when compared
to 46 = 4096. Notwithstading, MeTHODICAL is also able to provide interactions,
as demonstrated in Equation 4.32. In particular, the lmMeTHODICAL model in the
heterogenous scenario is more complete with 14 effects, in comparison to the Dropbox
model, which has only 12 effects, as obtained in Equation 4.32 and Equation 4.31.
YlmMeTHODICAL = BW +RTT + Jitter + Loss+ Cov + BW:Jitter+
BW:Loss + BW:Cov + BW:RTT:Cov + BW:Jitter:Cov + BW:Loss:Cov +
BW:RTT:Jitter:Cov + BW:RTT:Loss:Cov + BW:Jitter:Loss:Cov (4.32)
Table 4.15: Results of Heterogeneous scenario
method model signif interactions R2 F-statistic
TOPSIS lmTOPSIS yes no 0.5352 2684.5152
DiA lmTOPSIS yes no 0.4313 1768.3257
MeTHODICAL lmTOPSIS yes no 0.7514 7046.4885
TOPSIS lmMeTHODICAL no yes 0.5352 958.0181
DiA lmMeTHODICAL no yes 0.4313 631.0595
MeTHODICAL lmMeTHODICAL yes yes 0.7963 3253.4246
Table 4.15 summarizes the statistical values obtained in the heterogenous scenario.
With the lmTOPSIS model, the TOPSIS technique can explain ≈ 53% of variation of
data, since R2 = 0.5352. DiA is only able to explain ≈ 43% of the variance. Me-
THODICAL is able to explain ≈ 75% of the score variance. The F-statistic also reports
higher values with MeTHODICAL, namely, F5 = 7046.4885, p < 0.005, meaning that
the variation of score is higher between experiments than inside the respective experi-
ment. TOPSIS follows MeTHODICAL performance in terms of the F-statistic. This in-
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Figure 4.12: Normality for analysed techniques in Heterogeneous scenario
dicates that DiA is the technique that has less impact on scoring regarding the weights
configurations. Considering weights as applications preferences (i.e. one might pre-
fer more security while another prefers higher bandwidth), DiA may not provide a
scoring adapted to the requirements of distinct applications.
With the lmMeTHODICAL model, MeTHODICAL explains ≈ 80% of score vari-
ation. Therefore, contrasting with TOPSIS and DiA techniques that do not increment
values of R2 in the this model.
Figure 4.12 depicts a graphical test to assess normality of lmTOPSIS and lmMe-
THODICAL models within the different techniques, relying on histograms and nor-
mal curve. With the lmTOPSIS model, normality is supported only by the MeTHOD-
ICAL technique, as bars follow the trend of the normal curve (pictured in blue). DiA
and TOPSIS techniques present some exceptions to the normality assumption.
The values in the heterogenous scenario regarding R2 are higher for MeTHODI-
CAL and TOPSIS in comparison to the Dropbox scenario. The reason for such perfor-
mance increase relies on the complexity of the scenario, from 3 to 4 paths. This fact
indicates that TOPSIS and MeTHODICAL adapt more efficiently to the problem size
in comparison to DiA. In fact, MeTHODICAL is able to explain ≈ 80% of the values
of score with all the criteria and respective interactions.
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4.7.2 Analytical
This section discusses the results achieved with the complete analytical evaluation of
MeTHODICAL in the Dropbox and Operator scenarios.
4.7.2.1 Dropbox-A scenario
Resuls in the Dropbox-A scenario include the Correct Rankings Ratio (CRR), which is
determined according to Algorithm 4.4, and Required Handover Ratio (RHR).
Table 4.16: CRR of Dropbox-A in 1:1 - primary and 1+1 -
concurrent models
Optimization Technique
prefTP (%) prefMH (%)
1:1 1+1 1:1 1+1
MeTHODICAL 69.886 71.25 73.558 73.43
NMMD 4.731 0.00 4.515 0.00
TOPSIS 3.953 0.00 3.694 0.00
DiA 3.953 0.00 3.867 0.00
MeTHODICAL h1(r) 68.935 70.66 72.607 72.78
MeTHODICAL h3(i) 20.955 16.96 21.905 17.00
MeTHODICAL h2(p) – 25.84 – 26.59
Higher values of Correct Rankings Ratio (CRR) are preferable as correct path rank-
ing is performed more frequently. Table 4.16 shows CRR for Dropbox-A scenario with
1:1 – primary-backup and 1+1 – concurrent protection models. Overall, MeTHODI-
CAL performs correct path ranking with higher ratios than the other evaluated tech-
niques, in both protection models. Techniques like NMMD, TOPSIS and DiA do not
perform correct ranking in the concurrent model ≈ 0%. The reason is related with the
increased number of alternatives in the decision process, 6 sets in concurrent model
vs. 4 paths in the primary model. NMMD, by correlating data based on the distance
of Mahalanobis, is the technique providing the second best value for CRR, after Me-
THODICAL.
MeTHODICAL heuristics also impact the correct ranking as they introduce more
changes. h1(r) heuristic leads to a change in paths when criteria bounds of CoS7
applications are exceeded. This heuristic has almost the same performance of basic
MeTHODICAL ≈ 69% and ≈ 70% for 1:1 and 1+1 models, respectively, since OWD,
packet loss, jitter and reorder criteria rarely override bounds of CoS7 applications.
With the opposite effect, h3(i) aims to decrease the number of path changes. As such,
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CRR values of this heuristic tend to be lower, as path change is only performed if
bounds are exceeded. The h2(p) heuristic is specific to the concurrent model, and
aims to keep one of the paths in the set that was previously selected. This heuristic is
more effective than keeping last sets used, as CRR is higher with h2(p) in comparison
to the h3(i) heuristic.
Table 4.17: RHR and Handover ratios of Dropbox-A in 1:1 -
primary and 1+1 - concurrent models
Optimization Technique
prefTP (%) prefMH (%)
1:1 1+1 1:1 1+1
RHR 24.368 24.368 24.368 24.368
MeTHODICAL 76.668 82.976 76.366 82.804
NMMD 0.129 11.579 0.604 16.310
TOPSIS 0.043 0.172 7.863 0.388
DiA 0.043 0.129 0.129 0.086
MeTHODICAL h1(r) 78.893 85.137 78.699 85.007
MeTHODICAL h3(i) 24.368 24.368 24.368 24.368
MeTHODICAL h2(p) – 76.884 – 76.949
In this scenario, the different weight configuration do not introduce changes in
CRR. For instance, the values obtained with prefTP and prefMH cases are very simi-
lar. Configuration of MeTHODICAL uses balanced preferences between benefits and
costs (α = 0.5, in Equation 4.19) and for CoS7 applications this configuration does not
introduce impacts in results.
The Required Handover Ratio (RHR) determines the handover ratio, which corre-
sponds to handovers that must be performed in face of an event. These events include
moments where criteria bounds of the CoS7 application are overridden. Thus, RHR
establishes the correct value regarding handover ratios. Values bellow RHR indicate
no reaction and therefore, handovers are not performed even when good conditions
are not verified; values higher than RHR demonstrate that handovers are performed
more frequently than they should. Table 4.17 depicts RHR and the handover ratios of
the different optimization techniques for Dropbox-A scenario with 1:1 and 1+1 pro-
tection models. In both models, RHR is ≈ 24%, which means that values < 24%, such
as those in TOPSIS, DiA and NMMD, indicate that the respective technique does not
perform path changes when they are needed. On the other hand, values > 24%, such
as those of MeTHODICAL, demonstrate that techniques perform path changes more
often than required.
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DiA is the technique with the worst performance, as handover ratios are almost
null in all the cases. TOPSIS also does not perform path change in most of the cases,
with the exception of the 1:1 model in the prefMH configuration, where TOPSIS has an
handover ratio ≈ 8%. These results demonstrate that TOPSIS is inconsistent, as op-
posed to NMMD, that performs handovers in the 1+1 model for the different weights
configurations. Nonetheless, NMMD has no reaction for the 1:1 model (≈ 0%), which
means that the correlation of NMMD is not efficient with a low number of path alter-
natives. If techniques do not adapt to path conditions (e.g. perform handover), then
they are not effective, as higher packet loss ratios or long delays in packet delivery can
be introduced for CoS7 applications.
MeTHODICAL behaves differently from DiA, TOPSIS and NMMD, as it performs
handovers in all the cases and with ratios above RHR. These results of MeTHOD-
ICAL can be translated in ping-pong effects, as unnecessary handovers are carried
out. Notwithstanding, this drawback can be superseded by the h3(i) heuristic, as
handovers are performed in the required rate, equally to RHR. As such, this heuris-
tic avoids ping-pong effects and higher packet loss ratios and long delays in packet
delivery for CoS7 applications.
4.7.2.2 Dropbox-B scenario
In the Dropbox-B scenario, the path configured according to IEEE 802.11n leads to
multiple cases, as it can be configured as the last path {g,g,g,n} or as the first path
{n,g,g,g}. In the presented graphics MeTHODICAL is labelled as MeTH for graphical
reasons.
DiA and TOPSIS only perform correct ranking in the {g,g,g,n} case, while NMMD
only ranks correctly in the {n,g,g,g} case. In the remaining cases, these techniques are
not able to select paths correctly, as depicted in Figure 4.13 for primary-backup model.
In the concurrent model, as depicted in Figure 4.14, NMMD, TOPSIS and DiA are
not able to select optimal paths accurately, just like in the Dropbox-A scenario. Such
ranking abnormalities have already been reported for DiA and TOPSIS [Lahby et al.,
2012]. Moreover, optimization techniques should be able to determine optimal paths
despite the position they have in the decision matrix. MeTHODICAL and respective
heuristics are able to select paths in all the cases regarding the path configured as IEEE
802.11n. This fact demonstrates that MeTHODICAL is able to select optimal paths,
regardless of the position (e.g. first, second alternative) in the decision matrix, or the
envisioned protection model.
Considering the concurrent model, see Figure 4.14, the h2(p) heuristics is more
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Figure 4.13: CRR for Dropbox-B scenario with primary-backup model.
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Figure 4.14: CRR for Dropbox-B scenario with concurrent model.
efficient than h3(i), as CRR is higher for almost all the cases. Thus, keeping a path of
the previous set can represent a gain in performance, instead of choosing a set with
paths that have not been used yet. CRR results are coherent with those achieved in
Dropbox-A for the different protection models. MeTHODICAL is the technique with
higher values of CRR in both scenarios.
The different techniques perform distinctly regarding handovers, as Figure 4.15
and Figure 4.16 show for primary-backup and concurrent models, respectively. In
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Figure 4.15: RHR and handover ratios for Dropbox-B with primary-backup model.
the former model, DiA, TOPSIS and NMMD do not lead to handovers, as ratios are
close to null ≈ 0%. As such, these techniques can lead applications to experience
degradation of quality, as they do not adapt to different conditions. MeTHODICAL in
the Dropbox-B scenario for the primary backup protection model has lower handover
ratios ≈ 1% and RHR has lower ratios ≈ 8%. In the Dropbox-B the need to perform
handovers is lower ≈ 8%, in comparison to RHR of Dropbox-A scenario ≈ 24%. This
is justified by the fact that the IEEE 802.11n path has better performance leading to
less handovers. The h1(r) heuristic introduces the correct number of handovers.
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Figure 4.16: RHR and handover ratios for Dropbox-B with concurrent model.
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In the concurrent model, NMMD, in comparison to DiA and TOPSIS, is the only
technique that performs handovers in considerable ratios ≈ 8%, no matter the con-
figuration case. Nonetheless, handovers are bellow what is required (RHR). Again,
the most performant technique is MeTHODICAL with h3(i), which has the correct
handover ratio equal to RHR. The difference between primary and concurrent sce-
narios relies on the number of alternatives. RHR is also higher in the concurrent
model RHR ≈ 15% as the IEEE 802.11n path belongs to, at least two sets, leading to
a frequent change between these more profitable sets, in comparison to the primary-
backup protection model. MeTHODICAL and NMMD consider the number of alter-
natives, since with increased paths/sets, handover ratios are higher. DiA and TOPSIS
do not perform proactively, as handover ratios are equal in 1:1 and 1+1 protection
models. The correlation in MeTHODICAL and NMMD justifies such performance
gain. Nonetheless, NMMD fails to be efficient with low number of alternatives.
4.7.2.3 Operator scenario
The Operator is a simple scenario since it contains only two paths. With this number
of paths NMMD cannot be employed, due to the low-volume of data, which does
not allow to determine covariance. In addition, this scenario does not include the
concurrent model, as only one set could be configured with these paths. This scenario
is based on real measurements of traffic performance criteria in the cloud testbed of
Portugal Telecom.
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Figure 4.17: Operator scenario CRR for prefMH weights
CRR for the operator scenario is depicted in Figure 4.17 and Figure 4.18 for prefMH
and prefTP, respectively. Graphics picture results using boxplots due to the reduced
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number of cases and to highlight the comparison between CoS0 and CoS5 applica-
tions.
MeTHODICAL in all the weights configuration achieves higher CRR, ≈ 80% for
CoS0 and CoS5 applications. Both DiA and TOPSIS have the same rate≈ 50% for both
classes. Nonetheless, DiA presents inconsistency, as in prefTP configuration with CoS5
applications CRR is higher, which is not verified for prefMH case.
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Figure 4.18: Operator scenario CRR for prefTP weights
As expected, MeTHCost puts more emphasis on the distance cost, as formulated
in Equation 4.17, therefore the optimal paths are selected mainly based on costs cri-
teria. On the opposite side, MeTHBen has lower CRR, as benefits criteria are equal
in both paths. This kind of configuration is not possible in DiA, TOPSIS and NMMD
techniques. Only MeTHODICAL allows to accentuate the importance of costs or ben-
efits, which represents a gain in scenarios where one of the types of criteria, benefits or
costs, are similar in the different alternatives. Moreover, it adds another level of con-
figuration, as weights are specified for each criterion, but no differentiation is possible
for the two types of criteria (costs and benefits) with DiA, TOPSIS and NMMD.
Heuristics depend on the type of applications. For instance, CoS0, in comparison
to CoS5, is bounded, as such any criteria exceeding bounds will lead to lower scores
for h1(r) heuristic. Such fact is due to the need to perform path changes more often
than with CoS5 applications. The h3(i) heuristic has the opposite effect from the h1(r)
heuristic. It minimizes interface changes, and as such CRR for CoS0 applications is
higher, since h3(i) keeps the same path.
RHR, determined according to Algorithm 4.5, for each approach is depicted in
Figure 4.19 and Figure 4.20, for prefMH and prefTP configurations, respectively.
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Figure 4.19: Operator scenario RHR and handover ratios for prefMH
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Figure 4.20: Operator scenario RHR and handover ratios for prefTP
Handovers depend on the type of application, as RHR is determined by the crite-
ria bounds. As such, CoS0 applications require more handovers, ≈ 60% against ≈ 0%
for CoS5 applications. Indeed, techniques like TOPSIS and DiA do not perform any
handover in the different cases and applications. These results of TOPSIS and DiA are
not correct, as they do not perform handover when they should, i.e. criteria bounds
have been exceeded in a certain period of time. MeTHODICAL performs handovers
in the different weights configurations, despite not reaching the RHR value. The h1(r)
heuristic introduces more handovers than the necessary, i.e. above RHR, which means
that this heuristic is subperformant for applications that do not tolerate handovers. On
the opposite side, h3(i) plays the role it was designed for, reducing path changes and,
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Table 4.18: Steadiness of quality for the different techniques in the evaluation sce-
narios
Scenario
MeTHODICAL % NMMD % DiA % TOPSIS %
G711 G729 G723 G711 G729 G723 G711 G729 G723 G711 G729 G723
Hybrida 54.69 54.53 54.53 54.95 54.80 54.80 55.63 55.48 55.63 55.63 55.48 55.63
HybridFailb 55.80 55.59 55.53 54.59 54.23 54.31 57.50 57.06 57.16 57.50 57.06 57.16
Wirelessa 53.96 53.81 53.80 — — — 54.95 54.79 54.79 54.95 54.79 54.79
WirelessFailb 53.69 53.52 53.53 — — — 54.39 54.22 54.22 54.39 54.22 54.22
a Results with buffer size JB = 1 (20ms). b Results with Failure Probabilities of 5%.
as consequence, decreasing handover ratios. This heuristic leads MeTHODICAL to
perform handovers in the adequated ratio, according to the requirements of applica-
tions. For instance, CoS5 applications do not perform handover with this heuristic as
RHR is ≈ 0%.
4.7.3 VoIP quality
This section presents VoIP quality evaluation of MeTHODICAL and related techniques,
NMMD, TOPSIS and DiA, in hybrid and wireless scenarios.
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Figure 4.21: MOS for Hybrid scenario with different buffer sizes (JB=1, 2, 4)
Figure 4.21 shows the MOS obtained by the VoIP application, using the G.711,
G729 and G.723 codecs, in the hybrid scenario when the buffer size is varied. In this
scenario, the different versions of MeTHODICAL and NMMD provide good quality,
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for all the buffer size configurations and for all the codecs. The behaviours of MeTH-
Ben, MeTHCost and MeTH are coherent for the codecs types, since the G.711 codec
achieves the best quality (above 4). However, when the buffer size increases, TOPSIS
and DiA result in application performance degradation, as these techniques do not
adapt ranking to criteria values. For instance, with JB=4, MOS in some paths has poor
quality (≈ 2). TOPSIS and DiA techniques, by choosing paths with lower quality, are
slightly more stable than MeTHODICAL and NMMD, as depicted in Table 4.18. Me-
THODICAL and NMMD do not choose underperforming paths as optimal, nonethe-
less these techniques are able to support stability in approximated rates (≈ 55− 56%)
of TOPSIS and DiA.
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Figure 4.22: MOS for Hybrid scenario with different Failure Probabilities for JB=1
Figure 4.22 shows the MOS obtained by the VoIP application in the hybrid scenario
when failures occur with different probabilities. As expected, the G.711 codec is more
robust to failures, however, when the failure probability is high (FP = 20%) MOS
drops bellow fair levels. The three versions of MeTHODICAL are able to react to the
different failures, in comparison to the related approaches. MOS is higher, with fair
levels, in MeTHODICAL, MeTHBen and MeTHCost. NMMD has better performance
than TOPSIS and DiA, but in FP = 20% cases, quality falls to bad levels. In terms
of application quality, MeTHODICAL and NMMD outperform the DiA and TOPSIS
techniques, because they correlate data, which avoids the ranking abnormality that
results in the choice of unsuitable paths.
The wireless scenario only includes two paths to demonstrate the effectiveness of
MeTHODICAL in situations with a minimum number of alternatives. The small num-
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Figure 4.23: MOS for WirelessFail scenario with different Failure Probabilities for JB=1
ber of paths prevents the use of NMMD, which is tied to functions that only have
statistical meaning with high volume of data. The performance of this scenario, not
pictured, is similar to the hybrid scenario, with MeTHODICAL providing the best
quality for all the buffer size configurations. Figure 4.23 shows the application qual-
ity for the wireless scenario with different failure probabilities. All the optimization
techniques have similar results, since decisions are only about selecting one out of two
available paths. However, the results show that the different configurations for costs
and benefits in MeTHODICAL provide the desired impact. MeTHCost is able to sup-
port higher quality, almost in good levels, as opposed to fair levels of the remaining
techniques. The reason for such performance relies on the fact that MeTHCost is con-
figured to put more importance on cost criteria type (80%). Failures impact more costs
criteria type, for instance RTT increases, as such any variation in this type of criteria
is detected by MeTHCost. In addition, MeTHCost is slightly more stable than the re-
maining techniques,≈ 54.5% (value not pictured in Table 4.18). This fact is inline with
the MOS performance and is explained by the reduced number of paths to choose as
optimal, only two.
The evaluation results presented above have shown the advantages of MeTHOD-
ICAL in comparison to the remaining techniques. First, the heterogeneity of scenar-
ios regarding the number of paths, demonstrates that MeTHODICAL is flexible and
adapts well to the number of available paths. Second, MeTHODICAL, by correlating
criteria values, is able to determine optimal paths, as those supporting higher levels of
quality. Related techniques may choose optimal paths as the ones with lower levels of
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quality. Third, MeTHODICAL adapts well to the different conditions and, at the same
time, it is able to keep steady and high quality paths.
4.7.4 Evaluation in Cloud testbed
This section presents and discusses the results achieved in the different scenarios and
configurations. Results are discussed for the server usage ratio and for the diverse
types of failures introduced in the evaluation.
4.7.4.1 Server usage ratio
Server usage ratio allows to assess the ratio of use for the two used servers. All the fail-
ures were configured in server 0. Server usage ratio for CD images is summarized in
Table 4.19. All the failures were configured in server 0. This way approaches choosing
this server, do not select the optimal server.
Table 4.19: Server usage ratio for CD and DVD images
Case
Se
rv
er CD images DVD images
MeTH TOPSIS SCTP TCP MeTH TOPSIS SCTP TCP
Normal
0 023.31 000.00 100.00 100.00 000.00 000.00 100.00 100.00
1 076.69 100.00 000.00 000.00 100.00 100.00 000.00 000.00
W1
0 000.00 000.00 100.00 100.00 000.00 000.00 100.00 100.00
1 100.00 100.00 000.00 000.00 100.00 100.00 000.00 000.00
W2
0 000.00 027.05 100.00 100.00 000.00 000.00 100.00 100.00
1 100.00 072.95 000.00 000.00 100.00 100.00 000.00 000.00
W3
0 000.00 000.00 100.00 100.00 012.16 000.00 100.00 100.00
1 100.00 100.00 000.00 000.00 087.84 100.00 000.00 000.00
W4
0 000.00 000.00 100.00 100.00 000.00 000.00 100.00 100.00
1 100.00 100.00 000.00 000.00 100.00 100.00 000.00 000.00
W5
0 000.00 000.00 100.00 100.00 000.00 000.00 100.00 100.00
1 100.00 100.00 000.00 000.00 100.00 100.00 000.00 000.00
C1
0 041.32 069.45 100.00 000.00 000.00 065.18 100.00 100.00
1 058.68 030.55 100.00 000.00 100.00 034.82 000.00 000.00
C2
0 007.77 032.28 100.00 100.00 000.00 053.82 100.00 100.00
1 092.23 067.72 000.00 000.00 100.00 046.18 000.00 000.00
C3
0 000.02 100.00 100.00 100.00 000.01 100.00 100.00 100.00
1 099.98 000.00 000.00 000.00 099.99 000.00 000.00 000.00
Warning failure cases, such as the W1-W4 cases only affect one of the paths in the
failing server. Therefore, the standard multihoming support of SCTP is able to recover
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and enable data transfer. TCP as it has no multihoming support has a significative
performance degradation, as discussed in the following subsections.
Considering MeTHODICAL and TOPSIS in critical failures cases (i.e. C1-C3 cases)
it can be observed that MeTHODICAL is able to use in higher ratios the server with
the best performance (server 1). Such different between these approaches is justifiable
with the stability and correlation functions of MeTHODICAL.
In the DVDExtra transfer cases, as summarized in Table 4.19, MeTHODICAL has a
coherent behaviour regarding the usage ratio of the optimal server in critical failures.
4.7.4.2 Normal - without failures
The evaluation in these scenarios is based on the transfer time with and without fail-
ures. In normal conditions (i.e without failures), as depicted in Figure 4.24, the transfer
time is almost similar between MeTHODICAL, SCTP and TCP. The difference between
the less performant and the more performant is ≈ 3s and ≈ 5s for CD and DVDExtra
cases, respectively.
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Figure 4.25: Transfer over time in normal
scenario for CD images
The transfer time is≈ 25s and≈ 62s for CD and DVDExtra cases, respectively. This
scenario is used as a reference regarding the transfer time performance, establishing
acceptable limits for file transfer. For CD images the acceptable range is considered
]0; 1.5 ∗ 25] =]0; 37.5] and for DVDExtra as ]0; 1.5 ∗ 62] =]0; 93]. Acceptable ranges are
configured to limit performance degradation above 50% of normal conditions [Cholda
et al., 2009]. The transfer time for big size files is optimized in MeTHODICAL and
SCTP scenarios that explore multihoming configuration between servers and clients.
— 169 —
4. Multihoming Aware Optimization Mechanism
For instance, MeTHODICAL is able to perform load balancing between servers to
avoid overloading a specific server. This fact justifies the low performance of transfer
time for CD images, but in contrast, it represents a gain in performance for DVDExtra
cases.
MeTHODICAL and TOPSIS techniques are stable and transfer time increases lin-
early, as pictured in Figure 4.25. The different approaches have almost the same per-
formance in terms of transfer time. Nonetheless, it should be noticed that MeTHOD-
ICAL introduces load balancing between servers, which represents a gain in terms of
resources management but can affect transfer time.
4.7.4.3 Loss Failures
With loss failures and other kind of failures, the transfer time of TCP exceeds the
acceptable limits, by a very large margin. For instance, in the W1 test case, with CD
images, TCP clocks in a transfer time around ≈ 93s (not pictured).
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Figure 4.27: Transfer over time in Loss0
scenario for CD images
In the loss failures, as pictured in Figure 4.26, standard SCTP cannot meet the
acceptable limits for 5% and 15% of loss ratios. It can be observed that SCTP starts
to have higher delay in transfer from the first sequences, as pictured in Figure 4.27,
for loss0 failures. As expected, MeTHODICAL, TOPSIS and SCTP are impacted with
higher failure losses, as data transfer takes more time to conclude. In fact, there were
cases where SCTP had a fast recovery, while in others it took longer time to recover,
justifying thus the high variation. In contrast, MeTHODICAL and TOPSIS are able
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to provide acceptable and more predictable performance, bellow the defined perfor-
mance limits for CD and DVDExtra cases. Both approaches are able to choose a server
without losses.
4.7.4.4 Delay Failures
Regarding failures with delay, as depicted in Figure 4.28, standard SCTP fails to meet
the acceptable limits with all delay failures, namely, 50 and 100ms.
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Figure 4.29: Transfer over time in Delay1
scenario for CD images
MeTHODICAL and TOPSIS are able to provide acceptable performance with val-
ues bellow the limits for the CD and DVDExtra cases. Of course, again, higher delays
lead to worse performance across the board. Note that SCTP takes more time to re-
act to this kind of failures, comparatively to loss failures. Data packets, despite being
delayed, can be received within the retransmission timeout of SCTP, which lead the
protocol to maintain the current link/path. In loss failures, SCTP performs the recov-
ery to a backup path as soon as n packets are lost consecutively. In fact, as pictured in
Figure 4.29 the difference between SCTP and remaining approaches is higher, when
compared to loss failures, where the different techniques have such discrepancy.
With MeTHODICAL and TOPSIS the optimal server is the one with lower delay
in its primary path, which lead to a gain in performance regarding SCTP.
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4.7.4.5 Congestion Failures
Congestion failures, as depicted in Figure 4.30 impact performance of the different
approaches as well.
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Figure 4.31: Transfer over time in conges-
tion scenario for CD images
Indeed, SCTP and TOPSIS, especially in the DVDExtra transfer images, have a
degradation in performance in which acceptable limits are not respected. This is not
the case with MeTHODICAL for CD and DVDExtra cases, since the server without
congestion is selected as the optimal.
In comparison to the failures presented so far, namely loss and delay, the conges-
tion failure introduces more impact in the performance of SCTP. SCTP does not change
to a backup path so reactively as in loss failures. In fact, as demonstrated in Fig-
ure 4.31, the performance of SCTP and TOPSIS are clearly worst than MeTHODICAL.
Regarding the difference between TOPSIS and MeTHODICAL it should be pointed
that the values of the diverse criteria are equal, nonetheless, the ability of MeTHODI-
CAL to correlate criteria and therefore, determine the optimal server in a more efficient
way.
4.7.4.6 Resource Failures
Resources failures are characterized by CPU overloading and are not detected by
SCTP.
In any case, this type of failure affects all the available paths of a server, therefore
the standard multihoming support of SCTP does not represent a direct gain in terms
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Figure 4.33: Transfer over time in re-
sources scenario for CD images
of performance, as pictured in Figure 4.32.
SCTP has the worst performance values for all the test cases. In fact, as demon-
strated in Figure 4.33 the performance of SCTP for DVDExtra transfer images reaches
unacceptable values≈ 10200s. The fault tolerance mechanisms of SCTP are not able to
detect such kind of failures. In any case, even if SCTP performs switching of paths, as
CPU has a high utilization rate, it would not have any improvement in performance.
Both MeTHODICAL and TOPSIS approaches were able to select the server without
resource failures, which lead to acceptable transfer times.
4.7.4.7 Critical and mixed failures
In critical and mixed failures the candidate aimed to assess the performance difference,
mainly between MeTHODICAL and TOPSIS, as for SCTP the mixed failures have the
same impact as resources failures.
SCTP can recover from a failing link/path to a backup path that is also character-
ized with a delay failure. In this case, the standard multihoming support of SCTP is
a gain in terms that there is recovery from a critical failure, as pictured in Figure 4.34
and Figure 4.35.
All the approaches recover from C1- critical failure cases and C2- mixed failure
cases. Nonetheless, in mixed failures, TOPSIS introduces a significative performance
degradation, besides the high delay in transfer time the variation is also quite high.
Such facts highlight the inconsistency of TOPSIS in choosing the best server, as in
— 173 —
4. Multihoming Aware Optimization Mechanism
22.05
36.09 60.69
78.93
21.45
280.16
59.32
20.19
3252.70
58.05
0
25
50
75
−2000
0
2000
4000
0
2000
4000
6000
M
eTHODICAL
TOPSIS
SCTP
CD_C1 CD_C2 DVDExtra_C1 DVDExtra_C2
Test Cases
Tr
an
sfe
r t
im
e 
(s
)
6505.39
932.08
Figure 4.34: Mean transfer time in critical
and mixed scenario
0
1000
2000
3000
0e+00 2e+05 4e+05 6e+05 8e+05
Sequence/Time
Tr
an
sfe
r T
im
e 
(s
)
proto MeTH SCTP TOPSIS
Transfer over time for run  0
Figure 4.35: Transfer over time in mixed
scenario for CD images
some cases, TOPSIS has chosen the server with the worst performance. In contrast,
MeTHODICAL provides the best data transfer performance as the choice of the op-
timal server is consistent and efficient. For instance, MeTHODICAL does not choose
the server with mixed failures in any of the tests runs.
4.8 Summary
The criteria weighting algorithm of MeTHODICAL establishes the foundation to set
weights for diverse criteria in objective and precise ways, according to the desired
consistency. Therefore, it can be used by any optimization technique that employs
weights to establish criteria preferences. Additionally, multihoming criteria and traf-
fic performance criteria are combined in two major types, namely benefits and costs,
where the importance of each criterion is established. The versatility of the criteria
weighting algorithm is demonstrated for the different ITU-Y 1541 classes of service,
each one with different requirements.
MeTHODICAL is an optimization technique that enables optimal path selection
with the same time complexity, O
(
m · n), of similar optimization techniques, but with
improved performance, in terms of ranking stability and adaptation to network con-
ditions. Achieved results demonstrate that MeTHODICAL is accurate, since it is able
to select paths according to correct rankings, and performs handovers when they are
really required.
When compared to related techniques, MeTHODICAL does not have ranking ab-
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normality, as DiA or TOPSIS techniques. Furthermore, it does not present any require-
ment, such as high-volume data for NMMD, that limits its applicability. Last but not
least, MeTHODICAL is also able to adapt to the number of paths/sets that can be cho-
sen as optimal.
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—Computers are useless. They
can only give you answers.
Pablo Picasso
5
Improving Multihoming
THIS chapter presents a contribution towards multihoming improvement inMobile IPv6 (MIPv6) and related protocols. The chapter is organized as fol-lows: Section 5.1 introduces the goals to achieve multihoming improvement
and introduces MIPv6 and related protocols and overviews related works. Section 5.2
details an implementation of Multiple Care of Address (MCoA), mCoA++. Section 5.3
presents the evaluation methodology and Section 5.4 discusses the results achieved in
the evaluation. Section 5.5 concludes the chapter.
5.1 Introduction
This section introduces the goals and requirements for implementations enabling mul-
tihoming support in MIPv6 protocol, considered the core mobility management pro-
tocol for IPv6 networks [Johnson et al., 2011]. Despite the proliferation of extensions to
improve MIPv6 functionalities, namely in terms of multihoming. There are still a lack
of implementations that allow to test the multihoming support of MIPv6 in network
simulators.
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5.1.1 Objectives and Requirements
The objectives to improve multihoming support include:
1. Improve the multihoming support of MIPv6.
2. Provide a standard implementation regarding multihoming support in MIPv6.
Mobile IPv6 (MIPv6) is the mobility management protocol for IPv6 networks. Its
multihoming support is very limited, but can be extended in a standardized form, as
demonstrated in this chapter.
5.1.2 Mobile IPv6 and Multiple Care of Address
This subsection introduces Mobile IPv6, Multiple Care of Address (MCoA) [Wakikawa
et al., 2009] and Flow Bindings [Tsirtsis et al., 2011a; de la Oliva et al., 2011] protocols.
Mobile IPv6 (MIPv6) [Johnson et al., 2011] as mobility management protocol, in-
cludes several mechanisms and entities to assure that sessions are not disrupted when
mobile nodes move between different networks. MIPv6 assures session survivability,
through the registration of addresses configured in the visited network on the Home
Agent (HA). HA assures that all the packets destined to the mobile node are delivered
to this one, even if it is at a foreign network. For such, tunnels are employed, as the
HA is aware of the location/address of Mobile Node (MN) after the registration of
the addresses configured in the visited/foreign networks. Moreover, MIPv6 also al-
lows MN to communicate directly with the Correspondent Node (CN), by employing
specific security mechanisms (i.e. return routability), which assist the MN to prove its
identity to the CN.
The registration performed in MIPv6, through Binding Update (BU) and Binding
Acknowledgment (BA) messages, establishes bindings, a kind of mapping, between
the Home Address (HoA) and the Care of Address (CoA). MIPv6 performs the binding
of a single CoA, which is a limitation for mobile nodes with several addresses. The
Multiple Care of Address (MCoA) protocol [Wakikawa et al., 2009] overcomes this
limitation by extending Mobile IPv6 to support the registration of multiple addresses.
MCoA introduces a new Binding Unique Identification (BID) number to identify bind-
ings, thus allowing multiple CoAs to be bound to the home address, HoA.
MCoA also introduces enhancements in the BU messages to include the Binding
Identifier Mobility Option that contains the BID(s) to register. On the reception event
of a BU message, the HA and/or CN create or update the respective bindings in the
Binding Cache (BC). To support multiple bindings for a home address, the lookup on
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Figure 5.1: Multiple Care of Address bindings illustration
the Binding Cache is performed by the home address and the BID pair, as opposed
to MIPv6 that relies only on the home address. If the HA or the CN do not support
registration of multiple addresses, they acknowledge the MN in the BA, so that in the
next message exchange MN resorts to standard MIPv6.
Figure 5.1 depicts the operation of MCoA by illustrating the multiple bindings
at CN and HA Binding Caches and in the Binding Update List (BUL) of the MN.
Moreover, MCoA considers two possible cases for the returning home operation. First,
only one interface is attached to the home link. Second, the multiple interfaces can
exist and one can be associated with the home network, while other with the visited
network. In the last case, the Home Agent and the CN have binding entries in the
Binding Cache, and the home agent forwards packets to the home link or foreign link.
The Binding Identifier Mobility Option is included in the Binding Acknowledg-
ment (BA), Home of Test (HoT) and Care of Test (CoT) messages. This option includes
several fields, such as the length that depends on the IP version (e.g. IPv4 or IPv6), the
Binding ID and the status field, which reports the registration state of the respective
Care of Address (CoA).
When the MN wants to register, it generates a Binding ID (value between 1 and
65535) per address, and sends a Binding Update message to the home agent and cor-
respondent nodes, keeping the BID in the Binding Update List. When the MN has
several addresses to register, it can use the bulk registration mode that includes sev-
eral Binding Identifier mobility options in a single BU message. The bulk registra-
tion, where a single Binding Update message conveys multiple BID options, is only
supported with the HA. Thus, the registration with the CN must be performed per
address, to avoid issues with the return routability procedure, which assures identity
protection for MN.
MCoA does not specify how the multiple registered addresses can be used. As
such, usage address can be tailored to specific application requirements. Indeed, Flow
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Bindings specification [Tsirtsis et al., 2011a; de la Oliva et al., 2011] enables the asso-
ciations of flows to bindings. This way, policies can be specified, such as the choice
for the link/CoA with higher (nominal) capacity. Flow Bindings extends the MCoA
specification adding new options and fields to manage flows.
5.1.3 State of the Art
This subsection overviews works that aim to overcome the limitations of Multiple
Care of Address protocol (e.g. use of addresses), as well as available implementations
of MCoA.
The Capacity-aware preferred Multiple Care of Address (CAPMCoA) [Pan et al.,
2008a] allows a mobile node to choose a Care of Address from the several addresses,
based on the best throughput of a specific link-address pair. CAPMCoA does not
meet the requirements of today’s applications, since it only considers a throughput
metric. That is, applications interested in paths with low delay do not have benefits
with CAPMCoA. In addition, the implementation is not publicly available and refers
to an old version of the MCoA specification [Wakikawa, 2008].
Different approaches may be followed to explore multiple addresses in mobile net-
works. HIPSim++ [Bokor et al., 2009] is an implementation of the Host Identity Pro-
tocol (HIP) [Moskowitz and Nikander, 2006] that supports multiple addresses for the
OMNeT++ network simulator [OMNeT++, 2009], Nevertheless, HIP is not compati-
ble with MIPv6, thus MIPv6-aware nodes do not have mechanisms to explore multiple
addresses. Another implementation explores multipath at the transport layer [Dreib-
holz et al., 2010], by extending the Stream Control Transport Protocol (SCTP) [Stewart,
2007] to support concurrent multipath transfers. Once again, this solution does not
allow MIPv6 nodes to support multiple addresses without the assistance of another
protocol such as SCTP.
xMIPv6 [Yousaf and Bauer, 2013] is a simulation model that implements MIPv6
in OMNeT++. xMIPv6 provides an accurate implementation of MIPv6 protocol and
related protocols, such as Fast Mobile IPv6 (FMIPv6) [Koodli, 2008] or Hierarchical
Mobile IPv6 (HMIPv6) [Soliman et al., 2008]. Nonetheless, xMIPv6 does not have
support for MCoA or Flow Bindings.
There are MCoA implementations in Linux [Kuntz, 2013b], as an extension to the
Implementation of Mobile IPv6 and NEMO for Linux (UMIP) [Kuntz, 2013a]. More-
over, there are other implementations of MCoA and Flow Bindings but are not open to
the research community [de la Oliva et al., 2011]. Indeed, there is a gap of MCoA im-
plementations in network simulators that enable experiments with multihomed con-
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figurations. To fill such gap, in this thesis it is proposed an implementation of MCoA,
in the OMNeT++ network simulator, the mCoA++, that has been made available to
the community.
5.2 mCoA++: Multiple Care of Address and Flow Bindings
Model
This section presents the architectural aspects of the Multiple Care of Address Regis-
tration implementation in OMNeT++ [Wehrle et al., 2010], labeled as mCoA++. Such
implementation has been performed by the PhD candidate and two students, namely
Marco Silva and Alexandre Santos. The mCoA++ implementation is publicly avail-
able [Sousa, 2013a].
5.2.1 Design Considerations
The goals for the development of mCoA++ include an accurate implementation of
MCoA and Flow Bindings specifications, and source code availability to the research
community. Moreover, diverse requirements have been established, to meet such
goals, namely:
ä mCoA++ ought to be RFC 5648 [Wakikawa et al., 2009] compliant.
ä mCoA++ should not break the compatibility with MIPv6.
ä mCoA++ should support MCoA protocol [Wakikawa et al., 2009] and Flow
Bindings specification [Tsirtsis et al., 2011a].
With such design goals, mCoA++ was developed in two phases:
Phase 1 This phase extended MIPv6 to support the registration of multiple ad-
dresses. MCoA support was implemented in this phase.
Phase 2 This phase extended the previous version to support Flow Bindings.
In phase 1, mCoA++ was derived from xMIPv6 [Yousaf et al., 2008] implemen-
tation in OMNeT++. xMIPv6 was chosen because it implements all the features of
MIPv6 for mobility management (e.g. tunnel creation/modification/deletion) and it
is a flexible framework for easy extensions. As mentioned above, the way the mul-
tiple addresses can be used is not specified in MCoA. Taking this into account, two
major types of use were implemented, namely, ALL and SINGLE. In both cases all
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interface addresses are registered and a separate tunnel is created for each address.
However, with ALL, applications use the several addresses simultaneously by repli-
cating packets for each tunnel, while with SINGLE, only one address is used, which
can be selected according to different schemes (i.e. in a round-robin fashion or using
the first registered address).
Mobile IPv6 informs upper layers (e.g. applications) when tunnels are created
or deleted to assure that the addresses chosen by applications are valid (reachable
through a certain path). The cross-layer mechanisms, implemented in mCoA++ rely
on the notification schemes of the INET framework [Community, 2013], which imple-
ments protocols such as SCTP and IPv6.
In the phase 1 of mCoA++ implementation the application chooses the type of use.
For instance, data applications may be interested on addresses associated with paths
with higher bandwidth, while VoIP applications are interested on paths with reduced
end-to-end delay. This approach is inline with recent proposals for cross-layer design,
including architectures based on IEEE 802.21 [Piri and Pentikousis, 2009], for example.
In the phase 2 of mCoA++ implementation, the preference for the different flows is
configured in terms of priority per application, or per address.
5.2.2 Classes and Nodes
This subsection highlights the classes and nodes that were introduced in the mCoA++
implementation or that were modified to accommodate the needed functionalities .
Table 5.1 summarizes the classes introduced and those that have been modified in
mCoA++. The class MCoA is added at the network layer of the MN, HA, and CN nodes.
The MCoA class works as a configuration class, and the respective configuration direc-
tives are implemented in the xMIPv6 class, for instance in the SendPeriodicBU()
method. Moreover, the class MCoA configures several MCoA parameters in MIPv6
aware nodes. The m prohibited flag indicates if a node supports the registration ac-
cording to MCoA and Flow Bindings. Standard MIPv6 corresponds tom prohibited =
true. The m bulk reg prohibited flag indicates if a node supports bulk registration. The
mc sim home and foreign prohibited flag allows the simultaneous use of home and for-
eign interfaces. The TypeUseMCoA is a string field to define the type of use to employ
for the registered addresses. The possible values defined in the MCoADefs.h file, in-
clude ALL, SINGLEFIRST and SINGLERANDOM. Moreover, the deregisterALL is an
integer field to indicate how the deregistration should be performed (e.g. 1 to deregis-
ter one-by-one). In Phase 2, the type of use, was deactivated, as flow bindings allows
to map application flows to specific addresses (i.e. BIDs.).
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Table 5.1: Classes in mCoA++
Class Phase Purpose
KeyMCoABind 1 Key in the BUL and BC.
KeyMCoADAD 1 For operations with DAD.
XMIPv6SM 1 State Machine for MIPv6 operation.
IPv6TunAdr 1 Information for created/deleted tun-
nels.
IPv6PrefAdr 1 Information about preferred address.
BIDPRIList 2 Association of priority with BIDs.
BindingCache 1 Introduce new key, KeyMCoABind.
BindingUpdateList 1 Introduce new key.
IPv6Tunneling 1 Notification for created/deleted tun-
nels.
IPv6 1 To activate and de-activate IPv6 for-
warding.
BIDPRIList 2 Association of priority with BIDs.
FlowBindingPolicy 2 Implements policies regarding flows.
FlowBindingList 2 To manage Flow Bingings.
TrafficSelector 2 Traffic Selectors [Tsirtsis et al., 2011b].
The class XMIPv6SM works as a simplified state machine for MIPv6 operations, for
instance if the node is returning home, or if it has initiated MIPv6 procedures, but it
is employed mainly as a helper for the address selection mechanism, at the network
layer. This class holds information about the preferred address and flags for different
operations (e.g. return home, address selection).
The class IPv6TunAdr is introduced to provide information about the created or
deleted tunnels to the applications. The fields include entry, exit and destination trig-
ger IPv6 addresses of tunnels.
The class IPv6 was modified to allow the activation and de-activation of IPv6 for-
warding to simulate errors at the network layer. Also the detection of the correspon-
dent nodes by the MN was reformulated when MN forwards or receives packets from
a node with a different address from HA. The parse_ipv6_datagram_for_mcoa()
method was introduced to update the Correspondent Nodes list for packets Transport
Connection Protocol (TCP), User Datagram Protocol (UDP) or Stream Control Trans-
port Protocol (SCTP). The previous implementation of xMIPv6 did not include such
mechanism. This detection mechanism is needed to identify the multiple addresses
of a correspondent node on the MN. Moreover, such identification is filtered by the
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transport protocol type to avoid the identification of spurious correspondent nodes
(e.g. sending signalling messages to multicast or anycast addresses).
Table 5.2: Data structures and methods in xMIPv6 class
Data Structure/method Purpose
KeyTimer Modified to include the BID field.
InterfaceCoAList Modified to include the BID field.
CoABIDList Introduced to perform the mapping of
CoA and BIDs.
NodesMCoACap Introduced to hold information about
nodes MCoA capabilities.
FlowBindingList Introduced to hold information about
Flow Bindings.
get and calcBID() Method to assign BIDs and avoid the
home address to be included in the
CoABIDList.
get adr from bid() Method to retrieve an address from a BID.
set mobilityoptions for ha() Method to create mobility options for HA.
set mobilityoptions for cn() Method to create mobility options for CN.
The xMIPv6 class is the core class of the Mobile IPv6 implementation, as such
major features for MCoA and Flow Bindings support have been coded in this class.
Several data structures were modified to accommodate information about BIDs, as
summarized in Table 5.2.
When MIPv6 is triggered, timers to enable the creation of bindings are created (e.g.
KEY BUL). These timers are created for the HA and for each CN (identified in the CN-
ListBID). When sending binding updates, through the sendPeriodicBU() method,
the support for MCoA is checked, which restricts the fulfillment of options, namely
MobilityBIDOptions. The destination of binding messages is considered, therefore
a specific method is employed if registering with the HA and another method is used
when registering with the CN. These methods set the MobilityBIDOptions accord-
ing to the BIDs defined in the CoABIDList and flows in the FlowBindingList. On
the Binding Update message reception, Home Agent and Correspondent Node pro-
cess this message, checking each option in MobilityBIDOptions. Timers to expired
entries, refresh request timers are created, as well as the respective tunnels. MN is
informed about the registration operation in the HA and CN through Binding Ac-
knowledgment messages, which also convey the Mobility Options. The Mobile Node
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proceeds according to the status of the reply message. On a successful binding op-
eration, the Mobile Node updates the Binding Update List and initiates the return
routability procedure for each BID, if the BA message comes from the HA.
The returning home operation involves several operations (e.g. remove addresses,
deregister BID) that are triggered in the returningHomeMCoA() method. When
deregistering, the tunnels are removed and the timers have bindinglifetime = 0. The
state machine XMIPv6SM is also updated. In order to allow the Mobile Node to roam
again, a notification message is employed to guarantee that all the auxiliary structures
and respective states are initialized.
5.2.3 Headers and Mobility Options
mCoA++ adds support for MobilityBIDOptions - Binding Identifier Mobility Op-
tion, in phase 1. This option includes a status field for the BID, a flag to indicate if it
is a home binding, and the respective BID key. Messages that can include information
about BIDs were modified to include support for a vector of Binding Identifier Mobil-
ity Options, such as Binding Update (BU), Binding Acknowledgment (BA), Home of
Test Init (HoTI), Home of Test (HoT), Care of Test Init (CoTI), Care of Test (CoT) and
Binding Refresh Request (BRR) messages.
mCoA++ in phase 2 includes support for the Flow Identification Mobility Option
MbolityFIDOptions, which includes a status field for the FID, the priority of the
FID and the respective sub-options, which can include the Binding Reference sub-
Option and the Traffic Selector sub-Option. To avoid excessive signalling different
flows can be referenced in a single message, through the Flow Summary Mobility
Option. Message including mobility options were modified to include the options
defined in Flow Bindings, namely, BU and BA messages.
5.2.4 Notifications
Table 5.3 summarizes the notifications acting in a cross-layer fashion to inform appli-
cations of events occurring at the network layer or to configure this layer, regarding
the addresses to employ.
The NF MCOA APP PREFERED ADDRESS notification is used to inform the network
layer about the preferred address selected by applications and the respective pri-
ority. In mCoA++ phase 1, MCoA considers two types of uses, the single uses of
a CoA selected randomly, and the all uses all the addresses simultaneously. This
choice relies, mainly, on divergent performance gains that can be achieved. The em-
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Table 5.3: mCoA++ notifications
Notification Purpose
NF MIPv6 MN RETURNED HOME To notify return home event.
NF IPv6 TUNNEL ADDED To notify creation of new tunnel.
NF IPv6 TUNNEL DELETED To notify removal of tunnel.
NF MCOA APP PREFERED ADDRESS Notify network layer about preferred address.
ployment of multiple addresses can lead to a better resilience support, notwithstand-
ing with increased overhead levels. In mCoA++ phase 2, MCoA chooses addresses
based on the applications flows, which can be identified by the pair of <source IP;
destination IP> or simply by ports.
5.2.5 MCoA Application Support
In order to receive notifications about the creation of tunnels and to use the infor-
mation received on such notifications, applications have to be extended. The class
MCoAUDPBase acts as a base class for UDP applications. This class contains infor-
mation about sockets, namely source, destination addresses and sockets ID. The class
MCoAUDPBase implements methods for diverse socket bindings/unbindings, and me-
thods for sending packets according to the configured type of use. The application
sends packets according to the type of use, as per typeUse variable, in the method
sendToUDPMCOA():
ä ALL, packet is duplicated for n addresses.
ä SINGLERANDOM , preferred address is chosen randomly from the vector
with all the addresses, adrsAvailable.
ä SINGLEFIRST , packets are sent to the first address.
In phase 2, the typeUse of method sendToUDPMCOA()was modified to send pack-
ets according to pre-configured flows information.
The MCoAUDPBase class works as a base class that can be used by other applica-
tions. Initially it performs binding to the default port and configured addresses , but
when receiving notifications about the creation and deletion of tunnels, it performs
the socket binding using the information received with the notification messages (e.g.
source, destination addresses). On the deletion operation, the socket (identified by an
integer) is marked as deleted to avoid using this socket on future events.
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Table 5.4: Applications MCoA-aware
Application Description
MCoAVideoStreamCli Video MCoA capable server.
MCoAVideoStreamServer Video MCoA capable client.
MCoAUDPApp VoIP MCoA capable applications .
The MCoAUDPBase class includes various parameters that affect the MCoA opera-
tion. The localPort on which socket bindings should be done, the possible destAddresses,
the useMode parameter that dictates the type of use and the isDestiny flag indicates if
the node is acting as a receiver (true), or as a sender (false).
Applications needing MCoA facilities need to extend MCoAUDPBase class and im-
plement their own sending mechanisms, (sending rate, packet size). Table 5.4 summa-
rizes applications that were introduced, extending the MCoAUDPBase class to support
MCoA facilities.
List 5.1: MCoA application example code
1 i n t sockID=bindToPort ( l o c a l P o r t , ipSrc Address ) ;
2 // msg = new cPacket ( ) ;
3 i f ( useMode == MCOA TUN ALL ADR SINGLE RR){
4 i n t idx = ( i n t ) intrand ( lenAdrs ) ;
5 IPvXAddress adrtoSend = adrsAvai lable [ idx ] . mSrc ;
6 sendToUDP (msg , adrtoSend , srcPort ,
7 destAddr , destPort , appendCtrlInfo ) ;
8 }
9 // Unbind operat ion
10 unBindPort ( l o c a l P o r t , ipSrc Address , sockID ) ;
List 5.1 provides some excerpts of code that exemplify the creation and use of
MCoA in UDP applications. Line 1 depicts the binding to a local port. The bindToPort
returns a socket ID for future operations (e.g. unbinding operation). Lines 4-5 exem-
plify random address selection. Line 6-7 call the send method that appends control
information to the message (source and destination addresses). The last line illustrates
the deletion of socket, by performing the unbinding operation.
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5.2.6 Configuration
The current FlatNetworkConfigurator6 module configures the whole simula-
tion as a big subnet. In addition, it assigns a simple prefix per router. To enable
the advertisements of several prefixes by a router, and to have distinct networks,
the MCoANetConf6 module was introduced. This module implements the methods
addOwnAdvPrefixRoutes() and addStaticRoutes() to add the advertisement
prefixes and static routes, for routers and hosts, respectively.
List 5.2: Routing and addressing configuration Example
1 < l o c a l node = ‘ ‘ R 1”>
2 < i n t e r f a c e name= ‘ ‘ eth1 ” AdvSendAdvertisements = ‘ ‘ on”>
3 <AdvPref ixList>
4 <AdvPrefix AdvOnLinkFlag = ‘ ‘ on” AdvValidLifetime = ‘ ‘4”
5 AdvPreferredLifet ime = ‘ ‘4” AdvAutonomousFlag = ‘ ‘ on”
6 advRtrAddr = ‘ ‘ on” rtrAddr = ‘ ‘ 2 0 0 1 : db8 : : 0 2 9 9 : 2 B2”>
7 2001 : db8 : :0299:00/112</ AdvPrefix>
8 <AdvPrefix AdvOnLinkFlag = ‘ ‘ on” AdvValidLifetime = ‘ ‘4”
9 AdvPreferredLifet ime = ‘ ‘4” AdvAutonomousFlag = ‘ ‘ on”
10 advRtrAddr = ‘ ‘ on” rtrAddr = ‘ ‘ 2 0 0 1 : db8 : : 0 1 9 9 : 2 B2”>
11 2001 : db8 : :0199:00/112</ AdvPrefix>
12 </AdvPrefixList>
13 <inetAddr t e n t a t i v e = ‘ ‘ o f f”>
14 2001 : db8 : : 0 2 9 9 : 2 B2 </inetAddr>
15 <inetAddr t e n t a t i v e = ‘ ‘ o f f”>
16 2001 : db8 : : 0 1 9 9 : 2 B2 </inetAddr>
17 </i n t e r f a c e>
18 </l o c a l>
All prefixes can be configured in a XML file, as illustrated in List 5.2. This im-
plementation provides flexibility to configure more realistic network scenarios, as for
instance subnets can be configured.
List 5.3: Configuration of BIDs priority
1 <root>
2 <bid p r i o r i t y =”20”>20:00:00:00:01:01</ bid>
3 <bid p r i o r i t y =”30”>20:00:00:00:01:02</ bid>
4 <bid p r i o r i t y =”30”>01:80:C2:00 :00 :03</ bid>
5 </root>
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Flow Bindings includes different configurations. The FlowBindingPolicymod-
ule includes methods to assign priority to BIDs. Such assignment is configured for
each interface via the MAC address, as illustrated in List 5.3.
List 5.4: Configuration of FIDs
1 <pol i cy p r i o r i t y =”20” family =”IPv6 ” protoco l =”TCP”>
2 <s r c ip =”2001: db8 : : 3 3 a1 :1”/>
3 <macaddress >20 :00 :00 :00 :01 :01 </ macaddress>
4 </pol icy>
5 <pol i cy p r i o r i t y =”30” protoco l =”UDP”>
6 <macaddress >20 :00 :00 :00 :01 :01 </ macaddress>
7 <macaddress >20 :00 :00 :00 :01 :02 </ macaddress>
8 </pol icy>
The specification of policies are performed in the module FlowBindingPolicy,
which includes the method parseXMLConfigFileTS() to load the configurations
of policies for the different flows. List 5.4 depicts examples for the configuration of
policies for UDP and TCP applications.
5.3 Evaluation Methodology
This section details the methodology followed in the evaluation of mCoA++.
Table 5.5: Values of configuration parameters per scenario.
Item mCoA++ Performance Application Performance
Ethernet links delay=10ms
Internet links delay=30ms delay={30,100}ms
Video streaming packet size=300B, CBRa=50ms packet size=500B, CBRa=50ms
VoIP Application (G.723.1) packet interval=10ms packet interval=20ms
MN Velocity pedestrian-3km/h and vehicular-30km/h
Mobility Models
random way point-rwp,
rectilinear-rect
Network failures each 20s, duration=150ms
Use of addresses
MCoA ALL- all addresses, MCoA SINGLE FIRST-first CoA,
MCoA SINGLE RANDOM-random CoA
Session length 200s
a Constant Bit Rate (CBR)
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Figure 5.2: Simulation scenario for mCoA++ performance evaluation.
Two evaluation approaches were followed, namely, one to assess the performance
and accuracy of the mCoA++ implementation and the other to assess the performance
of applications, as detailed in the following subsections. Table 5.5 summarizes the
diverse configuration parameters for both scenarios.
5.3.1 mCoA++ Performance
The evaluation of mCoA++ performance has two purposes: First, to validate the
mCoA++ model through a comparison with xMIPv6. Second, to demonstrate the ap-
plicability of mCoA++ in multihoming contexts (e.g. several addresses).
The simulation scenario, as depicted in Figure 5.2, includes the Correspondent
Node (CN) network, the home network and two foreign networks. Multiple prefixes
are advertised on the foreign networks (Subnet #1, and #2). Moreover, router R2 is
connected to both networks, and router R1 advertises multiple prefixes on Subnet #1.
The Wi-Fi technology (IEEE 802.11b) is employed due to its wide deployment. Con-
figuration parameters are depicted in Table 5.5. The scenario also encompasses Video
and VoIP applications. Video is transmitted at a constant rate of 50ms with a packet
size of 500B, to simulate video streaming, while VoIP applications are set with packet
interval of 10ms (G.723.1).
Network failures were introduced, to assess the advantages of using multiple ad-
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dresses, namely in terms of resilience performance. The network failures include dis-
ruption of IPv6 forwarding facilities with a duration of 150ms and are generated each
20s between R1 and R2 routers.
Different ways of using the multiple available addresses were considered. The
MCoA ALL uses all the addresses simultaneously, MCoA SINGLE FIRST chooses the
first CoA, MCoA SINGLE RANDOM chooses a CoA randomly from the several that
are available, while MIPv6 corresponds to the standard Mobile IPv6. This last case
is used as reference, since MIPv6 accuracy has already been demonstrated on the
xMIPv6 implementation [Yousaf et al., 2008]. In addition, the bulk registration mode
is enabled for the registration procedures with MCoA cases, in order to reduce the ex-
change of signalling messages. With this mode, multiple addresses/multiple FIDs are
conveyed in a single signalling message. As in the xMIPv6 [Yousaf et al., 2008] and
Mobility Management Simulation Engine for IPv6 (MMSEv6) [Yousaf et al., 2010] the
time of handover THO and the signalling cost were employed as comparison metrics.
The time of handover THO, includes delay between movement detection and node
registration at the CN tCR. THO was measured according to Equation 5.1, in order to
be agnostic of layer 2 handover delay.
THO = tCR − tASSOC (5.1)
tASSOC corresponds to the instant on which the MN associates with an Access Point,
tCR corresponds to the time where tunnels are created or destroyed due to the recep-
tion of a successful registration.
The signalling cost is based on the total signalling cost, which corresponds to the
sum of the message size of the MIPv6 signalling messages, namely BU, BA, CoTI and
HoTI. The message size, in bytes, includes header(s) size and respective payload size.
Signalling cost has also been evaluated in the Ubiquity Evaluation Framework (UEF)
specification, for MIPv6 and HIP protocols.
5.3.2 Application Performance
This section details the methodology followed in the evaluation of applications per-
formance in mobile nodes with multiple interfaces. The evaluation was performed
using mCoA++.
VoIP and video streaming traffic was used in the application performance evalua-
tion, to assess the impact of multiple care-of addresses in the performance of multime-
dia applications. Video streaming traffic was generated through the transmission of
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packets with 500B and interarrival rate of 50ms according to [Zhang et al., 2008]. VoIP
applications are configured with packet interarrival rate of 20ms, within a compressed
bit rate of 128kbps, a sampling rate or 8kHz and 16 bits per sample, which correspond
to speech characteristics [Yao et al., 2008].
Table 5.6: Mean Opinion Score
MOS Impairment/Description
5 Imperceptible / Excellent
4 Perceptible but not annoying / Good
3 Perceptible and slightly annoying / Fair
2 Annoying but not objectionable / Poor
1 Very annoying and objectionable / Bad
The VoIPTool [Bohge and Renwanz, 2008] was employed to generate VoIP packet
streams, because it allows the use of real audio data, in such a way that a recorded
phone-conversation was used as the input audio. Moreover, the ITU Perceptual Eval-
uation of Speech Quality (PESQ) tool [ITU-T, 2013] was used to assess the Mean Opin-
ion Score (MOS). ITU PESQ [ITU-T, 2011a; Qiao et al., 2008] is a standard that es-
tablishes a quality score, by comparing the original signal with the degraded version.
PESQ allows listening quality objective measurements, which in part justifies its wide-
use for VoIP quality assessments. Values of PESQ rely in the [−0.5, 4.5] range and are
mapped in the MOS scale, as per Table 5.6, according to the mapping function of
Equation. 5.2, which is specified in ITU P.862.2 recommendation [ITU-T, 2011b].
y = 0.999 +
4.999− 0.999
1 + e−1.3699·x+3.8224
, where x is PESQ (5.2)
The simulation scenario, depicted in Figure 5.3, includes wireless LAN subnets
(Subnet #1, #2 and home network) and a wireless network with high transmission
power (Subnet #3 - to model a 3G network, in terms of coverage). Routers Ra and R2a
connect to Rb that manages the correspondent node network. The links simulating an
Internet connection (links Ra-Rb and R2a-Rb) have a propagation delay of 30ms and
100ms. Router R2, managing Subnet #3, is connected to a wireless point configured
with high transmission power, in order to provide a wide wireless coverage.
The handovers were triggered by the availability of new addresses and by the un-
reachability of neighbours, as in standard MIPv6. For instance, when roaming from
the home network, to subnet #1, the Home Agent is no longer reachable, according
to Neighbour Unreachability Detection (NUD) protocol [Narten et al., 2007], and a
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Figure 5.3: Simulation scenario for application performance evaluation
new prefix is available. After the connection to a new access point, mobile node re-
ceives prefixes, from which Care-of-Addresses are formed. Moreover, procedures like
DAD [Narten et al., 2007] are executed to assure that the CoA is a unique address.
Thus, handover execution time, besides including the association at the link layer also
includes time to execute procedures at the IP layer, lying in values ≈ 1s [Yousaf et al.,
2008].
The analysis has considered two failure cases. The first one includes failures due
to handovers-HO, which were caused by the movement of the MN when roaming be-
tween networks. The second corresponds to failures on the elements of the networks-
Net (e.g. routers). HO cases are equivalent to failures due to mobility of nodes. De-
spite that the same recovery procedures are used in both failure situations the conse-
quences are different. On the first case, the mobile node switches to a new network,
while on the second case, the MN stays on the current network, but needs to deter-
mine a new default router. The network failures included non working periods of 5s.
Such long periods were considered to allow the expiration of bindings. These failures
were generated systematically each 20s, alternately between HA, R1 and R2 routers.
The network failures consist on dropping all packets in the Ethernet interfaces of rou-
ters. The handover failures were caused by the different speeds of the MN, namely
3km/h and 30km/h, configured to simulate pedestrian and vehicular speeds [ITU-R,
1997]. When correspondent nodes support Mobile IPv6 procedures, routing optimi-
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sation mechanisms can be used. Thus, failures in the Home Agent should not impact
Mobile Nodes when at foreign networks. Traditional evaluations [Andersson et al.,
2007; Bellavista et al., 2010] only consider the failures due to mobility, corresponding
only to HO cases. The evaluation performed also included failures in the network, in
order to assess the resilience gain of multimedia applications empowered by MCoA.
Different ways of using the multiple addresses available were considered, as de-
picted in Table 5.5 and employed in the mCoA++ performance evaluation.
5.4 Results
This section presents and discusses the results achieved in the mCoA++ and Applica-
tion performance evaluations, as detailed in the following subsections. Both evalua-
tions report results with a confidence interval of 95%.
5.4.1 mCoA++ Performance
Figure 5.4 depicts the handover latency for all the test cases with MCoA and MIPv6
test case, in VoIP and Video applications.
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Figure 5.4: Handover time for Video and VoIP applications with MCoA ALL, MCoA
ONE First (MCoA Fir), MCoA ONE Random (MCoA Rnd) and MIPv6 test cases.
— 194 —
5.4 Results
To assess mCoA++ performance, Router Advertisements were configured with
minimum = 0.03s and maximum = 0.07s, a similar set of xMIPv6 evaluation [Yousaf
et al., 2008]. Single test cases of mCoA++ have similar delay and are equal to the delay
in the MIPv6 test cases. Performance degradation is not observed in mCoA++, when
compared to xMIPv6, when considering the handover delay. The mean delay in the
MCoA ALL test cases is higher than in MCoA single and MIPv6 tests. The registration
of multiple addresses and their simultaneous use require the establishment of tunnels
for each address. While in single use of MCoA and MIPv6 cases only one tunnel is
established, in the MCoA ALL test cases multiple tunnels are created, one per each
registered address, consequently handover delay is higher. The 30km/h cases have
more handovers, around ∼ 12 in opposition to ∼ 2 for 3km/h speed cases. In all the
test cases with 30km/h, the handover delay has more variations, as it can be observed
in the area of boxplots.
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Figure 5.5: Total signalling cost for Video and VoIP applications on MCoA ALL, MCoA
ONE First (MCoA Fir), MCoA ONE Random (MCoA Rnd) and MIPv6 test cases.
Despite the gain in resilience, MCoA has drawbacks, namely in the signalling cost.
The modified signalling messages in the MCoA specification include Mobility Op-
tions, which carry information for each address to register. The single binding nature
of MIPv6, only registers one care of address. MCoA, by enabling the registration of
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multiple addresses, introduces more overhead, as demonstrated in Figure 5.5. Sig-
nalling messages in mCoA++ convey multiple binding options, one per address. In
addition, the number of handovers introduces more overhead as further messages are
exchanged. Signalling cost between all the MCoA cases (ALL, ONE FIRST, ONE RAN-
DOM) is similar since all the addresses are registered. As such, the several addresses
are conveyed in the Mobility Options of signalling messages.
Both handover latency and signalling cost results depict the accuracy of mCoA++
implementation in comparison to xMIPv6. First, results are similar regarding han-
dover latency. Second, mCoA++ introduces higher signalling costs, as expected due
to the increased message size.
5.4.2 Applications Performance
Packet loss measurement was based on the sequences lost of the different messages.
That is, each packet sent by the application was numbered and on the arrival event,
packet loss ratio was determined based on the sequences that were not received. This
methodology was applied to VoIP and Video applications, since duplicated packets
could lead to faulty results. Duplicated packets, for each tunnel in the MCoA ALL
mode, do not affect the payload (e.g. message sequence numbers), only headers (em-
ployed as control information) were modified, according to the respective tunnels (e.g.
source and destination addresses).
Table 5.7: Applications Packet Loss (%)
App. Speed
MCoA ALL MCoA First MCoA Random MIPv6
Rect Rwp Rect Rwp Rect Rwp Rect Rwp
VoIP 3km/h 01.43 15.90 01.43 15.90 01.44 13.72 11.32 17.39
VoIP 30km/h 35.11 55.06 34.80 58.69 35.08 56.52 52.66 63.60
Video 3km/h 01.40 16.49 01.41 17.13 01.43 16.49 17.53 20.90
Video 30km/h 35.33 56.65 35.35 57.30 35.33 56.74 56.49 64.67
Resilience can be related to packet loss. For instance, with higher packet loss ratios
there are lower resilience levels. With higher speeds (e.g. 30km/h) and with random
way point mobility model, indeed the level of resilience is minimized. Nodes can
move to areas without coverage of Access Points, or have higher packet loss ratios due
to the increased handover delay at layer 2. MCoA-aware applications improve their
resilience levels, even with higher speeds, as illustrated in Table 5.7 for Video and VoIP
applications. The registration of multiple addresses is the key of such improvement.
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Based on the achieved results, it can be pointed that MIPv6, due to its single-binding
nature does not provide resilience support. With MIPv6, applications can have packet
loss ratios around ∼ 17.5% with low speeds and moving rectilinearly. With the single
MCoA test cases (First and Random) the use of a fixed address (e.g. the first to be
configured) does not provide any gain in the performance as it leads to higher packet
loss when compared to the approach of choosing an address randomly. Such results
are inline with the issues identified in chapter 2, on which standard address selection
do not provide multihoming support.
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Figure 5.6: One-way delay for Video and VoIP applications on MCoA ALL, MCoA
ONE First (MCoA Fir), MCoA ONE Random (MCoA Rnd) and MIPv6 test cases
One-way delay was determined by relying on message timestamps. Each mes-
sage sent is also timestamped and on the reception event, one-way delay is calcu-
lated as being the difference between the received time and the message creation time.
One-way delay depends on the underlying technology. In addition, different channel
propagation delays are associated to the fixed links, to simulate Ethernet and Internet
connections, respectively. Figure 5.6 depicts one-way delay results for the different
applications. With 3km/h all the tests have similar values, around ∼ 0.08s, but with
increased speeds delay has some variations. In random and first mCoA++ cases, the
address selected might be associated with a path with more failures. In addition, VoIP
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applications are more susceptible to higher speeds, due to the high number of sent
packets.
MCoA can enhance application performance by increasing levels of resilience or
supporting optimized path selection mechanisms (e.g. select a path with lower end-to-
end delay). Application performance results obtained with mCoA++ put in evidence
two aspects: First, MCoA per si is not synonym of performance gain, as for instance the
cost of using all the addresses is higher. Finally, applications and network protocols
must have synchronized path selection schemes to meet application requirements.
5.5 Summary
This chapter presented mCoA++, a multiple care of address model for the OMNeT++
network simulator. The candidate has released the code to the research community, in
the belief that mCoA++ can be used as valuable building block in simulation studies
of cross-layer architectures, evaluations of mobility management solutions and assess-
ments of multihoming solutions.
mCoA++, a publicly available implementation of MCoA for OMNeT++ [Sousa,
2013a], was evaluated comparatively with xMIPv6, the simulation model of MIPv6
widely used by the OMNeT++ community. The mCoA++ simulation model extends
xMIPv6 significantly and enables the registration of multiple care of addresses and
the support of Flow Bindings. Achieved simulation results show that mCoA++ adds
MCoA support in OMNeT++, without introducing any significant overhead when
compared with the base xMIPv6 code for typical simulation scenarios.
The outcome of this chapter includes mCoA++, an implementation of MCoA [Sousa,
2013a] for OMNeT++ network simulator, which is publicly available, and the follow-
ing publications:
1. Bruno Sousa, Kostas Pentikousis, Marilia Curado, “A Multiple Care of Ad-
dresses Model”, ISCC, 2011 [Sousa et al., 2011d].
2. Bruno Sousa, Kostas Pentikousis, Marilia Curado, “A study of multimedia
application performance over Multiple Care-of Addresses in Mobile IPv6”,
MediaWin, 2011 [Sousa et al., 2011c].
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—It would behoove you to have your thesis finely tuned
and the logical arguments utilized in support of it tightly
woven into a credible, and creatively persuasive tapestry.
Rod Alan Woods, in The Journey Is the Destination: A Book
of Quotes With Commentaries
6
Conclusion and Future Work
THIS final chapter provides an overview of the work that was performed, theproblems that were addressed and the contributed developments to the fieldof study.
It is organized as follows. Section 6.1 provides a synthesis of the work hereby
presented, followed by an overview of the research goals that were accomplished in
Section 6.2. Finally, Section 6.3 discusses ongoing and future research directions.
6.1 Summary of the Thesis
The field of multihoming is composed by a diversity of topics related to evaluation,
optimization and implementations. The following paragraphs summarize the con-
tents of the thesis.
Chapter 2 corresponds to the multihoming state of the art. Several protocols, op-
erating on distinct layers, have been compared regarding their multihoming support.
This state of the art compares protocols regarding resilience, ubiquity, load sharing
and flow distribution goals of multihoming and introduces the main types of multi-
homing, namely end-host, end-site and hybrid.
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Chapter 3 introduced the Multihoming Evaluation Framework (MEF), which al-
lows the evaluation of multihoming support in a protocol. More specifically, this the-
sis has specified frameworks to assess the multihoming support in protocols according
to multihoming goals fulfilment. Indeed, the Resilience Evaluation Framework (REF)
specifies methods to assess resilience support, whilst the Ubiquity Evaluation Frame-
work (UEF) introduces methods to evaluate the ubiquity support of a protocol. Both
of these frameworks constitute the basis for the Multihoming Evaluation Framework
(MEF) and have the advantage of being easily used by non-experts as well as experts
of resilience and UbiComp fields.
Chapter 4 specified an optimization technique for path selection problems. Me-
THODICAL includes a path optimization algorithm that mitigates the NP-hard prob-
lem, by including multiple criteria and by specifying processes to score the diverse
paths. This algorithm follows a Multiple Attribute Decision Mechanism (MADM) ap-
proach, and introduces an enhanced distance function to determine how far path cri-
teria values are from ideal values. Such function, by correlating the different criteria, is
able to cope with ranking abnormality, an issue that is pointed to MADM techniques,
such as Technique for Order Preference by Similarly to Ideal Solution (TOPSIS) and
Distance to Ideal Alternative (DiA). Moreover, a scoring stability function is intro-
duced to avoid ping-pong effects on mobile networks. The optimization also includes
an algorithm to specify weights for the several criteria in an objective and consistent
way, according to a desired consistency ratio. Besides the optimization and criteria
weighting algorithms, an objective and easy to use evaluation technique is also pro-
posed to assess the performance of MADM techniques.
Chapter 5 introduced multihoming enhancements in protocols. A protocol sup-
porting mobility in IPv6 networks has been considered and enhanced to enable mul-
tihoming support. Multiple Care of Address (MCoA) and Flow Bindings proposals
extend the multihoming support of Mobile IPv6 (MIPv6) protocol. mCoA++ is an im-
plementation of these proposals, in the OMNeT++ network simulator. The candidate
has also taken the decision to release the code to the global research community, so
that evaluation of future proposals mitigating multihoming issues in IPv6 or mobile
networks have a basis simulation model.
6.2 Revisiting the Thesis Objectives
Briefly, the goals of this thesis were to propose a mechanism to evaluate multihoming
support and to specify a mechanism to optimize multihoming experience in nodes
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with multiple interfaces/paths. Such goals have tailored the research in the thesis,
leading to sub-goals, as presented in the beginning of each chapter. This section, re-
visits such goals and summarizes how they have been achieved.
In Chapter 2, the following goals were fulfilled:
ä “Identify what is multihoming and the different types of multihoming, with
their respective advantages and disadvantages”. Multihoming has been dis-
cussed in detail, as well as different types of multihoming. In addition, diverse
proposals in the state of art have been identified in the respective types of mul-
tihoming.
ä “Identify the goals that multihoming solutions must pursue”. Multihoming
goals are four-fold: Resilience, Ubiquity, Load Sharing and Flow Distribution.
Through the identification of such goals, the diverse proposals in the state-of-
art have been compared.
In Chapter 3, the following objective was achieved:
ä “Propose frameworks that allow to assess how multihoming goals are sup-
ported in a certain protocol. Such kind of framework, aims to establish a base-
line to compare the multihoming support between protocols with the same
purpose”. The Multihoming Evaluation Framework (MEF) allows to assess
the multihoming support of a protocol. More specifically, Resilience Evalu-
ation Framework (REF) assesses resilience support and Ubiquity Evaluation
Framework (UEF) assesses ubiquity support. These frameworks have also
been applied to study the resilience and ubiquity support of different proto-
cols, such as Stream Control Transport Protocol (SCTP), Mobile IPv6 (MIPv6)
and Host Identity Protocol (HIP).
MeTHODICAL was specified in Chapter 4, leading to the accomplishment of the
following objectives:
ä “Specify a technique that allows an user to map her preferences in terms of
criteria weighting. A scheme that allows to choose the importance of criteria
over another objectively”. An algorithm was specified to determine weights
using linguistic terms, easily understood by humans are mapped into numeric
scales to allow the determination of consistency. This way, the subjectivity of
similar approaches is mitigated, by allowing to set weighs within a certain
threshold, for instance 100% consistent.
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ä “Specify an optimization technique that is flexible enough to accommodate
multiple criteria and is tailored to multihoming improvement”. The NP-hard
problem, in the face of multiple criteria, has been solved through an enhanced
MADM approach. Indeed, the path optimization algorithm with a MADM
approach introduces a distance function that correlates the criteria of different
paths and a scoring stability function. Both enhanced functions are able to
mitigate issues of MADM techniques, such as ranking abnormality or ranking
identification.
ä “Specify a mechanism to assess the accuracy of the Multiple Attribute Deci-
sion Mechanism (MADM) optimization techniques”. Diverse MADM tech-
niques are proposed in the literature. This thesis has also proposed a MADM
technique (see previous goal). Nonetheless, this thesis has also proposed an
evaluation mechanism based on the Design of Experiments (DoE) to assess the
accuracy of diverse MADM techniques. The evaluation framework for MADM
techniques enables an objective comparison between MADM approaches.
Multihoming has been improved in an implementation, namely the mCoA++ that
accomplishes the following goals:
ä “Improve the multihoming support of MIPv6”. Multiple Care of Address
(MCoA) and Flow Bindings improve multihoming support of MIPv6 by sup-
porting the registration of multiple addresses, and by introducing policies for
the different flows of applications.
ä “Provide a standard implementation promoting enhanced multihoming sup-
port in MIPv6”. mCoA++ is a public implementation of MCoA and Flow Bind-
ings in the OMNeT++ network simulator.
The next subsection describes further research directions in the areas addressed in
this thesis.
6.3 Future Work
Research is an endless process, where different iterations are required over time. The
multihoming research topic is not an exception.
Future Internet architectures will coexist to explore multiple technologies, to ac-
commodate high number of connected devices, to support more demanding applica-
tions and to guarantee acceptable levels of user satisfaction. Heterogeneity will be a
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constant, as it is already happening. Devices have different characteristics, access tech-
nologies are also increasing, and all need to coexist to enable high levels of resilience
or simply to allow the always, anytime and anywhere paradigm.
Multihoming is, therefore, a natural evolution that future Internet architectures
must pursue. The benefits of multihoming are vast. For instance, single point of
failures when connections rely on a single interface or technology can be avoided.
Notwithstanding, multihoming advantages in terms of resilience (e.g. higher levels of
availability), ubiquity (e.g. the always, anytime and anywhere connected paradigm)
have also overheads associated. For instance, energy consumption, security issues or
costs aspects may arise.
Optimization techniques in the context of multihoming are imperative to establish
a balanced tradeoff between the benefits and multihoming costs. Indeed, optimiza-
tion techniques will have to be associated with cross-layer mechanisms on end-nodes
to guarantee that the node acts in “unissimo” regarding multihoming. Optimization
techniques need to have synchronized and cooperative schemes between network and
nodes to overcome overloading issues that might appear.
Multihoming will be effective in future Internet architectures with cooperation
schemes between network and end-nodes. The hybrid multihoming support can rely
on mechanisms that promote the exchange of data between different technologies. For
instance, an IEEE 802.11 network can report network load in a standardized way, so
that the network load metric can be compared between heterogeneous technologies.
The synchronization is not only between nodes and networks. Applications run-
ning on end-nodes may need to map their requirements in a dynamic way, as in the
occurrence of certain events, specific metrics may be more interesting. Such dynamics
require optimization mechanisms to adapt, in order to include more or less criteria, or
simply to adjust the frequency of measurements to improve accuracy.
Multihoming optimization mechanisms must include support for multiple appli-
cations at the same time and perform path selection according to a set of applica-
tions priority, or another relevant criterion. Without such “cooperation” an applica-
tion might exhaust resources and degrade performance of others. In a cloud context,
this “cooperation” is essential for a correct and sustainable management of resources.
Virtualization is fundamental in a cloud environment to assure levels of availability
and to maximize resilience support. Moreover, load balancing can be performed using
optimized decision mechanisms to enable advanced distribution of load, as demon-
strated in this thesis.
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Appendix A - Definitions for
Ubiquity terms
THIS appendix presents the definitions employed in the Ubiquity EvaluationFramework (UEF) specified in Chapter 3.
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A. Appendix A - Definitions for Ubiquity terms
Table A.1: Ubiquity evaluation criteria summary.
Term Definition
Accessibilityc t ”degree to which a product (e.g., device, service, and envi-
ronment) is accessible by as many people as possible”
Accuracyb t ”A qualitative assessment of correctness, or freedom from
error.”
Adaptabilityb t ”The ease with which a system or component can be mod-
ified for use in applications or environments other than
those for which it was specifically designed.”
Adjustabilityd t ”Can be slightly modified to achieve a desired result.”
Adoptabilityd t ”Quality of being taken up or followed.”
Analyzability d t ”Quality of being examined methodically and in detail, typ-
ically in order to be explain and interpreted.”
Compatibility b t ”The ability of two or more systems or components to ex-
change information.”
Configurabilitya t ”Possibility of specifying various hardware and/or soft-
ware configurations supported by a product.”
Connectivity b t ”The state of being connected to the Internet or some other
type of computer network.”
Credibilityd t ”The quality of being trusted and believed in.”
Customizabilitya t ”Process of making tailor-made models, i.e.models de-
signed to meet the specific needs.”
Decomposabilityd t ”Break down or cause to break down into component ele-
ments or simpler constituents.”
Downloadabled t ”Copy (data) from one computer system to another or to a
disk.”
Embeddednessb t ”A computer system or software that is part of a larger sys-
tem and performs some of the requirements of that system.”
Effectivenessa t ”The extent to which a component or system fulfils its func-
tion.”
a InterArchive Terminology for Europe (IATE) [Union, 2013] b IEEE Standard Dictio-
nary [IEEE, 1990] c IEC - Electropedia [International Electrotechnical Commission, 2013b,a]
d Oxford Dictionary[Oxford University Press, 2013]
t Technical Capability u Technical Extension
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Table A.1: Ubiquity evaluation criteria summary (continued)
Term Definition
Efficiencyb t ”The degree to which a system or component performs its
designated functions with minimum consumption of re-
sources.”
Extensibilityb t ”The ease with which a system or component can be modi-
fied to increase its storage or functional capacity.”
Integrabilityd t ”Quality of being combined with another to form a whole.”
Interoperabilityb t ”The ability of two or more systems or components to ex-
change information and to use the information that has
been exchanged.”
Interpretabilitya t ”Suitability of imagery for interpretation with respect to an-
swering adequately requirements on a given type target in
terms of quality and scale.”
Invisibilityd t ”Quality of being unable to be seen.”
Learnabilityd t ”Gain or acquire knowledge of or skill in (something) by
study, experience, or being taught.”
Maintainabilityd t ”Keep in good condition by checking or repairing it regu-
larly.”
Mobilityd t ”The ability to move or be moved freely and easily.”
Portabilityb t ”The ease with which a system or component can be trans-
ferred from one hardware or software environment to an-
other.”
Predictabilityd t ”Ability of always behaving or occurring in the way ex-
pected.”
Proactivenessd t ”Ability of creating or controlling a situation rather than
just responding to it after it has happened.”
Reconfigurabilityc t ”The ability (of a functional unit) to be reconfigured.”
Reliabilityd t ”The ability of a system or compo- nent to perform its re-
quired functions under stated conditions for a specified pe-
riod of time.”
Reusabilityd t ”The degree to which a software module or other work
product can be used in more than one computer program
or software system.”
Scalabilitya t ”The ability to add power and capability to an existing sys-
tem without significant expense or overhead.”
a InterArchive Terminology for Europe (IATE) [Union, 2013] b IEEE Standard Dictio-
nary [IEEE, 1990] c IEC - Electropedia [International Electrotechnical Commission, 2013b,a]
d Oxford Dictionary[Oxford University Press, 2013]
t Technical Capability u Technical Extension
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Table A.1: Ubiquity evaluation criteria summary (continued)
Term Definition
Securitya t ”Combination of confidentiality-prevention of unau-
thorised disclosure of information-,integrity,-prevention
of unauthorised modification of information-,and
availability-prevention of withholding of information or
resources.”
Sensibilityd t ”The quality of being able to appreciate and respond to
complex influences.”
Shareabilityd t ”Portion of application, system component that can be
used other systems or applications.”
Stabilitya t ”The property of a linear system such that, after being
displaced from its steady-state condition by disturbance,
it comes back to that steady-state condition when the
disturbance has ceased.”
Testabilityd t ”The degree to which a system or component facilitates
the establishment of test criteria and the performance of
tests to determine whether those criteria have been met.”
Understandabilitya t ”Features of programming languages which determine
the readability of programs.”
Usabilityb t ”The ease with which a user can learn to operate, prepare
inputs for, and interpret outputs of a system or compo-
nent”
Wearabilityd t ”Computer or other electronic device that is small or
light enough to be worn or carried on ones body.”
Authenticationa u ”A method to establish security services by means of
simple or strong authentication.”
Authorizationa u ”The granting to a user,a program or a process the right
of access.”
Automationa u ”The investigation, design, development and applica-
tion of methods of rendering processes automatic, self-
moving, or self-controlling.”
Autonomyd u ”The right or condition of self-government.”
Context Reusabilityd u ”Context that can be reused.”
Durabilityc u ”The ability of an item to perform a required function
under given conditions of use and maintenance, until a
limiting state is reached.”
a InterArchive Terminology for Europe (IATE) [Union, 2013] b IEEE Standard Dictio-
nary [IEEE, 1990] c IEC - Electropedia [International Electrotechnical Commission, 2013b,a]
d Oxford Dictionary[Oxford University Press, 2013]
t Technical Capability u Technical Extension
— 248 —
Table A.1: Ubiquity evaluation criteria summary (continued)
Term Definition
Entity Trackingd u ”The maintenance of a constant difference in frequency be-
tween two or more entities.”
Identity Trackingd u ”The maintenance of a constant difference in frequency be-
tween two or more identities.”
Inferred Contextd u ”The set of circumstances or facts defining a particular sit-
uation or event that can be deduced.”
Location Trackingd u ”The maintenance of a constant difference in frequency be-
tween two or more locations.”
Negotiationa u ”The process by which two session protocol machines
(SPMs) agree on a common set of functional units and pro-
tocol values and on the initial setting of available tokens.”
Response Timeb u ”The elapsed time between the end of an inquiry or com-
mand to an interactive computer system and the begin-
ning of the system’s response.”
Seamlessnessd u ”Quality of providing smooth and continuous service,
with no apparent gaps or spaces between one part and the
next.”
Self-Controld u ”The ability to control oneself.”
Service Coverageb u ”The degree to which a given service or set of services ad-
dresses all specified requirements for a given system or
component.”
Standardizationd u ”To cause (something) to conform to a standard.”
Trusta u ”An entity can be said to ”trust” a second entity when it
(the first entity) makes the assumption that the second en-
tity will behave exactly as the first entity expects.”
User Contextd u ”Context associated with an user.”
User preference d u ”Preferences associated with an user.”
User profiled u ”Information that characterizes an user in a system.”
User Satisfactiond u ”Set of metrics that express means to assess how users are
satisfied with a service.”
Utilityb u ”A software tool designed to perform some frequently
used support function.”
a InterArchive Terminology for Europe (IATE) [Union, 2013] b IEEE Standard Dictio-
nary [IEEE, 1990] c IEC - Electropedia [International Electrotechnical Commission, 2013b,a]
d Oxford Dictionary[Oxford University Press, 2013]
t Technical Capability u Technical Extension
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