INTRODUCTION
We will be considering elliptic boundary value problems involving second order differential operators of the form:
A: UH -V.a(., IVul)Vu (1.1)
where a:Qxx[W+ +R+ is a scalar function of suitable growth. (Note: We use 1.1 to denote the euclidean norm on R?'.) As in the case a(., Y) = rpp2 (p > 2), giving Au : = -V . [Vu1 p ~ ' Vu, which has been extensively studied, we are interested in the possibility of nonuniform ellipticity-say, with a(., 0) = 0. Such operators arise in a variety of physical applications (e.g., the original motivation for [2] involved induced eddy currents in a nonlinearly ferromagnetic material) and we now wish to consider spatial variation, partly to be able to treat material inhomogeneity. It will be convenient to impose conditions not directly on a(. . (At this point the definition of r is purely formal since the space on which r can be defined must be related to the growth of G.) Continuing to proceed formally, the Gateaux differential of I is given by = I a(., ph.4l) vu. vu ( 
1.5) R
and, if boundary conditions are imposed which permit application of the divergence theorem here without boundary terms, this gives rp4]:ukf,
[Au]u so ryi]=Au. (1.6) It is well known that (strict) convexity of the functional r corresponds to a monotonicity condition on the operator r':
(r34 -rfu,u-u)>o (u # u).
(1.7)
A stronger variant of (1.7) ensures continuous invertibility of r' which corresponds to the existence of a minimum, depending continuously on f, for the functional (I'[u] -(f, u)). This variant, qW~-VulI)<j-~ (u-u)[Au-Au] (l-8) ( where 4(r) + 0 or bounded implies r + 0 or bounded, resp.), which we call a coerciuity estimate for A, will be the principal result of the paper and will be developed in Section 2. This immediately gives well-posedness for elliptic boundary value problems:
Au=f onQ + (suitable boundary conditions) (1.9) and we also prove continuous dependence of the solution on the structure of A, i.e., on the (nonlinear) coefficient function a(. e). This can be used to obtain existence of solutions of more complicated problems of the form:
-v-q., u, lvul)vu=~(x, u, Vu).
(1.10)
The approach is to set a,(x, r) : = qx, u(x), r), f"(X) := 76, a), Vu(x)) (1.11) and consider the composite map T: Co, fl H [a,, fl C+ UH Cu, ful, (1.12) where * is defined by (1.9) with A : = A,. A fixed point of T gives a solution of (1.10). For expository purposes we consider a particular case of (1.10):
(1.13) (with homogeneous Dirichlet conditions) as a model problem. This is the content of Section 3. Finally, in Section 4 we discuss some variations on these problems and generalizations. This paper is based on the report [3] and primarily represents results obtained while the author was visiting at the Universite de Nice. Grateful acknowledgement is due to that Department of Mathematics for its hospitality and stimulating atmosphere. The author is particularly indebted, for comments and conversations, to P. Grisvard, E. McCarthy, and 0. Veivoda as well as to the (anonymous) referee. Acknowledgment is also due to the Air Force Office of Scientific Research for support under grant no. AFOSR-82-0271.
RADIAL FUNCTIONS ON Iw"
By a radialfunction (vector field) on W" we mean y: R" + R" such that (For G: lR+ -+ R+ with G'= g, one then has rb3=v,Wl). (2.1) We are interested in convex G with "power growth": G(r) wrp for some P' 1.)
Our basic assumption on g will be the existence of a function p: R + -+ R+ such that (i) p is nondecreasing with p(r) > 0 for r > 0,
for r>s>O (2.2) for some fixed p > 1. Note that, if g is differentiable, then (2.2)(ii) is essentially equivalent to taking p(s) : = inf{ g'(r)/rp-2: r > s} =(p-l)inf{dg/drP-':r>s}. (2.3) We note immediately that (2.2) implies g(r) 2 Crpp1p(r/2), r>O (2.4) since g(r) 2 g(r) -gW2) B (r/2)pp2Ar/2)(r-42) so (2.4) holds with C= C, = 2l -p. (Here and subsequently, C stands for a generic constant-possibly depending on p but on nothing else.) For the remainder of this section we consider y: R" + R" given by (2.1) subject to (2.2). For <, q E R" set r := max(ltl, lrll}, s := min(ltL Ivl>, e .-rev (2.5) rs ' 6:= 15-11, so ras>Oand r-s,<d<r+s, and 181 < 1; the definition of 8 is irrelevant if s = 0. Also, set B=P(c-9 tl) := (<-VI. C?(t)-r(tl)l. (2.6) (Note that fl is symmetric in <, q so there would be no loss of generality in assuming 151 2 )?I; i.e., in taking r= I<[, s= 1~1.)
By direct calculation we obtain the fundamental identities:
Observe that (2.7knoting that g is nonnegative and, by (2.2), nondecreasing-gives /? > 0, looking separately at each term, with fi = 0 only if s=r and 8= 1. Thus P(L rl) >o if 5#rl(5,0=0). (2.8) Our aim is to improve (2.8) quantitatively. THEOREM 1. Let y: R" + W" be giuen by (2.1) subject to (2.2); let fi be given by (2.6hhence, by (2.7). Then for any E > 0 there exists C(E) = C,(r) such that with 6, r as in (2.5).
Proof. We consider two cases: s < r/2 and r/2 <s. Case 1. Ods< r/2. One always has r-s66 <r +s so in this case (2/3)6 < r < 26. Using the identity (2.7) and (2. Combining the two cases gives (2.9) with c= C(E) = min{3-P, f8'-p} for ~22, min{3-P, 6(2~)'-~} for l<p62.
(Note that C(E) is independent of E for ~32 and is N&'-P as E+O for Our fundamental assumptions now are that (for some p > 1) (2.11) (i) g:QxR+ +R+ satisfies Caratheodory conditions, (ii) p:QxlR+ +lR+ is nondecreasing in I, measurable in x, (iii) p(x,r)>O for r>O for a.e. XEQ, (2.12) (iv) [ g(x, r) -g(x, s)] 2 p(x, S) sph2(r -S) for r 2 s > 0, a.e. x E 51, (v) for some X>O one has (r(*, X)EL~(Q) for cr as in (2.11).
Condition (2.12)(v) ensures that g cannot be "too flat": one need not go too far out to bound dg/drp-' below (by ;zl(p -1)). Thus, for I < X one has a(+, A) finite a.e., and, clearly, a(x, A) + 0 as II + 0.
Once p is lixed-as in (2.12)(iv), (v)--we use II * I( to denote the Lp(s2)-norm; we will not distinguish notationally between (scalar) Lp(ln) and Lp(B + UP). Observe that Then, for XE% one has P'<.zPrP<&P(l<(P+ lql") so s 6P<EP % i u(ItIp+ I?IP)~~P(ll~llP+ llrlll"). . We see that we can make the first term on the right of (2.17) small by taking E small and, by (2.13), can make the second small by taking 1 small. Thus, their sum S can be made smaller than 4p/2 by appropriate choice of E, A; this fixes K(E) and we choose p so c : = 2p/lC(~) < $p-1/2. Then (2.17) gives Thus,
Then (2.18) is just (2.15)(ii). u Remark 1. For p 3 2 one can take E + 0+ without affecting CJE) in (2.9) so 4,,, is independent of M. Note that t,QO) = 0 and $ rises to a maximum (of g at p = 3) and then decreases asymptotically to 1 as p -+ co. We may thus take p = 2 and, following (2.3), one has As A-+1 one has a+4c(x) so we may take X= l-with N(l-)= 16 llc11*. We thus have (2.12) and so could apply Theorem 2-we wish to see how d(p) behaves as p + 0, a; note that there is no dependence of 4 on M as p=2.
In the present case the inequality (2.17) becomes Using the latter in (2.17), we see that minimization occurs for 1 such that
This gives NONLINEAR ELLIPTIC PROBLEMS lb
where C' is an absolute costant. For large p one minimizes in (2.17) with E = 0 +, I = 1 -and obtains 4 N C"p as p -P co; note that C" is independent of c(.).
In defining an operator g in (3.10) from the function g(v), no mention was made of domain or codomain. With p as in (2.12)(iv, v) we wish to take the domain of g to be V : = LP(Q -+ IV) and the codomain to be Y* = L4(sZ + R"'), where l/p + l/q = 1. (Note that we take using the euclidean norm on R" regardless of p.) To this end we impose the standard condition and then apply this to obtain an existence result for problems such as (1.13). The result for (3.1) is much like Theorem 3 and we point out here the significance of the consideration of structural stability (= continuous dependence of the solution on gE 9). Not only does this make the application to (1.13) possible but, directly in consideration of (3.1), we note that in applications the nonlinear diffusion coefficient a(. .) is typically not known exactly (e.g., by theory) but approximately (by measurement or by inference). The problem (3.1) will be interpreted weakly. Assuming g (given by (1.2) from the diffusion coefficient) is in 9 = 4, we assume that we have f~ W$ : = [ W$p(L2)]* and that we seek u E W : = W'(Q) such that (i) ~~n(.,lV~i)Vu-Vv=S,f~
(Note that (3.2)(ii), interpreting (3.l)(ii), assumes U is known-extended to Q-as an element of W.) Observe, also, that (3.2)(i) can be viewed as where the duality product on the left is between -tr* = L4(Q + W) and Y while that on the right is for W$ -WO; as noted in the previous section, the assumptions that g E Y and f E W$ ensure that (3.3) makes sense.
THEOREM 4. Let ge 8, i.e., satisfying (2.12), (2.22) , be related to the nonlinear diffusion coefficient a(* .) by (1.2). Set W := W'*P(Q), W0 := Wpq2) := {VEW VI aR = O}; assume Q is a bounded region in W" with sufficiently smooth boundary X?. Let f and ii be in "w,* and W, respectively.
Then there is a unique weak so&on u E W for (3.1 )--taken in the sense of Noting that the first term on the right of (3.5) is Bk(<k, 0, this gives (We remark that if the Dirichler data were fixed (i.e., independent of k-say, homogeneous), then the proof would have been almost identical to that for Theorem 3. Alternatively, we could have generalized slightly the definition of "radial operator"-admitting a "center" other than 0, permitting translation-and then could have proceeded to work entirely in ^w,, absorbing variable boundary data in the specification of the operator and right-hand side of translation.)
We now consider more complicated equations of the form -v . ii(*, 2.4, lVu/ ) vu = jy. u, Vu). (3.7)
Although it should become clear that this is an inessential restriction, we will simplify the arguments somewhat by considering (3.7) only with the homogeneous Dirichlet condition: u ( dR = 0. The assumptions, essentially, are that: for admissible u the problem -v.q., u(.), lVul)Vu=f, 4x2=0 (3.8) will be of the sort considered in Theorem 4 and f=f,(.) := fc., 4.h Vu(.)) (3.9) will be a suitable right-hand side. The hypotheses will suffice to ensure existence but there will be no assurance of uniqueness of solutions for (3.7). Given a nonlinear diffusion coefficient ii: 52 x R x R + + R + in (3.7) and a functiono:Q+R,wedetinea,,g,:52xR+-+R+ by a,(x, r) : = 5(x, u(x), Y), g"(x, r) : = ra,(x, r).
(3.10)
We assume a is bounded in R" with "sufficiently smooth" cX~. The assumptions on ii will be 0)
ii satisfies Carathlodory conditions: measurability on Sz for every (s, I) E IF! x [w + and continuity on [w x R + a.e. on 0.
O<d(x, s, r)r< g,,(x)+ C[lsl +rlP-' with gOELY+(Q) (l/P + l/q = 1). For every u E W0 : = Wp(Q), one has g,-as defined by (3.10)-in 9 (satisfying (2.12); write pE,, go, N, for the corresponding functions). (ii) I~I-T s, <)I Gfdx)+ WI + 151)' Since Lemma 2 shows T is continuous and compact on %$, given (3.11) and (3.12), the Schauder fixed point theorem is applicable to complete the existence proof once we can find a ball !Z3),-: = {u E wO: Ilull < S} invariant under T. We obtain the required estimate from (2.17) and (3.1 l)(v). Thus, This both implies the invariance under T of 23*nsuring existence of a fixed point u of T and so of a weak solution u of (3.15) in 8, by application of the Schauder theorem-and gives the a priori bound V for ll~ll~-, for any such solution (fixed point). 1 EXAMPLE 2 (revisited). As an example of the applicability of Theorem 5, we consider (1.13) with homogeneous Dirichlet conditions. We need only verify (3.11) (with p = 2). In this case we have 
FURTHER REMARKS
The basic hypothesis (2.2) provides local strict convexity and global coercivity in an Lp context-ssentially making r . gt behave like 1[1* for large 151. This combination of power growth at infinity while permitting flatter behavior locally proved adequate to give well-posedness results-including structural stability: continuous dependence on the form of the nonlinearity. This was extended to a variable context pemitting consideration of material inhomogeneity and problems with more complicated nonlinearities, including various forms of degeneracy. In this section we note briefly some further examples and extensions of the material presented. Using (2.1 l'), we see that we must require W to be bounded since a(., n) is infinite where 1 W> (tl -p). When finite (1 W < a-p), one has a(., A) = 4(pc)"b where p is the (smaller) positive root of the (quadratic) equation 
