In this article we discuss a combination between fourth-order finite difference methods and fourth-order splitting methods for 2D parabolic problems with mixed derivatives. The finite difference methods are based on higher-order spatial discretization methods, whereas the timediscretization methods are higher-order discretizations using CrankNicolson or BDF methods. The splitting methods are higher-order compact alternating direction implicit (ADI) methods. Here we construct a fourth-order splitting method with respect to the weighting factors. It is shown through a discrete Fourier analysis that the method is unconditionally stable in the diffusion case.
Introduction
Our motivation for this paper arose from different models in computational fluid dynamics. For such models it is essential to approximate the solution of the partial differential equation numerically in order to investigate the prediction of the models, as the analytical solutions are usually unavailable. We propose a splitting method for such approximations, that allow us to decompose the complicated multi-dimensional equation into simpler and applicable one-dimensional equations. For being as accurate as possible, the contribution of our research is to develop higher-order methods for the underlying splitting methods, that allow us to nearly skip the decomposition error. Traditionally using the finite difference and classical operator-splitting methods we obtain at least second-order methods. The simple decoupling of the differential equation into more basic equations, in which each equation contains only one operator, is often not sufficiently stable while the physical correlations between the operators are neglected. From this basis on we are going to develop our methods using stable variants of finite difference schemes of fourth order, based on a weighted average factor μ, considering the ADI principle. Further the modified ADI methods can be designed to be fourth-order accurate, while using the stabilization of the diffusion terms [14] , [15] . We are going to examine the stability and consistency analysis based on the discrete Fourier analysis for these methods and adopt them to parabolic equations with mixed derivatives, see [17] and [21] .
The paper is organized as follows. A mathematical model based on the wave equation is introduced in Section 2. The utilized discretization methods are described in Section 3. A modified ADI method for the parabolic equations is given in Section 4. The stability based on the discrete Fourier analysis is discussed in Section 5. Finally we foresee our future works in the area of splitting and decomposition methods.
Mathematical Model
The motivation for the study presented below is coming from a computational simulation of fluid dynamics, see [12] .
We concentrate on the scalar 2D parabolic equation [9] , [15] . Let Ω be a rectangular domain in IR 2 with boundary Γ = ∂Ω, and J = (0, T ] be the time interval with T > 0. In our article, we consider the following equations:
The unknown function u = u(x, y, t) is considered to be in Ω × (0, T ) ⊂ IR 2 × IR and is the transport variable. The functions beta, α 1 , and α 2 are smooth functions. Further f, g, and u 0 are sufficient smooth functions.
Equation (1) is applied in many models for convection-diffusion processes, concerning mass, heat, energy, temperature, etc. [14] . For example, the equation can be used for heat transfer in sublimation processes [9] , chemical and radioactive waste transport [10] and transport of pollutants in the atmosphere [22] .
For such problems, analytical solutions are not available for more complicated applications, therefore the benefit of numerical discretization and solver methods is important. In the following we discuss the approximation methods of higher order.
Discretization Methods
In the discretization methods, we apply for the spatial terms higher-order compact methods, which deal with finite difference methods [18] .
Spatial discretization (HOC)
For the spatial discretization methods we apply higher-order compact methods (HOC), see [15] .
For our Equation (1) without the mixed terms, the fourth-order discretization in space is given as
with
where h = max{h x , h y }. δ x and δ y are central difference operators for the first derivative,
and δ yy are the central difference operators for the second derivative.
The same idea can be used for the mixed term, then our operators are given
where h = h x = h y , see also the formulation of the mixed discretization in [16] . We assume, that the operatorsL x andÃ x have the mixed derivative δ x δ y , where the other operatorsL y andÃ y are only depending on y. In such a case, we can also apply our decomposition method, and we call this a modified ADI method, which is not pure x-and y-decomposing.
Time-Discretization, CN and BDF3 Method
For the time-discretization we apply the Crank-Nicolson method with an extrapolation to obtain a fourth-order method, as well as a backward differential formula method of third order (BDF3). We now assume the semi-discretized equation, where we used a fourth-order spatial discretization method, as discussed in the previous subsection.
We discuss the semi-discretized equation given as
where f (u) can be assumed to be a linear or nonlinear operator, e.g. a matrix given from the spatial discretization.
Second order time-discretization method: Crank-Nicolson method
We indicate the second-order Crank-Nicolson method, which is given as
where u n is the time-approximated solution at t n = nΔt, n ≥ 0. Δt denotes the time increment.
The scheme is given as
Based on this second-order method, we can apply an extrapolation method to obtain a higher-order method, which we need for our modified ADI method.
Higher-order method based on Richardson extrapolation
We apply the Richardson extrapolation on the second-order Crank-Nicolson method to obtain higher-order methods.
The idea of the extrapolation method is given as follows.
To obtain fifth order, we have to apply a Richardson extrapolation additionally, see [2] , [19] :
These methods can be implemented with respect to the basic time-discretization method. Another method, which we can obtain a higher order, is given in the following part.
SBDF3 Method
We use the following stiff backward differential formula (SBDF) method, which is a modification of the third-order backward differential formula (BDF3). We devide the operator f (u) in A(u) = f (u)/2 and B(u) = f (u)/2, see [1] and [11] .
where u n = u(t n ) is the solution given at time t n . Further f (u) is a sufficient smooth function.
For this explicit-implicit scheme, we can construct an ADI method of third order. The decoupling for the ADI method is obtained because of the implicitexplicit character of the method.
In the next section we discuss the higher-order ADI methods for the diffusion equation.
Modified ADI methods
Our method is based on the classical ADI method of [4] and [15] , which decouples into the different spatial terms of the equations.
In a first method we apply the pure diffusion case and obtain for such an equation a stable higher-order splitting method.
3rd-order ADI scheme
We apply the ideas to construct an ADI method as given in [4] and [15] .
A third-order ADI method is given in the following proposition.
Proposition 4.1 The ADI method based on the SBDF3 method is given as
where
The coefficients are given as
Proof. For the third-order ADI method we construct the method based on the following idea of the third-order SBDF method:
where (10) is equivalent to the following Equation (11) , that results of the construction.
. We can derive the coeffients by comparing Equations (10) and (11) .
As a result we obtain the factors α, β, γ and δ as given in the proposition.
Then the ADI splitting method is given as:
Fourth-order ADI scheme
To obtain a fourth-order ADI method, the underlying time-discretization method has to be at least fourth-order in time.
So we support our new method with the Richard extrapolation that uses the second-order ADI method, based on the Crank-Nicolson time discretisation, and we reach at least a fourth-order method.
For the second-order ADI method we apply the second-order time-discretization given as Crank-Nicolson (CN) method.
The CN time discretisation is given as
where the discretisation is of order 2 in time and order 4 in space. The ADI-method, following [3] , is given as follows.
where we obtain a second order ADI-scheme. By appling the Richardson extrapolation we obtain a fourth-order method for the CN scheme, see scheme (5).
Proposition 4.2 The ADI-method based on the extrapolation and CN method is given in the next steps.
Step 1 (first Δt/2 step), α = 1/2:
Step 2 (Δt step), α = 1.0 :
Step 3 (second Δt/2 step), α = 1/2 :
Resulting step:
where we obtain a 4th order method, due to the Richardson Extrapotation with 2nd order methods.
Proof. By including the 3 substeps of the Richardson extrapolation (5) to the ADI method, we can derive the result of Proposition 4.2. 2
Stability Analysis
In this section we proove the stability of the ADI method based on SBDF3 methods. The underlying stability proof is based on the linear multistep methods and we apply the discrete Fourier transform [13] . steps. Our underlying multistep method is given as:
We have the following general solutions. (22) is given by
where the p j (n) are polynomials of degree m j − 1.
We define a stable multistep method as follows.
Definition 5.2 The multistep method (22) is called stable, if the generating polynomial ρ(ζ) satisfies the root condition, i.e.
• the roots of ρ(ζ) lie on or within the unit circle,
• the roots on the unit circle are simple.
To study the stability of the scheme, we can use the Neumann linear stability analysis and proof the following theorem.
Theorem 5.3
The ADI method, given in Equation (8) and (9) and based on the SBDF3 method, is unconditionally stable. (8)- (9), we obtain (γ
Proof. After the Fourier transform of Equations
The resulting polynom for the stability is given as
where the coeffients are
with θ x being the phase angle in direction x. A similar definition can be used for the terms γ y 1 and γ y 2 . We obtain the following polynomial
where the coefficients are For all functions holds |f i | ≤ 1, and therefore the roots are in the unit circle, see [13] . Therefore the method is unconditionally stable. 
