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ABSTRACT 
 
In this day and age, consumers of electronic devices seek faster battery charging and longer battery 
runtime. Different methods have been proposed to reduce battery charge time and also increase 
the battery charge and energy efficiencies, which will in turn improve battery runtime. Of these 
methods, pulse charging is the most promising and less complex. However, the pulse charge 
currents used in pulse charging have different factors and factor levels. The different combination 
of these factors and their levels can result in either poor battery charge and energy efficiencies or 
longer charge times. These factors also impact the life cycle and impedance characteristics of the 
battery. Many researchers have investigated the impact of pulse charging on lithium-ion batteries. 
However, the combined impact of duty cycle and frequency of the pulse charge current on lithium-
ion polymer batteries is seldom investigated. This work presents a pulse charger design based on 
battery polarization characteristics for the Internet-of-Things (IoT) applications. It further proposes 
an optimization approach, the Taguchi orthogonal arrays (OA), to search for optimal pulse 
charging parameters that will maximize battery charge and energy efficiencies while decreasing 
charge time. The same approach is used to determine the impact of the pulse charge current factors 
on the life cycle of lithium-ion polymer batteries and their impedance parameters.  
 
Experimental results verify that the proposed pulse charger designed for IoT applications reduces 
the charging time of 100 mAh and 45 mAh li-ion batteries respectively by 37.35% and 15.56% 
and improves the charge efficiency by 3.15% and 3.27% when compared to the benchmark 
constant current-constant voltage (CC-CV) charging technique. The pulse charger using optimal 
parameters obtained from the Taguchi OA approach was compared with the benchmark CC-CV 
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charging technique. This resulted in a charge time reduction of 47.6% and battery charge and 
energy efficiencies improvement of 1.5% and 11.3% respectively, at a charge rate of 0.5C. Life 
cycle also increased by more than 100 cycles.  
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1. INTRODUCTION  
 
Processing power for different portable electronic devices has been increasing over the past few 
years. This is primarily driven by the need for devices to perform more functions and these devices 
should perform these functions in a short amount of time. Most of these devices are powered by 
secondary energy storage devices such as batteries and supercapacitors. These energy storage 
devices can have their energy replenished once it has been depleted. They provide consumers with 
the convenience of not always needing to connect their devices to an external power source via 
wires. Driven by their ubiquitous use in many applications, secondary energy storage devices 
continue to increase their market share in the battery market. The rechargeable battery market size, 
for example, is increasing every year and it is projected to exceed $111 billion by 2019 [1]. This 
estimated growth is primarily driven by the automotive, consumer electronics, and grid energy 
storage industries [2], [3]. The supercapacitor market is also projected to exceed $2.18 billion by 
2022 [4] driven by the memory, aviation, solid state drives, automotive, and energy harvesting 
markets.  
 
These energy storage devices need to have their energy replenished once it has been depleted, and 
this replenishment can be achieved by using a system known as a charger. A typical charging 
system is shown in Fig. 1. A charging system is composed of special circuits that ensure that the 
energy delivered to the energy storage devices is conditioned properly. It will typically take its 
inputs from a universal serial bus (USB), an ac adapter, energy harvesting sources or a combination 
of these inputs. Most of today’s portable electronic devices have embedded USB ports and offer 
the convenience of easily charging whatever energy storage device is present. USBs are now able  
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Figure 1: A typical charging system 
 
 
to supply up to a 100W of power [5], thereby offering more flexible power delivery to many 
devices. The use of power adapters, also known as ac adapters, is one of the most popular input 
power sources from which energy storage devices in portable electronics are recharged. These 
adapters consist of a step-down transformer to reduce the mains voltage to a suitable voltage that 
can be rectified and conditioned for use with the charging system. They are connected to the mains 
or wall outlet via a plug. Within the past few decades, the use of environmental energy as power 
sources have been established. Potential energy that can be harvested from the environment for 
use with charging systems include solar, thermal, RF, and vibrations. Special transducers, such as 
photovoltaic cells for solar energy, thermoelectric generators for thermal, antennas for RF, and 
piezoelectric generators for vibrations are needed in order to harvest environmental energy and 
convert it to electrical energy. The harvested power is then conditioned for use with the charging 
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system by using interface circuits that might include maximum power point tracking (MPPT) 
circuits, charge pumps, or switching dc-dc converters. These charging systems play a very 
important role in many applications as they are needed to ensure that energy storage devices are 
replenished in a timely and efficient manner. 
 
Consumers expect their portable electronic devices to be quickly charged when connected to 
various inputs power sources. They also expect longer runtimes when their devices are not 
connected to input power sources. Unfortunately, energy storage devices used in many electronic 
applications have not been able to keep up with the power requirements needed by their hosts [6]. 
To keep consumers satisfied and also to solve the problem of the slow advancement of increased 
energy storage capacities and energy densities that are safe for consumer use, original equipment 
manufacturers (OEMs) have implemented several techniques to lower power consumption in order 
to improve battery runtime. These techniques include power management circuits with ultra-low 
power consumption, such as state of the art switching regulators [7], power control techniques 
using software approaches [8]-[11], and relying on environmental energy, such as solar [12]-[15], 
thermal [16]-[20], and radio frequency (RF) [21]-[27] to increase battery runtime. Another 
technique that can extend runtime is the use of larger capacity energy storage devices which results 
in increased cost and form factors. For example, when comparing a 0.7 F supercapacitor to 120 F, 
the physical size increases by a factor of 3 [28], and when comparing a battery with a capacity of 
85 mAh to a 500 mAh battery of the same chemistry, the physical size increases by a factor of 1.5 
[29]. 
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To satisfy the consumer need for reduced charge time, companies, such as Qualcomm Inc., have 
implemented a fast charging technology called Quick Charge [30]. This technology increases the 
charge rate in the beginning stages of charging by using a higher voltage, resulting in an increased 
power transfer rate. Qnovo has also created a technology that uses software techniques to achieve 
adaptive fast charging [31]. Companies, such as Apple, Samsung, Motorola, and Huawei, have 
different implementations for achieving fast charging based on either an increased charge voltage 
or current. However, safety mechanisms must be incorporated in these technologies to prevent 
overheating and ensure safety for both the consumer and device.  
 
Energy storage devices and their corresponding charging systems are crucial to the operation of 
many electrical applications. To keep consumers satisfied, there is therefore a need for long 
runtime, fast charging, and long life cycle energy storage devices. Consequently, this work will 
review energy storage devices and focus on the implementation of charging systems that 
concentrate on fast charge time, improved run time, and increased life cycle. 
1.1 Organization of dissertation 
Charging systems use various charging algorithms and to determine the algorithm that results in 
reduced charge time, longer runtime, and increased life cycle is very important to ensure consumer 
safety and satisfaction. The objective of this work is to therefore design a battery charging system 
based on an efficient charging algorithm to improve safety without compromising fast charging 
and increased battery life cycle. It also searches for the optimal charging parameters that reduces 
the charge time and at the same time increases the battery charge and energy efficiencies. This 
work will also evaluate the impact of the chosen charging algorithm on the life cycle and 
characteristics of the battery. This document is organized as follows:  
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Section 2 will review popular secondary energy storage devices, their applications, and definition 
of some terms used in datasheets. It will focus primarily on lithium-ion batteries, their formats, 
and equivalent circuit models and discuss why lithium-ion polymer batteries are the chosen energy 
storage of choice in this work.  
 
Section 3 reviews battery charging methods or techniques, battery chargers, and why battery 
charging is important. It will also discuss the current benchmark charging technique, the constant 
current - constant voltage charging algorithm, and its drawback.  
  
Section 4 gives a background on pulse charging and why it is the chosen method of charging in 
this work. It also discusses why pulse charging improves the battery charge efficiency and reduces 
charge time. It also analyzes some previous works in literature. A pulse charger, specifically for 
low power applications, such as the Internet of Things (IoT), is designed, fabricated, and tested. 
The results are compared with the benchmark constant current - constant voltage charging 
technique, and conclusions are drawn from this design. This work has been presented in [32]. 
 
Section 5 discusses the design of experiments approaches, specifically, Taguchi orthogonal arrays, 
their design, analysis, and applications. It also discusses why there is a need to incorporate this 
approach in battery charging. 
 
Section 6 discusses why there is a need to search for optimal charging parameters to reduce charge 
time and increase battery charge and energy efficiencies. It further describes an optimization 
procedure, Taguchi orthogonal arrays, to find the pulse charge parameters that have the greatest 
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impact on output parameters such as charge time and battery charge and energy efficiencies. These 
optimal parameters are then applied to a designed pulse charger and the experimental results 
compared with the benchmark constant current - constant voltage charging algorithm. This work 
has been presented in [33]. 
 
Section 7 discusses the impact of pulse charging parameters on battery impedance parameters and 
life cycle. This section also examines the impact of pulse charging parameters on the LiPo batteries 
under test and compares it with LiPo batteries subjected to the benchmark constant current - 
constant voltage charging algorithm. 
 
In section 8, a summary is given, contributions are highlighted, and other potential research areas 
in the area of battery charging are discussed. 
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2. ENERGY STORAGE DEVICES 
 
Energy storage devices can be found in many stationary, motive, and portable applications. They 
provide numerous benefits depending on the application in which they are used. For stationary 
applications, which include data storage centers, utility grid storage, and energy harvesting, energy 
storage devices primarily serve as backup power sources. Motive applications include 
automobiles, marine transport, aviation, and unmanned underwater, aerial, and ground systems. 
The use of energy storage for portable applications include mobile phones, personal computers, 
smart watches, cameras, and many other consumer electronic devices. The ubiquitous use of 
energy storage devices in many of these applications signifies its importance in improving the 
quality of life of consumers and providing the convenience and security needed. The projected 
growth for the stationary energy storage, for example, is expected to top $35 billion by 2030 [34]. 
 
Energy storage devices can be categorized as mechanical, chemical, electrochemical, electrical, or 
thermal [35], [36]. In this work, electrochemical energy storage devices, specifically batteries, and 
electrical energy storage devices, specifically supercapacitors, will be reviewed as they are the 
most popular energy storage devices used in stationary, motive, and portable electrical 
applications.  
2.1 Electrical energy storage devices: Supercapacitors 
Supercapacitors, also known as ultracapacitors, have relatively higher capacitances and energy 
densities when compared to conventional capacitors. Conventional capacitors have a dielectric 
material between two metal plates while supercapacitors have two metal plates, that are coated 
with an activated carbon-based material, immersed in an electrolyte [37], [38]. The two metal  
 8 
 
 
Figure 2: Conventional capacitor vs supercapacitor 
 
 
plates are separated from each other by a film known as a separator. During charging, the 
supercapacitor accumulates ions on each metal plate. The ions accumulated on one plate is equal 
and opposite in polarity to the ions on the other plate, hence an electric field is form between these 
two plates. Each charged region of the electrode can be represented as a single conventional 
capacitor as shown in Fig. 2. Therefore, the supercapacitor can be modelled as two capacitors, 𝐶𝑝 
and 𝐶𝑛, in series with a resistor, 𝑅𝑒𝑠𝑟, which represents the resistance of the electrolyte, separators, 
and other contact resistances. Fig. 2 compares the conventional capacitor with the supercapacitor. 
 
Supercapacitors are found in numerous applications including consumer electronics, power tools, 
back-up energy storage, and hybrid vehicles [39]. They have the advantages of low cost, longer 
life cycle, faster charging capability, rugged operation, and higher power densities when compared 
to batteries. A Ragone plot, which is used to compare the performance of various energy storage  
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Figure 3: Ragone plot 
 
 
devices, is shown in Fig. 3. This plot compares conventional capacitors, supercapacitors, and 
batteries in terms of their energy and power densities [40]-[42].  
2.2 Electrochemical energy storage devices: Secondary batteries 
Batteries can be categorized as primary or secondary. Primary batteries, such alkaline and zinc 
carbon, are non-rechargeable and has to be disposed of once their energy is depleted. Secondary 
batteries, unlike their primary counterparts, are rechargeable and their charge can be replenished 
once depleted. Therefore, the frequency of replacement is decreased. These types of batteries are 
needed to provide the flexibility of movement without the impediment and inconvenience of wires. 
They also serve as backup energy sources in the absence of connection to the electrical grid or 
insufficient environmental energy. Every secondary battery has a pair of electrodes immersed in 
an electrolyte Depending on the construction and chemistry, there are several popular secondary 
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batteries on the market today: nickel chemistry based batteries, lead acid variations, and lithium-
ion chemistry based batteries [43]. 
• Nickel chemistry based batteries: These batteries use nickel oxides for their positive 
electrodes [43], [44]. Depending on the chemical composition of the negative electrode, 
different types of nickel chemistry based batteries can be realized, e.g. nickel cadmium 
(NiCd), nickel metal hydride (NiMH), nickel zinc (NiZn), and nickel iron (NiFe). The use 
of these batteries is advantageous because of their ability to be deeply discharged without 
needing special recovery circuits, their simple charging circuits, and their use in rugged 
environments. However, they have high self-discharge rates, low energy densities, and the 
tendency to be susceptible to memory effect [44], where the battery loses its full capacity 
if it is constantly charged below its full capacity. They are usually used in digital cameras 
and MP3 players [45].  
• Lead acid batteries: These batteries are found in many of today’s automobiles [46] and 
also serve as storage for standby power applications [47], [48].  They use lead dioxide as 
the positive electrode and lead as the negative electrode, with sulfuric acid as the 
electrolyte [43], [46]. Apart from being low cost, lead acid are good for rugged 
applications and have a low self-discharge rate. However, due to their size and weight, 
they are limited in many portable applications. Different variations of lead acid, such as 
valve regulated lead acid and absorbed glass mat, have been developed to account for the 
potential spillage and electrolyte top off [46], [48], [49].  
• Lithium ion (li-ion) chemistry based batteries: These batteries have the advantages of 
very low self-discharge rate, no memory effect, and most importantly, high energy density 
[43]. These properties make li-ion chemistry based batteries suitable for portable 
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applications and hence their ubiquitous use in many consumer electronics. Their positive 
and negative electrodes consist of a lithium-based oxide material and a carbon or graphite 
material, respectively [50]. Depending on the material used for the positive electrode, the 
battery capacity, voltage, density, cost, and life cycle will vary. 
 
Fig. 4 shows the energy density comparison of the discussed secondary batteries and Table 1 
summarizes the advantages and disadvantages of the various secondary batteries. 
 
 
 
Figure 4: Energy density comparison of different batteries 
 
 
2.2.1 Secondary batteries market  
The secondary battery market is predicted to exceed $111 billion by 2019 [1]. The consumer 
electronics market, driven by mobile phone, tablets, digital cameras, and personal computer 
applications, is expected to exceed $43.7 billion by 2022 [51] and the transportation sector battery  
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Table 1: Advantages and disadvantages of different secondary batteries 
Battery type Advantages Disadvantages 
Nickel chemistry based 
• Can be deeply 
discharge 
• Good for rugged 
applications 
• High self-discharge 
rate 
• Susceptible to 
memory effect 
Lead acid based 
• Inexpensive 
• Robust 
• Low self-discharge 
• Low energy density 
• Bulky size 
• Sizeable weight 
Lithium-ion chemistry 
based 
• High energy density 
• No memory effects 
• Low self-discharge 
rate 
• Expensive 
• Complex charging 
circuits 
 
 
market is forecasted to exceed $17.26 billion by 2021 [52]. When it comes to battery chemistries, 
lead acid chemistry based and li-ion chemistry batteries have the greatest market shares. The lead 
acid battery market share is mainly driven by the transportation sector, uninterruptible power 
supplies, and telecommunications while the li-ion chemistry based batteries are driven by 
consumer electronics. With the current trend of li-ion chemistry based batteries replacing lead acid 
batteries in the transportation sector, primarily electric and unmanned vehicles, li-ion chemistry 
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based batteries are predicted to overtake their lead acid counterparts by 2024 and become the 
largest of the battery market share [53].  
 
Key industry players include Panasonic Corp, Exide, Johnson Controls, and EnerSys for the 
manufacturing of lead acid batteries and Panasonic Sanyo, BYD, LG Chem, and Samsung for li-
ion chemistry based batteries [54]. As of 2018, Panasonic Sanyo had the largest, about 33%, of the 
li-ion battery manufactures market share while BYD has 18% [54]. 
 
Asia pacific and North America have the largest li-ion battery market share when it comes to 
regional battery market share [55]. In the Asia pacific region, China, India, and Japan have the 
greatest market shares, while in North America, United States, Canada, and Mexico have the 
largest shares.  
 
With li-ion chemistry based batteries being the most popular batteries for portable electronic 
applications due to their properties of low self-discharge rate, high energy density, no memory 
effect, and low maintenance [2], [53], this work will focus on designing charging systems for li-
ion batteries. 
2.2.2 Recent development in secondary batteries 
Even though li-ion batteries are a more matured technology and large-scale manufacturing 
processes have been established, they still have the limitations of safety at higher energy densities 
and their inability to keep up with demands of current electrical applications. These limitations 
have pushed researchers to look for alternative battery chemistries that will have much higher 
energy densities and are much safer.  
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One of the battery research developments is the use of graphene in batteries. This is seen to be 
very promising for the rechargeable battery market due to graphene being one of the strongest and 
thinnest materials [56], [57]. It is primarily used as a hybrid combination with other materials for 
the battery electrodes, which enables the batteries to be light-weight, have shorter charger times, 
and higher capacities [58]. Several graphene-based batteries have been reported in literature, 
including graphene lithium sulphur batteries [59] and graphene metal oxide composite electrodes 
[60]. Graphene based batteries are still under development and promises to have a much higher 
potential than li-ion batteries. 
 
Metal-air batteries are another of such potential development. These kinds of batteries use the 
surrounding air as one of their electrodes [61]. Theoretically, they have much higher energy 
densities than li-ion batteries but there are serious disadvantages that need to be addressed before 
they become prevalent on the market. These disadvantages include the tendency of dendrite 
growth, instability in chemical reactions, and lower life cycle [61]-[63]. Lithium-air [62], [64], 
[65], zinc-air [64], [66], and aluminum-air [67], [68] are some examples of metal-air batteries. 
Renata Batteries currently have zinc-air batteries on the market today that are used for hearing aids 
[69].  
 
Solid-state lithium ion batteries also offer higher energy densities and improved safety than li-ion 
batteries [70]. They also offer faster charging rates. However, they suffer from limited ionic 
conduction and are expensive to manufacture [71], [72]. They differ from their li-ion counterparts 
by using solid electrolytes and electrodes.  
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Other research developments in the area of rechargeable batteries include foam batteries [73], [74], 
nanowire batteries [75], [76], and liquid metal batteries [77].  
 
Unfortunately, most of these new battery chemistries are still in their developmental stages and 
have not yet been widely adopted and till that happens, li-ion batteries will continue to rule the 
battery market. 
2.2.3 Battery terms definition 
This section will define some of the common battery terms that will be used in this work. 
• Battery capacity: This is the electric charge available in the battery that can be transferred 
to a load at a certain discharge current and time. It is usually expressed as mAh. 
• State of Charge (SoC): This is the ratio of the current battery capacity to the overall 
capacity of the battery. SoC is usually expressed as a percentage. 
• Depth of Discharge (DoD): This is the extent to which a battery can be discharged and it 
is usually expressed as a percentage.  
• Life cycle: This is the number of times a battery can be charged and discharged before its 
original capacity is reduced by 20%. 
• Energy density: This is the battery energy capability per unit volume expressed as Wh/L. 
• C-rate (C): This is the rate of charge or discharge of the battery based on the capacity, e.g. 
if a battery is rated at 100 mAh and discharged at 50 mA constant current, then the 
discharge rate is 0.5C. 
• Battery energy efficiency (𝜼𝑩𝑬): This is defined as the ratio of the energy recovered from 
a battery to the energy needed for its recharge. It is mathematically expressed as 
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𝜂𝐵𝐸 =
∫ 𝑉𝑑𝐼𝑑
𝑡𝑑
0
𝑑𝑡
∫ 𝑉𝑐𝐼𝑐
𝑡𝑐
0
𝑑𝑡
∗ 100  
(1) 
where 𝑡𝑐 and 𝑡𝑑 are the charge and discharge times, respectively, 𝐼𝑑 and 𝐼𝑐 are the discharge 
and charge currents, respectively, and  𝑉𝑐 and 𝑉𝑑 are the average battery charge and 
discharge voltages, respectively. 
• Battery charge efficiency (𝜼𝑩𝑪): This is defined as the ratio of the charge recovered from 
a battery under a defined load to the total charge consumed during its charging. 𝜂𝐵𝐶  is 
expressed as  
𝜂𝐵𝐶 =
∫ 𝐼𝑑
𝑡𝑑
0
𝑑𝑡
∫ 𝐼𝑐
𝑡𝑐
0
𝑑𝑡
∗ 100  
(2) 
• Polarization: This is the effect that causes the battery voltage to deviate from its 
equilibrium value. It affects the performances of batteries. There are three types of 
polarization [78].  
o Ohmic polarization: This represents the resistance of the electrolyte, interconnects, 
and other contacts of the battery. This is characterized as a current-resistance (IR) 
drop. 
o Concentration polarization: This is as a result of the mass transport effects in the 
battery and it is characterized by the Nernst equation shown in (3) [78]. 
where 𝐸 is the cell potential in 𝑉, 𝐸𝑜 is cell potential at standard state conditions in 
𝑉, 𝑅 is the ideal gas constant in 𝐽/𝑚𝑜𝑙 ∙ 𝐾, 𝑇 is temperature in K, 𝑛 is number of 
moles of electrons,  𝐹 is Faraday constant in 𝐶, and 𝑄𝑐 is reaction quotient. 
𝐸 = 𝐸𝑜 −
𝑅𝑇
𝑛𝐹
ln𝑄𝑐  
(3) 
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o Activation polarization: This effect is due to the charge transfer reactions of the 
battery and can be characterized by the Tafel equation [79] shown in (4). 
where 𝑖 is the current density in 𝐴/𝑚2, 𝑖𝑜 is the exchange current density in 𝐴/𝑚
2, 
and 𝑆 is the Tafel slope.  
• Overpotential: This is the voltage drop that occurs in the battery due to polarization 
effects. 
• State of Health (SoH): This is the current state of the battery when compared to its unused 
or new state. It describes how the battery can perform as it ages. 
• Open circuit voltage (OCV): This is the voltage seen at the terminals of the battery under 
no load conditions. 
• Nominal voltage: This is the voltage that refers to the midpoint of the charge-discharge 
cycle and normally quoted on datasheets by battery manufacturers. 
2.3  Lithium-ion chemistry based batteries 
A li-ion chemistry based battery typically has the negative electrode as carbon or graphite and a 
lithium based metal oxide as the positive electrode. In some special types of li-ion batteries, the 
negative electrode can be lithium titanate (Li4TiO12) [43]. Batteries using Li4TiO12 as the negative 
electrode have higher power densities and charge rate capabilities and hence it is capable of fast 
charging with improved safety [80]. However, it suffers from lower cell voltage, limited life cycle, 
and low ion conductivity [43]. There are very few applications using these types of batteries. This 
work focuses on li-ion batteries with graphite/carbon based negative electrodes, hence section 
2.3.1 describes popular chemistries used for the positive electrode. 
𝜂𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 = 𝑆 log
𝑖
𝑖𝑜
 
(4) 
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2.3.1. Types of positive electrodes for li-ion chemistry based batteries 
Depending on the chemistry of the electrode used for the positive electrode, the cell voltage, 
capacity, life cycle, power density, and safety characteristics of the li-ion battery will vary. 
Examples of popular positive electrodes used are 
• Lithium cobalt oxide (LiCoO2) 
• Lithium iron phosphate (LiFePO4) 
• Lithium manganese oxide (LiMn2O4) 
• Lithium nickel manganese cobalt oxide (NMC) 
• Lithium nickel cobalt aluminum oxide (NCA). 
Table 2 summarizes the characteristics of these positive electrodes [43], [81]-[84]. The chemical 
structure of the positive electrodes matters because it determines the electrical conductivity and 
hence, the capacity of the battery. 
 
 
 
Figure 5: Different battery formats 
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Table 2: Comparison of different positive electrodes used in li-ion batteries 
Battery 
Parameters 
LiCoO2 LiFePO4 LiMn2O4 NMC NCA 
Life cycle Fair Good Good Good Good 
Power 
capability 
Good Good Best Good Best 
Battery 
voltage 
4.2V 3.6V 4.2V 4.2V 4.0V 
Safety Fair Best Good Fair Fair 
Cost x 2x 3x 3x 2x 
Energy 
density 
High Low Highest High High 
Chemical 
structure 
Layered Olivine Spinel Layered Layered 
 
 
2.3.2. Li-ion battery formats 
Li-ion batteries can be characterized by their different formats depending on how they are 
manufactured [43], [85]. The different formats are 
• Cylindrical 
• Prismatic 
• Coin or button 
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• Pouch 
Fig. 5 shows the different formats of these batteries. 
2.3.3. Li-ion polymer (LiPo) battery 
These batteries are similar to their li-ion counterparts and use the same electrodes, but the 
difference lies in the electrolyte. In the regular li-ion batteries, they make use of liquid electrolytes. 
These electrolytes are based on lithium salt organic solvents, e.g. lithium hexafluorophosphate. Li-
ion polymer batteries use a high conductivity polymeric semisolid to support the electrolyte and 
improve ion movement compared to li-ion batteries which use liquid electrolyte [43], [86]-[89]. 
There are three types of li-ion polymer batteries, i.e. dry solid state polymer, gel-like polymer, and 
different polymer composites [90].The polymeric semisolid allows the battery to be formed in 
different form factors with the additional advantages of improved safety and good mechanical 
strength. LiPo batteries are therefore used in many portable electronic devices because of these 
favorable characteristics and usually packaged in the pouch format. 
2.4 Mechanism of LiPo battery operation during the charge and discharge processes 
A typical LiPo battery has a lithium metal oxide positive electrode (cathode), graphite negative 
electrode (anode), and a gel-like polymer electrolyte. Both electrodes are separated from each other 
by a microporous film. In the gel-like polymer battery, the polymer also acts as a separator [43], 
[91]. During the first charge cycle, a solid electrolyte interface (SEI) is formed on the surface of 
the electrode. This permeable membrane passivates the electrode, protecting the electrode from 
the electrolyte but allowing the ions to pass through it [92]. 
 
Fig. 6 shows a typical LiPo battery undergoing the charge and discharge process. During charging, 
the lithium ions (Li+) are dislodged from the cathode (chemical oxidation), travel through the  
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Figure 6: Charge and discharge processes in a battery 
 
 
electrolyte and insert themselves or intercalate into the negative electrode (chemical reduction) 
[93]. This process is known as intercalation. The chemical oxidation and reduction (redox) 
equations [94] for a li-ion battery using a LiCoO2 are shown below: 
𝐿𝑖𝐶𝑜𝑂2 ⇌ 𝐿𝑖1−𝑥𝐶𝑜𝑂2 + 𝑥𝐿𝑖
+ + 𝑥𝑒−(𝑜𝑥𝑖𝑑𝑎𝑡𝑖𝑜𝑛)  (5) 
6𝐶 + 𝑥𝐿𝑖+ + 𝑥𝑒− ⇌ 𝐶6𝐿𝑖𝑥(𝑟𝑒𝑑𝑢𝑐𝑡𝑖𝑜𝑛) (6) 
𝑥𝐿𝑖𝐶𝑜𝑂2 + 𝑥𝑂6 ⇌ 𝑥𝐶𝑜𝑂2 + 𝑥𝐿𝑖𝐶6 (𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑐ℎ𝑎𝑟𝑔𝑒 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒⁄ 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛) (7) 
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2.5 Li-ion battery models 
From Fig. 6, the battery can be characterized in many ways due its inherent properties. These can 
be categorized as kinetic effects, diffusion effects, and double layer effects [78], [93]. Kinetic 
effects are due to the limitations of the charge transfer reactions in the battery. This is normally 
characterized as a charge transfer resistance (𝑅𝑐𝑡). Diffusion effects refer to the movement of ions 
by migration or diffusion. It can result in a concentration gradient or an electric field [93], [95]. 
This is characterized by an impedance known as the ‘Warburg element’, 𝑍𝑤[96]. This impedance 
is expressed as  
where θ is the Warburg coefficient in 𝛺/√𝑠 and ω is the frequency in rad/s. Double layer effects 
are caused by the charge buildup at the interface between the electrode and the electrolyte. These 
are characterized by a capacitor, 𝐶𝑑𝑙, or a constant phase element, 𝑄𝑑𝑙 [97], [98]. 𝑄𝑑𝑙 is sometimes 
used because the charged area does not behave like an ideal capacitor and its impedance can be 
expressed as  
where 𝐶 is capacitance and 𝛼 is an empirical constant usually less than one [98]. The interconnects, 
current collectors, contacts, and electrolyte can be represented by a resistance, 𝑅𝑠. 
 
Several models have been proposed for li-ion batteries [99]-[102], some of which are discussed 
below. 
• I-R model: This is a very simple model where 𝑅𝑠 represents the internal resistance of the 
battery. The battery terminal voltage, 𝑉𝑏𝑎𝑡𝑡, will be higher during charging and lower 
𝑍𝑤 =
𝜃
√𝜔
− 𝑗
𝜃
√𝜔
 
(8) 
𝑄𝑑𝑙 =
1
𝐶(𝑗𝜔)𝛼
=
1
𝐶𝜔𝛼
(cos
𝛼𝜋
2
− 𝑗 sin
𝛼𝜋
2
) 
(9) 
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during discharge according to (10). The battery current, 𝐼𝑏𝑎𝑡𝑡, is positive during charge and 
negative during discharge. 
where 𝑉𝑜𝑐 is the open circuit voltage. 𝑉𝑜𝑐 is dependent on SoC, SoH, and temperature. 
• 1st order RC model: This model includes the charge transfer resistance and the double 
layer effects capacitor. 
• Randles equivalent circuit: This model was proposed by J.E.B. Randles [103] to model 
the electrodes and electrolyte. It incorporates the ohmic resistance, double layer effects, 
and the charge transfer resistance. 
• Modified Randles equivalent: This model incorporates the Warburg impedance element. 
• Two-time constant model: This model uses two parallel RC circuits to represent the 
kinetic effects, 𝑅𝐾, and the diffusion effects, 𝑅𝐷. 
These models are shown in Fig. 7. An inductance, L, can be added to any of these models to take 
the geometry and wiring of the battery into account [95]. An example is shown in Fig. 8. 
 
 
𝑉𝑏𝑎𝑡𝑡 = 𝑉𝑜𝑐 ± 𝐼𝑏𝑎𝑡𝑡 (10) 
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Figure 7: Different li-ion battery models 
 
 
 
Figure 8: Li-ion battery model incorporating inductance 
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For the Randles equivalent circuit incorporating the inductance as shown in Fig. 8, the battery 
impedance, 𝑍𝑖𝑛𝑡, can be expressed as  
 
 
In the case, where 𝐶𝑑𝑙 is replaced with 𝑄𝑑𝑙 as shown in Fig. 9, the battery impedance can be 
expressed as  
 
 
where 𝜏 = 𝑅𝑐𝑡𝑄𝑑𝑙, 𝑋 = cos
𝛼𝜋
2
, and 𝑌 = sin
𝛼𝜋
2
. 
 
 
 
Figure 9: Li-ion battery model with constant phase element 
 
 
The parameters of these models are dependent on SoC, SoH, and temperature. Their values are 
obtained by performing an electrochemical impedance spectroscopy (EIS).  
|𝑍𝑖𝑛𝑡(𝜔)|
2 = (𝑅𝑠 +
𝑅𝑐𝑡
1 + 𝐶𝑑𝑙
2 𝑅𝑐𝑡
2 𝜔2
)2 + (𝜔𝐿 −
𝐶𝑑𝑙𝑅𝑐𝑡
2 𝜔
1 + 𝐶𝑑𝑙
2 𝑅𝑐𝑡
2 𝜔2
)2. 
(11) 
𝑍𝑖𝑛𝑡 = 𝑅𝑆 +
𝑅𝑐𝑡(1 + 𝜏𝜔
𝛼𝑋)
1 + 2𝜏𝜔𝛼𝑋 + (𝜏𝜔𝛼)2
+ 𝑗 (𝜔𝐿 −
𝑅𝑐𝑡(𝜏𝜔
𝛼𝑌)
1 + 2𝜏𝜔𝛼𝑋 + (𝜏𝜔𝛼)2
) 
(12) 
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2.6 Electrochemical impedance spectroscopy (EIS) 
EIS can be used to analyze the characteristics of the battery and obtain the battery impedance 
parameters [104]. It is performed by perturbing the battery with a small ac signal over a wide range 
of frequencies. If the ac signal is a voltage, 𝑉(𝑡), then the impedance, 𝑍(𝑡), can be found by the 
expression 
 
 
where 𝐼(𝑡) is the measured current. For a perturbation signal, 𝑣(𝑡) = 𝑉𝑜 cos𝜔𝑡, the resulting 
current will be 𝑖(𝑡) = 𝐼𝑜 cos(𝜔𝑡 − 𝜑), and hence 𝑍(𝑡) can be found using (13),  
where 𝑉𝑜, 𝐼𝑜, and 𝑍𝑜 are the dc values. A Nyquist plot or a Bode plot can be generated from the 
above analyses. From these plots, the battery parameter values can be obtained by fitting one of 
the battery models that best represents the measured data. A typical Nyquist plot showing how to 
obtain the various battery parameters is shown in Fig. 10.  
 
An example of a typical Bode magnitude and phase plot is shown in Fig. 11. Fig. 12 shows the 
Nyquist plots for the various models discussed in Fig. 7 to Fig. 9. 
 
When the 𝐶𝑑𝑙 is replaced with 𝑄𝑑𝑙, the Nyquist plot no longer consists of a perfect semi-circle but 
a depressed semi-circle as shown in Fig. 12.  
 
𝑍(𝑡) =
𝑉(𝑡)
𝐼(𝑡)
 
(13) 
𝑍(𝑡) =
𝑉𝑜 cos𝜔𝑡
𝐼𝑜 cos(𝜔𝑡 − 𝜑)
= 𝑍𝑜(cos𝜑 + jsin𝜑) 
(14) 
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Figure 10: Typical Nyquist plot of a li-ion battery 
 
 
 
Figure 11: Typical Bode magnitude and phase plot of li-ion battery 
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Figure 12: Nyquist plots of discussed li-ion battery models 
 
 
Fig. 13 shows the fitting of different models to a measured EIS battery impedance data. Depending 
on the model used, the accuracy of the fitting will differ.  
 
The fitting of different li-ion battery models to a measured EIS data to obtain battery parameter 
values is achieved by using curve fitting algorithms, such as Levenberg-Marquardt, least squares 
method, trust region [102], and Simplex algorithms[105]. These algorithms operate using the same 
basic approach: start with an initial guess and iterate until error is minimized. These algorithms 
have been embedded in EIS analysis software such as ZView® [106] and EC-Lab
® [107]. Fig. 14  
 29 
 
 
 
Figure 13: Fitting of different li-ion battery models to measured EIS data using Nyquist 
 
 
shows the curve fitting of modified Randles equivalent circuit using Levenberg-Marquardt curve 
fitting algorithm to extract parameter values. The values are shown in Table 3. 
 
Understanding the fundamentals of internal battery chemical reactions and battery modelling is 
paramount to designing battery charging systems that improve charge and energy efficiencies 
while reducing charge time. By taking the diffusion and kinetic processes in the battery into  
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Figure 14: Fitting a modified Randles equivalent circuit to measured li-ion battery data 
 
 
Table 3: Extracted battery parameter values from fitted curve using Levenberg-Marquardt 
𝑹𝑺 𝑸𝒅𝒍 𝜶 𝑹𝒄𝒕 𝒁𝒘 
31.76 𝛺 0.183 𝑚𝐹𝑠𝛼−1 0.4604 230.2 𝛺 52.64 𝛺𝑠−
1
2 
 
 
account during the battery charger design process, the appropriate charge voltage and current 
across the entire battery charging profile can be carefully selected. Battery chargers are therefore 
important systems that can increase battery life cycle, improve battery safety, and increase battery 
charge or energy efficiencies. The inappropriate design of a battery charger can have detrimental 
effects on the battery, device, and user. 
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3. BATTERY CHARGERS 
 
The battery charger market is projected to exceed $18.8 billion by 2022 [108]. This is driven by 
the portable electronics, automotive, and telecommunication industries. Battery chargers are 
needed to replenish the charge in a depleted battery. Depending on the battery, the charging 
algorithm might be different. Battery chargers perform critical functions, such as extracting power 
from the available power source, conditioning that power, using the power to replenish the battery 
in a safe and optimized way, and terminating the charging process to prevent overvoltage and other 
potential safety issues. A battery life cycle or health depends on the type of charger used. Charging 
incorrectly can lead to overvoltage, overcharging, overheating, increased polarization effects, and 
dendrite formation [109]. Lithium deposits on the surface of the electrodes result in dendrite 
formation [110]. The continuous growth of dendrites can result in the penetration of the separator, 
leading to a short circuit in the battery. This internal short circuit can cause a thermal runaway 
which can potentially lead to a fire or explosion [111]. Overcharging of a li-ion battery can lead to 
battery failure and overheating [112]. From Table 2, different types of li-ion batteries have 
different upper or cut-off voltages. Exceeding this recommended voltage leads to an overvoltage 
condition that tends to reduce the life cycle of the battery [113]. It is therefore necessary to select 
the right charging algorithm to prevent these undesirable conditions and also ensure safety. 
3.1 Battery charging algorithms 
There are several battery charging algorithms [114]-[118], some of which are discussed below. 
• Trickle charge: This is when a small charge current is used to charge the battery, usually 
below a charge rate of C/10 [119]. This can either be for ‘top up’ purposes or for when the 
battery is deeply discharged. The application of a high charge current to a deeply 
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discharged li-ion battery can result in damage to the battery. This charging algorithm 
results in very long charge times due to the small charge currents used. 
• Constant voltage (CV): This is when a constant voltage is applied to the battery during 
the charge process. This simple charging technique is good for lead acid batteries [120] 
and because of its simple design, constant voltage chargers are relatively cheap. 
• Constant current (CC): This involves the application of a constant charge current to the 
battery. This is achieved by varying the applied charging voltage to maintain the specified 
charge current. Nickel chemistry based batteries use this charging technique [116]. 
• Pulse charging: This is the application of carefully controlled charge current pulses to the 
battery during the charging process. 
• Burp charging: This is similar to the pulse charging algorithm, but a discharge pulse is 
applied during the rest periods of the pulses. 
• Constant voltage-constant current (CC-CV): This charging technique involves applying 
a constant current at the beginning of charging and a constant voltage towards the end of 
charging. 
 
Fig. 15 shows the macro models of the discussed charging algorithms. The CC-CV and pulse 
charging algorithms will be discussed in the upcoming sections. 
3.2 Li-ion battery charging algorithms 
One of the disadvantages of the li-ion battery is the complexity of its charging system and the 
protection circuits needed to ensure safe charging. Therefore, care must be taken when choosing a 
charging algorithm for the li-ion battery. Many charging algorithms have been proposed for li-ion 
batteries. These include fuzzy logic based algorithms [121]-[124], multi-stage constant current 
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charging algorithms [125], [126], and optimization algorithms [127]-[129]. The charging 
algorithm used in most commercial li-ion battery chargers and also considered as the benchmark 
charging algorithm is the CC-CV algorithm [130]. The CC-CV charging algorithm will be 
described in the following section. 
 
 
 
Figure 15: Macro model representation of different charging algorithms 
 
 
3.2.1 Constant current - constant voltage charging algorithm 
The CC-CV charging algorithm is the benchmark charging technique for li-ion batteries. It is used 
in most of today’s li-ion battery chargers. The CC-CV charging algorithm consists of three 
charging phases shown in Fig. 16.  
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Figure 16: CC-CV charging algorithm 
 
 
• Trickle charge phase: In this phase, a very small charge current (𝐼𝑆𝑇𝐴𝑅𝑇) is used to 
precondition a deeply discharged li-ion battery. Usually, a charge current less than 0.1C is 
used in this phase. 
• Constant current charge phase: Once the trickle charge phase ends or if preconditioning 
of the li-ion battery is not needed, the constant current charge phase is initiated. A constant 
charge current (𝐼𝐶𝐻𝐴𝑅𝐺𝐸) is used to charge the battery. This charge current can range from 
0.5C to 3.2C depending on the application and safety boundaries [131], [132].  
The battery charges very fast in this region due to the high charge current. It approaches its 
full voltage (𝑉𝑓𝑢𝑙𝑙) very quickly. During this phase, the Li
+ can easily intercalate in the 
negative electrode. 
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• Constant voltage charge phase: In the later stages of charging, once the battery voltage 
is approaching 𝑉𝑓𝑢𝑙𝑙, the charging phase switches to the constant voltage phase. In this 
phase, a constant voltage is applied and charging current is decreased. This decreasing 
charge current is needed to prevent overcharging and overvoltage conditions as the Li+ find 
difficulty intercalating in the negative electrode towards the end of charging. With a 
decreasing charge current, the Li+ can find time to intercalate and ensure that damage to 
the battery is averted. Charging is terminated when the charge current reaches 𝐼𝐸𝑂𝐶. Even 
though this decreasing charge current is needed because of the battery properties, i.e. 
limited diffusion of Li+ at this stage of charging, it results in an extended charge time. 
3.2.2 CC-CV based li-ion battery chargers 
The CC-CV charging algorithm is usually implemented using switching converters [133]-[135] 
and linear regulators [133], [136]-[138], therefore, battery chargers can be categorized as switch 
mode chargers or linear chargers, respectively. Both types of chargers incorporate complex 
circuitry (indicated as battery management system (BMS) in Fig. 17) to obtain the CC-CV 
charging algorithm and ensure safety during charging.  
3.2.2.1 Linear chargers 
Linear chargers are usually implemented with low drop out (LDO) regulators. LDO regulators are 
typically composed of a pass transistor 𝑇𝑝 and a feedback loop consisting of an operational 
amplifier and two feedback resistors, 𝑅1 and 𝑅2. A linear charger is therefore a LDO regulator that 
has additionally circuitry to achieve the CC-CV charging algorithm. A typical linear charger is 
shown in Fig. 17. In order to achieve the CC-CV charging algorithm and also ensure safe charging, 
several control loops are needed. Control loops monitor the battery voltage 𝑉𝑏𝑎𝑡𝑡 and the charge 
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current 𝐼𝑐ℎ𝑎𝑟𝑔𝑒 to ensure that the right charge algorithm is achieved and 𝑉𝑏𝑎𝑡𝑡 and 𝐼𝑐ℎ𝑎𝑟𝑔𝑒 are 
within the set specifications. In order to handle multiple input sources, control loops are also 
needed to monitor the input voltage 𝑉𝐼𝑁 and input current 𝐼𝐼𝑁. Die temperature monitoring is 
needed to prevent the linear charger IC from overheating. At high charge currents, the die 
temperature rises quickly, and therefore to prevent damage to the IC, the die temperature control 
can safely reduce the charge current to prevent any further heating and ensure the IC is operating 
within the safe operating temperature region. 
 
Different variations of linear chargers have been proposed in literature. Some focus on the 
transition point between the CC and CV loops. This is important because transitioning early from 
CC to CV will prolong charge time and transitioning late can result in overcharging conditions. 
To ensure that the transition occurs at the optimal point, some works have proposed compensating 
for the internal resistance of the battery [139]-[142], which causes the battery charging voltage to 
be higher than the ideal battery voltage (Fig. 7). Others have also proposed using smooth transition 
circuits [143]-[145]. To improve the efficiency of the charging process, some works in literature 
have proposed using adaptive voltage and current sources [146]-[148]. There are also many 
commercial linear chargers on the market, from companies such as Maxim Integrated, Texas 
Instruments, Analog Devices, and Richtek Technology, that can be used for various applications.  
3.2.2.2 Switch-mode chargers 
Switch-mode chargers can be implemented with either buck, boost, or buck-boost converters. Fig. 
17 shows a generalized implementation of a buck converter with multiple control loops for safe 
charging and attaining the CC-CV charging algorithm. Similar to the linear charger, these multiple 
control loops are needed to ensure 𝑉𝑏𝑎𝑡𝑡, 𝐼𝑐ℎ𝑎𝑟𝑔𝑒, 𝑉𝐼𝑁, 𝐼𝐼𝑁, and die temperature are within the  
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Figure 17: Linear and switch mode CC-CV li-ion battery charger 
 
 
prescribed specifications. Buck converter based chargers are usually used in applications where 
the input voltage will never exceed the output voltage, e.g. mobile phone applications. Boost 
converter based chargers are used in applications like energy harvesting where the input voltage is 
not enough to power the electrical load, while buck-boost converter based chargers can be used in 
either scenario. There are other types of switch-mode chargers that have been presented in 
literature. These include resonant converter based chargers [149]-[151], full-bridge converter 
charger [152], and flyback converter chargers [153], [154]. These chargers all implement the CC-
CV charging algorithm.  
 
Similar to the linear chargers, previous work in literature seek ways to ensure a smooth transition 
between the CC and CV regions [155], [156]. Others target specific applications, and high 
efficiency and minimum power consumption metrics [153], [157]-[161]. Commercial switch-
mode chargers are also available on the market from companies such as Richtek Technology, 
Texas Instruments, Maxim Integrated, and STMicroelectronics.  
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Table 4 summarizes the advantages and disadvantages of these two different chargers.  
 
 
Table 4: Advantages and disadvantages of switch mode and linear chargers 
Charger type Advantages Disadvantages 
Linear • Less complexity • Higher power consumption 
Switch mode 
• Minimal power 
consumption 
• High efficiency 
• Complex 
• Consumes large board area 
 
 
Both linear and switch-mode battery charger require complex circuitry to implement the CC-CV 
charging algorithm. In all, li-ion battery chargers must be able to provide safe charging without 
compromising charge time, prevent deterioration of the battery, increase battery charge and energy 
efficiencies, and terminate charging when needed. The main drawback of the CC-CV charging 
algorithm, in addition to the complex circuitry, is the extended charge time due to the constant 
voltage charge phase. In order to reduce charge time without compromising the safety of the 
battery and the user, while increasing the battery energy and charge efficiencies, and at the same 
time use simple circuitry, the pulse charging algorithm is used in this work and will be elaborated 
on in the next section  
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4. PULSE CHARGING1 
 
Pulse charging is the application of carefully controlled charge current pulses to charge a battery. 
It is another technique to achieve fast charging and better battery charge efficiency without 
increased cost and complicated charge algorithms. The art of pulse charging can be traced back to 
the 1900s, when David H. Wilson proposed a method to reduce the time needed to store energy in 
a battery [162]. Pulse charging has slowly caught the attention of OEMs, with a few products on 
the market today. It had been used for primarily lead acid batteries [163], [164], where it was also 
used to eliminate sulfation [165]. Recently, pulse charging has been applied to li-ion batteries 
[166]-[171]. These pulse charge current pulses have the following parameters: frequency, duty 
cycle, and amplitude, which must be carefully chosen to ensure safe and fast charging with 
improved charge and energy efficiencies. 
4.1 Basics and benefits of pulse charging 
The use of current pulses to charge a li-ion battery is effective to increase battery charge and energy 
efficiencies and also decrease charge time. During charging, if the rate at which the Li+ are 
electrochemically reduced at the graphite electrode is higher than the rate at which Li+ are 
intercalated into the graphite (in the case of a high charge rate or approaching the end of charge), 
then, a buildup will occur at the graphite-electrode interface, increasing concentration polarization 
[33], [172] and the potential for dendritic growth. Due to decreasing concentration and, hence, 
limited diffusion of Li+ during the later stage of charging, the constant voltage phase of a CC-CV 
                                                 
1 Part of this section is reprinted with permission from "An Efficient and Fast Li-Ion Battery Charging System Using 
Energy Harvesting or Conventional Sources," J. M. Amanor-Boadu, M. A. Abouzied and E. Sánchez-Sinencio.  IEEE 
Transactions on Industrial Electronics, vol. 65, no. 9, pp. 7383-7394. Copyright [2018] by IEEE. 
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charge technique uses decreasing charge current, thereby increasing charge time. However, this 
problem of prolonged charge time is avoided in pulse charging due to the relaxation periods in 
between pulses. This eliminates concentration polarization [171], which interferes with ion 
movement, and ensures equilibrium between the electrodes, i.e. charge reactions are able to 
stabilize. In that regard, the next charge pulse is efficiently absorbed, thereby increasing power 
rate transfer, and hence decreasing charge time [33]. It also allows for the battery to be charged at 
high charge rates, since the relaxation periods in between the pulses allow time for the ions to 
intercalate in the electrode. Pulse charging is also an effective method for increasing the life cycle 
of a battery [173], i.e., incomplete chemical reactions which increase the internal impedance of the 
battery are eliminated [171], thereby improving battery health. The pulse charging algorithm is 
therefore, a good charging technique for safe, fast, and efficient battery charging. 
 
Every pulse charge current has the following characteristics: 
• Duty cycle, 𝑫: This refers to the width of the charge current pulses, 𝑡𝑜𝑛 as a function of 
the period,𝑇𝑝, where 𝑇𝑝 = 𝑡𝑜𝑛 + 𝑡𝑜𝑓𝑓, with 𝑡𝑜𝑓𝑓 being the rest periods.  
• Frequency, 𝒇: This can be described as the inverse of 𝑇𝑝. Therefore, 𝑓 =
1
𝑇𝑝
. 
• Amplitude, 𝑰𝒑𝒌: This is the peak value of the current pulses. It can be derived as a function 
of duty cycle and average charge current, 𝐼𝑎𝑣𝑔. 
Fig. 18 shows the characteristics of these pulses. In this work, unipolar pulses will be used. 
 
𝐷 =
𝑡𝑜𝑛
𝑇𝑝
 
(16) 
𝐼𝑎𝑣𝑔 = 𝐼𝑝𝑘 ∙ 𝐷 (17) 
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Figure 18: Pulse charge current characteristics 
 
 
The different combinations of duty cycle, amplitude, and frequency of a pulse charge current will 
result in different battery output performance metrics, i.e. charge time, battery charge and energy 
efficiencies, and life cycle. It is therefore important to select the right values to ensure optimal 
performance of the pulse charging circuit and battery. 
 
The frequency selection of the pulses is important since the response of the battery will vary 
depending on the chosen frequency. At low frequencies, the mass transport effects are dominant 
[95] as seen from the Nyquist plot in Fig. 10. In this region of operation, 𝑍𝑤 dominates and 
becomes larger as frequency decreases. This is because, in this region, the diffusions of ions into 
the electrode is limited. As frequency increases, the parallel combination of the double layer 
capacitor and charge transfer resistance begin to have an impact. The energy transfer is due to the 
surface charges on the electrodes. In this medium frequency range, the 𝐶𝑑𝑙 and 𝑅𝑐𝑡 can also act as 
a low pass filter such that when a pulse charge current is applied, the chemical charge reactions in 
the battery only experience the average current, hence the battery surface temperature behavior is 
 42 
 
comparable to CC-CV charging technique [95]. As mentioned in section 2, these battery 
parameters vary with SoC, SoH, and temperature, hence the diameter of the semi-circle in the 
Nyquist plot can change depending on the current state of the battery. At higher frequencies, 𝐶𝑑𝑙 
begins to exhibit a low impedance and chemical reactions in the battery begin to slow down, hence, 
the effect of 𝑅𝑐𝑡 reduces, and the ohmic resistance  𝑅𝑠 dominates. The inductance also begins to 
have an impact, as shown in Fig. 10. The behavior of the battery across frequency shows that the 
impedance of the battery is dependent on the frequency. On examining the battery impedance 
across frequency, there is a point on the impedance magnitude plot at which a local minima occurs, 
as shown in Fig. 19. This minimum impedance, 𝑍𝑖𝑛𝑡𝑚𝑖𝑛, occurs at a frequency, 𝑓𝑧𝑚𝑖𝑛, which can 
be derived from (11). Even though the Warburg impedance, 𝑍𝑤, is dependent on frequency, at 
high frequencies, 𝑍𝑤 is small and negligible due to the depth of diffusion reactants being shallow. 
Lower frequencies (< 1 𝐻𝑧) cause diffusion reactants depth to increase, thereby increasing 𝑍𝑤. 
 
 
 
Figure 19: Bode impedance magnitude plot showing minimum impedance occurrence 
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If the pulse frequency is above 1𝐻𝑧, 𝑍𝑤 is negligible, and 𝑓𝑧𝑚𝑖𝑛 can be found from (11) by 
𝑑|𝑍𝑖𝑛𝑡(𝜔)|
2 𝑑𝜔⁄ = 0. 
Therefore,  
where 𝐴 = 𝐶𝑑𝑙
5 𝐿2Rct
6  and 𝐵 = 2𝐿 + 𝐶𝑑𝑙Rct
2 + 2𝐶𝑑𝑙RctRs [32]. It is important to perform pulse 
charging at a frequency where the battery impedance is minimized to reduce energy losses in the 
battery.  
 
The duty cycle of the pulses should also be taken into consideration. A higher duty cycle will result 
in faster charging (approaching the CC charge phase of the CC-CV charge algorithm) but will 
cause the battery to be prone to overcharging and overvoltage conditions due to an increase in 
concentration polarization, which limits the movement of the ions. Li-ion batteries cannot absorb 
overcharge, so an overcharging condition can lead to increasing temperature and an eventual 
thermal runaway [174], [175]. A lower duty cycle will result in a longer charge time, but it also 
gives better battery charge efficiency, since elongated rest periods give time for the ions to 
intercalate in the electrode. Mayers et al [176] discovered that short pulses with longer periods 
reduced the propensity for dendrite formation, but that results in an extended charge time. 
Purushothaman et al [177] also concluded from their work that by varying the width of pulses, the 
concentration overpotential can be reduced. The duty cycle of the pulse charge current can also 
impact the discharge capacity of the li-ion battery as demonstrated in [178], [179].  
𝑑|𝑍𝑖𝑛𝑡(𝜔)|
2
𝑑𝜔
= 2𝜔 (𝐿2 −
𝐶𝑑𝑙Rct
2 (2𝐿 + 𝐶𝑑𝑙Rct(Rct + 2R𝑠))
(1 + 𝐶𝑑𝑙
2R𝑐𝑡
2𝜔2)2
) 
(18) 
𝑓𝑍𝑚𝑖𝑛 =
1
2𝜋
∙ (−
1
𝐶𝑑𝑙
2 Rct
2 +
√𝐴 ∙ 𝐵
𝐶𝑑𝑙
4 𝐿2Rct
4 )
1
2
 
(19) 
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The peak current amplitude can impact safety, as high peak currents can result in fast charging, 
but the risk of overvoltage and increasing temperature is high. The use of high current amplitudes 
necessitates the incorporation of longer rest periods to prevent accumulation of ions at the electrode 
interface. The longer rest periods will allow the ions time to intercalate in the electrode, but this 
extends charge time. Smaller current amplitudes require shorter rest periods, but can also result in 
extended charge time.  
 
It is therefore necessary to select the pulse charging parameters that will improve safety, reduce 
concentration potential, increase battery charge and energy efficiencies, and also reduce charge 
time. 
4.2 Previous works on li-ion pulse charging 
Several chargers using pulse charging algorithms have been proposed. Other studies have also 
been conducted on the use of pulse charging with li-ion batteries. Different ways of implementing 
the pulse algorithm have been proposed, and this has resulted in different charge times, charge 
efficiencies, and life cycle results. These previous works vary in their degrees of complexity. Yin 
et al [180] proposes a pulse charging technique based on optimal search mode for duty cycle and 
frequency for distributed multiple cells. The frequency was searched by setting an initial frequency 
at a duty cycle of 50% and by using a step process. The current can be calculated at each step by 
an algorithm and updated accordingly. After obtaining this optimal frequency, the search for duty 
cycle began from an initialized value, then charging was performed for five seconds, after which 
the average current was determined. Per the proposed algorithm, if the average current was below 
a certain predefined limit, the duty cycle was increased by 10%. This kept updating until the duty 
cycle reached 90% or the SoC reached 80%. The algorithms were implemented in software and 
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the pulses were generated by a microcontroller. The proposed method, when charging from 0% to 
80% SoC, resulted in 18.6% reduction in charge time when compared to the CC-CV charging 
algorithm.  
 
Chen [166] proposed a variable frequency pulse charging algorithm by measuring average current 
at fixed amplitude pulses at different frequencies. The frequency at which the maximum current 
occurred was considered the optimal frequency. This proposed algorithm was implemented using 
a microprocessor, voltage regulator, and a pair of transistors. Through software, the search and 
charge modes were implemented to find the optimal frequency at which to charge the li-ion battery. 
A charge time improvement of 24% was recorded when compared with the CC-CV charging 
algorithm. 
 
Chen [167] proposed a charging system with an optimal duty cycle searching algorithm. By 
implementing the search for optimal duty cycle, which is based on sequentially charging the 
battery by using pulses with different duty cycles and measuring the average current to determine 
if the applied duty cycle resulted in better electrochemical reactions, the optimal duty cycle could 
be found. This algorithm was implemented on a microprocessor and used in conjunction with a 
voltage regulator, current sensing resistor, operational amplifier, and a transistor to charge a 
battery. This resulted in a charge time and battery charge efficiency improvement of 14% and 
3.4%, respectively, when compared with the CC-CV charging algorithm. 
 
Purushothaman et al [181] tested various pulse charging algorithms through a modelling process. 
A li-ion battery model based on the macro homogenous analysis of how lithium ions diffuse into 
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the graphite electrode was used to analyze both CC-CV and pulse charging algorithms. Based on 
the developed model, different waveforms of varying pulse widths, rest periods, and amplitudes 
were tested and simulation results analyzed. They concluded that fast charging could be obtained 
without any detrimental effects by using the pulse charging algorithm.  
 
From the discussed previous works, pulse charging algorithms provides good benefits if the pulse 
charge current parameters are chosen properly. Some of the drawbacks of these previous works 
are the large form factors of the systems that have been designed. They have increased complexity 
when it comes to the implementation of the algorithms and need microcontrollers or 
microprocessors that consume extra power and board space. It is necessary to design a battery 
charging system that addresses these drawbacks, taking into account reduced charge time, 
increased battery charge and energy efficiencies, safety, and small form factor design.  
4.3 Design of a pulse-based charger for IoT applications 
A charger design incorporating a pulse charging algorithm is proposed in this work that addresses 
the aforementioned drawbacks and also takes into account battery polarization across the entire 
charging cycle. This proposed charger is targeting applications from the Internet of Things (IoTs), 
such as smart thermostats, windows shades, and door sensors, to wearables, such as smart glasses, 
fitness bands, and digital pens. With IoTs projected to hit $561.04 billion by 2022 [182], there is 
a need for the fast charging of these devices that are always connected to the internet and constantly 
consuming power. A failure in the battery or charging system of an IoT device can be catastrophic, 
therefore there is a need to have small form factor charger circuits that are simple, cost effective, 
easily integrated, and are able to charge batteries in a fast, safe, and reliable manner. These small 
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devices sometimes make use of batteries in coin or button formats [183]. Therefore, the pulse 
charger designed in this work will target li-ion coin cells. This work has been presented in [32] 
4.3.1 Proposed pulse charger system level overview 
The proposed pulse charger can take its input 𝑉𝑖𝑛,𝑃𝑆 from a dc voltage source and pulse the charge 
current at different duty cycles into the battery to improve charge efficiency and at the same time 
reduce charge time. Previous works incorporating pulse charging algorithms do not include a pre-
charge phase in the design to account for deeply discharged batteries. This proposed pulse charger 
incorporates pre-charge phase for deeply discharged cells and preconditioning purposes, fast/slow 
charge phase to improve battery charge efficiency and reduction of charge time, and termination 
phase to prevent overcharge and overvoltage conditions. All these phases are user programmable. 
It further incorporates safety mechanisms, such as external battery temperature sensing and an 
overvoltage circuit, to protect both the user and the battery during charging. 
 
A flow chart describing the operation of the proposed pulse charger is shown in Fig. 20. The 
proposed pulse charger operates in three charge phases: trickle charge (pre-charge), fast charge, 
and slow charge. A charge phase is selected based on the battery state during charge. If the battery 
is determined to be deeply discharged, the trickle charge phase is initiated. The fast charge phase 
is initiated once the battery is out of the deeply discharged state but less than the nominal 
voltage 𝑉𝑛𝑜𝑚. As the battery approaches full charge voltage, where full charge denotes a SoC of 
100%, the slow charge phase is initiated. With the battery approaching its full charge, it is 
necessary for the battery to absorb charge efficiently to prevent it from overcharging due to 
increased concentration of lithium ions 𝐿𝑖+ at the electrodes during this phase. Fig. 21 shows the 
battery polarization across SoC. Jiang et al [184] determined that the SoC of a li-ion battery will 
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have an effect on the polarization of the battery. Polarization is initially high at low SoC due to 
nucleation, and as SoC increases, polarization decreases as shown in Fig. 21. As SoC exceeds 
80%, due to the difficulty of intercalation of 𝐿𝑖+, polarization increases again. Therefore, by 
varying duty cycles across the charge process, concentration polarization can be minimized to 
ensure proper intercalation. 
 
 
 
Figure 20: Flow chart of proposed pulse charger for IoT applications 
 
 
The fast and slow charge phases seek to combine fast charging with increased battery charge 
efficiency, and also account for the battery polarization characteristics across charging. 
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Figure 21: Changes in battery polarization with respect to SoC 
 
 
The charger should operate at a frequency at which the li-ion battery impedance is minimum to 
reduce energy losses in the battery and improve battery charge and energy efficiencies. The 
selection of the duty cycle of the pulse charge current should also be taken into consideration. At 
the early stages of charging, the 𝐿𝑖+ are easily intercalated into the electrodes, but as the battery 
starts approaching full capacity, as shown in Fig. 21, polarization is much higher since it takes a 
longer time for the 𝐿𝑖+ to intercalate in the anode. If higher duty cycles are used at this stage, the 
𝐿𝑖+ are going to collect at the surface of the electrode which can cause the growth of dendrites. 
Thus, a method is proposed where faster charging and improved battery charge and energy 
efficiencies can be achieved without entering overvoltage or overcharge conditions. Battery health 
and battery life cycle consequently improve. The charging phase is divided into two parts: one part 
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provides fast charging time using a higher duty cycle, when battery polarization is low, and the 
other part using a lower duty cycle to allow better battery charging efficiency and account for the 
high battery polarization. Due to the stringent charging requirements of a li-ion battery, a duty 
cycle of 70% or higher is appropriate for the initial charging stage. The duty cycle is then reduced 
as the battery approaches full charge. 
 
A system level block diagram of the proposed pulse charger detailing the major blocks which 
control the charge phases is shown in Fig. 22. A decision block will produce the necessary pulse 
voltages to operate the switch, 𝑆𝑊𝑝1, at the correct duty cycle and frequency based on the current 
state of the battery that is sensed through 𝑉𝑏𝑎𝑡𝑡 𝑑𝑒𝑡𝑒𝑐𝑡. 𝑆𝑊𝑝1 will then pulse the charge current from 
𝑉𝑖𝑛,𝑃𝑆 into the battery to charge it. Depending on the value of 𝑉𝑏𝑎𝑡𝑡, which is detected by a voltage 
detector circuit, 𝑉𝑏𝑎𝑡𝑡 𝑑𝑒𝑡𝑒𝑐𝑡, the trickle charge phase, fast charge phase, or slow charge phase will 
be initiated. Safety circuits, such as battery temperature sense and overvoltage protection, are 
required to ensure the battery charges within its safety limits. A system level simulation was 
performed using the CAD system Cadence [185]. The duty cycle for the fast charge phase in Fig. 
21 was varied from 10% to 90% and the power consumption and charge time measured. In this 
simulation, the battery was modeled as a 100F capacitor in series with a 100mΩ resistor. The 
power consumption and charge time versus the fast charge duty cycle was obtained and shown in 
Fig. 23. In order to obtain fast charging at relatively low power consumption, the duty cycle for 
fast charge has to be set below 75%. Purushothaman et al [181] suggested that using a duty cycle 
of 75% was sufficient for fast charging while preventing lithium saturation on the electrodes. To 
account for the high battery polarization toward the end of charging, the duty cycle was reduced 
to 25% to achieve improved charge efficiency.  
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Figure 22: Block level diagram of proposed pulse charger for IoT applications 
 
 
 
Figure 23: Simulation results showing variation of power consumption and charge time versus 
fast charge phase duty cycle of proposed pulse charger 
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This proposed approach of using duty cycles of 75% and 25% was implemented by using a duty 
cycle selector (DCS). 
4.3.2 Implementation of proposed pulse charger for IoT applications 
The top-level implementation of the proposed pulse charger is shown in Fig. 24. 
 
 
 
Figure 24: Implementation of proposed pulse charger 
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The proposed pulse charger operates as follows: 
• Verification: The charger must always ensure the dc source is at the right power level and 
within safety limits. Operation outside the designed limit is avoided to protect the user, 
device, and battery. This is achieved through the PC comparator. The PC comparator 
ensures that 𝑉𝑖𝑛,𝑃𝑆 is ideal for charging at all times. It sends logic signals to all charging 
phases to either proceed with charging or not depending on whether the input voltage meets 
the required specifications. The dc input voltage level specification is set by 𝑉𝑟𝑒𝑓/𝛽4, where 
𝛽4 is the resistive feedback gain from 𝑉𝑖𝑛,𝑃𝑆, and 𝑉𝑟𝑒𝑓 is the reference voltage. Some 
batteries have temperature sensors to monitor their temperatures while charging. The signal 
from that sensor can be used as an input (external temperature sense) to disable charging 
when battery temperature is not suitable for charging. If the battery does not have an 
embedded temperature sensor, a temperature IC, such as the MAX31875 [186], can be 
used. 
• Trickle charge phase: This charge phase is implemented by comparator 𝑇𝐶 to compare 
the battery voltage with the deep discharged voltage threshold 𝑉𝑟𝑒𝑓/𝛽3, where 𝛽3 is the 
resistive feedback gain from 𝑉𝑏𝑎𝑡𝑡. If it is determined that the battery is deeply discharged, 
an internal high output impedance current source, implemented by 𝑀𝑃2, 𝑀𝑃3 and 𝑀𝑃4, 
controlled by a variable resistor 𝑅𝑇𝐶 is enabled to begin trickle charging. The current source 
is enabled when the gate of 𝑀𝑃4 𝑇𝐶𝐸𝑁̅̅ ̅̅ ̅̅ ̅ attains a logic high, accomplished by the NOR gate 
according to (20). 
If 𝑇𝐶𝐸𝑁̅̅ ̅̅ ̅̅ ̅ is logic high, i.e., 𝑀𝑃4 is off, then 
𝑇𝐶𝐸𝑁̅̅ ̅̅ ̅̅ ̅ = 𝑝𝑤𝑟𝑐ℎ𝑒𝑐𝑘 ∙ 𝐸𝑛𝑑 ∙ 𝑡𝑟𝑖𝑐𝑘𝑙𝑒 𝑠𝑡𝑎𝑡𝑒. (20) 
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where 𝐼𝑇𝐶 is the trickle charge current,  𝐼𝑟𝑒𝑓 ≅
𝑉𝑖𝑛−𝑉𝑡
𝑅𝑇𝐶
 is the reference current set by 
𝑅𝑇𝐶, 𝐾𝑝2,3 is the process transconductance parameter, 𝑉𝑔𝑠2,3 is the gate-source voltage of 
𝑀𝑃2 and 𝑀𝑃3, 𝑉𝑡 is the threshold voltage of the transistor, and 𝑊 and 𝐿 are the dimensions 
of the PMOS transistors. Since the battery capacity is huge, and in effect its capacitance is 
large, the error in 𝐼𝑇𝐶 due to the mismatch and process variations between 𝑀𝑃3 and 𝑀𝑃2 
is negligible. Therefore, if 𝐿3 = 𝐿2, 𝐾𝑝2 = 𝐾𝑝3, 𝑉𝑔𝑠2 − 𝑉𝑡 = 𝑉𝑔𝑠3 − 𝑉𝑡 , then (21) yields 
To obtain an 𝐼𝑇𝐶 ranging from 1 mA to 4 mA when  𝐼𝑟𝑒𝑓 varies from 20 µA to 80 µA, 𝑊2 =
50𝑊3. At the end of the trickle phase, 𝑀𝑃2 and 𝑀𝑃3 are shut off when their gates are 
pulled to 𝑉𝑖𝑛, i.e.  𝑇𝐶𝐸𝑁 is logic low according to (20). 𝐼𝑇𝐶  is disconnected and the trickle 
charge phase is no longer in operation. 
• Fast and slow charge phases: Once the battery voltage exceeds 𝑉𝑟𝑒𝑓/𝛽3, charging can 
transition into the fast charge phase. At this point, 𝑇𝐶𝐸𝑁̅̅ ̅̅ ̅̅ ̅ is at logic low. The two positive 
edge flip flops are part of the duty cycle selector (DCS). The first flip flop 𝐹𝐹1 divides the 
frequency of the clock by two which is then divided again by modulo two using the second 
flip flop 𝐹𝐹2. The NAND gates will then generate pulses with duty cycles of 25% and 
75%. As soon as the trickle charge phase ends, the main pass transistor 𝑀𝑃1 is pulsed at a 
duty cycle of 75% to achieve faster charging when battery polarization is low. Once the 
battery voltage starts approaching a SoC of a 100% and battery polarization starts 
increasing, 𝑀𝑃1 starts pulsing charge current into the battery at a duty cycle of 25% to 
𝐼𝑇𝐶
𝐼𝑟𝑒𝑓
=
𝐾𝑝2
𝐾𝑝3
∙
𝑊2𝐿3
𝑊3𝐿2
∙ (
𝑉𝑔𝑠2 − 𝑉𝑡
𝑉𝑔𝑠3 − 𝑉𝑡
)
2
 
(21) 
𝐼𝑇𝐶 =
𝑊2𝐿3
𝑊3𝐿2
𝐼𝑟𝑒𝑓. 
(22) 
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achieve better battery charge efficiency. This also ensures maximum charge absorption, 
with the increased rest time in between pulses allowing ions to properly intercalate in the 
anode. The transition is achieved by comparator 𝐷𝑆, which compares the battery voltage 
to a changeover voltage threshold. This voltage threshold, based on SoC, is set by 𝑉𝑟𝑒𝑓/𝛽1, 
where 𝛽1 is the resistive feedback gain from 𝑉𝑏𝑎𝑡𝑡.  The output of this comparator 𝐷𝑆𝑜𝑢𝑡 
serves as the select signal to the multiplexer which outputs either a 75% or 25% duty cycle 
depending on the battery voltage. The following equations summarize the operation of the 
fast charge/slow charge phase in Fig. 24. 
where 𝐷𝐶𝐺𝑜𝑢𝑡 is the output of the DCS and 𝐷𝑜𝑢𝑡 drives 𝑀𝑃1. The charge rate for both the 
fast and slow charge phases is dependent on the specifications of the battery. This can be 
set by effectively tuning the charge current which is controlled by 𝑅𝑙𝑖𝑚. The peak pulse 
charge current (𝐼𝑝) can be limited by using (26) 
During charging, the charge rate will differ across the two phases since battery polarization 
voltage changes drastically towards the end of charging. The change in charge rate is due 
to the difference in duty cycles and a constant 𝐼𝑝. For a selected 𝐼𝑝, the effective charge 
current in the fast charge phase, 𝐼𝑐ℎ𝑎𝑟𝑔𝑒𝑓𝑎𝑠𝑡, is 
and the effective charge current in the slow charge phase, 𝐼𝑐ℎ𝑎𝑟𝑔𝑒𝑠𝑙𝑜𝑤, is 
(𝑝𝑤𝑟_𝑐ℎ𝑒𝑐𝑘 ∙ 𝑡𝑟𝑖𝑐𝑘𝑙𝑒 𝑠𝑡𝑎𝑡𝑒 ∙ 𝐸𝑁) = 𝐷𝐺𝐸𝑁 . (23) 
𝐷𝑆𝑜𝑢𝑡̅̅ ̅̅ ̅̅ ̅ ∙ 0.25𝐷 + 𝐷𝑆𝑜𝑢𝑡 ∙ 0.75𝐷 = 𝐷𝐶𝐺𝑜𝑢𝑡. (24) 
𝐷𝐺𝐸𝑁 ∙ 𝐷𝐶𝐺𝑜𝑢𝑡 = 𝐷𝑜𝑢𝑡. (25) 
𝐼𝑝 =
𝑉𝑟𝑒𝑓
𝑅𝑙𝑖𝑚
. 
(26) 
𝐼𝑐ℎ𝑎𝑟𝑔𝑒𝑓𝑎𝑠𝑡 = 𝐼𝑝 ∙ √𝐷𝑓𝑎𝑠𝑡 (27) 
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where 𝐷𝑓𝑎𝑠𝑡 and 𝐷𝑠𝑙𝑜𝑤 are the duty cycles for the fast and slow charge phases respectively. 
The slow charge phase charge rate will be about 58% of the fast charge phase.  This reduced 
constant charge rate in addition to the relaxation periods in the pulses enable increased 
charge efficiency and reduction of accumulation of lithium ions on the surface of the 
electrode. The frequency at which 𝑀𝑃1 operates should be equal to 𝑓𝑍𝑚𝑖𝑛. This frequency 
can be generated from the IoT system frequency by using clock dividers. 
 
To analyze the power losses in the pulse charger circuit, the conduction loss 𝑃𝑐𝑟𝑝1 in 𝑀𝑃1 
can be approximated as 
where 𝐼𝑐ℎ𝑎𝑟𝑔𝑒𝑥 is the effective charge current; 𝑅𝑝1 and 𝑡𝑜𝑛 are the on-resistance and on 
time of 𝑀𝑃1, respectively, and 𝑇 is the switching time period. There is a high conduction 
loss during the fast charge phase compared to the slow charge phase. With this varying 
power loss over the whole charging process, a lower average power loss can be achieved 
in the overall charging process. Switching loss 𝑃𝑠𝑟𝑝1 in 𝑀𝑃1 varies linearly with switching 
frequency 𝑓𝑠 according to (30). 
where 𝐶𝑔1 is the gate capacitance of 𝑀𝑃1 and 𝑉𝑥 (𝐷𝑜𝑢𝑡 in Fig. 24) is the 𝑀𝑃1 drive voltage. 
• Termination: The charging process terminates once the battery attains full voltage. A 
comparator 𝐸𝐶 (shown in Fig. 24) ensures the battery does not go into an overvoltage state 
𝐼𝑐ℎ𝑎𝑟𝑔𝑒𝑠𝑙𝑜𝑤 = 𝐼𝑐ℎ𝑎𝑟𝑔𝑒𝑓𝑎𝑠𝑡 ∙ √
𝐷𝑠𝑙𝑜𝑤
𝐷𝑓𝑎𝑠𝑡
   
(28) 
𝑃𝑐𝑟𝑝1 = 𝐼𝑐ℎ𝑎𝑟𝑔𝑒𝑥
2𝑅𝑝1
𝑡𝑜𝑛
𝑇
 
(29) 
𝑃𝑠𝑟𝑝1 = 𝐶𝑔1𝑉𝑥
2𝑓𝑠 (30) 
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by sending logic signals to the appropriate blocks to discontinue charging. The 𝑇𝐶 and 𝐷𝑆 
comparators are both shut down using the 𝐸𝑁 signal from the 𝐸𝐶 comparator output to 
save quiescent power. The end charge voltage threshold is set by 𝑉𝑟𝑒𝑓/𝛽2, where 𝛽2 is the 
resistive feedback gain from 𝑉𝑏𝑎𝑡𝑡. During the entire charging process, battery voltage, 
input power, and battery temperature (external temperature sense) are monitored. If at any 
time, any of these parameters fall outside of their specifications, charging is terminated. 
4.3.3 Testing setup and experimental results  
The proposed pulse charging system was designed using 0.18 µm 3.3 V CMOS standard IC 
technology and fabricated through the MOSIS educational program [187]. The fabricated circuit 
was packaged in a 8mm by 8mm Quad Flat No Lead (QFN) package. The actual silicon area 
consumed by the pulse charger was 2mm by 1mm. Fig. 25(a) shows the micrograph of the designed 
pulse charger and Fig. 25 (b) shows the IC in a QFN package on a PCB.  
 
 
         
Figure 25: (a) Micrograph of designed pulse charger (Left) (b) Packaged IC (Right) 
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Before proceeding with the testing of the pulse charger IC, it is important to characterize the 
batteries to evaluate their properties and determine the frequency at which their impedance is 
minimum. Different li-ion batteries capacities with different cathode chemistries in coin format 
were characterized by using an ac impedance analyzer, VersaSTAT potentiostat [188]. The 
different cathode chemistries were lithium manganese composite oxide (𝐿𝑖𝑥𝑀𝑛𝑂𝑦) and vanadium 
pentoxide (𝑉2𝑂5). 𝑓𝑍𝑚𝑖𝑛 of the batteries could be obtained by performing an ac impedance analysis. 
Fig. 26 shows the measured ac impedance spectrum of the different batteries capacities. From Fig. 
26, there is a point on the ac impedance spectrum at which the ac impedance is minimum. This 
impedance is plotted against the frequency at which it occurs in Fig. 27.  
 
 
 
Figure 26: Bode impedance magnitude plot for different li-ion batteries under test 
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Figure 27: Measured minimum impedance vs the frequency at which it occurs for different 
battery capacities 
 
 
From Fig. 27, it is important to note that as battery capacities increased, the frequency at which 
the minimum impedance occurred decreased across the same cathode material. The volumetric 
capacity of the battery, which depends on the crystal structure of the materials used and the size of 
the battery [81], therefore, has impact on the impedance and the frequency at which the minimum 
impedance occurs.  
 
Fig. 28 shows the Nyquist plots for the different batteries. The battery impedance parameters can 
be extracted from these plots by fitting the Randles equivalent circuit model to the measured data 
and using curve fitting algorithms. Batch fitting operations [189] were performed to fit the model 
to the measured data and the battery parameters extracted and shown in Table. 5. 
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Figure 28: Nyquist plots for different li-ion batteries in coin format under test 
 
 
Table 5: Impedance parameters of characterized li-ion batteries 
Battery 
capacity 
(mAh)  
𝑳 (𝒏𝑯) 𝑹𝒔 (𝜴) 𝑪𝒅𝒍 (µ𝑭) 𝑹𝒄𝒕 (𝜴) 𝒇𝒁 (𝒌𝑯𝒛) 𝒁𝒊𝒏𝒕_𝒎𝒊𝒏 (𝜴) 
Cathode 
chemistry 
100 93.9 4.64 17.7 6.53 146.78 4.18 𝑉2𝑂5 
50 78.0 4.69 13.7 5.12 215.44 4.24 𝑉2𝑂5 
45 56.7 4.01 6.35 7.29 316.23 3.50 𝐿𝑖𝑥𝑀𝑛𝑂𝑦 
30 73.1 3.49 4.71 5.95 316.23 2.75 𝑉2𝑂5 
5.5 74.9 47.22 1.79 176.20 464.16 37.32 𝐿𝑖𝑥𝑀𝑛𝑂𝑦 
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 It is seen from Table 5 that the battery with the smallest capacity had the largest ohmic and charge 
transfer resistances. As expected, 𝐶𝑑𝑙 is also small due to smaller electrode area. 𝐶𝑑𝑙 increases as 
battery capacity increases. 
 
The experimental test setup is shown in Fig. 29. The proposed pulse charging algorithm and the 
benchmark CC-CV charging method were used to charge a Panasonic VL series 3 V 100 mAh li- 
ion battery with a chemical composition of vanadium oxide for cathode and lithium alloy for anode 
with a non-aqueous solvent for electrolyte [190]. The two charging techniques were also used to 
charge a Panasonic ML series 3 V 45 mAh li-ion battery with a chemical composition of 
manganese composite oxide as cathode and lithium aluminum alloy as anode with a non-aqueous 
solvent for electrolyte [190]. 
 
 
 
Figure 29: Experimental setup for testing designed pulse charger 
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Both batteries were charged at a charge rate of 0.1 C based on their specifications. For the 100 
mAh and 45 mAh li-ion batteries, the charge current for the constant current stage in the CC-CV 
charging technique and the effective pulse charging current was 10 mA and 4.5 mA respectively. 
The batteries were then subjected to a depth of discharge (DoD) of 100% at a discharge rate of 
0.1C, i.e. 10 mA for the 100 mAh li-ion battery and 4.5 mA for the 45 mAh li-ion battery, after 
resting for an hour. The rest period is needed to ensure chemical reactions in the battery reach 
equilibrium. For a fair comparison, these charge and discharge currents were used for all 
experiments. 
 
Charging at 𝑓𝑍𝑚𝑖𝑛will decrease energy losses in the battery and improve battery charge efficiency. 
From Table 5 and Fig. 27, the  𝑓𝑍𝑚𝑖𝑛 of the 100 mAh and 45 mAh li-ion batteries was determined 
to be 146.8 kHz and 316.2 kHz, respectively. The minimum impedance 𝑍𝑖𝑛𝑡_𝑚𝑖𝑛 at these 
frequencies were 4.18 Ω and 3.50 Ω, respectively. With these frequencies obtained, the battery 
could then be subjected to the proposed pulse charging algorithm, i.e. charge phases switching 
from fast to slow charge duty cycles of 75% and 25%, respectively. Fig. 30 shows the 100 mAh 
li-ion battery charge voltage vs charge time for different pulse frequencies, including 𝑓𝑍𝑚𝑖𝑛. This 
was compared with the CC-CV charging algorithm. Fig. 31 shows the 45 mAh li-ion battery charge 
voltage vs charge time for different pulse frequencies, including 𝑓𝑍𝑚𝑖𝑛. This was also compared 
with the CC-CV charging algorithm.  
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Figure 30: Proposed pulse charging algorithm vs CC-CV for a 100 mAh li-ion battery 
 
 
 
Figure 31: Proposed pulse charging algorithm vs CC-CV for a 45 mAh li-ion battery 
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In terms of charge time, the proposed pulse charging algorithm reduced charge time by 37% and 
16% for the 100 mAh and 45 mAh li-ion batteries, respectively. Charge efficiency was improved 
by 3.2% in each case when the proposed pulse algorithm was used. The pulse charging algorithm 
was tested at other frequencies, 50 kHz and 500 kHz, other than 𝑓𝑍𝑚𝑖𝑛 to determine the impact of 
charging frequencies on battery charging time and efficiency. The battery ac impedance at 50 kHz 
and 500 kHz were, 3.8 Ω and 3.6 Ω, and 4.5 Ω and 4.4 Ω for the 45 mAh and 100 mAh Li-ion 
batteries, respectively and results recorded in Tables 6 and 7. It is clear from these tables that using 
the proposed pulse charging algorithm operating at the frequency at which the battery ac 
impedance is minimum produced the best battery charge efficiency. 
 
 
Table 6: Summary of experimental results for 100 mAh li-ion battery 
Parameter 100 mAh 
Charge profile CC-CV Pulse 
Charge frequency (kHz) n/a 50 𝒇𝒁𝒎𝒊𝒏 500 
Charge time (min) 83 47 52 38 
Charge efficiency (%) 89.24 89.15 92.39 89.98 
Charging battery surface temperature change (oC) +0.31 -0.81 -0.37 +0.44 
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Table 7: Summary of experimental results for 45 mAh li-ion battery 
Parameter 45 mAh 
Charge profile CC-CV Pulse 
Charge frequency (kHz) n/a 50 𝒇𝒁𝒎𝒊𝒏 500 
Charge time (min) 90 74 76 56 
Charge efficiency (%) 94.59 83.91 97.86 85.88 
Charging battery surface temperature change (oC) +0.5 -0.38 -0.5 +0.38 
 
 
The battery surface temperature during charging was monitored using a high accuracy temperature 
sensor placed in direct contact with the battery as demonstrated in the approach described in [191]. 
The change in battery temperature was evaluated based on the maximum and minimum surface 
temperatures attained by the battery during charge.  It is also important to note that in terms of 
battery surface temperatures during charging, a higher temperature rise was observed during the 
CC-CV charging. Both charging techniques exhibited a decrease in battery surface temperature 
during the initial stages of charging but it was more profound when using the proposed pulse 
charging algorithm as shown in Fig. 32 and Fig. 33. This decrease in temperature was due to the 
endothermic chemical reactions in the battery [192], [193]. In CC-CV charging, the continuous 
increase in surface battery temperature was due to an increase in concentration polarization [193], 
but in the case of using the proposed pulse charging algorithm, the battery initially cooled down 
during the fast phase of charging. 
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Figure 32: 100 mAh battery surface temperature for both pulse charging at 𝑓𝑍𝑚𝑖𝑛 vs CC-CV 
 
 
 
Figure 33: 45 mAh battery surface temperature for both pulse charging at 𝑓𝑍𝑚𝑖𝑛 vs CC-CV 
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4.3.3.1 Summary of experimental results 
Tables 5 and 6 have summarized the experimental results comparing both the proposed pulse 
charging algorithm and the benchmark CC-CV charging algorithm. From these experimental 
results, it has been shown that the proposed pulse charging algorithm, which switches from a high 
duty cycle (fast charge phase), to a low duty cycle (slow charge phase) to account for increased 
battery polarization voltage, performs much better than the CC-CV charging, when charging at 
𝑓𝑍𝑚𝑖𝑛. In terms of charge time, the proposed pulse charging algorithm charged 100 mAh and 45 
mAh li-ion batteries in 52 and 76 minutes, respectively, when compared to the CC-CV charging 
algorithm, which charged the batteries in 83 minutes and 90 minutes, respectively. This 
represented a charge time reduction of 37.35% and 15.56% for the 100 mAh and 45 mAh batteries, 
respectively. Battery charge efficiencies were also improved by 3.15% and 3.27%, respectively, 
when compared with the proposed charging algorithm.  
 
Charging at frequencies other than 𝑓𝑍𝑚𝑖𝑛, resulted in poor charging efficiencies, especially for the 
45 mAh battery. Since impedance is minimum at 𝑓𝑍𝑚𝑖𝑛 and increased at all other frequencies, it 
can be deduced that there are much greater energy losses in the battery at other frequencies, other 
than 𝑓𝑍𝑚𝑖𝑛. At 50 kHz and 500 kHz, the battery charge efficiency reduction was 13.95% and 
11.98%, respectively, for the 45 mAh li-ion battery. Thus, the frequency at which pulse charging 
is performed is important and must be carefully chosen. 
 
In terms of charge time, the proposed pulse charging algorithm produced faster charge times when 
compared to the CC-CV charging algorithm across the measured frequencies. This suggests that 
in order to perform fast charging, one can use the pulse charging algorithm, as the rest periods in 
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between the pulses allows effective ion movement, and prevention of dendrite formation. 
However, for better battery charge efficiency, the pulse charging algorithm has to operate at 𝑓𝑍𝑚𝑖𝑛. 
 
The proposed pulse charging algorithm implemented on an IC has been verified through 
experiments and compared with the benchmark CC-CV charging algorithm. The proposed 
charging system produced better battery charge efficiencies and charge times, and hence its 
application in an IoT device will ensure the faster charging of device li-ion batteries and much 
better battery charge efficiency. 
4.4 The need for searching for optimal pulse charging parameters 
Many previous pulse chargers, including the proposed pulse charger discussed in the preceding 
sections, have used varying pulse charge current parameters, i.e. duty cycle, frequency, and 
amplitude. Depending on the 𝐼𝑝𝑘, 𝐷, and 𝑓 used, and also the temperature at which the battery is 
charged at, the output performance metrics, battery energy and charge efficiencies and charge time, 
will vary. This was experienced in Tables 6 and 7 with different frequencies giving different 
results. The battery impedance parameters can even vary depending on the level of the pulse charge 
current parameters, and this impacts the life cycle of the battery. It is therefore important to find 
the pulse charge current parameters and parameter levels that has the greatest impact on the 
aforementioned output performance metrics. To determine this will provide circuit designers the 
options to maximize or minimize one output performance metric with respect to the other, or seek 
a way to optimize all output performance metrics within a reasonable performance range 
depending on the application. For example, in applications where fast charging is of utmost 
importance and charge efficiciency is not a performance metric that is really needed, circuit 
designers can choose the 𝐼𝑝𝑘, 𝐷, and 𝑓 that will result in the fastest charge time. Therefore, by 
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knowing these pulse charge current parameters and their impact on output performance metrics, 
optimum battery performances can be achieved. 
 
In order to obtain these optimal pulse charge current parameters and also determine their impact 
on battery performance, optimization techniques will have to be used. One way to determine these 
optimal parameters is to test all possible combinations, but this will increase manufacturing costs 
and consume time. It is, therefore, important to use these optimization techniques to determine 
which pulse charging current parameters and levels have the greatest impact on output 
performance metrics, such as  𝜂𝐵𝐸 ,  𝜂𝐵𝐶 , and 𝑡𝑐 , and at the same time predict the performance of 
the pulse charger when dealing with manufacturing quality variability across batteries. 
 
This work proposes the use of a partial factorial design of experiments (DoE) method to determine 
the optimal pulse charging parameters to maximize battery charge and energy efficiencies while 
reducing charge time. This technique can be applied to different battery capacities to obtain 
optimal charge parameters. This search for optimal pulse charging conditions was rendered 
manageable by employing design of experimental approaches and the Taguchi orthogonal arrays 
(OA) specifically. Section 5 will therefore introduce the concept of DoE and the Taguchi OA 
design process. 
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5. TAGUCHI ORTHOGONAL ARRAYS 
 
Experiments are conducted to investigate the performance of systems, determine the effects of 
certain parameters, test a hypothesis, or even analyze certain parameter variables effect on the 
system. Every experiment will have input factors, output responses, control factors, and 
uncontrollable factors. This is shown in Fig. 34. 
 
 
 
Figure 34: A typical system undergoing an experiment 
 
 
Input factors are variables that can be controlled to impact the output performance of a system. 
Input factors could have various levels or values and are independent of the output response. The 
output responses, however, are dependent on the input, control factors, and uncontrollable factors, 
such as process variations, system noise, and manufacturing variabilities. It is sometimes needed 
to determine how the output responses are impacted by the input, control factor levels, and 
uncontrollable factors.  
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Statistical design of experiment are therefore different methods that can be used to evaluate how 
different factors or parameters at different levels influence the output of a system simultaneously. 
DoE was first introduced in the 1920s by Sir. R. Fisher to determine the optimum conditions to 
produce the best crops [194]. By using statistical methods, predictive information about systems 
can be obtained. By using DoE methods, minimal experimental runs are needed leading to a 
reduction in cost and time. 
 
Each experiment can be visualized as a one-dimensional (1-D), two-dimensional (2-D), three-
dimensional (3-D), or 4-onwards (hypercube) depending on the number of input factors in the 
system. Fig. 35 shows a pictorial representation of a system, undergoing a factorial design, with 3 
inputs factors. The corners of the cube each represent an experimental run, taking into account the 
input factor levels. By using statistical DoEs, the number of runs, order of runs, and levels of 
factors can be optimized.  
 
 
 
Figure 35: Pictorial representation of an experimental system with three input factors 
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DoE can be classified into three groups [195]. They are 
• Interaction or factorial designs: With factorial design, all possible combinations of the 
control factors and levels are accounted for. This can result in a large number of 
experimental runs. There are sometimes interactions between factors and interaction 
designs seeks to quantify and analyze the extent of these interactions.  
• Screening designs: These are used to eliminated system factors and levels that are 
insignificant to the output response of a system. 
• Response surface designs: These are used to optimize the output responses based on input 
factors and their levels. The curvature effects of these inputs are also measured and can be 
used to determine what factors and levels can maximize or minimize a certain output 
response variable.  
 
DoE generally follow the flow chart shown in Fig. 36. The objective of the experiment must first 
be clearly defined, i.e. maximization or minimization of a certain output response. Input factors 
and their levels must be carefully chosen to meet the objective of the experiment. Uncontrollable 
factors should also be identified and incorporated into the design such that they are accounted for. 
An appropriate DoE method that matches with the objective of the experiment should be chosen. 
Experiments are then run according to the designed DoE and results recorded. Software packages 
could then be used to analyze these results and conclusions can be drawn after interpretation of the 
results to determine if the chosen DoE method met the objectives of the experiment. The common 
types of DoE methods are: full factorial design, fractional factorial design, Plackett-Burman, 
Taguchi orthogonal array (OA), and Box-Behnken. Taguchi OA will be used in this work to find 
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optimal factor levels for pulse charge current and determine the impact of pulse charging 
parameters on the output performance metrics, 𝜂𝐵𝐸 , 𝜂𝐵𝐶 , and 𝑡𝑐. 
 
 
 
Figure 36: General procedure for a DoE flow chart 
 
 
5.1 Overview of Taguchi orthogonal arrays 
Taguchi OA is one of the DoE methods for a robust experimental design named after Genichi 
Taguchi [196]. Taguchi OA focuses on achieving optimal settings for a series of control factors by 
the implementation of a limited number of experiments. It produces a balanced experiment where 
different levels of different factors are given an equal chance during the experiment’s design and 
hence are weighted equally. This method is used to test how sensitive the output response of a 
system is to a set of control factors at different levels. Taguchi OA uses a balanced partial factorial 
design method to reduce the number of experiments needed. Even though the number of 
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experiments are reduced, it has been proven that results from OA designs are comparable to that 
of full factorial designs [197], [198]. 
 
Taguchi OA has been successfully applied in the field of RF [199], electromagnetics [198], 
packaging [200], and power electronics [201]. Dudhe et al used Taguchi OA design process to 
optimize the parameters involved in designing a bulk acoustic wave (BAW) resonator for wireless 
applications [199]. Weng et al also demonstrated the use of Taguchi OA in the field of 
electromagnetics to design a linear antenna array. By employing Taguchi OA design process, they 
were able to obtain the optimal antenna pattern and frequency response of the microstrip band stop 
filter used in their work [198]. Kim et al [201] used the robustness property of the Taguchi OA to 
reduce the effects of manufacturing tolerances on the cogging torque for permanent synchronous 
motors.  
5.2  Design and analysis of Taguchi OA 
Taguchi OA design process is a three-step approach consisting of system design, parameter design, 
and tolerance design [202]. System design refers to the design of a model, machine, process, 
circuit, or prototype by understanding what is needed and what is expected; parameter design is 
recognizing the different variables or factors that will impact the design of the system and reduce 
the impact of disturbances on the system; and tolerance design refers to taking into account 
unpredictable parameters which can impact the design of the system.  
 
Taguchi OA takes into account the factors that can be controlled, which are referred to as the inner 
array factors, and that which cannot be controlled, i.e. outer array factors. Fig. 37 shows the 
pictorial cube representation from Fig. 35 with a three-factor inner array and a two-factor outer 
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Figure 37: Pictorial representation of a Taguchi OA with 3 factor inner array and 2 factor outer 
array 
 
 
array. The three factor inner array results in 23 experimental runs (corners of the cube) and at each 
corner, the outer arrays are considered [203]. This results in a total of 32 experiments. 
 
 A typical OA is shown in Table 8 where 𝑌 is the output response of the system. The OA can be 
expressed in the format 𝐿𝑥𝐴
𝑍, where 𝐿 stands for Latin square, 𝑥 is the number of rows in the 
array, corresponding to the number of experiments, 𝐴 corresponds to the columns which represent 
the different levels of each factor, and 𝑧 is the number of factors, i.e., control variables. Mixed 
level designs consisting of an additional 𝑌 factor at 𝐵 levels can be expressed as 𝐿𝑥(𝐴
𝑧𝐵𝑌). 
Standard Taguchi OAs have been described in [204] and shown in Table 9. The designed array is 
always orthogonal, indicating the number of factor levels in each column occur the same number 
of times, therefore it is balanced. To evaluate the results obtained by running experiments 
according to the OA design, Genichi Taguchi recommended the use of signal-to-noise ratios (𝑆/𝑁) 
[202]. These signal-to-noise ratios are 
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Table 8: Typical orthogonal array 
 
 
 
 
 
 
 
 
 
where ?̅? = 𝑛−1∑ 𝑌𝑖𝑗𝑖   and 𝑣
2 = (𝑛 − 1)−1∑ (𝑌𝑖𝑗 − ?̅?)
2
𝑖 ; 𝑖 and 𝑗 refer to the output response in 
the 𝑖𝑡ℎ row and 𝑗𝑡ℎ column, and 𝑛 is the number of experiments. The larger-the-better 𝑆/𝑁 is used 
when the maximization of the output response is preferred. The smaller-the-better 𝑆/𝑁 is for when 
the output response should be minimized and the nominal-the-best 𝑆/𝑁 is when a fixed or target 
value is desired.  
 
𝐿 
Factors 𝒀 
𝑭𝟏 𝑭𝟐  𝑭𝒏 𝒀𝒂  𝒀𝒎 
𝟏 
𝐴𝑛 
𝒀𝒂𝟏  𝒀𝒎𝟏 
𝟐 𝒀𝒂𝟐  𝒀𝒎𝟐 
 
 
 
 
𝒙 𝒀𝒂𝒙  𝒀𝒎𝒙 
𝑆
𝑁
=
{
 
 
 
 
 
 −10 log (𝑛−1∑𝑌𝑖𝑗
−2
𝑖
)   𝑙𝑎𝑟𝑔𝑒𝑟 − 𝑡ℎ𝑒 − 𝑏𝑒𝑡𝑡𝑒𝑟
 −10 log (𝑛−1∑𝑌𝑖𝑗
2
𝑖
)  𝑠𝑚𝑎𝑙𝑙𝑒𝑟 − 𝑡ℎ𝑒 − 𝑏𝑒𝑡𝑡𝑒𝑟
−10 log (
?̅?2
𝑣2
)                         𝑁𝑜𝑚𝑖𝑛𝑎𝑙 𝑖𝑠 𝑡ℎ𝑒 𝑏𝑒𝑠𝑡
 
(31) 
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Table 9: Standard Taguchi orthogonal arrays [204] 
OA size 
Number of 
rows 
Maximum 
number of 
factors 
Maximum number of columns at levels shown 
2 3 4 5 
𝑳𝟒 4 3 3 – – – 
𝑳𝟖 8 7 7 – – – 
𝑳𝟗 9 4 – 4 – – 
𝑳𝟏𝟐 12 11 11 – – – 
𝑳𝟏𝟔 16 15 15 – – – 
𝑳𝟏𝟔
′
 16 5 – – 5 – 
𝑳𝟏𝟖 18 8 1 7 – – 
𝑳𝟐𝟓 25 6 – – – 6 
𝑳𝟐𝟕 27 13 31 13 – – 
𝑳𝟑𝟐 32 31 1 – 9 – 
𝑳𝟑𝟐
′
 32 10 11 – – – 
𝑳𝟑𝟔 36 23 3 12 – – 
𝑳𝟑𝟔
′
 36 16 1 13 – – 
𝑳𝟓𝟎 50 12 1  – 11 
𝑳𝟓𝟒 54 26 63 25 – – 
𝑳𝟔𝟒 64 63 – – 21 – 
𝑳𝟔𝟒
′
 64 21 – – – – 
𝑳𝟖𝟏 81 40 – 40 – – 
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5.3  Design example using Taguchi OA 
The discussed Taguchi OA design will be applied to an arbitrary example. Suppose it is needed to 
determine the impact of certain factors, type of deposition, time, and temperature, on the yield of 
ICs in an IC fabrication center. The objective is to find the factor levels that will maximize this 
yield. Table 10 can be constructed to show the factors and the factor levels. 
 
 
Table 10: Design scenario example factors and factor levels 
Factors 
Factor levels 
1 2 
A. Deposition type Scattering Electroplating 
B. Temperature(oC) 25 45 
C. Time (min) 1 4 
 
 
From Table 10, there are three factors with each factor at two levels. Using the standard arrays 
table in [204] and summarized in Table 9, the best OA is 𝐿4. This design can thus be expressed as 
𝐿42
3. The experimental table is shown in Table 11. A, B, and C are the input factors shown in 
Table 10. The different levels have been coded as 1 and 2 per Table 10. The output response that 
is recorded is yield and the objective is to determine the impact of the factors on the yield of ICs 
in the fabrication center. It can be seen from Table 11 that the array is balanced since the number 
of factor levels occur the same number of times. 
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Table 11: 𝐿4 OA showing experimental runs 
Experiment 
number 
A B C Output (Yield) 
1 1 1 1 95% 
2 1 2 2 90% 
3 2 1 2 98% 
4 2 2 1 91% 
 
 
Analysis of means (ANOM) can also be used to determine the factor level effects. This is achieved 
by calculating the mean of the yield due to each level of the factors investigated. For example, the 
mean yield due to the factor deposition type at level 1, i.e. scattering, 𝐴1, is 
The mean yield due to the factor temperature at level 1, i.e. 25oC, 𝐵1, is 
The rest of the means can be calculated and plotted in Fig. 38. The signal-to-noise ratio, the larger-
the-better, shown in (31) can also be used to determine the impact of a factor level on the yield. 
The larger-the-better 𝑆/𝑁 is used since the objective is to maximize the yield. The 𝑆/𝑁 is shown 
in Fig. 39. From Fig. 38 and Fig. 39, it can be seen that electroplating, 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 = 25𝑜𝐶, and 
𝑡𝑖𝑚𝑒 = 4 𝑚𝑖𝑛𝑢𝑡𝑒𝑠, have the most impact on the yield.  
 
 
𝐴1 =
1
2
(95 + 90) = 92.5% 
(32) 
𝐵1 =
1
2
(95 + 98) = 96.5% 
(33) 
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Figure 38: Main effects plot for yield 
 
 
 
Figure 39: 𝑆/𝑁 (larger-the-better) for factor levels 
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By using Taguchi OA design, there is no need to perform a full factorial design as the analyzed 
results from the OA is comparable to a full factorial design. It has been demonstrated that by using 
Taguchi OA DoE method, the impact of factor levels on an output response can be determined. 
Further analysis, such as the analysis of variance, can also be performed to determine which factor 
has the most impact on an output response. The Taguchi OA design approach will be used in 
determining the optimal pulse charge current parameters that will result in a reduced charge time 
and increased battery charge and energy efficiencies.  
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6. THE SEARCH FOR OPTIMAL PULSE CHARGING PARAMETERS2 
 
To get the benefits of pulse charging, the pulse charge current characteristics, duty cycle, 
amplitude, and frequency, must be properly selected. Depending on the selected values of these 
characteristics, the output performance metrics, battery charge and energy efficiencies, charge 
time, and life cycle will be different. From section 4.2, previous pulse chargers used varying levels 
of frequency and duty cycles. Chen [166] used charge frequencies equal to the frequency at which 
the impedance is at minimum and 50% duty cycles [168]. Other works have also used varying duty 
cycles [167], [180] and frequencies [180] during pulse charging. Purushothaman and Landau [181] 
proposed charging at 75% duty cycle because any additional rest time of the charge pulses will 
contribute to increased charge time. It is apparent that there is a need to find the optimal charge 
parameters for pulse charging based on an optimization method in order to maximize charging 
efficiency and reduce charge time. It is also important to determine which factors and factor levels 
have the most impact on certain output responses and using this information can tune output 
responses to fit particular applications. Taguchi OAs will be used to determine optimal pulse 
charge current parameters for different application specific optimized output responses. The 
proposed technique can be applied to different battery capacities to obtain optimal charge 
parameters for different applications. 
6.1 Previous li-ion battery charging works using Taguchi OA 
Taguchi OAs have been used in the field of li-ion battery charging [205], [206]. Wang et al [205] 
                                                 
2 Part of this section is reprinted with permission from "Search for Optimal Pulse Charging Parameters for Li-ion 
Polymer Batteries Using Taguchi Orthogonal Arrays," J. M. Amanor BOADU, A. Guiseppi-Elie and E. Sanchez-
Sinencio, IEEE Transactions on Industrial Electronics (Early access), pp. 1-1. Copyright [2018] by IEEE. 
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proposed a fuzzy based Taguchi method to search for an optimal rapid charging pattern based on 
a multi stage constant current (MSCC) method for Li-ion batteries. The MSCC method is based 
on the premise that the charge current reduces progressively from one stage to another. By using 
the measured 𝑆/𝑁, larger-the-better for discharged capacity and smaller-the-better for charge time, 
as inputs to the fuzzy algorithm, the cost-benefit function of the li-ion batteries could be determined 
and the parameters that result in the maximization of this function can be determined. A five-stage 
constant current charging algorithm is used and current in each stage is used as the input factor for 
the Taguchi OA. Each of these five factors had three levels, therefore 𝐿18(2
1 ∗ 37) OA was 
selected for the experiments. The output responses were evaluated and optimal charging pattern 
obtained. By using the optimal charging pattern for the five-stage constant current, battery charge 
efficiency was increased by 0.58% when compared to the CC-CV method. Liu and Luo [206] 
proposed a global optimization technique based on Taguchi OA to search for optimal charging 
patterns for li-ion batteries. They also proposed a five-stage constant current charging pattern and 
used each stage current as the control factor, similar to Wang et al [205]. Each control factor was 
evaluated at three levels. The output responses from the Taguchi OA experimental runs were 
evaluated and the optimal charging pattern determined. By using these optimal settings, the battery 
charge efficiency was increased by an average of 0.83% when compared with the CC-CV charging 
algorithm. These previous works using Taguchi OA to determine the optimal settings for the 
MSCC charging method will be compared with the results from using pulse charging operating 
with the optimal pulse charge current parameters that is obtained using Taguchi OA.  
6.2 Search for optimal pulse charging parameters 
A Taguchi design process involves the design of the system, the parameter design, and tolerance 
design. In this work, the system is the charger, the design parameters are i) the duty cycle of the 
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pulses, ii) the frequency at which the pulse charger operates, and iii) the ambient temperature at 
which the li-ion battery is charged. Tolerance design could refer to statistical deviations in battery 
impedance parameters across different batteries. This work has been presented in [33]. Fig. 40 
shows the flow chart of the proposed method for searching for the optimal parameters for pulse 
charging using Taguchi OA modeling and analysis.  
 
 
  
Figure 40: Proposed method for search of pulse charging optimal parameters 
 
 
6.2.1 Characterization of li-ion polymer batteries 
Before the Taguchi OA is designed, it is important to characterize the batteries under test. This can 
be done by performing EIS. The ac impedance spectrum of the batteries under test must first be 
determined. In this work, EIS was performed on 18 new 600 mAh 3.7 V batteries with similar 
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electrochemical properties to determine the frequency at which battery impedance is minimized. 
The chemical composition of the batteries consisted of a graphite anode, lithium cobalt oxide 
cathode, lithium hexafluorophosphate electrolyte, and a microporous film blend of polypropylene 
and polyethylene for the separator [207]. These batteries were used for all experiments, i.e. both 
CC-CV and pulse charging techniques. The Bode and Nyquist impedance plot of LiPo batteries 
under test is shown in Fig. 41. By fitting the Randles equivalent circuit with inductance and 
constant phase element, the battery impedance parameters can be extracted from the Nyquist plots 
and the probability density function (PDF) of these parameters plotted to show manufacturing 
variabilities. The statistical deviations of 𝐿, 𝑄𝑑𝑙, 𝑅𝑐𝑡, 𝑅𝑠, and α across the population size, i.e. 
batteries under test, were fitted using probability distributions and plotted in Fig. 42. The extracted 
mean values of the impedance parameters of the batteries under test are shown in Table 12. 
 
 
 
Figure 41: Bode and Nyquist impedance plot of LiPo batteries under test 
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Figure 42: PDFs for extracted LiPo batteries under test impedance parameters 
 
 
Table 12: Extracted mean values of the impedance parameters of the batteries under test 
𝑹𝑺(𝜴) 𝑸𝒅𝒍(𝑭𝒔
𝜶−𝟏) 𝜶 𝑹𝒄𝒕(𝜴) 𝑳(µ𝑯) 
0.124 0.696 0.494 0.133 0.139 
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6.2.2 Taguchi OA model design 
After the characterization of the batteries, the Taguchi OA model design was then initiated to 
determine the optimal parameters for charging.  Fig. 43 illustrates the following steps involved in 
the model design.  
 
 
 
Figure 43: Taguchi OA model design procedure 
 
 
6.2.2.1 Control factors identification and level determination 
Different pulse charging parameters or factors will result in different battery charger performances. 
For parameter design, it is important to select the factors and factor levels that will impact the 
output responses. The factors that can be controlled during pulse charging are duty cycle, D, 
frequency, f, of the charge current pulses, the amplitude of the charge current, and the ambient 
temperature at which the battery is charged, T. For a fair comparison to the CC-CV charging 
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method, a charge current of 0.5C was used for all charging methods, hence the amplitude of the 
pulse charge current is not used as a control factor. The amplitude will be examined when 
comparing different charge rates and its effects on the battery 𝜂𝐵𝐸 , 𝜂𝐵𝐶 , and 𝑡𝑐 will be evaluated. 
The duty cycle levels were selected based on the pulse charger circuit, which had duty cycles 
ranging from 20% to 80%. Therefore, the maximum, minimum, and midpoint of the pulse charger 
duty cycle range was chosen, and hence the levels for the duty cycle were chosen to be 20%, 50%, 
and 80%. Selection of frequency levels was based on the change in 𝑍𝑖𝑛𝑡 across the EIS spectrum. 
As frequency reduced, there was much more significant change in 𝑍𝑖𝑛𝑡 compared to frequencies 
above the 𝑓𝑍𝑚𝑖𝑛. This is evident in Fig. 41. Six frequency levels, 0.1 kHz, 1 kHz, 6 kHz, 𝑓𝑧𝑚𝑖𝑛_𝑎, 
50 kHz, and 100 kHz, were chosen based on the change in impedance of 100 mΩ across the 
measurement frequency range as shown in Fig. 41. Taguchi OA is beneficial in this case as all 
factor levels do not need to be evaluated to determine which factor level has the most impact. The 
statistical methods from Taguchi OA analysis is comparable to full factorial designs [198]. The 
ambient temperature at which the battery is charged also has an impact on 𝜂𝐵𝐸  , 𝜂𝐵𝐶 , and 𝑡𝑐. To 
evaluate the extent of this impact, the temperature levels were set at 0 ℃, 23 ℃, and 45 ℃. The 
factors and their levels are shown in Table 13. Level 4 of 𝑓 is 𝑓𝑍𝑚𝑖𝑛_𝑎, the mean value of 𝑓𝑍𝑚𝑖𝑛 of 
the batteries under test. The OA design is described in step 3, section 6.2.2.3. 
6.2.2.2 Tolerance design 
Tolerance design parameters were determined to be the impact of process parameters during 
manufacturing on battery impedance parameters. Fig. 44 shows the PDF for the minimum ac 
battery impedance 𝑍𝑖𝑛𝑡 and the 𝑓𝑍𝑚𝑖𝑛 of the batteries under test. Since these manufacturing 
differences cannot be controlled in the experimental design, the search for optimal values must be 
able to account for and accommodate these variations. 
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Table 13: Factors levels under test 
Factor 
Levels 
1 2 3 4 5 6 
𝑫 0.2 0.5 0.8 – – – 
𝑻(℃) 0 23 45 – – – 
𝒇 (𝒌𝑯𝒛) 0.1 1 6 12.6 50 100 
 
 
 
Figure 44: PDF for |Zintmin| and 𝑓𝑍𝑚𝑖𝑛 of batteries under test 
 
 
6.2.2.3 OA size selection 
Based on three control factors, with two factors at three levels, i.e. duty cycle and the temperature 
at which the battery is charged at, and the last factor, frequency, at six levels, the mixed level OA 
was chosen to be 𝐿36(3
2𝑋61) and shown in Table 14.  The OA was designed such that it was 
balanced, i.e., all the factor levels appear in the array for an equal number of times. 
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Table 14: L36(3
2X61) Orthogonal array 
 Factors   Factors 
No 𝑻 𝑫 𝒇  No 𝑻 𝑫 𝒇 
1 2 1 4  19 1 3 4 
2 3 3 1  20 1 2 3 
3 3 1 5  21 1 1 2 
4 3 1 3  22 1 1 1 
5 3 2 6  23 2 1 6 
6 1 3 4  24 1 2 3 
7 1 1 1  25 3 2 6 
8 3 3 2  26 2 1 6 
9 2 2 2  27 2 3 5 
10 1 1 2  28 3 1 5 
11 1 2 5  29 2 3 3 
12 3 2 4  30 2 2 1 
13 2 3 5  31 1 2 5 
14 3 2 4  32 1 3 6 
15 3 3 2  33 3 1 3 
16 3 3 1  34 2 2 2 
17 2 2 1  35 2 3 3 
18 2 1 4  36 1 3 6 
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6.2.2.4 Conduction of experiments 
The OA design resulted in the total number of experiments being equal to 36. The charging and 
discharging of the LiPo batteries were both performed at charge/discharge rate of 0.5C in a 
controlled temperature chamber. The charging pulse parameters were applied at the specific 
temperatures per Table 14. The battery energy and charge efficiencies were evaluated using (1) 
and (2) and charge time was recorded. 
6.2.2.5 Data analysis 
Analysis of the evaluated results were used to determine the optimal factor levels to maximize 
battery charge and energy efficiencies while minimizing charge time. By using the objective 
function, the optimal factors that minimize battery charge time and maximize battery charge and 
energy efficiencies can be determined. The effects of factor levels on the output responses, 𝜂𝐵𝐶 , 
𝜂𝐵𝐸 , and 𝑡𝑐, can be evaluated from the differences of the average 𝑆/𝑁 for the output responses 
corresponding to these levels and the overall mean. Effects of factor level, 𝑛, can be calculated 
using (34). 
where 𝐴𝐿𝑛 is the effect of factor level 𝑛 on the output response, 𝑌𝑗, 𝑛𝐿𝑛 is the number of output 
responses corresponding to level 𝑛, and 𝑖𝐿𝑛 refers to the rows corresponding to level 𝑛 responses 
only. The effects of the factors on the output responses can also be determined by the 
decomposition of their variance and computation of sum of squares. Sum of squares due to factor 
𝑛 can be expressed as 
𝐴𝐿𝑛 = (
1
𝑛𝐿𝑛
∑𝑌𝑖𝐿𝑛𝑗
𝑖𝐿𝑛
) − ?̅? 
(34) 
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6.2.2.6 Optimal parameters evaluation 
Optimal parameters were then obtained from these analyses and used to run confirmation tests 
for verification and validation. 
6.2.3 Pulse charger design 
A pulse charger was designed such that the duty cycle could be changed without affecting 
frequency and vice versa. Fig. 45 shows the circuit diagram of the designed pulse charger. The 
pulse charger will take its voltage input from a current limited wall adapter, 𝑉𝑖𝑛, and pulse the 
charge current through the pass transistor, 𝑀𝑝, into the battery. The duty cycle and the frequency 
at which 𝑀𝑝 is operated is controlled by the duty cycle-frequency adjuster circuit (DC-FAC). 
When a battery, serving as a device under test load, was placed in the circuit, the voltage detector 
and fuel gauge determine if the battery is fully charged or not. If it is fully charged, the pulse 
charger is switched off, otherwise, the DC-FAC is activated. The 𝑅 input of the latch is low initially 
since 𝑉1+ < (𝑉1− = 2/3𝑉𝑖𝑛) for 𝑅1 = 𝑅2 = 𝑅3. The output, 𝑄, goes high for 𝑉2+ > 𝑉2−. 𝐶𝑓 
charges through 𝐷𝑐 with a timing resistance of 𝑅𝑜 + 𝑅𝑑_𝑟𝑖𝑔ℎ𝑡 + 𝑅𝑥𝑐 + 𝑅𝐷𝐶, where 𝑅𝑑_𝑟𝑖𝑔ℎ𝑡 is the 
resistance to the right of the variable resistor and 𝑅𝐷𝐶 is the resistance of the diode. When 𝑉𝐶𝑓 
reaches 2/3𝑉𝑖𝑛, the 𝑅 input of the latch goes high, 𝑄 is reset to 0, starting the discharge phase of 
𝐶𝑓 through 𝐷𝑑, 𝑅𝑥𝑑, 𝑅𝑑_𝑙𝑒𝑓𝑡, and 𝑅𝑜, where 𝑅𝑑_𝑙𝑒𝑓𝑡 is the resistance to the left of the variable 
resistor. By varying the values of 𝑅𝑑_𝑙𝑒𝑓𝑡 and 𝑅𝑑_𝑟𝑖𝑔ℎ𝑡, the duty cycle of the pulse charge current 
can be changed.  
𝑆𝑆𝐹𝑛 =∑(𝑛𝐿𝑛 ∙ (
1
𝑛𝐿𝑛
∑𝑌𝑖𝐿𝑛𝑗
𝑖𝐿𝑛
− ?̅? )
2
)
𝐿𝑛
 
(35) 
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Figure 45: Pulse charger schematic 
 
 
Since 𝐶𝑓 is charged to only 2/3𝑉𝑖𝑛, the time constant during charging is 𝑇𝑐ℎ𝑎𝑟𝑔𝑒 = 0.7 ( 𝑅𝑜 +
1/(2𝑅𝑑  ) +  𝑅𝑥𝑐)𝐶𝑓 and the time constant during discharging is 𝑇𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑒 = 0.7 ( 𝑅𝑜 +
1/(2𝑅𝑑  ) +  𝑅𝑥𝑑 )𝐶𝑓. The frequency, 𝑓, is, therefore, equal to  1/1.4( 𝑅𝑜 + 1/(2𝑅𝑑  ) +  𝑅𝑥𝑑)𝐶𝑓). 
𝑀𝑝 will be pulsed at the set frequency and duty cycle. A simulation showing the pulse charger 
waveforms during operation is shown in Fig. 46. The 𝐸𝑛𝑑 𝑐ℎ𝑎𝑟𝑔𝑒 signal goes low when the 
battery voltage reaches 4.1V.  LiPo batteries are sensitive to overcharge and any sort of overcharge 
can potentially damage the battery. To prevent overcharge and ensure safety, two methods of 
charge termination were implemented. A battery fuel gauge was used to track the state of charge 
(SoC) of the battery and a voltage detector to track the battery voltage to prevent battery 
overvoltage conditions. The fuel gauge terminates charging when SoC reaches 100%, while the 
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voltage detector was set at 4.1V per battery data sheet specifications [207]. The current sensor was 
used to monitor the charge current. 
 
 
 
Figure 46: Designed pulse charger waveforms 
 
 
6.3 Experimental results 
The experimental setup is shown in Fig. 47. A Gamry Instruments Interface 1000E 
Potentiostat/Galvanostat/Zero Resistance Ammeter was used to determine the impedances of the 
batteries under test across a frequency range of 0.1 Hz to 100 kHz. This is shown in Fig. 41. The 
average 𝑍𝑖𝑛𝑡𝑚𝑖𝑛 was found to be 129 mΩ with an error margin of 0.18% across the minimum 
frequency range. The 𝑓𝑍𝑚𝑖𝑛 of the batteries was determined to be at 12.6 kHz. The frequency 
information obtained from the EIS, together with the duty cycle of the pulse charger was used to 
select the levels of the factors to be used in the Taguchi OA design and analysis. The ambient 
temperature at which the battery was charged was also taken into consideration. Charge and 
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discharge cycles were performed per Table 14 and results recorded in Table 15.  
 
 
 
Figure 47: Experimental test setup for searching for optimal pulse charger parameters for LiPo 
batteries 
 
 
Based on the results of the analysis, any output response can be maximized or minimized 
depending on the application. Depending on the application, charge time would be of much more 
concern than charge efficiency, hence appropriate optimal values to reduce charge time can be 
selected. The objective of this work was to determine the factor levels that maximize  𝜂𝐵𝐶  and 𝜂𝐵𝐸  
and minimize 𝑡𝑐 of LiPo when undergoing pulse charging. By evaluating the output responses 
shown in Table 15 using (35), ANOVA, the factor with the largest contribution to the total sum of 
squares can be determined. Duty cycle was found to make the largest contribution to all three 
output responses, 61.1% to 𝜂𝐵𝐸 , 61.8% to 𝜂𝐵𝐶 , and 68.0% to 𝑡𝑐. The frequency of operation of the 
pulse charger made the next largest contribution to 𝑡𝑐. The temperature at which the battery was  
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Table 15: Output responses of Taguchi OA experiment 
 Outputs   Outputs 
No 𝜼𝑩𝑪(%) 𝜼𝑩𝑬(%) 𝒕𝒄(𝒎𝒊𝒏)  No 𝜼𝑩𝑪(%) 𝜼𝑩𝑬(%) 𝒕𝒄(𝒎𝒊𝒏) 
1 83.8 75.0 45.3  19 86.4 77.5 47.0 
2 95.2 88.5 134.9  20 84.9 88.3 103.4 
3 69.5 62.7 66.4  21 100.0 68.7 60.8 
4 83.5 75.3 52.8  22 78.2 21.8 45.5 
5 84.8 78.7 99.0  23 24.7 62.2 101.9 
6 100.0 89.9 96.2  24 69.3 88.8 63.9 
7 28.4 26.2 167.5  25 100.0 91.5 43.1 
8 68.6 64.1 141.2  26 100.0 69.2 78.9 
9 100.0 90.4 87.4  27 76.8 92.3 54.8 
10 47.8 42.3 41.5  28 100.0 67.6 95.8 
11 78.9 68.8 62.7  29 74.9 62.3 62.8 
12 100.0 95.1 91.9  30 68.3 92.1 120.8 
13 94.2 88.1 122.2  31 100.0 88.4 84.2 
14 100.0 92.4 82.2  32 100.0 53.2 60.3 
15 100.0 92.2 112.5  33 60.0 84.8 106.6 
16 100.0 92.9 111.0  34 94.7 80.7 48.0 
17 100.0 92.1 68.4  35 87.7 92.4 100.7 
18 83.8 76.9 45.3  36 100.0 84.1 95.3 
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charged contributed 20.5%, 24.7%, and 2.2% to 𝜂𝐵𝐶 , 𝜂𝐵𝐸 , and 𝑡𝑐.  These analyses help the designer 
with what factors to pay more attention to in relation to a specific output performance metric. 
Evaluating (31) and (34) using the output responses in Table 15, the optimal factor levels can be 
determined and plotted in Fig. 48 and Fig. 49. 
 
 
 
Figure 48:Main factor effects for output response using ANOM 
 
 
From these figures, it is possible to see the behavior of the system across the different factors and 
their levels. Both ANOM and 𝑆/𝑁 evaluations produced similar trends. For example, analyzing 
the trend of charge time across temperature, using the smaller-the-better 𝑆/𝑁, since the reduction 
in charge time is important, Fig. 49 produced a similar trend to Fig. 48. 
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Figure 49: Main factor effects for output response using 𝑆/𝑁 
 
 
The factor levels that have the greatest impact on the LiPo battery output performance metrics can 
also be determined form these figures. The factor levels that correspond to the greatest impact on 
 𝜂𝐵𝐶  and 𝜂𝐵𝐸  are 𝑓 = 12.6𝑘𝐻𝑧 (𝑓𝑍𝑚𝑖𝑛), 𝐷 = 0.5, and 𝑇 = 45 ℃. Among these, 𝑓 and 𝐷 exhibit 
the greatest impact, also determined using ANOVA. Charging at 𝑓𝑧𝑚𝑖𝑛 minimizes energy losses, 
thereby increasing  𝜂𝐵𝐶  and 𝜂𝐵𝐸 . In terms of the ambient temperature at which the battery was 
charged, as a general rule of thumb the rate of reaction doubles for every 10°C rise in temperature 
[208]. However, there was less than 3% change in  𝜂𝐵𝐶  and 𝜂𝐵𝐸  in going from 23 ℃ to 45 ℃. The 
factor levels that had the greatest impact on  𝑡𝑐 were 𝑓 = 6𝑘𝐻𝑧 , 𝐷 = 0.2, and 𝑇 = 23℃. It can 
definitely be seen that for only reduction in charge time, the optimized factor levels are different 
from that obtained if the objective is higher battery charge or energy efficiency. With battery 
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charge and energy efficiencies and charge time having different optimal factor level values, the 
user can determine which output responses are paramount and select that which is suitable for the 
application. In this work, high efficiency is important as the discharge of the battery, such as usage 
of a cell phone, can be prolonged after charging. Operating the pulse charge at 20% duty cycle and 
6 kHz results in very poor 𝜂𝐵𝐸 . The difference in charge time is +10 minutes and + 15% for 𝜂𝐵𝐸  
when comparing charging at 𝑓 = 6𝑘𝐻𝑧 , 𝐷 = 0.2, 𝑇 = 23 ℃ to charging at 𝑓 =
12.6 𝑘𝐻𝑧 (𝑓𝑧𝑚𝑖𝑛), 𝐷 = 0.5, 𝑇 = 45 ℃. Across frequency, 𝑓𝑧𝑚𝑖𝑛 produced the best  𝜂𝐵𝐶  and 𝜂𝐵𝐸 . 
This is evident in Fig. 48 and 49. By using S/N ratios (31), the larger-the-better for  𝜂𝐵𝐶 and 𝜂𝐵𝐸  
and the smaller-the-better for 𝑡𝑐, the factor level effects can also be seen in Fig. 49. Regarding the 
ambient temperature at which the battery is charged, charging at 0 ℃ produced poor  𝜂𝐵𝐶  and 𝜂𝐵𝐸  
and longer charge time. This is due to the reduced mobility of the Li+ at that temperature.  
 
A confirmation experiment was run at 𝑓𝑍𝑚𝑖𝑛 across various duty cycles and is presented in Fig. 
50. This confirms what was previously observed in Fig. 48, i.e., charge time increases with 𝐷, and 
maximum 𝜂𝐵𝐸  occurs at 𝑓𝑍𝑚𝑖𝑛. The increase in 𝑡𝑐 as the duty cycle increased was due to the LiPo 
battery not having enough rest between pulses for effective ion redistribution, thereby contributing 
to concentration polarization and preventing the maximum charge from being absorbed. 
 
Using the optimal factor levels of 𝑓 = 12.6 𝑘𝐻𝑧 (𝑓𝑧𝑚𝑖𝑛) and 𝐷 = 0.5 to maximize  𝜂𝐵𝐶  and 𝜂𝐵𝐸 , 
the pulse charge method was compared with the CC-CV charge method across temperature at a 
charge and discharge rate of 0.5C and results shown in Fig. 51. The batteries were allowed to rest 
for about an hour, to ensure equilibrium of chemical reactions, and then discharged at a rate of 
0.5C. Across all output responses, pulse charging produced better results. These improvements are  
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Figure 50:  ηBC,  ηBE, tc  vs D 
 
 
 
Figure 51: CC-CV charge method vs Pulse charge method (50% duty cycle, fZmin) 
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Table 16: Charge improvement - Pulse charge vs CC-CV at 0.5C charge rate 
Output 
responses 
Charge method 
CC-CV Pulse Improvement 
𝜼𝑩𝑬 (%) 86.6 97.9 11.3% increase 
𝜼𝑩𝑪(%) 98.4 99.9 1.5% increase 
𝒕𝒄 (𝒎𝒊𝒏) 135.0 70.7 47.6% reduction 
 
 
summarized in Table 16 for a charge rate of 0.5C. The confirmation results were parsed out for 
𝑇 = 23 ℃, since most portable devices are used at room temperature. These results are shown in 
Fig. 52. Fig. 51 and Fig. 52 confirm the trends indicated in Fig. 48, for example, concerning charge 
time, i.e. charging at room temperature produced the minimum charge time. The longer charge 
time of the CC-CV charge method is due to the CV stage where a decreasing charge current was 
used to prevent overcharging. It is observed that  𝜂𝐵𝐸   for both charging methods in Table 16 are 
lower than  𝜂𝐵𝐶 . This is attributed to the voltage efficiency of the battery, the ratio of the average 
battery discharge voltage to the average battery charge voltage [209], [210], which is affected by 
polarization and ohmic losses. From Fig. 7, 𝑉𝑏𝑎𝑡𝑡 will be higher during charging and lower during 
discharging. Using the proposed pulse charging method reduced these losses contributing to a 
much higher  𝜂𝐵𝐸  when compared to the benchmark method. 
 
Compared with [205] and [206], where they used Taguchi based approach for MSCC, this work 
produced a better charge efficiency improvement when compared with the CC-CV charge method, 
a 1.5% increase compared to a 0.58% increase in [205] and 0.83% increase in [206]. 
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Figure 52: CC-CV vs Pulse at room temperature (23℃) at 0.5C charge rate 
 
 
Table 17: Output responses at the different charge rates 
Output 
responses 
1C 2C 
CC-CV Pulse CC-CV Pulse 
𝜼𝑩𝑬 (%) 83.0 90.6 85.4 79.8 
𝜼𝑩𝑪(%) 91.1 99.2 88.9 96.1 
𝒕𝒄 (𝑚𝑖𝑛) 79.7 33.5 66.8 19.8 
 
 
The proposed pulse charging method operating at selected optimal parameters was also compared 
with the CC-CV charge method at the charge rates of 1C and 2C. In the CC-CV charging method, 
the CC phase charge current was 600 mA and 1200 mA with respect to the charge rates of 1C and  
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Figure 53: Battery charge curves at different charge rates  
 
 
 
Figure 54: Battery surface temperature during charging at different charge rates 
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2C. Table 17 summarizes these results. Fig. 53 shows the battery charging voltage vs charge time 
curves at different charge rates. Fig. 54 shows the battery surface temperature characteristics 
during charging for the two charging methods at different charging rates. It is noticed that across 
all the different charge rates, the proposed pulse charging method produced a much faster charge 
time but at a slightly higher battery surface temperature when compared to the CC-CV method. 
 
At a charge rate of 2C, the proposed pulse charger produced a charge time reduction of 70.4% but 
at a rapidly increasing battery surface temperature as shown in Fig. 54. Pulse charging at higher 
rates, 1C and above, means the battery is subjected to higher peak charge current amplitudes 
according to (17). At a 2C charge rate, the battery is subjected to a peak charge current of 2400mA, 
i.e. 4C in terms of charge rate. The battery can be subjected to overvoltage conditions which results 
in early charging termination to prevent damage to the battery. A consequence of this early 
charging termination is the reduced discharge capacity of the battery, i.e. limited usage time of the 
battery. At high charging rates, the life cycle of the battery can be negatively impacted [211] and 
drastically reduced. It is not advisable to subject the battery to such high peak currents, even though 
temperature rise is reasonable.  
 
Observing the battery surface temperature during charging at the different charge rates, there was 
an initial drop in the battery surface temperature during charging. This was due to the endothermic 
reactions [193], [212] at the beginning of charging, which then becomes overwhelmed with other 
sources of heat as charging continues and hence, the increase in temperature. The higher 
temperature rise is more noticeable at the charge rates of 1C and 2C. Although this temperature 
rise is within the Japan Electronics and Information Technology Industries Association (JEITA) 
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guidelines for battery charging safety in the standard temperature range [213], shown in Fig. 55, 
the increased charge rate can lead to reduced battery life cycle [211].  
 
 
 
Figure 55: JEITA guidelines for li-ion battery charging 
 
 
By using the pulse charger at the obtained optimal settings,  𝜂𝐵𝐶  and 𝜂𝐵𝐸  improved by 1.5% and 
11.3% respectively, and charge time was reduced by 47.6% at a charge rate of 0.5C. Additionally, 
at a charge rate of 1C,  𝜂𝐵𝐶  and 𝜂𝐵𝐸  improved by 8.1% and 7.6% respectively, and charge time 
was reduced by 58.0%.  
6.4 Summary 
A new technique to experimentally search for the optimal parameters for the pulse charging of a 
LiPo battery by using Taguchi orthogonal arrays has been proposed [33]. This approach can be 
extended to both large battery capacities, such as those used in electric vehicles, and smaller battery 
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capacities, such as those used in portable electronic applications. This technique provides the 
optimal parameters that maximize battery charge and energy efficiencies while decreasing charge 
time. The approach can also be extended to select factors and factor levels that maximize or 
minimize any preferred output performance metric. The design of the Taguchi OA, the 
experimental procedure, the design of the pulse charger, and analysis of the output responses data 
have been presented in the preceding sections. The optimal parameters for the pulse charging of a 
3.7V 600 mAh LiPo battery was determined to be 50% duty cycle, which gives an equal time for 
the battery to absorb and redistribute charge efficiently, a frequency equal to the frequency at 
which the minimum ac impedance of the battery occurs, which minimizes the energy losses in the 
battery, and room temperature, which is ideal for most applications. When compared with the 
benchmark CC-CV charge method, operating the pulse charger at these parameters increased 
battery energy and charge efficiencies by 11.3% and 1.5% respectively, and decreased charge time 
by 47.6%.  This work has demonstrated that by using the methods presented herein, optimal 
parameter values of a pulse charger can be determined. 
 
Determination of these relevant parameters is important for optimal operation of the charger. It is 
also important to determine the impact of the pulse charge current parameters on the battery 
impedance parameters over time and the battery life cycle. This can also be achieved by using the 
Taguchi OA design method. 
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7. THE IMPACT OF PULSE CHARGING PARAMETERS ON LI-ION POLYMER 
BATTERY LIFE CYCLE 
 
The optimal parameters for obtaining a certain preferred output response have been determined by 
employing a DoE approach, Taguchi OA. This has been described in section 6 and also presented 
in [33]. After obtaining these optimal parameters, it is important to determine how they impact the 
battery characteristics, i.e. battery impedance parameters and life cycle. Determining the life cycle 
of batteries, which is impacted by battery impedance parameters, is important as it gives relevant 
information about whether using a particular charging system or algorithm results in a reduced life 
cycle. This information can help determine the cost (frequent replacement of batteries leads to 
increased cost), performance of systems being powered by the batteries, and necessary 
implementation of safe guards to ensure continued system operation. 
7.1 Techniques for determining the impact of charging parameters on batteries 
To determine the impact of charging parameters on the life cycle of the battery, it is important to 
use techniques that give relevant information about the battery characteristics. These techniques 
can be classified as destructive and non-destructive [214].  
 
Destructive techniques involve disassembling the battery to investigate the current state of its 
internal components, in terms of structure, chemical composition, and morphology. These 
techniques can be used to determine how different charging methods have impacted SEI formation 
[215], electrode morphology and structure [216], [217], dendrite depositions [218], [219], 
separator [220], and electrolyte degradation [221], [222]. Investigation of these battery internal 
components can be performed using scanning electron microscopy (SEM) [214], [216], [217], 
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[219], [223], atomic force microscopy (AFM) [215], [221], X-ray diffraction (XRD) [223]-[226], 
Raman microscopy [221], [224], and electron probe microscopic analysis (EPMA) [227], of which 
SEM is the most popular.  
 
Non-destructive techniques do not involve the disassembling of the battery and have been known 
to be popular ways for determining the battery impedance and performance across its life cycle. 
These techniques include cyclic voltammetry [94], [225], [227], impedance measurements, 
charge-discharge tests, and impedance spectroscopy [228], of which impedance spectroscopy is 
the most popular [229]. In this work, a combination of different non-destructive techniques will 
be used to characterize the battery aging, in effect its life cycle and the impact on battery impedance 
parameters.  
 
By using the Taguchi OA design method described in section 6 in combination with regression 
analysis, the factors and factor levels that have the greatest impact on the life cycle of the battery 
can be determined. The impact of the pulse charge current duty cycles and the ambient temperature 
at which the battery is charged are also investigated. The results of these evaluations are compared 
with the benchmark CC-CV charging method. 
7.2 Overall experimental test configuration 
The overall system test setup is shown in Fig. 56. The batteries under test are placed in a 
temperature chamber, TestEquity model 107 [230], and experiments conducted according to Table 
14. The recorded results were analyzed and the regression analysis performed. The pulse charging 
of the batteries was performed at 0.5C to ensure a fair comparison with the CC-CV charging 
algorithm, which was also performed at 0.5C. The pulse charger designed to conduct the  
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Figure 56: Experimental setup for determining impact of pulse charging parameters on LiPo 
batteries 
 
 
 
Figure 57: Pulse charger design for conducting experiments 
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experiments is shown in Fig. 57. The op-amp, through its negative feedback and characterisitcs, 
ensures that the applied unipolar pulse wave input is present at the source of the transistor, 𝑇𝑝, and 
hence a pulse current is generated whose average value will depend on 𝑅𝑠𝑒𝑡. This pulse charge 
current is then applied to the battery under test in the temperature chamber. 
 
After each charging cycle, the batteries under test subsequently underwent a DOD of 100% after 
resting for an hour. 438 cycles were performed in total. Battery impedance characteristics were 
measured by performing an EIS using a Versastat Potentiostat [188] and the Nyquist plots analyzed 
by using the Simplex method [105] for curve fitting to obtain battery impedance parameters. 
Battery capacity measurements were also performed. 
7.3 Experimental results and observations 
The impact of pulse charge duty cycles and the ambient temperature at which the battery is charged 
on the battery impedance parameters will be investigated. The life cycle of batteries subjected to 
both pulse and CC-CV charging will be also be analyzed.  
7.3.1 The impact of charging characteristics on battery impedance parameters 
By fitting the Randles equivalent circuit with constant phase element to the obtained curves from 
the EIS, battery impedance parameters, 𝑄𝑑𝑙 , 𝑅𝑐𝑡, and 𝑅𝑠, of the batteries subjected to pulse 
charging were obtained. The trend of these parameters across the number of charge and discharge 
cycles was analyzed and plotted in Fig. 58 and Fig. 59. This trend was also compared with that 
obtained from batteries subjected to the CC-CV charging algorithm. 
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Figure 58: 𝑅𝑠+𝑅𝑐𝑡 vs number of charge and discharge cycles at 100% DoD 
 
 
 
Figure 59: 𝑄𝑑𝑙 vs number of charge and discharge cycles at 100% DoD 
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In general, battery impedance parameters increase as the number of charge and discharge cycles 
increase. This increase in impedance may be due to electrolyte decomposition, increase in surface 
film growth, reduction in active materials [225], [227], [229], [231], and other effects that are 
produced due to various side chemical reactions. These side reactions usually occur at the 
electrode/electrolyte interface [229]. These result in different degradations at the anode and 
cathode. Cathode degradation can arise from structural changes that occur during charge and 
discharge cycles while anode degradation can arise from increase in surface film growth (SEI) 
[232]. A combination of these degradation mechanisms can be examined using EIS, from which 
the battery impedance parameters can be obtained.  
 
The battery impedance parameters, 𝑄𝑑𝑙, 𝑅𝑐𝑡, and 𝑅𝑠, that were obtained from performing EIS, 
were observed to increase as the number of cycles increased for both charging algorithms. Fig. 58 
and Fig. 59 are further separated using ambient temperature as a criterion and shown in Fig. 60 
and Fig. 61. From Fig. 58 and Fig. 60, battery 𝑅𝑐𝑡 + 𝑅𝑠 values were much higher at 0 
oC. This is 
due to the limited movement of Li+ in the electrolyte and diffusion into the electrodes at that 
temperature. This also affects the capacity of the battery. LiPo batteries subjected to pulse charging 
at 0 oC demonstrated larger 𝑅𝑐𝑡 + 𝑅𝑠 values when compared to that of batteries subjected to CC-
CV. At the 50th cycle mark, LiPo batteries subjected to pulse charging had impedances that were 
15% higher than the batteries subjected to CC-CV. This difference became more profound as the 
cycle number increased. At room temperature, 23oC, the 𝑅𝑐𝑡 + 𝑅𝑠 was comparable across batteries 
subjected to both pulse and CC-CV charging algorithms. At 45oC, batteries subjected to CC-CV 
had much lower values of 𝑅𝑐𝑡 + 𝑅𝑠 than that subjected to pulse charging. 
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Figure 60: 𝑅𝑠+𝑅𝑐𝑡 vs number of charge and discharge cycles at 100% DoD separated at different 
temperatures 
 
 
 114 
 
 
Figure 61: 𝑄𝑑𝑙 vs number of charge and discharge cycles at 100% DoD separated at different 
temperatures 
 
 
In comparing batteries subjected to pulse charging in terms of evaluating the impact of duty cycles 
on 𝑅𝑐𝑡 + 𝑅𝑠, pulsing at duty cycles of 20% and 80% resulted in increased resistance values. 
Batteries subjected to pulse charging at 50% duty cycles presented much lower 𝑅𝑐𝑡 + 𝑅𝑠 values 
and at 23oC; pulsing at 50% resulted in a much lower 𝑅𝑐𝑡 + 𝑅𝑠 when compared with batteries 
subjected to CC-CV at 23oC, a 3.6% reduction at the 50th cycle.  
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From Fig. 59 and Fig. 61, 𝑄𝑑𝑙 also increased as cycle number increased. This increase is due to 
the continuous growth of the surface film, which results in higher dielectric constants [228]. 
Observing this parameter across temperature for batteries subjected to both charging algorithms, 
cycling at room temperature resulted in smaller 𝑄𝑑𝑙 values. 
 
 
 
Figure 62: 𝑍𝑚𝑖𝑛 vs number of charge and discharge cycles at 100% DoD 
 
 
To fully characterize the impact of charging parameters on the life cycle or aging of the LiPo 
battery, it is prudent to evaluate its impedance at one single frequency [228]. The battery 
impedance, 𝑍𝑚𝑖𝑛, evaluated at 𝑓𝑧𝑚𝑖𝑛, obtained from section 6, was plotted across the number of 
charge and discharge cycles for batteries subjected to both pulse and CC-CV charging. This is 
shown in Fig. 62 and separated into three different groups according to temperature in Fig. 63. 
Similar to the previously discussed obtained battery parameters, 𝑍𝑚𝑖𝑛 increased with the number 
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of charge and discharge cycles. Batteries subjected to pulsing at a duty cycle of 50% at room 
temperature had similar 𝑍𝑚𝑖𝑛 values when compared to batteries subjected to CC-CV at that same 
temperature, a 4 mΩ difference at the 50th cycle. 𝑍𝑚𝑖𝑛 values at 0
oC were generally higher. In 
terms of evaluating 𝑍𝑚𝑖𝑛 with respect to duty cycles, batteries subjected to 50% duty cycles mostly 
had lower 𝑍𝑚𝑖𝑛 values at 0
oC and 45oC. CC-CV charged batteries had lower 𝑍𝑚𝑖𝑛 at 0
oC and 45oC 
when compared with pulsed charged batteries. 
 
 
 
Figure 63: 𝑍𝑚𝑖𝑛 vs number of charge and discharge cycles at 100% DoD separated by 
temperature 
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7.3.2 The impact of charging characteristics on battery life cycle 
In general, as the number of charge and discharge cycles increased, battery capacity decreased. 
The rate of decrease depends on the ambient temperature at which the battery is charged, charging 
voltage [233], charging and discharging current, and usage levels. It was observed from the 
experimental results that there was an initial increase in battery capacity at higher temperatures, 
i.e. 45oC, but that resulted in a corresponding decrease in life cycle. This increase in capacity is 
due to the enhanced kinetics of the intercalation and deintercalation of Li+ [229]. Taking advantage 
of temperature, which affects battery life cycle noticeably, accelerated aging of the LiPo batteries 
was performed to compare the impact of the CC-CV charging algorithm and the pulse charging 
algorithm with optimal parameters (50% duty cycle and 𝑓𝑧𝑚𝑖𝑛) on the life cycles of the batteries. 
At higher temperatures, the batteries experienced capacity fade much faster [234] than lower 
temperatures. This accelerated degradation is due to changes in the morphology of the SEI, 
breakdown of the SEI, or growth of inorganic byproducts of side reactions that limit the kinetic 
movement of Li+ [229]. This accelerated aging process for the LiPo batteries under test is plotted 
in Fig. 64. The expected behavior at room temperature can be estimated from how the batteries 
behave under an accelerated aging process. Pulsing at 50% and 𝑓𝑧𝑚𝑖𝑛 resulted in about an extra 
100 cycles when compared with CC-CV. 
 
The impact of ambient temperature on the life cycle of batteries subjected to CC-CV was also 
investigated. This is shown in Fig. 65. Charging at 45oC resulted in a drastic decrease in capacity 
when compared to charging at 0oC and 23oC.  
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Figure 64: Accelerated aging of LiPo batteries subjected to pulsing at optimal parameters and 
conventional CC-CV algorithm 
 
 
 
Figure 65: Life cycle of batteries subjected to CC-CV charging algorithm 
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Table 18: Output evaluated responses 
 Factors   Factors 
No 𝑳𝑪 𝑹𝒔(𝜴) 𝑹𝒄𝒕(𝜴) 𝑸𝒅𝒍(𝑭𝒔
𝒂−𝟏)  No 𝑳𝑪 𝑹𝒔(𝜴) 𝑹𝒄𝒕(𝜴) 𝑸𝒅𝒍(𝑭𝒔
𝒂−𝟏) 
1 583 0.8604 0.08091 0.4006  19 873 0.9420 0.16680 0.7160 
2 370 0.8680 0.09468 0.4020  20 308 0.9100 0.15500 1.1040 
3 239 0.9200 0.09845 0.7010  21 438 0.9020 0.10390 0.3350 
4 421 0.9200 0.09845 0.7010  22 360 0.9020 0.10390 0.3350 
5 763 0.8590 0.12000 0.9167  23 295 0.8604 0.08091 0.4006 
6 446 0.9420 0.16680 0.7160  24 214 0.9100 0.15500 1.1040 
7 213 0.9020 0.10390 0.3350  25 755 0.8590 0.12000 0.9167 
8 258 0.8680 0.09468 0.4020  26 250 0.8604 0.08091 0.4006 
9 545 0.8589 0.06816 0.4180  27 486 0.9000 0.08174 0.6160 
10 303 0.9020 0.10390 0.3350  28 408 0.9200 0.09845 0.7010 
11 512 0.9100 0.15500 1.1040  29 377 0.9000 0.08174 0.6160 
12 388 0.8590 0.12000 0.9167  30 828 0.8589 0.06816 0.4180 
13 309 0.9000 0.08174 0.6160  31 871 0.9100 0.15500 1.1040 
14 311 0.8590 0.12000 0.9167  32 401 0.9420 0.16680 0.7160 
15 215 0.8680 0.09468 0.4020  33 593 0.9200 0.09845 0.7010 
16 268 0.8680 0.09468 0.4020  34 396 0.8589 0.06816 0.4180 
17 434 0.8589 0.06816 0.4180  35 393 0.9000 0.08174 0.6160 
18 456 0.8604 0.08091 0.4006  36 408 0.9420 0.16680 0.7160 
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7.3.3 Impact of pulse charge current factors and factor levels on battery characteristics 
Having determined how the battery impedance parameters are affected by pulse and CC-CV 
charging algorithms, and also how batteries subjected to both algorithms perform under 
accelerated charging, it is important to determine the factors and factor levels, shown in Table 13, 
that impact the aging or life cycle of the battery. In order to determine this, the Taguchi OA 
approach is used. The same design approach detailed in section 6 is used and charge-discharge 
cycles are performed according to Table 14. The impedance parameters were reevaluated by using 
EIS and Simplex curve fitting algorithm after the aging process and the impedance parameters 
obtained are recorded in Table 18. Battery life cycles (𝐿𝐶) were also estimated by using regression 
analysis and recorded in Table 18. By using S/N ratios (31), the larger-the-better for life cycle 
tests, and the smaller-the-better for battery impedance parameters and ANOM, Fig. 66 and Fig. 67 
can be obtained. It can be deduced from Fig. 66 that the factor levels that resulted in a longer 
battery life cycle were 𝑓 = 12.6𝑘𝐻𝑧 (𝑓𝑍𝑚𝑖𝑛), 𝐷 = 0.5, and 𝑇 = 23 ℃.  
 
 
 
Figure 66: Pulse charging factors and factor level impact on battery life cycle 
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Figure 67: Pulse charge current factor effects on battery impedance parameters 
 
 
Fig. 67 shows the main factor effects for the battery impedance parameters. Pulse charging at room 
temperature resulted in lower battery impedance parameters. In terms of pulse charge current duty 
cycles, the battery impedance parameters each behaved differently. For example, the duty cycle 
factor level that resulted in a lower 𝑅𝑠 value was 50% while that for 𝑅𝑐𝑡 was 20%. To determine 
what factor has a significant impact on the battery life cycle and impedance parameters, the 
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ANOVA table has to computed from Table 18 by using the sum of squares (SS) expressed in (35). 
The ANOVA tables are shown in Table 19 and Table 20. 
 
 
Table 19: ANOVA table for battery life cycle 
Life cycle 
Factor DoF Sum of squares  Mean square Contribution to SS 
𝑫 2 152562 76281 57.52% 
𝒇 5 105460 21092 39.76% 
𝑻 2 7221 3611 2.72% 
Total - 265243 - - 
 
 
The degrees of freedom (DoF) associated with each factor is indicated in Table 19 and Table 20. 
The mean square (𝑠𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠/𝐷𝑜𝐹) of each factor is also shown in the tables. From Table 
19, it can be deduced that the duty cycle has the largest influence on the total sum of squares, 
contributing 57.52%. This means that the chosen duty cycle of the pulse charge current matters for 
the battery life cycle. Improper selection of the duty cycle can result in batteries with shorter life 
cycles. The next biggest contribution was determined to be the frequency at which the pulse charge 
current operated. This is understandable as pulsing at the frequencies at which the battery 
impedance is minimal results in less heating losses, improving the life cycle of the battery. 
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Table 20: ANOVA table for battery impedance parameters 
𝑹𝒔(Ω) 
Factor DoF Sum of squares  Mean square Contribution to SS 
𝑫 2 0.004654 0.002327 18.43% 
𝒇 5 0.007104 0.001421 28.13% 
𝑻 2 0.013494 0.006747 53.44% 
Total  0.025252   
𝑹𝒄𝒕(Ω) 
Factor DoF Sum of squares  Mean square Contribution to SS 
𝑫 2 0.003193 0.001596 8.92% 
𝒇 5 0.007084 0.001417 19.79% 
𝑻 2 0.025525 0.012762 71.30% 
Total  0.035802   
𝑸𝒅𝒍(𝑭𝒔
𝒂−𝟏) 
Factor DoF Sum of squares  Mean square Contribution to SS 
𝑫 2 0.70633 0.35317 31.83% 
𝒇 5 1.12199 0.2244 50.56% 
𝑻 2 0.39094 0.19547 17.62% 
Total  2.21926   
 
 
 124 
 
From Table 20, many inferences can be made as to which factors affect which battery impedance 
parameter the most. The ambient temperature at which the battery was charged contributed 
significantly to the battery impedance parameters, 𝑅𝑐𝑡, and 𝑅𝑠, while the frequency at which the 
battery was pulsed at contributed the second largest portion to the sum of squares. Temperature 
does affects the aging rate of the battery with higher temperature leading to early battery aging. 
𝑄𝑑𝑙, however, had frequency contributing the largest amount to the sum of squares, with duty cycle 
contributing the next largest amount.  
 
With this information, different decisions can be made to increase battery life cycle while 
improving battery charge and energy efficiencies and reducing charge time. 
7.3.4 Summary of experimental results 
The influence of pulse charging parameters and ambient temperature at which the battery is 
charged on LiPo battery impedance parameters and life cycle has been determined. Battery 
impedance parameter values increased as the number of charge and discharge cycles increased. 
This is due to the various side chemical reactions that occur in the battery as it ages. The byproducts 
of these reactions impact the battery impedance. Batteries subjected to pulse charging at 50% duty 
cycle at room temperature had lower impedance values compared to batteries subjected to CC-CV 
at the same temperature. Results from the accelerated aging of the battery indicated that pulse 
charging at the optimal values, 𝑓 = 12.6𝑘𝐻𝑧 (𝑓𝑍𝑚𝑖𝑛) and 𝐷 = 0.5, resulted in an increase of an 
additional 100 cycles when compared to the benchmark method CC-CV. In terms of determining 
which factor and factor levels of the pulse charge current affected the life cycle of the batteries, 
Taguchi OA approach was used. It was deduced that the duty cycle of the pulse charge current 
played a major role in battery life cycle extension, followed by ambient temperature at which the 
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battery is charged. Factor levels corresponding to 𝑓 = 12.6𝑘𝐻𝑧 (𝑓𝑍𝑚𝑖𝑛), 𝐷 = 0.5, and 𝑇 = 23 ℃ 
had the greatest impact on the battery life cycle.  
 
This work has demonstrated the impact of pulse charge current factors and factor levels on the life 
cycle of the battery. Accelerated life cycle tests have also proven that batteries subjected to pulse 
charging at the optimal parameters can result in longer life cycles when compared to batteries 
subjected to the CC-CV charging algorithm. 
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8. CONCLUSION 
 
With consumers of electronic devices seeking faster charging and longer battery runtime, battery 
charging methods are becoming very important. The pulse charging algorithm has been shown to 
be a promising method to obtain better battery charge and energy efficiencies while drastically 
reducing charge time. This work has proposed pulse charger designs based on battery 
characteristics for both portable and IoT applications. 
 
A pulse charger for IoT applications has been presented. This pulse charger design is based on 
altering duty cycles according to battery polarization characteristics. The performance of this 
charging system was verified through experimental results. The proposed pulse charging algorithm 
was used to charge two different li-ion batteries with different cathode chemistries. Experiments 
indicate that charging these batteries at the frequency at which their impedance is minimum 
produced the best battery charge efficiency. The proposed battery charging system produced better 
battery charge efficiencies and charge times when compared with the benchmark CC-CV charging 
technique. A battery charge efficiency improvement of 3.15% and a charge time reduction of 
37.35% was achieved for a 100 mAh li-ion battery. 
 
With pulse chargers having different parameters whose combinations could result in different 
output performance metrics, it was necessary to determine which pulse charge current parameters 
resulted in optimal performance. This work has proposed a new technique to experimentally search 
for the optimal parameters for the pulse charging of a LiPo battery by using Taguchi orthogonal 
arrays.  This approach can be extended to both large battery capacities, such as those used in 
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electric vehicles, and smaller battery capacities, such as those used in portable electronic 
applications. This technique provides the optimal parameters that maximize battery charge and 
energy efficiencies while decreasing charge time. The approach can also be extended to select 
factors and factor levels that maximize or minimize any preferred output response. The design of 
the Taguchi OA, the experimental procedure, the design of the pulse charger, and the analysis of 
the output responses data have been presented. The optimal parameters for the pulse charging of a 
3.7V 600 mAh LiPo battery was determined to be 50% duty cycle, which gives an equal time for 
the battery to absorb and redistribute charge efficiently, a frequency equal to the frequency at 
which the minimum ac impedance of the battery occurs, which minimizes the energy losses in the 
battery, and room temperature, which is ideal for most applications. When compared with the 
benchmark CC-CV charge method, operating the pulse charger at these parameters increased 
battery energy and charge efficiencies by 11.3% and 1.5% respectively, and decreased charge time 
by 47.6%.  This work has demonstrated that by using the methods presented herein, optimal 
parameter values of a pulse charger can be determined.  
 
This work also investigated the impact of pulse charging and its parameters on battery impedance 
parameters and life cycle. By subjecting the batteries under test to accelerated aging processes, 
batteries that were pulse charged at optimal parameters could obtain about 100 more cycles when 
compared to batteries that were subjected to CC-CV charging technique. Battery impedance 
parameter values increased as the number of charge and discharge cycles increased for both pulse 
and CC-CV charged batteries. The duty cycles and ambient temperature at which the battery was 
charged also impacted the battery impedance parameters. 
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8.1 Contributions 
Battery charging is a very important process that must take into account safety, battery 
characteristics, and the expectations of the consumer. In this work, a pulse charger for coin cells 
used in IoT applications has been designed. This pulse charger took into account the battery 
internal chemical processes, i.e. polarization characteristics, to ensure fast charging without 
compromising battery charge efficiencies. A design procedure was established and can be 
implemented by researchers who are interested in the art of pulse charging. 
 
Since the pulse charge current has different parameters or factors which results in different output 
performance metrics, an optimization method where by circuit designers can choose which output 
performance metric to optimize was proposed. This optimization procedure produced results that 
can aid designers choose which pulse charger current factors and factor levels to maximize in order 
to obtain a certain output performance metric. The design procedure that has been presented can 
be replicated for various battery capacities, thereby extending the number of applications the 
proposed optimization technique can be used for. 
 
The life cycle of the battery under pulse charging conditions has also been determined. The factor 
and factor levels that contribute to increased battery life cycle were determined and this 
information can be used by numerous researchers when designing pulse charging systems. 
8.2 Future research direction 
Battery charging is always going to play an important role in the life of the electronic device 
consumer. It will be important to continue developing improved charging methods that focus on 
safety, reduce charging time more drastically, improve battery runtime, and increase the battery 
 129 
 
life cycle. Different battery chemistries, which have much higher energy density levels than li-ion 
batteries, are still under development and it will be important to start developing universal charging 
algorithms that can be used for any battery chemistry. Focus should be placed on safe charging 
while still reducing charge time and increasing efficiencies. 
 
Other potential areas for research include a low power consumption, highly efficient, and small 
form factor in-situ battery characteristics measurement approach that continually monitors the 
battery characteristics and alters battery charging parameters based on the measured results. As 
battery characteristics change as they age, a charging method whereby continuous optimal 
operation is achieved is needed. There is also the potential of integrating a machine learning 
approach where the battery charging system can learn from its usage behavior and alter charging 
parameters in anticipation of the predicted behavior. 
 
The battery charging market is ever evolving and it is important to keep up with this ever-changing 
market. 
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 APPENDIX 
 
The benchmark CC-CV charging algorithms were implemented by various commercial linear and 
switch-mode chargers. The CC-CV algorithm-based chargers used are  
• Microchip MCP73831/2 
• Texas Instruments BQ24271 
• Texas Instruments BQ25100 
Another designed CC-CV based charger used is shown in Fig. A-1. 
 
Figure A-1: Charger for coin cells 
The fuel gauge and coulomb counter for SoC measurements used were Maxim Integrated MAX 
17043 and Analog Devices LTC4150, respectively. The temperature sensor used was Microchip 
Technology MCP9808 digital temperature sensor. 
The experimental test setups are shown in the figures below. A typical charging and discharging 
setup is shown in Fig. A-2, while a battery undergoing an EIS is shown in Fig. A-3. The setups 
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might change depending on what experiment is being performed. The batteries under test are 
always placed in the temperature chamber. 
 
 
Figure A-2: A typical setup for charging and discharging 
 
 
Figure A-3: Battery undergoing EIS 
