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vABSTRACT
Boswell, Jacob A. PhD, Purdue University, August 2015. Prime Saturations and Rees
Algebras of Almost Linearly Presented Ideals. Major Professor: Bernd Ulrich.
Let I be a height two perfect ideal in the polynomial ring k[x1, . . . , xd] satisfying
the Gd condition. Suppose I admits a homogeneous presentation matrix composed
of linear columns except for one column of degree n. In this setting, we give two
descriptions of the ideal A defining the Rees algebra R(I) and if in addition µ(I) =
d+ 1, we give an explicit generating set for A.
In aid of these results, we study saturations in a more general setting. We show
that, with some assumptions, a saturation being a prime ideal attaining its maximum
possible height is a property that can be passed to a smaller saturation. Using this,
we prove that in a polynomial ring over a Cohen-Macaulay ring containing a field, a
saturation being a prime ideal attaining its maximum possible height often implies
that it is a geometric residual intersection.
11. Introduction
Let R be a commutative ring and I ⇢ R an ideal. The ring R(I) = R[It] ⇠=L1i=0 I i is
the Rees algebra of I. If I = (↵1, . . . ,↵m), we construct an R-algebra homomorphism
 : R[T1, . . . , Tm]⇣ R(I) with  (Ti) = ↵it. Then A = ker ( ) is called the defining
ideal of R(I) (or defining equations of R(I)). It is a subring of the polynomial ring
R[t]. The Rees algebra of an ideal is an object of importance that has been studied
for decades. In geometry, it plays the role of blowing up schemes along subschemes
and is used in resolving singularities. The Rees algebra of I has a particularly nice
geometric interpretation if I is an ideal of R = k[x1, . . . , xd], a polynomial ring in
d variables over a field k, and the generators ↵1, . . . ,↵m of I are all homogeneous
polynomials of a fixed degree. Such polynomials give rise to a rational map between
the projective spaces Pkd 1   ! Pkm 1 by mapping p to (↵1(p) : . . . : ↵m(p)). This
is only a rational map since we must avoid the set of common zeros of the ↵i’s. If
  ⇢ Pkd 1 ⇥ Pkm 1 is the graph of this rational map, then the Rees algebra R(I) is
the bi-homogeneous coordinate ring of  , the closure of the graph.
This description of the Rees algebra is of special interest in computer aided geo-
metric design. Curves are usually given to a computer in parametric form, which is
expedient for plotting purposes but makes it di cult to determine whether or not a
given point lies on the curve. For this reason, one wants to know an implicit equa-
tion of the curve, i.e. an equation of the form f(x, y, z) = 0. In this form, checking
whether or not a point lies on the curve amounts to evaluating f at the point. For
instance, a parametric description of a plane curve can be given as x = a, x = b,
z = c for a, b and c in k[s, t] homogeneous of the same degree, by viewing it in the
projective plane. Then an implicit equation must satisfy f(a, b, c) = 0. Those in the
computer aided geometric design community study the set of all such homogeneous
2equations in k[s, t][x, y, z] which is called the moving curve ideal. This turns out to
just be the defining ideal of R(I), where R = k[s, t] and I is the R-ideal I = (a, b, c).
A lot of e↵ort in the study of Rees algebras is placed on finding the defining
equations as they give a representation of the Rees algebra as the quotient of a
polynomial ring. Using this representation we may sometimes study properties such
as Cohen Macaulayness, Gorensteinness, and invariants such as depth, relation type,
and Castelnuovo-Mumford regularity. Unfortunately, finding the defining ideal is
generally quite di cult. Some generators of the defining ideal, however, are always
known.
If   is a presentation matrix for I, that is, there is an exact sequence
Rs
    ! Rm (↵1,··· ,↵m)      ! I ! 0,
the symmetric algebra of I, Sym(I) is the ring R[T1, . . . , Tm]/L where
L = ([T1 · · ·Tm] ·  ). One always has L ⇢ A. If these two ideals are equal, the Rees
algebra and symmetric algebra of I are isomorphic and I is said to be of linear type.
Also, for such a presentation matrix, we may form a Jacobian dual B( ). This is
a matrix with linear entries in R[T1, . . . , Tm] so that
[T1 · · ·Tm] ·   = [x1 · · · xd] · B( ). Using a Cramer’s Rule argument (see Observation
2.6.6) one can see that Id(B( ) ⇢ A, where Id( ) denotes the ideal of d ⇥ d minors
of the matrix B( ). If A = L+ Id(B( )), then A is said to have expected form.
We consider ideals I = (↵1, . . . ,↵m) of the polynomial ring R = k[x1, . . . , xd] in
d variables over a field, that have height two and are perfect, i.e. R/I admits a free
resolution of length two. By the Hilbert-Burch theorem, this resolution takes the
shape
0  ! Rm 1 '   ! Rm (↵1···↵m)     ! R  ! R/I  ! 0
and I = Im 1('), the ideal of m   1 ⇥ m   1 minors of '. We also assume that I
satisfies the Gd condition, which means that µ(Ip)  ht(p) for all prime ideals p with
ht(p) < d.
3In [19] the above setting is studied with the additional assumption that the matrix
' consists entirely of linear entries (we say I is linearly presented). In this paper Morey
and Ulrich use the theory of residual intersections to show that the defining equations
take the expected form.
In [18], Kustin, Polini, and Ulrich study the above setting in k[x, y] where the
matrix ' is linear in every column but the last, which is homogeneous of degree n (we
say I is almost linearly presented). In this case, the G2 condition and being height
two perfect are automatically satisfied by any ideal primary to (x, y). They are able
to explicitly compute the defining equations, which take the expected form only if
n = 1.
The aim of this thesis is to generalize the work of Kustin, Polini, and Ulrich. We
consider height two perfect ideals I = (↵1, . . . ,↵m) in R = k[x1, . . . , xd] satisfying the
Gd condition that are almost linearly presented. A result of Avramov and Herzog [3]
shows that any height two perfect ideal I is strongly Cohen-Macaulay, meaning that
all Koszul homologies for any set of generators of I are Cohen-Macaulay. This, com-
bined with a result of Herzog, Simis, and Vasconcelos [12] shows that the Gd condition
on I implies that I is of linear type on the punctured spectrum. Therefore A is a
saturation of the defining ideal of the symmetric algebra, namely,
A = S1i=1(L : (x1, . . . , xd)i) = L : (x1, . . . , xd)1 (see Observation 4.1.3). This lead us,
in chapter three, to study prime ideals which are saturations in a more general setting.
We prove in a graded, equidimensional, catenary ring that, for homogeneous satura-
tions, the property of being a prime ideal of maximum possible height can be passed
to a smaller saturation. We also prove, in a polynomial ring over a Cohen-Macaulay
ring R containing a field, that a saturation being a prime ideal of maximum height
often implies that it is a geometric residual intersection. This gives an alternative
proof to the result of Morey and Ulrich in [19]. We formally state the main theorem
of this chapter below.
Theorem 1.0.1 (Theorem 3.1.3) Let R be a Cohen-Macaulay local ring contain-
ing a field k and a = a1, . . . , ar an R-regular sequence with r > 0. Let S =
4R[T1, . . . , Tm] with T1, . . . , Tm indeterminates over R and  be an r ⇥ s matrix with
entries in k[T1, . . . , Tm] so that each column consists of homogeneous elements of the
same positive degree. If (a ·  ) :S (a)1 is a prime ideal of height s, then Ir( ) is a
prime ideal of k[T1, . . . , Tm] of height max{0, s  r + 1} and
(a ·  ) :S (a)1 = (a ·  ) :S (a) = (a ·  ) + Ir( ).
Furthermore, (a ·  ) :S (a) is a geometric residual intersection of (a) if s   r.
In the fourth chapter, we give two di↵erent descriptions of the defining ideal. As
A is a saturation in a Noetherian ring, this saturation must stabilize. We prove in
the first section of this chapter that we have A = L : (x1, . . . , xd)n, where n is the
degree of the last column of the presentation matrix '. In the second section of this
chapter, we follow the roadmap given in [18] which is to find a ring A mapping onto
R(I) that has dimension one more than that of R(I). We then give a description
of the defining ideal of R(I) as an A-ideal. Using this, we are able to prove that
the result of section one cannot be improved upon, i.e. that the saturation does not
stabilize earlier. Unlike Kustin, Polini, and Ulrich, we are not able to give, in general,
an explicit generating set for the defining ideal. However, when the minimal number
of generators of I is d+ 1, we give an explicit generating set for A in section three of
this chapter.
In the final chapter of this thesis, we apply the results of chapter four to the setting
of the ideal of a set of points in P2 in generic position, which means that the Hilbert
function for the coordinate ring of the set of points always takes its maximum possible





+1 points in P2 in generic position, the
ideal I(X) is almost linearly presented and the last column of its presentation matrix
has degree two. In particular, for a set X of 11 points in generic position in P2, we
compute the defining ideal of R(I(X)).
52. Preliminaries
In this chapter we give definitions and results that will be needed for the remainder
of the thesis. Throughout, R is a Noetherian ring and I = (↵1, . . . ,↵m) is an R-ideal.
2.1 Gd conditions and ideals of minors
Definition 2.1.1 ([1]) Let d 2 N. An ideal I is said to satisfy the Gd condition if
µ(IP )  ht P for all P 2 V (I) with ht P  d  1. An ideal I is said to satisfy G1 if
it satisfies Gd for all d 2 N.
Recall that   is called a presentation matrix for an ideal I if there is an exact
sequence Rs
   ! Rm  ! I  ! 0. When such a presentation matrix for I is known,
the Gd condition is a condition on the heights of the ideals of minors of  . Note that
Ii( ) denotes the ideal of i⇥ i minors of  .
Definition 2.1.2 ([8, 20.4]) Let   be an r ⇥ s matrix with entries in R and M =
coker  . The ith Fitting ideal of M , FittiM , is defined to be the R-ideal Ir i( ).
The convention is followed that Ii( ) = R if i  0 and Ii( ) = 0 if i > min{r, s}.
Fitting ideals are also sometimes called Fitting invariants as they depend only on the
module M , and not on the particular presentation. The number of generators of a
module and the Fitting ideals of the module are related to each other in a nice way.
Proposition 2.1.3 ([8, 20.6]) If (R,m) is local, then M can be generated by i ele-
ments if and only if FittiM = R. In general,
V (FittiM) = {P 2 Spec(R) | µ(MP ) > i},
where µ(MP ) is the number of elements in a minimal generating set of MP .
6Corollary 2.1.4 An ideal I with presentation matrix   satisfies the Gd condition if
and only if ht FittiI   i+ 1 for all 1  i  d  1.
We recall a combination of two results about determinantal ideals that are due to
Eagon.
Theorem 2.1.5 ([7, Theorem 4.1 and Corollary 5.4]) Let R be a local ring, r 
s, and B be an r ⇥ s matrix with entries in R. If Ir(B) is a proper R-ideal, then
ht Ir(B)  s r+1. If equality holds, and R is a Cohen-Macaulay ring, then R/Ir(B)
is a Cohen-Macaulay ring as well.
2.2 Strongly Cohen-Macaulay ideals
One frequent and useful assumption is that an ideal is strongly Cohen-Macaulay.
Definition 2.2.1 An ideal I in a Cohen-Macaulay local ring R is said to be strongly
Cohen-Macaulay if for any set of generators of I, the Koszul homology modules are
all Cohen-Macaulay (equivalently, the Koszul homology modules for some set of gen-
erators of I are all Cohen-Macaulay).
Note that since the 0th Koszul homology module is R/I, strongly Cohen-Macaulay
ideals are also Cohen-Macaulay. If I is a complete intersection, then the Koszul
homology modules for a regular sequence generating I other than R/I are all 0.
Thus complete intersections in a Cohen-Macaulay ring are strongly Cohen-Macaulay.
Another example of strongly Cohen-Macaulay ideals, due to Huneke, is a class of
almost complete intersection ideals.
Theorem 2.2.2 ([13, Proposition 2.2]) Let R be a Cohen-Macaulay local ring,
and I an ideal of R such that:
(i) R/I is Cohen-Macaulay.
(ii) I is generically a complete intersection
7(iii) µ(I) = ht I + 1
Then I is a strongly Cohen-Macaulay R-ideal.
Simis and Vasconcelos give conditions that guarantee that the powers and symbolic
powers of a strongly Cohen-Macaulay ideal are equal. Recall that for a prime ideal
P , the symbolic power P (i) is just the P -primary component of P i, which is equal to
PP
i\R. For any ideal I, the symbolic power is defined as I(i) = TP2AssRR/I(IP i\R).
Theorem 2.2.3 ([21, proof of Corollary 3.4]) Let I be an ideal of height g of a
Cohen-Macaulay ring R. Assume that I is generically a complete intersection, and is
strongly Cohen-Macaulay. If µ(IP )  ht P   1 for all P 2 V (I) with g + 1  ht P ,
then I i = I(i) for all i 2 N.
2.3 Residual intersections
Definition 2.3.1 Let R be a Noetherian ring, I an R-ideal, s   ht I, let (L1, . . . , Ls) ⇢
I with (L1, . . . , Ls) 6= I, and set J = (L1, . . . , Ls) : I. If ht J   s   ht I, then J
is called an s-residual intersection of I. If furthermore IP = (L1, . . . , Ls)P for all
P 2 V (I) = {P 2 Spec(R) | I ⇢ P} with dim RP  s, then J is called a geometric
s-residual intersection of I (see [15]).
Residual intersections generalize the notion of linkage and have been studied for
decades. Much e↵ort has been put into studying when a residual intersection is Cohen-
Macaulay. One has much more control over the behavior of residual intersections with
additional assumptions on the ideal I. Huneke showed that in a Cohen-Macaulay ring,
the ideal I being strongly Cohen-Macaulay and satisfying Gs implies that s-geometric
residual intersections of I are Cohen-Macaulay. We paraphrase his result below.
Theorem 2.3.2 ([13, 3.1]) Let R be a Cohen-Macaulay local ring, I ⇢ R a strongly
Cohen-Macaulay ideal satisfying the Gs condition. Let (L1, . . . , Ls) ⇢ I so that J =
(L1, . . . , Ls) : I is a geometric s-residual intersection of I. Then:
8(i) R/J is Cohen-Macaulay.
(ii) I \ J = (L1, . . . , Ls).
(iii) I + J/J is strongly Cohen-Macaulay in R/J .
(iv) depthR/(L1, . . . , Ls)   dim R  s.
Huneke and Ulrich then show that when the ring R is also Gorenstein, the require-
ment that I be a geometric s-residual intersection can be relaxed. A weak version of
their result is the following.
Theorem 2.3.3 ([16, 5.3]) Let R be a local Gorenstein ring, I a strongly Cohen-
Macaulay ideal satisfying G1. Let J = (L1, . . . , Ls) : I be any s-residual intersection
of I. Then R/J is Cohen-Macaulay.
If the ideal I is a complete intersection, one can sometimes obtain a generating
set of the ideal J . The methods used for this by Huneke and Ulrich and also Bruns,
Kustin, and Miller involve the idea of generic residual intersections. Instead of just
taking any (L1, . . . , Ls) ⇢ I, one adjoins new variables to the ring R, takes linear
forms whose coe cients are the generators of I, and then forms the ideal J . The
resolution of this generic residual intersection was obtained by Bruns, Kustin, and
Miller in [6] and, under certain conditions, it can be specialized. We piece together
these results to form a theorem that gives, in two di↵erent instances, generators of
residual intersections. Recall that for a matrix  , Id( ) denotes the ideal of d ⇥ d
minors of  .
Theorem 2.3.4 ([6, 4.8], [15, 1.5 and 1.8]) Let R be a Cohen-Macaulay (Gorenstein)
local ring, I = (↵1, . . . ,↵d), a complete intersection R-ideal. Let (L1, . . . , Ls) ⇢ I,
and let  be a d ⇥ s matrix with entries in R so that [L1 · · ·Ls] = [↵1 · · ·↵d] ·  . If
(L1, . . . , Ls) : I is an s-geometric residual intersection of I (s-residual intersection of
I, respectively), then
(L1, . . . , Ls) : I = (L1, . . . , Ls) + Id( ).
92.4 Height two perfect ideals
Height two perfect ideals have been the subject of much study for decades.
Definition 2.4.1 An ideal I is said to be perfect if grade I = projdim R/I.
As grade I  ht I  projdim R/I, I being height two and perfect implies that
2 = ht I = grade I = projdim R/I. An early major result in the study of height
two perfect ideals is the Hilbert-Burch theorem, which describes the structure of such
ideals.
Theorem 2.4.2 (Hilbert-Burch Theorem [8, 20.15], e.g.)
(a) If a complex
F : 0! F2  2 ! F1  1 ! R! R/I ! 0
is exact, F2 is free, and F1 ⇠= Rn, then F2 ⇠= Rn 1 and there exists a nonzerodivisor
a such that I = aIn 1( 2). In fact, the ith entry of the matrix  1 is ( 1)ia times
the minor obtained from  2 by leaving out the ith row. The ideal In 1( 2) has
grade exactly 2.
(b) Conversely, given any (n   1) ⇥ n matrix  2 such that grade In 1( 2)   2, and
a nonzerodivisor a, the map  1 obtained as in part (a) makes F a free resolution
of R/I, with I = aIn 1( 2).
Another nice property of height two perfect ideals that we will make use of is due
to Avramov and Herzog.
Theorem 2.4.3 ([3]) Let R be a local Cohen-Macaulay ring, and I a height two
perfect R-ideal. Then I is strongly Cohen-Macaulay.
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2.5 Blowup algebras
Definition 2.5.1 Let t be an indeterminate over the ring R. The Rees algebra of
I, R(I), is defined to be the subring R[It] = L1i=0 I iti of R[t]. It is isomorphic toL1
i=0 I
i.
One useful way to study the Rees algebra of an ideal is by expressing it as a factor
ring of a polynomial ring.
Definition 2.5.2 Let T1, . . . , Tm be indeterminates over the ring R, let
S = R[T1, . . . , Tm], and let  : S  ! R(I) = R[It] ⇢ R[t] be the R-algebra homo-
morphism with  (Ti) = ↵it. The S-ideal A = ker  is called the defining ideal of the
Rees algebra R(I).
Another blowup algebra associated to an ideal is the symmetric algebra of I,
Sym(I).
Definition 2.5.3 The symmetric algebra of I is the ring S/L, where L is generated
by the linear forms in ker  = A. L is called the defining ideal of the symmetric
algebra Sym(I).
Although the symmetric algebra is often not well behaved, it has the benefit of
being easy to compute.
Remark 2.5.4 Let   be an m ⇥ s matrix with entries in R that is a presentation
matrix of I. Then one can take L = ([T1 · · ·Tm] ·  ).
Note the abuse of notation in the remark above. For a row vector [a1 · · · as], we
often write ([a1 · · · as]) to mean I1([a1 · · · as]), the ideal of entries of the vector. Also,
for a sequence of elements a = a1, . . . , as, we often write (a) instead of (a1, . . . , as).
The symmetric algebra is often used as a tool in studying Rees algebras. There
is a natural surjection Sym(I)  ! R(I) whose kernel is A/L. This shows that, in a
sense, the symmetric algebra is the biggest that the Rees algebra could be.
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Definition 2.5.5 If A/L = 0, meaning R(I) ⇠= Sym(I), the ideal I is said to be of
linear type.
We will make use of a theorem by Herzog, Simis, and Vasconcelos that gives
conditions under which certain ideals are of linear type. We give a slightly weaker
version here.
Theorem 2.5.6 ([12, 2.6]) Assume I is a strongly Cohen-Macaulay ideal satisfying
the G1 condition. Then I is of linear type.
The next theorem gives the dimension (Krull dimension) of the Rees algebra and
the symmetric algebra of an ideal. The formula for the dimension of Sym(I) is due
to Huneke and Rossi.
Theorem 2.5.7 ([14, 2.6])
(a) If ht I   1, dim R(I) = dim R + 1.
(b) dim Sym(I) = sup{µ(IP ) + dimR/P | P 2 Spec(R)}, where µ(IP ) denotes the
number of elements in a minimal generating set of IP .
2.6 Matrix relations and Jacobian duals
We include a few results on matrix relations that will be of use to us. All are
consequences of Cramer’s rule.
Observation 2.6.1 ([4, 4.3]) Let a1, . . . , ar be elements of R, B = (bij) be an
r ⇥ (r   1) matrix with entries in R, and let mi be the (r   1)⇥ (r   1) minor of B
obtained by deleting row i. Then modulo ([a1 · · · ar] · B), akml ⌘ ( 1)k lalmk.
Proof If k = l, the result is obvious. Otherwise, assume without loss of generality
that k > l. Then akml can be thought of as the minor obtained by deleting row l
from the matrix B0 = (b0ij) where b
0
ij = bij if i 6= k and b0kj = akbkj. But modulo
12
([a1 · · · ar] ·B), akbkj ⌘
P
i 6=k( aibij). Thus, modulo ([a1 · · · ar] ·B), akml is equal to
the sum of the determinants  t, 1  t  r, t 6= k obtained by deleting row l from
Dt = (dtij) where dtij = bij if i 6= k and dtkj =  atbtj. But notice that for t 6= l,
 t = 0 since the minor involves essentially two copies of row t. Thus akml ⌘  dl
modulo ([a1 · · · ar] · B). But after shifting  al times row l up k   l   1 times in
the submatrix of Dl that gives dl, we see that this minor becomes  almk. Hence
akml ⌘  ( 1)k l 1almk = ( 1)k lalmk modulo ([a1 · · · ar] · B).
Observation 2.6.2 Let a1, . . . , ar be elements of R, B = (bij) be an r ⇥ r matrix
with entries in R, let B0 be the submatrix of B obtained by deleting the last column,
b = [b1r · · · brr]t, of B, and let mi be the minor of B0 obtained by deleting row i. Then
modulo ([a1 · · · ar] · B0), aidetB ⌘ ( 1)i+rmi[a1 · · · ar]b.
Proof Expanding detB about the last column, we have that detB =
Pr
j=1( 1)j+rmjbjr,













⌘ ( 1)i+rmi[a1 · · · ar]b
Observation 2.6.3 Let a1, . . . , ar be elements of R, B be an r⇥s matrix with entries
in R. Then
(a1, . . . , ar)Ir(B) ⇢ ([a1 · · · ar] · B).
Proof If s < r, there is nothing to prove, and if s   r, this follows from Observation
2.6.2.
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One way of finding additional elements in the defining ideal of R(I) is by the use
of Jacobian duals.
Definition 2.6.4 Let T1, . . . , Tm be indeterminates over R, let   be an m⇥ s matrix
with entries in R, and I1( ) ⇢ (a1, . . . , ar) ⇢ R. We say that an r ⇥ s matrix
B( ) with linear entries in S = R[T1, . . . , Tm] is a Jacobian dual of   with respect to
a1, . . . , ar if [T1 · · ·Tm] ·   = [a1 · · · ar] · B( ).
If there is no ambiguity about which sequence a1, . . . , ar is being considered, we
just say that B( ) is a Jacobian dual of  .
Example 2.6.5 Let k be a field, R = k[x, y, z] and
  =
26666666664
x 0 0 0
y x 0 0
z y x 0
0 z y xz
0 0 z y2
37777777775
,
then I1( ) = (x, y, z), and




T1 T2 T3 zT4
T2 T3 T4 yT5
T3 T4 T5 0
37775 .




T1 T2 T3 0
T2 T3 T4 yT5
T3 T4 T5 xT4
37775 .
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When R is a polynomial ring over a field k, as in Example 2.6.5, and the entries of
  are linear forms, we may take the entries of B( ) to be in k[T1, . . . , Tm]. A Jacobian
dual formed this way is uniquely determined by  .
In the case where   is the presentation matrix of an ideal I in a domain, the
maximal minors of B( ) give nonlinear entries of A.
Observation 2.6.6 Let R be a domain,   a presentation matrix of an R-ideal I =
(↵1, . . . ,↵m) so that 0 6= I1( ) ⇢ (a1, . . . , ar) ⇢ R, and B( ) a Jacobian dual of  
with respect to a1, . . . , ar. Then Ir(B( )) ⇢ A.
Proof One has (a1, . . . , ar)Ir(B( )) ⇢ ([a1 · · · ar] · B( )) = L ⇢ A by Observation
2.6.3. As A is a prime ideal, and (a1, . . . , ar) 6⇢ A, we must have Ir(B( )) ⇢ A.
2.7 Serre’s conditions and the depth lemma
Definition 2.7.1 (e.g. [5]) A finite module M over a Noetherian ring R satisfies
Serre’s condition Sn if depth MP   min{n, dim MP} for all P in Spec(R).
Notice that, as depth MP  dim MP , this is equivalent to the condition that
MP is a Cohen-Macaulay RP -module for all P 2 Spec(R) with dim MP  n, and
depth MP   n for all P 2 Spec(R) with dim MP > n.
Lemma 2.7.2 (The Depth Lemma, e.g. [5]) Let R be a Noetherian local ring
and 0! U !M ! N ! 0 an exact sequence of R-modules. Then
depth M   min{depth U, depth N}
depth U   min{depth M, depth N + 1}
depth N   min{depth U   1, depth M}.
We make use of the depth lemma to prove that, for a proper ideal of positive
height in a Cohen-Macaulay ring R, S2 is equivalent to being unmixed of height one.
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Observation 2.7.3 Let R be a Cohen-Macaulay local ring and I a proper R-ideal of
positive height. Then I satisfies S2 if and only if I is unmixed of height one.
Proof Assume I satisfies S2. If dim R = 1, there is nothing to prove. Otherwise,
consider depth (R/I)P for P 2 Spec(R) of height greater than 1. Assume by way of
contradiction that P 2 AssR(R/I). Localizing the exact sequence
0! I ! R! R/I ! 0
and using Lemma 2.7.2, we see that
0 = depth (R/I)P   min{depth IP   1, depth RP}
= min{2  1, dim IP   1, dim RP}
  min{1, dim IP   1, 2}
= min{1, dim IP   1}
and therefore dim IP  1. But ht IP > 0 and RP is Cohen-Macaulay, and therefore
annRP IP = 0. Hence, dim IP = dim RP > 1. Thus P is not associated to I. Then
since I has positive height, it is unmixed of height 1.
Assume that I is unmixed of height 1. For P 2 Spec(R) with I 6⇢ P , IP = RP ,
and depth RP = dim RP , as RP is Cohen-Macaulay. Otherwise, we consider the cases
ht P = 1 and ht P > 1.
If ht P = 1 and I ⇢ P , since depth RP = 1, depth IP > 0. But then depth IP =
1 = dim Ip.
If ht P > 1, localize the exact sequence 0 ! I ! R ! R/I ! 0, and consider
depth IP . By Lemma 2.7.2,
depth IP   min{depth RP , depth (R/I)P + 1}
= min{dim RP , depth (R/I)P + 1}
  min{dim IP , 2}, since depth (R/I)P > 0.
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3. Prime Saturations in Graded Rings
3.1 Prime saturations
The saturation of an ideal with respect to another ideal is an important concept
in commutative algebra. It reaches from local cohomology to (as we will see in the
next chapter) Rees algebras. Recall that for ideals a and b of a ring, the saturation of
b with respect to a is defined to be b : a1 :=
S1
i=1 b : a
i. As there is an inclusion of
ideals b : a ⇢ b : a1, after considering the case of residual intersections, where b : a
has a large enough height, one might consider what happens when the saturation
b : a1 has that height. In polynomial rings we show that (with some assumptions),
if b : a1 is a prime ideal with large enough height, then it is a residual intersection
b : a.
We first show that in a graded ring, a homogeneous saturation being a prime ideal
of maximum possible height is a property that can be passed to a smaller saturation.
In order to do this, we use an exercise from Kaplansky [17, Exercise 5a p. 7].
Lemma 3.1.1 ([4, 2.1]) Let T be a commutative ring Q = (q) a principal prime
ideal. If P is a prime ideal properly contained in Q, then P ⇢ T1i=1Qi.
Proof Let p 2 P . We will prove by induction on i that p 2 (qi) for all i. The case
i = 1 is true, as p 2 P ⇢ Q = (q1). Assume p 2 (qi 1) for some i > 1. Then p = tqi 1
for some t 2 T . The element q is not in P , as P 6= Q. Since P is a prime ideal, this
means qi 1 /2 P . But p = tqi 1 2 P . Thus t 2 P since P is a prime ideal. Then, as
t 2 P ⇢ Q = (q), p = tqi 1 2 q(qi 1) = (qi).
Now, we prove our first main result. Recall that a graded ring S =  1i= 1Si is
said to be positively graded if Si = 0 for i < 0, and we denote the S-ideal  1i=1Si by
S+.
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Proposition 3.1.2 ([4, 2.2]) Let S be a positively graded Noetherian ring which is
equidimensional and catenary. Let a an S0-ideal and (L1, . . . , Ls) ⇢ aS \ S+ an S-
ideal with (L1, . . . , Ls 1) a homogeneous ideal. If (L1, . . . , Ls) : a1 is a prime ideal of
height s, then (L1, . . . , Ls 1) : a1 is a prime ideal of height s  1.
Proof As (L1, . . . , Ls 1) ⇢ (L1, . . . , Ls) : a1, (L1, . . . , Ls) : a1 contains a minimal
prime P of (L1, . . . , Ls 1). We will show that P is exactly (L1, . . . , Ls 1) : a1 and
that P has height s   1. Let a 2 a \ p0 (notice a 6⇢ p0 otherwise (L1, . . . , Ls) :
a1 = (L1, . . . , Ls) : 0 = S) and consider Sa. Since S is Noetherian, (L1, . . . , Ls) :
a1 = (L1, . . . , Ls) : av for some v 2 N. We show that a cannot be in (L1, . . . , Ls) :
a1. Otherwise aav ⇢ (L1, . . . , Ls) ⇢ S+ and hence aav = 0. But then av+1 = 0
contradicting a /2 p0. Now
(L1, . . . , Ls 1)a ⇢ Pa ⇢ ((L1, . . . , Ls) : a1)a
= (L1, . . . , Ls)a : aa
1
= (L1, . . . , Ls)a : Sa
= (L1, . . . , Ls)a.
By Krull’s Altitude Theorem, the inclusion Pa ⇢ (L1, . . . , Ls) is proper, since Pa is
a prime ideal of height at most s   1, but (L1, . . . , Ls)a is a prime ideal of height s.
This shows, again by Krull’s Altitude Theorem, that the height of Pa (and therefore
P ) is exacly s   1 since Pa + (Ls)a is a prime ideal of height s and when adding a
principal ideal, the height can go up at most by one.
Now consider the ring T = Sa/(L1, . . . , Ls 1)a. Notice that in this ring,
(L1, . . . , Ls)aT = LsT is a principal prime ideal, and PaT is a prime ideal properly
contained in LsT . Then applying Lemma 3.1.1 to the ring T , we see that PaT ⇢T1
i=1 Ls
iT . But since (L1, . . . , Ls 1) is homogeneous and a 2 S0, T is a positively
graded Noetherian ring with LsT ⇢ T+. Therefore PaT ⇢
T1
i=1 Ls
iT = 0. So
Pa = (L1, . . . , Ls 1). This means that awP ⇢ (L1, . . . , Ls 1) for some w 2 N. Now
for any a 2 a\p0, aw = 0 for some w 2 N, so certainly awP ⇢ (L1, . . . , Ls 1). Since
this is true for every a 2 a, and a is finitely generated we can choose w large enough
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so that awP ⇢ (L1, . . . , Ls 1). Hence P ⇢ (L1, . . . , Ls 1) : aw ⇢ (L1, . . . , Ls 1) : a1.
The other inclusion holds, as for any s 2 (L1, . . . , Ls 1) : a1, saw ⇢ (L1, . . . , Ls 1)
for some w 2 N. But then saw ⇢ P , P is a prime ideal, and a 6⇢ P (since P ⇢
(L1, . . . , Ls) : a1 and a 6⇢ (L1, . . . , Ls) : a1). Hence s 2 P . We have now shown that
(L1, . . . , Ls 1) : a1 is a prime ideal of height s  1.
The above proposition is useful in reducing to smaller saturations and allows us
to prove the main theorem of this section by induction.
Theorem 3.1.3 ([4, 2.3]) Let R be a Cohen-Macaulay local ring containing a field
k and a = a1, . . . , ar an R-regular sequence with r > 0. Let S = R[T1, . . . , Tm]
with T1, . . . , Tm indeterminates over R and  be an r ⇥ s matrix with entries in
k[T1, . . . , Tm] so that each column consists of homogeneous elements of the same pos-
itive degree. If (a · ) :S (a)1 is a prime ideal of height s, then Ir( ) is a prime ideal
of k[T1, . . . , Tm] of height max{0, s  r + 1} and
(a ·  ) :S (a)1 = (a ·  ) :S (a) = (a ·  ) + Ir( ).
Furthermore, (a ·  ) :S (a) is a geometric residual intersection of (a) if s   r.
Before giving the proof of Theorem 3.1.3, we first reduce the proof of Theorem
3.1.3 to a height computation:
Observation 3.1.4 ([4, 2.4]) Theorem 3.1.3 follows once it has been shown that
ht Ir( ) = max {0, s  r + 1}.
Proof Assume that ht Ir( ) = max {0, s r+1}. First note that since the extension
k[T1, . . . , Tm] ⇢ R[T1, . . . , Tm] is flat, this is the height of Ir( ) as a k[T1, . . . , Tm]-ideal
and as an S-ideal. As grade (a) > 0, we have (a)w 6= 0 for all w 2 N and therefore
by degree considerations, (a)w 6⇢ (a ·  ) for any w 2 N. Hence (a) 6⇢ (a ·  ) :S (a)1.
But (a)v · (a ·  ) :S (a)1 ⇢ (a ·  ) for some v 2 N. Thus, in any irredundant
primary decomposition of (a ·  ), we have that (a ·  ) :S (a)1 is the intersection of
all components primary to a prime ideal not containing (a). Then since it is itself a
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prime ideal, (a ·  ) :S (a)1 is the unique associated prime of (a ·  ) not containing
(a) and is equal to its own primary component. In particular, it is a minimal prime
of (a ·  ).
If s < r, Ir( ) is clearly 0, which is a prime ideal of k[T1, . . . , Tm] of height
0 = max{0, s  r+1}. Also, (a) cannot be contained in any minimal prime of (a · )
by Krull’s Altitude Theorem. This along with the discussion on the associated primes
above shows that (a ·  ) = (a ·  ) + Ir( ) = (a ·  ) :S (a)1.
Consider the case s   r. Now Ir( ) ⇢ (a ·  ) :S (a) by Observation 2.6.3. Then
as (a)v · (a ·  ) :S (a)1 ⇢ (a ·  ) ⇢ (a ·  ) :S (a), any minimal prime of (a ·  ) :S (a)
contains either (a) + Ir( ) or (a ·  ) :S (a)1. But (a ·  ) :S (a)1 has height s, and
(a)+ Ir( ) has height r+(s  r+1) = s+1 since a is a regular sequence on S/Ir( )
(recall the entries of  are in k[T1, . . . , Tm]). Thus the height of (a · ) :S (a) is s and
if P is a prime ideal containing (a) with ht P  s, P cannot contain (a) + Ir( ) or
(a ·  ) :S (a)1. Hence ((a ·  ) :S (a))P = SP and therefore (a ·  )P = (a)P . This
shows that (a ·  ) :S (a) is an s-geometric residual intersection of (a). Hence
(a ·  ) :S (a) = (a ·  ) + Ir( ) by Theorem 2.3.4.
Also (a ·  ) :S (a) is a Cohen-Macaulay ideal and therefore unmixed by Theorem
2.3.3. Thus (a ·  ) :S (a) has only one associated prime, (a ·  ) :S (a)1 which is its
own primary component. This shows that
(a ·  ) :S (a)1 = (a ·  ) :S (a) = (a ·  ) + Ir( ).
Lastly, since (a ·  ) + Ir( ) is a prime ideal of S,
((a · )+ Ir( ))\k[T1, . . . , Tm] = Ir( )k[T1, . . . , Tm] is a prime ideal of k[T1, . . . , Tm].
Proof of Theorem 3.1.3
By Observation 3.1.4, it is enough to show ht Ir( ) = max {0, s r+1}. We proceed
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by induction on s. Again, since the extension k[T1, . . . , Tm] ⇢ S is flat, we may
compute the height in k[T1, . . . , Tm] or in S.
If s = 0, then certainly ht Ir( ) = ht 0 = 0.
Now assume that the result holds for matrices with less than s columns and that
 is an r⇥s matrix as in the theorem so that (a · ) :S (a)1 is a prime ideal of height
s > 0.
Arrange the columns of  so that the degrees of the columns descend from left to
right and let  = [ 0| s] with  0 an r ⇥ s   1 matrix,  s an r ⇥ 1 matrix, and “ | ”
denoting matrix concatenation.
By Proposition 3.1.2, (a · 0) :S (a)1 is a prime ideal of height s  1. Then by the
induction hypothesis ht Ir( 0) = max {0, s   r}, which by Observation 3.1.4 shows
that Ir( 0) is a prime ideal of k[T1, . . . , Tm],
(a ·  0) :S (a)1 = (a ·  0) :S (a) = (a ·  0) + Ir( 0),
and (a ·  0) :S (a) is an (s  1)-geometric residual intersection of (a) if s  1   r.
We prove the induction step in cases. Since Ir( 0) and Ir( ) are involved, we
consider the cases s < r, s = r, and s > r.
If s < r, Ir( ) = 0 and therefore ht Ir( ) = 0 = max {0, s  r + 1}.
If s = r, we have s   1 < r. Thus (a ·  0) = (a ·  0) + Ir( 0) is a prime ideal of
height s  1. Notice that a · s cannot be in (a · 0), since otherwise, (a · ) :S (a)1 =
(a ·  0) :S (a)1 is the intersection of the primary components of (a ·  0) which do not
contain (a). But (a ·  0) is unmixed of height s  1 and (a ·  ) :S (a)1 has height s.
So (a · ) is a complete intersection of height s. Then (a · ) :S (a) = (a · )+ (det  )
by [20, 3.3]. But then det  6= 0, since (a) is contained in a minimal prime of (a ·  )
( (a ·  ) ⇢ (a) and both have height s = r). Hence ht Ir( ) = ht (det  ) = 1 =
s  r + 1.
If s > r, we have that Ir( 0) is a prime ideal of k[T1, . . . , Tm] having height s  r.
We show that Ir( ) contains an element not in Ir( 0). Note that as (a ·  0) :S (a) is
an (s  1)-geometric residual intersection of (a), (a) \ ((a ·  0) + Ir( 0)) = (a ·  0) by
Theorem 2.3.3.
21
Assume by way of contradiction that Ir( ) ⇢ Ir( 0). Consider the r⇥r submatrix
consisting of the last r columns of  0. Repeatedly applying Proposition 3.1.2 and
making use of the case s = r, we see that the determinant of this submatrix is
nonzero. Thus one of the (r   1)⇥ (r   1) minors from columns s  r + 1, . . . , s  1
is nonzero. Call this minor   and assume it comes from deleting row i. Let   be
the r ⇥ r minor of  involving columns s   r + 1, . . . , s. Then ai  ⇢ (a ·  0) as
  2 Ir( ) ⇢ Ir( 0). But modulo (a · 0), ai  ⌘ ( 1)i+r (a · s) by Observation 2.6.2.
So  (a ·  s) 2 (a ·  0) + Ir( 0), which is a prime ideal.
If a ·  s 2 (a ·  0) + Ir( 0), it is in (a) \ ((a ·  0) + Ir( 0)) = (a ·  0). Now, as
before, (a ·  ) :S (a)1 is the intersection of all primary components of (a ·  ) that
contain no power of (a). This joined with the fact that (a · ) :S (a)1 is a prime ideal
proves that it is a minimal prime of (a ·  ) = (a ·  0). This contradicts the fact that
ht ((a ·  ) :S (a)1) = s. Therefore a ·  s /2 (a ·  ) + Ir( ).
Also   /2 (a ·  0) + Ir( 0), otherwise it is in Ir( 0) (recall that   2 k[T1, . . . , Tm]),
which is impossible since   has smaller degree than any generator of Ir( 0) (recall
that the column degrees of  = [ 0| s] descend from left to right and that   is a
submaximal minor). This is a contradiction to the fact that (a · 0)+Ir( 0) is a prime
ideal. Thus ht Ir( ) = s  r + 1.
3.2 Examples
Our inspiration and application for these theorems is in finding the defining ideal
of the Rees algebra R(I). We are more specifically interested in the setting of ideals
of a polynomial ring over a field in d variables satisfying the Gd condition. We will
see in the next chapter that in such cases, the defining ideal is a prime saturation as
described in the previous section.
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Example 3.2.1 Let R = k[x, y, z], S = R[T1, . . . , T5], and
  =
26666666664
x 0 0 0
y x 0 0
z y x 0
0 z y x
0 0 z y
37777777775
with Jacobian dual B( ) =
26664
T1 T2 T3 T4
T2 T3 T4 T5
T3 T4 T5 0
37775 .
As x4, y4 3xy2z+x2z2 belong to I4( ), we have grade I4( )   2, and therefore   is
a presentation matrix for I4( ) by the Hilbert-Burch Theorem. Also ht Fitt1(coker ) =
ht I4( )   2 = 1 + 1. Then, since x3, y3   2xyz, z3 belong to I3( ) = Fitt2( ),
ht Fitt2( )   3 = 2 + 1. Hence I4( ) satisfies the G3 condition by Corollary
2.1.4. We will see in the next chapter (Observation 4.1.3) that this implies that
([x y z] ·B( )) :S (x, y, z)1 is a prime ideal of height 4. Then, as the entries of B( )
are in k[T1, . . . , T5], Theorem 3.1.3 shows that
([x y z] · B( )) :S (x, y, z)1 = ([x y z] · B( )) + I3(B( )).
Now we return to Example 2.6.5:
Example 3.2.2 Let R = [x, y, z], S = R[T1, . . . , T5],
  =
26666666664
x 0 0 0
y x 0 0
z y x 0
0 z y xz
0 0 z y2
37777777775
, with Jacobian dual B( ) =
26664
T1 T2 T3 zT4
T2 T3 T4 yT5
T3 T4 T5 0
37775 .
Since x4z, y5 xy2z2 2xy3z+x2z3 belong to I4( ), we have gradeIr( )   2, so again,
the Hilbert-Burch theorem implies that   is a presentation matrix for  . Again,
ht Fitt1(coker ) = ht I4( )   2 = 1 + 1. Also, since x3, y3   2xyz, z3 belong to
I3( ) = Fitt2(coker ), ht Fitt2(coker )   3 = 2 + 1. Thus I4( ) satisfies G3 by
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Corollary 2.1.4 and thus ([x y z] · B( )) :S (x, y, z)1 is a prime ideal of height 4 by
Observation 4.1.3. However,







1CCCA has height 4,
and therefore ([x y z] · B( )) + I3(B( )) cannot be a height 4 prime ideal as in the
conclusion of Theorem 3.1.3. This example illustrates why the assumption of that
theorem that the entries of  are in k[T1, . . . , Tm] is necessary.
24
4. Rees Algebras of Almost Linearly Presented Ideals
In this chapter, we study the defining ideal ofR(I) for ideals in a polynomial ring over
a field in d variables. We restrict ourselves to the setting of height two perfect ideals
satisfying the Gd condition. Furthermore, we assume that the ideal is almost linearly
presented. That is, we assume that the presentation matrix for a set of generators
of the ideal is linear in every column but the last, which is homogeneous of positive
degree n.
The first major result in the study of the Rees algebras of such ideals is due to
Morey and Ulrich. They prove in [19] that when I is linearly presented (i.e. n = 1),
the defining ideal has the expected form. We will recover this result in Remark 4.1.4.
Kustin, Polini, and Ulrich studied the case of almost linearly presented ideals in
k[x, y]. In [18], they compute an explicit generating set for the defining ideal of A.
We are able to generalize some of their results in Section 4.2.
4.1 The saturation index
Setting 4.1.1 ([4, 3.1]) Let R = k[x1, . . . , xd] be a standard graded polynomial ring
over a field k and let I = (↵1, . . . ,↵m) ⇢ R be a height 2 perfect ideal with µ(I) = m
having almost linear presentation matrix. That is, with respect to ↵1, . . . ,↵m, I
has a Hilbert-Burch matrix of the form ' = [v1| · · · |vm 1], where vi 2 (R1)m for
1  i  m  2, and vm 1 2 (Rn)m for some n > 0.
Assume that m > d and I also satisfies the Gd condition.
Notation 4.1.2 ([4, 3.2]) Let '0 = [v1| · · · |vm 2], and B('), B('0) be a Jacobian
dual of ', '0 respectively with respect to x1, . . . , xd. That is
[x1 · · · xd] · B(') = [T1 · · ·Tm] · ' and [x1 · · · xd] · B('0) = [T1 · · ·Tm] · '0.
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Let S = R[T1, . . . , Tm] with T1, . . . , Tm indeterminates over R and A be the defining
ideal of R(I). That is A = ker   where   : S  ! R(I) = R[It] is the R-algebra
homomorphism with  (Ti) = ↵it.
Let the S-ideal L be the defining ideal for Sym(I), namely L = (L1, . . . , Lm 2, g)
where [T1 · · ·Tm] · ' = [L1 · · ·Lm 2 g].
The Gd condition ensures that the defining ideal A is a saturation.
Observation 4.1.3 ([4, 3.3]) With the assumptions of Setting 4.1.1,
A = L : (x1, . . . , xd)1.
Proof Let z 2 (x1, . . . , xd) ⇢ R. We show that I satisfies the condition G1 in Rz.
Since I satisfies Gd, ht FittiI   i + 1 for all 1  i  d   1 by Corollary 2.1.4. As
dim R = dim Rz = d, we need only see that Iz satisfies Gd+1. The only thing to check
is that if P 2 V (I) with ht P = d, µ(IP )  d. Since ht Fittd 1I = d and Fittd 1I
is a homogeneous ideal, it is an (x)-primary ideal. Then Fittd 1Iz = Rz. Hence
µ(Iz)P  d   1 for any prime ideal P of Rz by Proposition 2.1.3. Thus, Iz satisfies
G1 in Rz. So Iz is of linear type by Theorem 2.5.6. Thus ztA ⇢ L for some t 2 N.
As this holds for every z 2 (x), we may choose t large enough so that (x)tA ⇢ L, and
therefore L :S (x)t. But clearly L : (x1, . . . , xd)i ⇢ A for all i since (x1, . . . , xd)i 6⇢ A
and A is a prime ideal. So A = L : (x1, . . . , xd)1.
Remark 4.1.4 If n = 1, we may take the entries of B(') to be in k[T1, . . . , Tm].
This, along with Observation 4.1.3 and Theorem 3.1.3 recovers the result of Morey
and Ulrich in [19] that
A = L+ Id(B(')).
Observation 4.1.5 ([4, 3.4]) With the assumptions of Setting 4.1.1, ht L = d.
Proof Recall that Sym(I) ⇠= S/L. By Theorem 2.5.7,
dim Sym(I) = sup {µ(IP ) + dim(R/P ) | P 2 Spec(R)}.
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To find the supremum on the right hand side, we compute µ(IP )+dimR/P in di↵erent
cases. For P /2 V (I), µ(IP ) = 1, so µ(IP )+dimR/P  1+dimR = 1+ d. Otherwise,
if ht P  d   1 and P 2 V (I), the Gd condition ensures that µ(IP ) + dim R/P 
ht P + dim R/P = dim R = d. If ht P = d and P 2 V (I), µ(IP ) + dim R/P 
µ(I) + 0 = m, with equality holding if P = (x). Since m   d + 1, this supremum is
m. Hence dim Sym(I) = m. Then, since dim S = d+m, L has height d.
We show next that L :S (x) is a residual intersection.
Observation 4.1.6 ([4, 3.5]) With the assumptions of Settting 4.1.1, L :S (x) is a
residual intersection of (x). Furthermore,
L :S (x) = L+ Id(B(')).
Proof By Theorem 2.5.7, dim R(I) = d + 1. Then, as dim S = d + m, we have
that ht A = m  1. From Observation 4.1.3, A = L :S (x)1 is a prime ideal of height
m  1. Then, by Proposition 3.1.2, (L1, . . . , Lm 2) :S (x)1 is a prime ideal of height
m   2. Note that this can also be written as ([x1 · · · xd] · B('0)) :S (x)1 and that
the entries of B('0) are in k[T1, . . . , Tm]. Thus, by Theorem 3.1.3, ht Id(B( 0)) =
(m 2) d+1 = m d 1 and therefore ht((x)+ Id(B('0))) = m 1 since x1, . . . , xd
is a regular sequence on S/Id(B( 0)).
Now Id(B('0)) ⇢ (L1, . . . , Lm 2) :S (x) ⇢ L :S (x). Then since (x)t(L :S (x)1) ⇢
L ⇢ L :S (x) for some t 2 N, any minimal prime of L :S (x) must contain either
(x) + Id(B('0)) or L :S (x)1, both of which have height m   1. Thus L :S (x) is an
(m 1)-residual intersection of (x). Then by Theorem 2.3.4, L :S (x) = L+Id(B(')).
Proposition 4.1.7 If f 2 A is bi-homogeneous with T -degree less than d,
then f 2 L.
Proof Let f 2 A be a bi-homogeneous element with T -degree less than d. Assume
by way of contradiction that f /2 L. Let w 2 N be smallest with (x)wf ⇢ L. Note
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that w > 0, as f /2 L. Now (x)w 1f ⇢ L :S (x). As (x)w 1f is generated by elements
of T -degree less than d and L :S (x) = L+ Id(B(')) is generated by L and elements
of T -degree d, we must have (x)w 1f ⇢ L. This contradicts the minimality of w.
Now we make use of a Lemma.
Lemma 4.1.8 ([4, 3.6]) Let R be a Noetherian ring and I an R-ideal.
If In \ (0 : I) = 0 for some n 2 N, then In(0 : I1) = 0.
Proof Let w 2 N be smallest so that Iw(0 : I1) = 0. Assume by way of contradic-
tion that w > n. Then 0 6= Iw 1(0 : I1). But Iw 1(0 : I1) ⇢ In, since w   1   n.
Also, since I · Iw 1(0 : I1) = Iw(0 : I1) = 0, we have Iw 1(0 : I1) ⇢ 0 : I. Thus
Iw 1(0 : I1) ⇢ In \ (0 : I) = 0, a contradiction. Hence w  n and In(0 : I1) = 0.
Theorem 4.1.9 ([4, 3.7]) Use the assumptions of Setting 4.1.1, and in particular
let n be the degree of the entries in the last column of '. One has A = L : (x)n.
Proof We have that A = L :S (x)1 by Observation 4.1.3. Also, L :S (x) = L +
Id(B(')) by Observation 4.1.6. Note that the entries of every column of B(') except
for the last have x-degree 0 and the entries of the last column of B(') have x-degree
n 1. Hence the minors of B(') have x-degree 0 or n 1. Choose minorsm1, . . . ,ml of
B(') that generate Id(B(')). Notice that (x)n\(L :S (x)) is a homogeneous ideal with
respect to x. Let f be an element of (x)n\(L+Id(B('))) = (x)n\(L+(m1, . . . ,ml))
that is homogeneous with respect to x. Then
f = a1L1 + · · ·+ am 2Lm 2 + am 1g + b1m1 + · · ·+ blml for some ai, bj 2 S,
which may be chosen so that the equation is bi-homogeneous. Then, as f has x-
degree at least n, the x-degrees of b1, . . . , bl must be at least 1. But then bimi 2
(x)Id(B(')) ⇢ L and therefore f 2 L. Hence we have that
(x1, . . . , xd)
n \ (L :S (x1, . . . , xd)) ⇢ L.
Now, in the ring Sym(I) = S/L, this shows that (x)n \ (0 :Sym(I) (x)) = 0. Applying
Lemma 4.1.8, we see that (x)n(0 :Sym(I) (x)1) = 0. Thus, in S we have that (x)nA =
(x)n(L :S (x)1) ⇢ L and therefore A = L :S (x)n.
28
4.2 A second form for A
The aim of this section is to generalize the work of Kustin, Polini, and Ulrich
in [18]. In that paper, the crucial idea was to find a domain A mapping onto R(I) so
that A is a height one A-ideal. We follow the same path in this section. Our choice
of the ring A and our eventual description of the defining ideal in Theorem 4.2.8 are
directly analogous to what was done in [18].
In this section, we will use the assumptions of Setting 4.1.1, the notation of No-
tation 4.1.2, and the following additional notation:
Notation 4.2.1 ([4, 3.8]) Let J be the S-ideal (L1, . . . , Lm 2) + Id(B('0)), let A be
the ring S/J , and let ¯ denote images in the ring A. Let B be the d   1 ⇥ m   2
matrix obtained by deleting the last row from B('0). Define the S-ideal K to be
(L1, . . . , Lm 2) + Id 1(B) + (xd).
Note that the ideal J is homogenous with respect to the grading giving the x-
variables degree 1 and the T -variables degree 0, and with respect to the grading
giving the x-variables degree 0 and the T -variables degree 1. Therefore, the ring A is
a bi-graded ring. We will frequently make use of this fact.
We now prove that A is a Cohen-Macaulay ring of dimension one greater than
that of R(I) and set out to describe A as an A-ideal.
Observation 4.2.2 ([4, 3.9]) The ring A is a Cohen-Macaulay domain of dimen-
sion d+ 2.
Proof As in the proof of Observation 4.1.6, L :S (x)1 being a prime ideal of height
m   1 implies that (L1, . . . , Lm 2) :S (x)1 = ([x1 · · · xd] · B('0)) :S (x)1 is a prime
ideal of height m   2 by Proposition 3.1.2. Then, since the entries of B('0) are in
k[T1, . . . , Tm],
(L1, . . . , Lm 2) :S (x)1 = (L1, . . . , Lm 2) :S (x) by Theorem 3.1.3
= (L1, . . . , Lm 2) + Id(B('0)) by Theorem 3.1.3
= J.
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Since Theorem 3.1.3 shows that J is a geometric residual intersection, it is a Cohen-
Macaulay ideal by Theorem 2.3.2. Thus, A = S/J is a Cohen-Macaulay domain of
dimension d+m  (m  2) = d+ 2.
Observation 4.2.3 ([4, 3.9]) The A-ideal (x1, . . . , xd) is a Cohen-Macaulay prime
ideal of height 1.
Proof By Theorem 3.1.3, Id(B('0)) is a prime ideal of k[T1, . . . , Tm] of height (m 
2)   d + 1 = m   d   1. So (x1, . . . , xd) + Id(B('0)) = (x1, . . . , xd) + J is a prime
ideal of S with height m   1. Again, as ht Id(B('0)) = m   d   1, Id(B('0)) is a
Cohen-Macaulay ideal by Theorem 2.1.5. Then since x1, . . . , xd is a regular sequence
on k[T1, . . . , Tm]/Id(B('0)), (x1, . . . , xd) + Id(B('0)) = (x1, . . . , xd) + J is a Cohen-
Macaulay ideal as well. Putting all of this together, we see that (x1, . . . , xd) is a
Cohen-Macaulay prime ideal of height 1 in A.
Observation 4.2.4 ([4, 3.9]) The A-ideal K is a Cohen-Macaulay ideal of height
1.
Proof Since J ⇢ K, J is a prime ideal, and xd 2 K \J , K has height at least m 1.
But K can also be written as (L˜1, . . . , L˜m 2)+Id 1(B)+(xd) where [x1 · · · xd 1] ·B =
[L˜1 · · · L˜m 2]. Then by Krull’s Altitude theorem, (L˜1, . . . , L˜m 2)+ Id 1(B) has height
at least m   2. Since (L˜1, . . . , L˜m 2) + Id 1(B) ⇢ (L˜1, . . . , L˜m 2) :S (x1, . . . , xd 1),
we have that (L˜1, . . . , L˜m 2) :S (x1, . . . , xd 1) is an (m   2)-residual intersection of
(x1, . . . , xd 1). Then by Theorems 2.3.4 and 2.3.2, (L˜1, . . . , L˜m 2) :S (x1, . . . , xd 1) =
(L˜1, . . . , L˜m 2)+Id 1(B) is a Cohen-Macaulay ideal of height m 2. Notice that since
the entries of B are in k[T1, . . . , Tm], the generators of (L˜1, . . . , L˜m 2) + Id 1(B) do
not involve the variable xd. So xd is a regular element on S/(L˜1, . . . , L˜m 2)+Id 1(B),
and therefore (L˜1, . . . , L˜m 2) + Id 1(B) + (xd) = K is a Cohen-Macaulay ideal of
height m  1. Thus, we have shown that K is a Cohen-Macaulay A-ideal of height 1.
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Notice that a result of the proof of Observation 4.2.2 and its use of Theorem 3.1.3
is that Id(B('0)) is a prime ideal of k[T1, . . . , Tm] of height max{0,m   d   1}. We
now give a lower bound for the height of Id 1(B('0)) that will be needed in the next
section.
Proposition 4.2.5 ([4, 5.2]) ht Id 1(B('0))   max{2,m  d}.
Proof If m   d   2, then Id(B('0)) is a prime ideal of height m   d   1. Also
Id(B('0)) ⇢ Id 1(B('0)), and the inclusion is clearly strict, as Id(B('0)) is generated
by elements of T -degree d, and Id 1 is generated by elements of T -degree d  1.
Otherwise, assume by way of contradiction that ht Id 1(B('0))  1. Note that
Id 1(B('0)) 6⇢ L, as otherwise Id(B(')) ⇢ Id 1(B('0)) ⇢ L and therefore by Obser-
vation 4.1.6, L :S (x) = L + Id(B(')) = L. This would be a contradiction, as L ⇢
(x1, . . . , xd) and L has height d by Observation 4.1.5. Thus, we have ht Id 1(B('0)) =
1. Since k[T1, . . . , Tm] is a unique factorization domain, the (d  1)⇥ (d  1) minors
of B('0) have a homogeneous common divisor of positive T -degree which is less than
d. Thus, the d⇥ d minors of B(') have this as a divisor, and are therefore reducible
into a product of elements with T -degree less than d. Consider a d⇥d minor of B(')
that is not in L. Since 0 6= Id(B(')) ⇢ A, and A is a prime ideal, this shows that A
contains some homogeneous factor f of this minor having T -degree less than d. But
then f 2 L by Proposition 4.1.7. This is a contradiction.
Observation 4.2.6 ([4, 3.10]) The ordinary and symbolic powers of (x1, . . . , xd) are
equal.
Proof We prove that (x)i + J is a primary ideal. Assume that fg 2 (x)i + J and
gw /2 (x)i + J for all w 2 N. We show that f 2 (x)i + J . Since J and (x)i + J are
bi-homogeneous, it su ces to consider the case when f and g are bi-homogeneous.
As gw /2 (x)i+J for all w, we have that g /2 (x)+J . In particular, g /2 (x) and g /2 J .
If fg has x-degree at least i, we have fg 2 (x1, . . . , xd)i. Thus f 2 (x1, . . . , xd)i ⇢
(x1, . . . , xd)i + J . Otherwise, fg 2 J , a prime ideal. Then, as g /2 J , we have
f 2 J ⇢ (x1, . . . , xd)i + J .
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Notice that in the above proof, no information about the ideal J was used other
than the fact that it is a prime ideal which is homogeneous with respect to the x-
variables. This proves that adding a power of (x1, . . . , xd) to any such ideal will result
in a primary ideal.
Now we will prove that in the ring A, the symbolic powers of (x) and K are linked.
This relationship will then allow us to give a nice description of A as an A-ideal.
Lemma 4.2.7 ([4, 3.10])









i) :A (x1, . . . , xd)
i
for all i 2 N.
Proof Since (x1, . . . , xd 1)Id 1(B) ⇢ (L˜1, . . . , L˜m 2), we have that (x1, . . . , xd)K ⇢
(xd) in the ring A. Raising this to the ith power, gives (x1, . . . , xd)
i
K
i ⇢ (xdi). Since
(xd) is a nonzerodivisor in a Cohen-Macaulay ring, it is unmixed of height 1. Thus,
localizing (x1, . . . , xd)
i
K
i ⇢ (xdi) at height 1 primes shows that (x1, . . . , xd)iK(i) ⇢
(xdi) and therefore (x1, . . . , xd)
i ⇢ (xdi) :A K(i).





sociated prime. But (x1, . . . , xd) is the unique associated prime of (x1, . . . , xd)
i
, so
we need only show that K 6⇢ (x1, . . . , xd). To this end, we prove that Id 1(B) 6= 0
in k[T1, . . . , Tm]. Recall from the proof of Observation 4.2.4 that (L˜1, . . . , L˜m 2) +
Id 1(B) = (L˜1, . . . , L˜m 2) :S (x1, . . . , xd 1) has height m   2. If Id 1(B) = 0, then
(L˜1, . . . , L˜m 2) has heightm 2 and (L˜1, . . . , L˜m 2) :S (x1, . . . , xd 1) = (L˜1, . . . , L˜m 2).
Thus (x1, . . . , xd 1) contains a regular element on S/(L˜1, . . . , L˜m 2). But then, m  
2 < d   1, contradicting m > d. Thus Id 1(B) 6= 0. But the generators of
Id 1(B) are in k[T1, . . . , Tm] and have T -degree d  1. So Id 1(B) 6⇢ J , and therefore
K 6⇢ (x1, . . . , xd) + J . Hence, (x1, . . . , xd)i = (xdi) :A K(i).
Similarly K
(i)
= (xdi) :A (x1, . . . , xd)
i
.
Now, by Lemma 4.2.7, g¯K
(n) ⇢ (xdn), since g 2 (x)n (recall that g is the form
coming from the nonlinear column of '). We now define the A-ideal D = g¯K(n)xdn . Note
that as g¯ 2 A, xd /2 A, and A is a prime ideal, we have D ⇢ A.
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Theorem 4.2.8 ([4, 3.11]) With the assumptions of Setting 4.1.1, the A-ideals D
and A are equal.
Proof Since A is a Cohen-Macaulay ring, K
(n)
is an unmixed ideal of height 1, D
is a proper A-ideal (recall D ⇢ A), and D ⇠= K(n), we have that D is also unmixed
of height 1 by Observation 2.7.3. Thus, we need only prove that D and A are equal
locally at height 1 prime ideals. First, note that as (x1, . . . , xd) and A are both height
one prime ideals of A, and (x1, . . . , xd) 6⇢ A, we have A 6⇢ (x1, . . . , xd).
For P = (x1, . . . , xd), recall that K 6⇢ P . Thus,










Also, AP = AP = (g)P :AP (x1, . . . , xd)P
n
by Theorem 4.1.9, and therefore (x1, . . . , xd)P
n ⇢
(g)P ⇢ (x1, . . . , xd)P
n










= AP = AP .
If P 6= (x1, . . . , xd), we have AP = (g)P since I is of linear type on the punctured
spectrum by the proof of Observation 4.1.3. But then AP = (g)P ⇢ DP , since
g = gxdn/xdn 2 D, and therefore DP = AP .
Using this description of the defining ideal, we are able to prove that n is the
smallest integer so that A = L :S (x)n.
Remark 4.2.9 ([4, 3.12]) With the assumptions of Setting 4.1.1, n is the smallest
integer so that A = L :S (x1, . . . , xd)n.
Proof Assume there is an i < n so that A = L :S (x)i. Then in A,
(x1, . . . , xd)
iA ⇢ (g). Localizing at the prime ideal P = (x1, . . . , xd), we see that
(x1, . . . , xd)P
i ⇢ (g)P ⇢ (x1, . . . , xd)P
i
(recall g 2 (x)n ⇢ (x)i). But we saw in the
proof of Theorem 4.2.8 that (g)P = (x1, . . . , xd)P
n
. Thus (x1, . . . , xd)
i
= (x1, . . . , xd)
(i)
=
(x1, . . . , xd)
(n)




4.3 The case m = d+ 1
In this section, we use the setting and notation of the previous sections along
with the additional assumption that m = µ(I) = d + 1. In this case, we are able to
explicitly compute a generating set of the defining ideal A.
Theorem 4.3.1 ([4, proof of 5.3]) Use the assumptions of Setting 4.1.1 with m =





Proof First, we show thatK is generically a complete intersection. Let P 2 Spec(A)
with ht P = 1, and consider KP . If (x1, . . . , xd) 6⇢ P , KP = (xd)P :AP (x1, . . . , xd)P =
(xd)P :AP AP = (xd)P . Also, if P = (x1, . . . , xd), we have that KP = AP . Hence K is
indeed generically a complete intersection.
Notice thatK = (det B, xd) is a height 1 ideal in A. ThusK is an almost complete
intersection. Also, K is a Cohen-Macaulay A-ideal by Observation 4.2.4. Therefore
K is a strongly Cohen-Macaulay A-ideal by Theorem 2.2.2. In light of Theorem 2.2.3,
it su ces to show that for P 2 Spec(A) with ht P = 2, µ(K)P = 1.
Let P 2 V (K) with ht P = 2. As above, if (x1, . . . , xd) 6⇢ P , one has KP = (xd)P .
Now assume (x1, . . . , xd) ⇢ P . Then, since ht Id 1(B('0))   2 by Proposition 4.2.5,
ht
⇣
(x1, . . . , xd) + Id 1(B('0))
⌘
  d+2  (m  2) = d+2  (d  1) = 3 and therefore
Id 1(B('0)) 6⇢ P . Let mj be the (d 1)⇥ (d 1) minor of B('0) obtained by deleting
row j. We have mi /2 P for some 1  i  d  1 (recall md = det B 2 P ). But then,
modulo J = (L1, . . . , Ld 1), we have xdmi ⌘ ( 1)d ixi det B by Observation 2.6.1,
and therefore KP = (detB, xd)P = (detB)P .
As a consequence, we have found a generating set for A.



































From Observation 2.6.2, we see that modulo (L1, . . . , Lm 2) = J ,
xd · detB(') ⌘ detB · g. Hence, gdetBxd = detB(').
As to minimality, recall that the ring A is bi-homogeneous. Note that g has T -
degree 1, and g(detB)
i
xdi
has T -degree i(d  1) + 1. Thus g is not in the ideal generated




the ideal generated by the other elements for 0 < i  n, it would have to be generated












(the other inclusion holds as













As (x1, . . . , xd)
n 1
K
n 1 ⇢ (xdn 1), we have
(x1, . . . , xd)




We saw in the proof of Remark 4.2.9 that this cannot happen.








and I = I3('). As x3z2, y5   xyz3   xy3z belong to I = I3('), we have grade I   2.
Thus I is a height two perfect ideal, and ' a presentation matrix of I by Theorem
2.4.2. Now ht I = ht Fitt1I   2 = 1 + 1. Also, as x2, y2   xz, z2 belong to I2(') =
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Now, by Corollary 4.3.2, we have that in the ring
A =
k[x, y, z, T1, T2, T3, T4]






(xz2T3 + y3T4)(T1T3   T 22 )
z
,
(xz2T3 + y3T4)(T1T3   T 22 )2
z2
,




By Observation 2.6.2, we see that we have x(T1T3   T 22 ) = z(T2T4   T 23 ) and
y(T1T3   T 22 ) =  z(T1T4   T2T3). Making liberal use of this, we compute
A =
✓
xT1 + yT2 + zT3, xT2 + yT3 + zT4, xz
2T3 + y
3T4,
z2T3(T2T4   T 23 )  y2T4(T1T4   T2T3),
zT3(T1T3   T 22 )(T2T4   T 23 ) + yT4(T1T4   T2T3)2,




5. Points in Generic Position in P2
5.1 Points in P2
The most basic of geometric objects is a set of points, and the first interesting
case to study them is that of points in the plane. If k is a field with k = k and
X = {p1, . . . , ps} is a set of s distinct points in P2k, then I = I(X) ⇢ R = k[x, y, z]
is a height two unmixed ideal since it is an intersection of distinct height two prime
ideals. Then depth R/I > 0 since no height three prime of R is associated to I. Thus
R/I is Cohen-Macaulay, and therefore I is a perfect ideal, as
1 + projdim R/I = depth R/I + projdim R/I = depth R = dim R = 3
by the Auslander-Buchsbaum formula [2]. Thus, there is an m⇥ (m 1) presentation
matrix ' for I, so that I = Im 1(') by Theorem 2.4.2. Note also that I clearly
satisfies G3, as its only associated primes are the 2-generated primes P1, . . . , Ps, where
Pi = I(pi), and IPi = PiRPi for all i. We are interested in finding the defining ideal
of R(I(X)).
Example 5.1.1 Let X = {p1, . . . , p11} ⇢ P2C, with p1 = (0, 0, 1), p2 = (1, 0, 1),
p3 = (2, 0, 1), p4 = (3, 0, 1), p5 = (4, 0, 1), p6 = (5, 0, 1), p7 = (0, 1, 1), p8 = (1, 1, 1),
p9 = (2, 1, 1), p10 = (3, 1, 1), p11 = (4, 1, 1), and I = I(X) ⇢ C[x, y, z]. Then
I = (x(x z)(x 2z)(x 3z)(x 4z)(x 5z), x(x z)(x 2z)(x 3z)(x 4z)y, y(y z)).




 (x  5z) y   z
0  x(x  z)(x  2z)(x  3z)(x  4z)
37775 .
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Since I is generated by three elements of k[x, y, z], it satisfies G1. Thus, by Theorem
2.5.6, I is of linear type.
Example 5.1.2 Let X = {p1, . . . , p11} ⇢ P2C, with p1 = (0, 0, 1), p2 = (1, 0, 1),
p3 = (2, 0, 1), p4 = (3, 0, 1), p5 = (0, 1, 1), p6 = (1, 1, 1), p7 = (2, 1, 1), p8 = (0, 2, 1),
p9 = (1, 2, 1), p10 = (2, 2, 1), p11 = (0, 3, 1), and I = I(X) ⇢ C[x, y, z]. Then
I = (x(x z)(x 2z)(x 3z), x(x z)(x 2z)y, xy(y z)(y 2z), y(y z)(y 2z)(y 3z)).




 (x  3z) 0 (y   z)(y   2z)
0 y   3z  (x  z)(x  2z)
0  x 0
37777775 .
As the ideal I is height two perfect, satisfies G3 in k[x, y, z], and is almost linearly
presented, I meets the assumptions of Setting 4.1.1. Thus, by Theorem 4.1.9 and
Remark 4.2.9, we have A = L : (x, y, z)2 but A 6= L : (x, y, z) since the last column
of ' has degree 2. So I is not only not of linear type, but the defining ideal does not
take the expected form, because otherwise A = L : (x, y, z). Since µ(I) = 4 = 3 + 1,
we could actually compute A using Corollary 4.3.2 in a manner similar to Example
4.3.3.
These examples illustrate that when studying the ideal of a set of points, the
arrangement of those points in the plane can have a great impact on the structure of
the ideal, and therefore of the Rees algebra. If one hopes to find general results about
the Rees algebra of the ideal of a set of points, one must have some control over the
arrangement of the points.
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5.2 Points in generic position and the ideal generation conjecture
For a set X of s distinct points in P2k, it is well known that if HX(t) is the
Hilbert function of the homogeneous coordinate ring of the ideal I(X), then HX(t) 
min{s,  t+22  } for all t 2 N (see [9] e.g.).





for all t 2 N, we say the the set of points are in generic position.
Certainly, being in generic position puts restrictions on the arrangement of the
points. Choose m 2 N so that s =  m+12   + k with 0  k  m, then generic position
implies that the points of X do not lie on any homogeneous curve of degree less
than m. In [9], Geramita and Maroscia show that the set of all s-tuples of points in
generic position in (P2)s contains an open subset U so that if (p1, . . . , ps) 2 U , then
X = {p1, . . . , ps} satisfies the ideal generation conjecture, i.e., I(X) is minimally
generated by m   k + 1 forms of degree m and h forms of degree m + 1, where
h = max{0, 2k   m} [9, Theorem 2.6]. Gimigliano and Lorenzini illustrate in [10]
that for such sets of points, I(X) has a Hilbert-Burch matrix ' of the form
' =
26666666666664




L2k m,1 L2k m,2 · · · L2k m,k




Qm k+1,1 Qm k+1,2 · · · Qm k+1,k
37777777777775
,
if m < 2k, and if 2k  m, I(X) has a Hilbert-Burch matrix ' of the form
' =
26664





Lm k+1,1 · · · Lm k+1,m 2k Qm k+1,1 · · · Qm k+1,k
37775 ,
where Li,j are linear forms and Qi,j are quadratic forms.
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, i.e., k = 0, I(X) is linearly presented and therefore
the work of Morey and Ulrich in [19] shows that the defining ideal of R(I) has the
expected form. This is the only large class of points in generic position where the
defining ideal of R(I(X)) is known. For X ⇢ P2k a set of s distinct points in generic
position satisfying the ideal generation conjecture, Ha is, however, able to compute
the defining ideal of the Rees algebra of the truncation I(X) m+1 and to show that












+ 1 points in generic position in P2k that are
chosen general enough to satisfy the ideal generation conjecture. We also assume that
m is at least 2, since m = 1 corresponds to a set of two points. From the discussion
in the previous two sections, we see that I(X) is height two perfect satisfying G3
and having an almost linear Hilbert-Burch matrix whose last column has degree two.
Thus, as a direct consequence of Theorem 4.1.9, we have the following.




+ 1 points in generic position. For a general choice of the points, the defining
ideal of the Rees algebra R(I(X)) satisfies A = L : (x, y, z)2 where L is the defining
ideal of the symmetric algebra Sym(I).





+1 = 11 points in P2, we may
use Corollary 4.3.2 to compute the defining ideal.
Corollary 5.3.2 Let k be an algebraically closed field. If X is a set of 11 general
points in P2k, modulo L, the defining ideal A of R(I(X)) is generated by detB(') and
(detB(') ·detB)/z, where ', B('), B and L are as defined in Setting 4.1.1, Notation
4.1.2, and Notation 4.2.1.
This shows that the behavior in Example 5.1.2 is, in a sense, what one should
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