In an attempt of clarifying the [S/Fe] behavior with the run of [Fe/H] in the metal-poor regime which has been a matter of debate, an extensive non-LTE analysis of near-IR S i triplet lines (multiplet 3) at 1. 
Introduction
Sulfur belongs to the important group of α-capture elements, whose abundances in very metal-poor stars play a key role for studying the galactic chemical evolution, because most of them are considered to have been synthesized in short-lived massive stars and thrown out by type II supernovae at the early history of the Galaxy. Among these, S (along with O) deserves a particular attention because of its chemically "volatile" nature; i.e., it is difficult to condense into solid owing to its low condensation temperature (T c ∼ 650 K) unlike other "refractory" α group (Mg, Si, Ca, Ti) with high T c of ∼ 1300-1500 K. This fact characterizes the S abundances of metal-deficient stars as a reliable probe for the α-chemistry of old galactic gas because S atoms synthesized and emitted by SNe II are directly circulated into the gas (from which stars form), in contrast to other refractory species which might have at first fractionated onto dust and later deposited to the gas after a considerable elapse of time (time-delayed deposition; e.g., Ramaty et al. 2001) . For this reason, it is of paramount importance to establish the run of [S/Fe] with a change of [Fe/H] in very metal-poor stars. * Based on data collected at Subaru Telescope, which is operated by the National Astronomical Observatory of Japan. †
The large data tables are separately provided in the machinereadable form as electronic tables E1 and E2.
Unfortunately, however, no consensus has yet been accomplished regarding the behavior of [S/Fe] of old halo stars, since two abundance indicators (S i 8693-4 lines of multiplet 6 and S i 9212/9228/9237 lines of multiplet 1), which have been mainly used to trace the S abundances of metal-poor stars, tend to yield discordant results in the very low metallicity regime: The former suggested an ever-increasing [S/Fe] 86 with a decrease of [Fe/H] up to [S/Fe] 86 ∼ +0.8 at [Fe/H] ∼ −2.5 ("rising" tendency; cf. Israelian & Rebolo 2001; Takada-Hidai et al. 2002) , while the latter resulted in a trend of nearly constant [S/Fe] 92 at a mildly supersolar value of ∼ +0.3-0.5 irrespective of the metallicity down to [Fe/H] ∼ −3 ("flat" tendency; cf. Ryde & Lambert 2004; Nissen et al. 2004; Takada-Hidai & Sargent 2005) . Since all these studies on [S/Fe] 92 invoked the assumption of LTE, Takeda et al. (2005b) investigated the non-LTE effect on abundance determinations from S i 9212/9228/9237 lines and found appreciable "negative" corrections 1 amounting to ∼ 0.2-0.3 dex, which embarrassingly makes the discrepancy between [S/Fe] 86 and [S/Fe] 92 even larger. While Nissen et al. (2007b Nissen et al. ( , 2008 concluded by taking into account the non-LTE effect that galactic halo stars dis-
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The significance of downward non-LTE corrections for these multiplet 1 lines has also been confirmed by recent non-LTE calculations done by Korotin (2009) , who derived results similar to those of Takeda et al. (2005b Caffau et al. (2005) ?
From a viewpoint of reliability, each of these two S abundance indicators actually have specific shortcomings: Although S i 8693-4 lines are well-behaved in the sense that they are insensitive to the non-LTE effect as well as the microturbulence, their strengths are not so large to be reliably usable for very metal-poor stars at [Fe/H] < ∼ −2. In contrast, S i 9212/9228/9237 lines are sufficiently strong as to be invoked for studying [S/Fe] in the metallicity range down to [Fe/H] ∼ −3. Unfortunately, however, they are located in a spectral region considerably contaminated by a jungle of telluric H 2 O lines, which (despite any effort of elimination) may seriously affect the accuracy of EW measurements for very weak lines.
Considering this situation, Takeda et al. (2005b) proposed an alternative use of S i triplet lines of multiplet 3 (4p 5 P -4d 5 D o ) at 10455-10459Å for exploring [S/Fe] of metal-poor stars, which are nearly as strong as S i 9212/9228/9237 lines and locate in a region almost free from any contamination of telluric lines; thus being certainly advantageous compared to the other two. Therefore, it is interesting to see which kind of [S/Fe] trend would result from these 10455-9 lines. As far as we know, however, only a limited studies on [S/Fe] of metal-poor stars has been carried out so far with these near-IR lines: While the first report for G 29-23 ([Fe/H] = −1.7) was made by Nissen et al. (2007a, b) , Caffau et al. (2010) recently published the results for four stars (BD−05
• 3640, HD 140283, HD 181743, and HD 211998) ranging from [Fe/H] ∼ −1.2 to ∼ −2.4, both being based on VLT/CRIRES spectra. Although these studies derived [S/Fe] ratios to be in the range of +0.3-0.7, this sample is still too small, and a more extensive investigation is evidently needed for any statistically meaningful information.
Hence, we decided to investigate this controversial situation on the [S/Fe] vs. [Fe/H] trend of metal-deficient stars by ourselves with these S i 10455-10459 lines. Toward this aim, we secured moderately high-dispersion spectra in zJ-band for 33 stars of various metallicity in 2009 July by using IRCS+AO188 of the Subaru Telescope. The purpose of this paper is to report the sulfur abundances of these stars resulting from our analysis.
The remainder of this article is organized as follows. After describing the observational data (section 2) and stellar parameters (section 3) of the target stars, we explain the details of abundance determinations in section 4, followed by the discussion (section 5) where the results are presented and examined in comparison with the published work. The conclusion is summarized in section 6, followed by an Appendix where the nature of HD 219617 (double-star system comprising similar components) is briefly mentioned.
Observational Data
We selected 33 targets of halo/disk stars in the metallicity range of −3. Kobayashi et al. 2000; Tokunaga et al. 1998) along with the 188-element curvature-based adaptive optics system (AO188), which is mounted on the IR Nasmyth focus of the 8.2 m Subaru Telescope atop Mauna Kea. The zJ-band (1.04-1.19 µm) spectra were taken in the echelle spectrograph mode of IRCS, which is equipped with a Raytheon 1024×1024 InSb array with an Aladdin II multiplexer. We used a very narrow slit of 0.
′′ 14 × 3. ′′ 47 in order to accomplish the highest spectral resolution of R ≃ 20000. Thanks to the effective adaptive optics system (where the target itself was used as the guide star) enabling to reduce the size of stellar image down to FWHM < ∼ 0. ′′ 1 irrespective of natural seeing condition, stellar photons could be efficiently collected even in such a narrow slit. Actual exposures were done in two different positions (A and B) by shifting the image in the direction of the slit length and one observation cycle consisted of an A-B-B-A sequence of four exposures. The time for one (A or B) exposure was from one second (at the shortest) to 15 minutes (at the longest) depending on the brightness. Several cycles were repeated for a star according to the necessity to achieve a sufficient S/N ratio. For two very metal-poor stars of special interest (BD+44
• 493 and G 64-37), we expended comparatively long total exposure times of ∼ 1 hr.
The reduction of the spectra (A−B subtraction for background cancellation, flat-fielding, bad-pixel correction, cosmic-ray events correction, scattered-light subtraction, aperture extraction, wavelength calibration, coadding of spectrum frames, and continuum normalization) was performed by using the "echelle" package of the software IRAF 2 in a standard manner. For most of the targets, sufficiently high S/N ratios of ∼ 100-200 (S/N ∼ 300 for BD+44
• 493) were eventually accomplished. We confirmed by inspecting the line width that the expected spectral resolving power of R ∼ 20000 is actually attained.
Stellar Parameters

Atmospheric Parameters
Regarding the atmospheric parameters (T eff , log g, v t , and [Fe/H]) of the program stars necessary for constructing model atmospheres and determining abundances, various published studies were consulted. In case where two or more choices were possible, we preferentially selected spectroscopically determined ones. The finally adopted parameter values (with the references) are presented in table 1. As seen from the T eff vs. log g diagram shown in figure 1a, our targets are roughly divided, according to the surface gravity, into dwarfs (log g > 3) and giants (logg < 3). Also noted from this figure is the trend of logg tending to be lower with decreasing T eff .
Kinematic Properties
In order to examine the kinematic properties of the program stars, we computed their orbital motions within the galactic gravitational potential based on the positional and proper-motion data (taken from SIMBAD database) along with the radial-velocity data (measured from our spectra), following the procedure described in subsection 2.2 of Takeda (2007) . The adopted input data and the resulting solutions of kinematic parameters (space velocity components, orbital eccentricity, mean galactocentric radius, etc.) are summarized in electronic table E1. 
Abundance Determination
Synthetic Spectrum Fitting
We interpolated Kurucz's (1993) grid of ATLAS9 model atmospheres 3 as well as the grid of the non-LTE departure coefficients computed by Takeda et al. (2005b) in terms of T eff , log g, and [Fe/H] to generate the atmospheric model 3 These ATLAS9 models computed by Kurucz (1993) approximately include the convective overshooting effect in an attempt to simulate the real convection as possible. It has been occasionally argued, however, that this treatment may cause inconsistencies with observational quantities (e.g., colors or Balmer line profiles) and even the classical pure mixing-length treatment "without overshooting" would be a better choice (e.g., Castelli et al. 1997) . Since lines tend to become somewhat weaker in "with overshooting" atmospheres as compared to "without overshooting" cases because of the lessened temperature gradient in the lower part of the atmosphere, some difference may be expected in resulting abundances between these two cases, especially for comparative higher T eff stars (i.e., early G to late A; cf. Fig. 24 of Castelli et al.) where the convection zone due to hydrogen ionization comes close to the bottom of the atmosphere. We investigated how much S abundance difference would result in the analysis of S i 10455-10459 lines when "without overshooting" models were used instead of "with overshooting" ones. Test calculations for the representative case of T eff = 6000 K and log g = 4.0 (for [Fe/H] = 0 and −3) revealed, however, that the abundance differences are only < ∼ 0.05 dex (i.e., slightly lower abundances are obtained when the overshooting option is switched off). Accordingly, we may conclude that the difference of how the convection is treated is insignificant in the present case. and the departure coefficient data for each star.
Then we carried out non-LTE spectrum-synthesis analyses by applying Takeda's (1995) automatic fitting procedure to the region of S i 10455-10459 lines while regarding the sulfur abundance as well as the macro-broadening parameter and the radial velocity as adjustable parameters to be established. The adopted atomic data of the relevant S i lines are presented in table 2. How the theoretical spectrum for the converged solutions fits well with the observed spectrum is displayed in figure 2 , and the resulting non-LTE S abundances (A N ) are given in • 493, the most metal-poor star among our sample ([Fe/H] ∼ −3.7), we unfortunately could not detect any trace of S i lines in our spectrum (cf. figure 2) in spite of its fairly high S/N ratio (∼ 300). We therefore estimated the upper limit of equivalent width for the strongest component at 10455.45Å as EW UL 10455 ≃ k× FWHM/(S/N) ≃ 4 mÅ, where k is a factor we assumed to be 2 according to our experience and FWHM was set to 0.6Å (estimated from the width of the C i line at 10691Å). By using this EW 
Abundance-Related Quantities
While the non-LTE synthetic spectrum fitting directly yields the final abundance solution, this approach is not necessarily suitable when one wants to evaluate the extent of non-LTE corrections or to study the abundance sensitivity to changing the atmospheric parameters (i.e., it is tedious to repeat the fitting process again and again for different assumptions or different atmospheric parameters). Therefore, with the help of Kurucz's (1993) WIDTH9 program (which had been considerably modified in various respects; e.g., inclusion of non-LTE effects, etc.), we computed the equivalent widths for each of the triplet lines (EW 10455 , EW 10456 , and EW 10459 ) "inversely" from the abundance solution (resulting from non-LTE spectrum synthesis) along with the adopted atmospheric model/parameters, since they are much easier to handle. Based on such evaluated EW values, the LTE abundances for each of the lines (A N by repeating the analysis on EW 10455 (EW for the strongest component) while perturbing the standard values of atmospheric parameters interchangeably by ±100 K in T eff , ±0.2 dex in logg, and ±0.3 km s −1 in v t (which we regarded as typical uncertainties of the atmospheric parameters according to the original references). Let us call these six kinds of abundance variations as δ T + , δ T − , δ g+ , δ g− , δ v+ , and δ v− , respectively. We then computed the root-sum-square of three quantities δ T gv ≡ (δ
1/2 as the abundance uncertainty (due to combined errors in T eff , log g, and v t ), where δ T , δ g , and δ v are defined as In addition to such estimated abundance ambiguities due to errors in the adopted atmospheric parameters, we should keep in mind that uncertainties caused by photometric random errors may become significant, especially for the case of very weak lines near to the detection limit. For estimating these errors, we may invoke the formula derived by Cayrel (1988) , who showed that the ambiguity in EW is roughly expressed as ∼ 1.6(w δx) 1/2 ǫ, where w is the typical line FWHM, δx is the pixel size (in unit of wavelength), and ǫ is the photometric accuracy represented by ∼ (S/N) −1 . Substituting w ∼ 0.5-1Å, δx ≃ 0.25Å, and ǫ ∼ 1/100, we obtain ∼ 6-8 mÅ as the typical uncertainty in EW . This means that the S abundance derived for very metalpoor stars where the EW of the strongest S i line (EW 10455 ) is around ∼ 10 mÅ could be subject to additional ambiguities due to photometric errors which may amount to < ∼ 0.2-0.3 dex. • 5550, and HD 115444). The upper limit of [S/Fe] (≤ +1.0) for BD+44
• 493 ([Fe/H] ≃ −3.7) does not contradict this argument. It should be noted that this is a result after taking into account the negative (downward) non-LTE correction by ∼ 0.2-0.3 dex.
5 Accordingly, we
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Along with the non-LTE correction, we should also pay attention to the 3D correction, since our analysis is based on Kurucz's (1993) is rather intricate with a zigzag appearance, which is neither globally flat nor monotonically increasing. This is the consequence of this study.
Comparison with the Results from Different Lines
In order to examine whether or not any systematic effect exists between the abundances derived from different lines, we compared the [ FGK population I dwarfs (including the Sun), and found that the 3D corrections for the solar S i 10455-10459 lines are on the order of +0.1 dex (cf. their table 2). Meanwhile, according to the recent work of Caffau et al. (2010) , the 3D corrections for the S abundances of metal-poor stars derived from S i 10455-10459 lines are again ∼ +0.1 dex (cf. their table 4). Therefore, we can reasonably assume that the 3D effect is insignificant for [S/Fe] (where "relative" abundance between a star and the Sun is involved) because of being canceled. (−0.98; Takeda 2007 ) is well understandable. This is due to the fact that the S i 8693-4 feature for this star is too weak (because of its low metallicity nature) to yield a reliable S abundance, as can be recognized from figure 4 of Takeda (2007 = −2.39) is more serious and puzzling. Admittedly, our abundance result for this star may be subject to comparatively large uncertainty because its spectrum quality is not sufficiently good for measuring very weak lines (cf. figure 2) . However, we consider that at least its detection is probably real; so the abundance of this star being lower by ∼ 0.6 dex is rather hard to accept. At any rate, if Nissen et al.'s (2007b) Caffau et al. 2010) . If this is really the case, it might suggest a difference in the degree of ISM mixing; i.e., changing from incompletely to well mixed with increasing [Fe/H] (e.g., Argast et al. 2000) We do not insist, of course, that the behavior of [S/Fe] we concluded in this investigation (figure 3a) exclusively describes the nature of sulfur abundances of metal-poor regime applicable to all halo stars. It is clear that our object sample is still too small to extract any decisive conclusion. Obviously, further more S abundance studies on a much larger number of metal-deficient stars in a wide range of metallicity (−3 < ∼ [Fe/H] < ∼ −1), preferably by using both S i 10455-10459 as well as 9212/9228/9237 lines, would be required to settle the problem. The observations were carried out in 2009 July by using IRCS+AO188 of the Subaru Telescope and spectra of sufficiently high resolution (R ∼ 20000) and high S/N (∼ 100-200) were obtained in zJ-band (1.04-1.19 µm). Thanks to the high quality of the data, we could successfully determine the sulfur abundances from the S i 10455-10459 triplet for most of the targets by using the non-LTE spectrum synthesis technique.
We found an evidence of considerably large [S/Fe] ratio amounting to ∼ +0.7-0.8 dex at very low metallicity ([Fe/H] ∼ −3), which makes a marked contrast with other refractory α-elements (such as Mg, Si, Ca, Ti), which are known to show a flat tendency at [α/Fe] ∼ 0.3 over the whole halo metallicity range. Given that S is a volatile element among the α group, such a difference may pose a significant constraint on the galactic chemical evolution.
The resulting global nature of [S/Fe] over the wide metallicity range is not so simple as has been argued (i.e., neither simply flat nor ever increasing) but actually rather complex: This research has made use of the SIMBAD database, operated by CDS, Strasbourg, France.
Appendix. Double-Star Nature of HD 219617
In our observation by using the Subaru Telescope with IRCS+AO188, we accidentally realized that HD 219617 was a double-star with similar components, thanks to the high spatial resolution ( < ∼ 0. ′′ 1) accomplished by the adaptive optics system (AO188). Consulting the SIMBAD database, we learned that this is really a double sys- tem (WDS 23171−1349) of 0.
′′ 8 separation, comprising 9.08 (V ) and 8.77 (V ) F8 IV stars. Since the fainter one is in the North-East direction and the brighter one is in the South-East, we call the former and the latter HD 219617 (NE) and HD 219617 (SW), respectively. We obtained its J-, H-, and K-band images by making use of the imaging mode of IRCS (cf. figure 5) , from which we confirmed that NE is slightly fainter than SW also in near IR: J NE − J SW = +0.20, H NE − H SW = +0.27, and
Although chemical abundances of this star have been repeatedly studied by a number of investigators, the combined spectrum of both components seems to have been used without attending its binary nature, presumably because these two tend to merge already in the natural seeing condition of ∼ 1 ′′ -2 ′′ . Since we could obtain the spectrum of each component separately, we here briefly describe the comparison of these two.
A notable characteristic is that two spectra are remarkably similar to each other, as shown in figure 6 . Actually, they are hardly discernible by eyes. According to the comparison of EW s (from ∼ 10 to ∼ 230 mÅ) measured for 32 lines (of C i, Mg i, Si i, S i, Fe i, and Sr ii), we found that the correlation is very good (r = 0.94) and a linear regression analysis yielded EW SW = 1.020EW NE − 1.3 (where EW is in unit of mÅ). Thus, almost no essential systematic difference exists in terms of the line strengths. Besides, the striking similarity of Paschen γ wing (figure 6b) suggests that T eff is almost the same. We thus assigned the same atmospheric parameters for both NE and SW. We also point out that the radial velocity is again practically the same (V hel rad is +14 km s −1 and +13 km s
for NE and SW, respectively; cf. electronic table E1). Accordingly, previous studies having analyzed the combined spectrum of HD 219617 as if it is a single star should have obtained almost the correct result, because each of Sp(NE), Sp(SW), Sp(NE+SW) are essentially the same. Yet, one point to notice is, that stellar parameters should not be derived from the luminosity simply estimated from the apparent (total) brightness of this double star. Fulbright (2000) , who evidently treated this star as being single, initially guessed its logg from Hipparcos parallax (i.e., via luminosity) as 3.9, while he finally adopted the spectroscopically determined log g of 4.3. We speculate that this difference of 0.4 dex may have stemmed from the overestimation of the luminosity. In columns 1 through 6 are given the star designation, effective temperature, logarithmic surface gravity, microturbulent velocity dispersion, Fe abundance relative to the Sun, and key for the reference of atmospheric parameters: ITO09 · · · Ito et al. is the S-to-Fe logarithmic abundance ratio relative to the Sun. Since HD 219617 is a double-star system (0.
′′ 8 separation) comprising two very similar stars, we assigned the same atmospheric parameters to both components (cf. the Appendix). The objects are arranged in the ascending order of [Fe/H] .
