We construct rational operators for the weighted uniform approximation on the semiaxis. Direct and converse results are shown which are not possible for polynomials.
INTRODUCTION
Given a matrix of distinct nodes 2" {xi}i"=o c_ [0, + o), consider the Baltzs-Shepard operator relative to the matrix 2" defined by s.(x; x) :--s.( x) ETa=0 I xl-=f() s>2, (1) forf C([O, +)).
We recall that for s an even integer, Sn is a positive rational operator of interpolatory type, of interest in approximation theory and in many applications (see, e.g., [1, 2, [4] [5] [6] [7] [9] [10] [11] [12] Recently the authors in [7] investigated the approximation behaviour of the operator (1) , when f is a continuous and bounded function on the semiaxis and they proved direct and converse results. In this paper we want to investigate the more general weighted case when the functionfmay be unbounded on the semiaxis.
In [11] (2) we consider functionsfcontinuous on [0,+o) such that w(x) f (x) o, x --, +o. Here we want to study the weighted uniform convergence of S,,(f) to f, with weight w given by (2) , i.e., the convergence behaviour of w(x)lf(x) S,,(f; x)l, for x > 0.
First we remark that it is not restrictive to consider weights of type (2) for weighted approximation by S based on the nodes (4) (1) . If w(x)= exp(-x), f(x) exp(x/ and xk k/x/r, k 0,..., n, then
We also remark that we can get weighted convergence of S with exponential weights, provided that we modify slightly the mesh like in [11] , but in such case the study of direct and converse results is rather complicated (cf. [11] ).
In 
Iffsatisfies (3) and (14) and
Remarks First we remark that the above results are not possible for polynomials.
Note that from Theorem 2.1, if (12) holds true, the first term dominates on the right-hand side of (8), i.e., we have (13).
Furthermore from (13) it follows that, if f satisfies (12) and w(x)lf(x)l-u(x)v(x), where u(x) is a good function on [0, +) (for example u E C2[0, + oc)) and v(x) < Cx1/'r, x < a, a > 0, then the error is not greater that Cn-1/2. We remark that such result is not possible for polynomials.
Moreover (13) cannot be improved because of (16). In a sense, the equivalence relation (16) characterizes the class of functions satisfying (15) and having a given behaviour near 0 and on [0, + cx) by the order of approximation by the operator Sn.
Finally from the proof of (13) we can also get the following pointwise weighted error estimate for x E [x0, xn]: we deduce 
E=o Ix xlCase 2 Xo < x < Xn. Let xj =j'r/n'r/2, 0 < j < n, denote the closest knot to x. Cn -'r/2-/+'r/+ 0(1), 
3.1 Proof of Theorem 2.1
Obviously we assume x -Xk, k 0,..., n. We recall that [7] Ix-xl _< 
with xj, 0 < j < n, a closest knot to x and b(x) given by (7).
(24)
We distinguish two cases.
Case 1 Xo < x < xn. Then from (1) w(x)lf(x) S(j x)l < w(x) ,=0 Ix xgl-lf(x_-ff(xg)15 Now, proceeding case for case as in Lemma 3.1, we get from (11) Therefore from (27)- (29) The following lemmas are useful to prove Theorem 2.2. In particular they are interesting in themselves because they establish some weighted Markov-Bernstein type inequalities for the Shepard operator (Lemmas 3.2 and 3.3) (cf. [7] and [4] ) for analogous results for the operator Sn in the unweighted case). dp given by (7) and C independent off and n.
Proof Since S ( Xk) O, k 0,..., n, we assume x Xk, k 0,..., n.
We distinguish two cases. and working as in [4, 7] Bs_C.
Finally by Lemma 3.1, working as in [4, 7] B2 < w(x)
,kCj x xkl-S+lw( [7] E3 < Cv/-fiw(n/2)lf(n/2)[. Moreover, working as in the proof of Lemma 3.2 n-1 E4 < w(n/2)lf(n/2)l(x)lx x,l Ix xl --k=O < Cx/-w(n'/2)lf(n/2)l. and from a well-known lemma by Berens and Lorentz (see, e.g., [3] or Lemma 9.34, p. 699 in [10] ), (16) follows.
