Abstract-For the least mean square (LMS) algorithm, we analyze the correlation matrix of the filter coefficient estimation error and the signal estimation error in the transient phase as well as in steady state. We establish the convergence of the second-order statistics as the number of iterations increases, and we derive the exact asymptotic expressions for the mean square errors. In particular, the result for the excess signal estimation error gives conditions under which the LMS algorithm outperforms the Wiener filter with the same number of taps. We also analyze a new measure of transient speed. We do not assume a linear regression model: the desired signal and the data process are allowed to be nonlinearly related. The data is assumed to be an instantaneous transformation of a stationary Markov process satisfying certain ergodic conditions.
I. INTRODUCTION

C ONSIDER jointly stationary random processes and
, taking values in and , respectively. The vector which minimizes is a solution of the Wiener-Hopf equation, and if is invertible, it is given by , where . Note that all vectors are column vectors, and denotes the transpose of . We can write (1) where the estimation error is orthogonal to the data, that is,
In practice, the statistics of the data is seldom known, and has to be estimated based on a single realization of . For example, such a problem arises in system identification and channel equalization [1, Introduction] . A common approach is to use stochastic adaptive algorithms, which recursively update an estimate of as more data becomes available. In this paper, we consider the constant step-size least mean square (LMS) algorithm, which updates an estimate of using the recursion The authors are with the Department of Electrical and Computer Engineering, University of California, San Diego, La Jolla, CA 92093 USA (e-mail: onkar@ucsd.edu; masry@ece.ucsd.edu).
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Here is the fixed step size and is a deterministic initialization.
The LMS algorithm, and its variants, have been used in a variety of applications, and many researchers have analyzed them (see, for example, [2] - [22] ). To give a flavor of the analytical results known so far, we briefly mention some previous results for dependent data. In the literature, two commonly used performance criteria are the estimation error in the filter coefficients (also called, deviation error)
, and the signal estimation error . In [4] , convergence in distribution (as ) of is established for bounded uniformly mixing data. In [6] , for -dependent data, it is shown that as tends to infinity, is bounded by a multiple of . For bounded, purely nondeterministic regressors , the time average is analyzed in [10] as . In [12] , [23] , and [24] , for a general class of adaptive algorithms, asymptotic normality of is established by letting and in such a way that remains bounded. In [13] , [21] , and [22] , for specific examples it is shown that as , can be smaller than , that is, in some cases the LMS algorithm outperforms . Many authors have also analyzed the speed of convergence, and the most recent work is that in [15] and [20] . In Section III, we compare our results with some of the above mentioned results; however, we next compare our contribution to the more recent works in this area.
Our results are closest in spirit to recent results in [14] , [17, Theorem 5] , and [20] . In [14] and [17] , a simple approximation is given for when is time-varying. Even when is time-invariant, which is the case in this paper, the results in [14] and [17] are the most general results known for error analysis in the transient phase. However, [14] and [17] impose restrictive conditions on the relationship between and . In [14] , it is assumed that and are independent (4) and is zero mean, white.
Condition (4) implies that (1) is a linear regression model. In the general case, and may be nonlinearly related, and though (2) holds, and may be dependent. Also, the sequence may be correlated, and (5) may not hold. In [17, Theorem 5] , it is assumed that (6) If the data is zero mean Gaussian, then (6) implies that are independent and identically distributed (i.i.d.) and is inde-0018-9448/02$17.00 © 2002 IEEE pendent of . The conditions (4)- (6) are very restrictive, and they are not satisfied in applications such as channel equalization. In this paper, we analyze the LMS algorithm without putting any strong restriction on the relationship between and . We not only extend the results in [14] and [17] , but we also prove additional new results.
Specifically, we provide comprehensive quadratic-mean analysis of the LMS algorithm for dependent data, under conditions considerably weaker than those in the literature.
1) We approximate
by a matrix , which is specified by a simple recursion depending on the statistics of the data. The approximation error vanishes as . In the general case of dependent data and nonlinear regression model, itself does not have a simple recursion. This result extends the result in [14] and [17] by removing (4)-(6).
2) For small , we prove the convergence of the algorithm in the following sense: there exists such that for , exists. To the best of our knowledge, for dependent data, convergence of second-order statistics of the LMS algorithm has not been established before.
3) We show that the limit exists, and it satisfies the Lyapunov equation given in [23] .
4)
We study the excess signal estimation error , where
. We approximate by a simple expression, which can be computed using a simple recursion. The approximation error is small when is small. This result generalizes a result in [14] , where (4) and (5) are assumed.
5)
We show that for sufficiently small step size , the limit exists, and we derive the limit in terms of the statistics of the data. This expression is new. In particular, our result shows that under certain conditions, the LMS algorithm gives a smaller signal estimation error than . No previous results explain this phenomenon. We assume to be an instantaneous vector transformation of a stationary Markov process satisfying certain ergodic conditions. Our assumptions are satisfied for many examples of practical importance, and they allow applications such as channel equalization, where (4)- (6) are not true (see Section II). We note that itself in not Markovian, and it need not even be uniformly mixing (see Section II).
Most papers dealing with the convergence of the LMS algorithm establish some form of exponential convergence of products of random matrices. In Lemma 11 of Appendix I, we obtain exponential convergence for products of random matrices using the operator-theoretic framework for Markov processes [25, Ch. 16] . Lemma 11 establishes refinements of some results in [14] , which are critical to prove Theorems 1-4 without assuming (4) and (5). Since we do not assume (4) and (5), the analysis in this paper is substantially different from that in [14] .
The paper is organized as follows. In Section II, we present our assumptions and provide examples. In Section III, we state and discuss the main results, and we also compare our results with previously known results. In Section IV, we prove the main results using a series of lemmas which are proved in Section V. In Section VI, we present the conclusion. Lemma 11 and a few preliminary results are proved in Appendix I. In Appendix II, we prove related refinements of some results in [14] .
II. ASSUMPTIONS AND EXAMPLES
In this section, we first state our assumptions, and then we give detailed explanations and examples.
( ) is an aperiodic, -irreducible (see [25] [14] and [23] . We give examples later to show how this assumption arises in practice. From [26, Theorem 4.3], we know that is absolutely regular. Absolute regularity is a popular form of mixing, which is weaker than uniform mixing ( -mixing) and stronger than strong mixing ( -mixing). The assumption of uniformly mixing data has been used before (see, for example, [4] and [16] ]. The extra assumption we make for is not at all restrictive, and it is dealt with exactly as in [14] . This assumption puts a restriction on the growth of with respect to the growth of the drift . If is a polynomial in , then without any further assumptions, this condition requires the data to be bounded. However, for an exponential drift , the components of are permitted to be any polynomial, and even a function with suitably slow exponential growth is allowed. We note that this assumption allows data for which all the moments are not finite (see the examples below).
Discussion of c)-e):
c) is satisfied if and are bounded by a multiple of . This is a very mild condition, especially for an exponential drift function . Under this restriction on the growth of and , assumption d) is satisfied provided . Such growth conditions arise because we wish to apply the convergence of the conditional expectation (see b)) for these functions. The positive definiteness of is commonly used to guarantee the existence of a unique . are allowed, and in particular satisfies our assumptions. Similarly, we can also take to be any polynomial transformation, or even a suitable exponential transformation of . In the latter case, all the moments of the data may not be finite. Also note that and are in general nonlinearly related.
Example 2: For the case of channel equalization, the conditions (4)- (6) are not satisfied. We now show that our assumptions are satisfied for this application. Let the channel output be Here and are independent information sources of two users experiencing channels with impulse response and , respectively. The channel noise is independent of the information sources. The aim is to estimate based on in the presence of interference due to user 2, and in the presence channel noise. The information sources are usually modeled as irreducible, aperiodic Markov chains with a finite state space, and the noise is modeled as zero mean, i.i.d. Assuming
, it is easy to see that our assumptions are satisfied by choosing and . This example can be clearly extended to any finite number of users, and using the method in Example 1, an additional narrowband interference satisfying a scalar autoregressive moving average (ARMA) model can also be included.
More examples can be found in [14, Sec. 3] and [25] .
Since some of our results are similar in nature to those in [14] and [17, Theorem 5] , we state below the main differences in our assumptions.
• We do not assume (4) and (5) , which are assumed in [14] .
As indicated in the discussion of our assumptions above, the extra assumptions we make over [14] are mild.
• We do not assume (6) , which is assumed in [17, Theorem 5] . Also, the moment restrictions in [17] are more stringent. For example, for i.i.d. data, condition (15) in [17] requires that the density of the data should decay like a Gaussian or faster than a Gaussian. On the other hand, our assumptions allow data which can be an exponential transformation of Gaussian data (see Example 1). In particular, if are i.i.d. and , are finite, then it is easy to verify that our assumptions are satisfied with and .
III. MAIN RESULTS
Notation:
Let . For a square matrix , denotes the trace, and denotes the matrix norm induced by the Euclidean norm. By the phrase "sufficiently small ," we mean " such that for ." In many of the expressions, denotes a term bounded by a multiple of , and the bound is uniform in other parameters that may be involved in the expressions. For an matrix , and a matrix , denotes the Kronecker product which is defined to be the matrix whose th block is the matrix , , . For an matrix , denotes the -dimensional column vector obtained by stacking the columns of into a single vector.
A. Analysis of the Mean of the Deviation Error
Under assumptions (4) and (5), it is shown in [28, Ch. 6] and [14, Theorem 3] that converges exponentially fast to zero as , that is, the filter coefficient estimate based on the LMS algorithm is asymptotically unbiased. However, this is not always the case when (4) and (5) . Then by simple calculations using (3), it follows that Hence for , , that is, the filter coefficient estimate based on the LMS algorithm is not asymptotically unbiased.
In the general case, we have the following result.
Theorem 1: Suppose assumptions and are satisfied. Then for sufficiently small (7) where is uniform in . Also exists for sufficiently small . Further, if is independent of and , then can be replaced by where .
The proof of this result is much simpler than the proof of the other results in this paper, and the method of proof is also similar to the proof of the other results. Hence, we do not present the proof of Theorem 1 in this paper. The interested reader is referred to the Ph.D. dissertation [29] . In the above recursion where the infinite series converges absolutely.
B. Analysis of the Correlation Matrix of the Deviation Error
2) For sufficiently small , exists, exists, and it satisfies the Lyapunov equation .
The proof is given in Section IV-A. Before discussing the above result, we state two corollaries.
Corollary 1: Suppose assumptions and are satisfied. Then for sufficiently small step-size exists, and (9) (10) where the infinite series converges absolutely.
The proof is given in Section V-H.
Corollary 2:
Suppose assumptions and are satisfied. Then for sufficiently small where is uniform in .
The proof is given in Section V-I.
In the initial phase of the algorithm, is large compared to , while the approximation error in Part 1 of Theorem 2 is of the order of . When is large, the approximation error is of the order of , while is of the order of . (4) and (5)), then . The corresponding simplified form of Part 1 of Theorem 2 is similar to the result obtained by applying [14, Theorem 4] (also see [17, Theorem 5] ) to the special case of the LMS algorithm being used to estimate a time-invariant parameter . However, we have a better rate for the error term than in [14] and [17] , where the error term is . Thus, we not only remove assumptions (4)-(6), but we also obtain a better rate for the approximation error.
The literature on the performance analysis of the LMS algorithm, and its variants, can be divided into two categories: that which studies quantities like the asymptotic error by assuming the convergence of the algorithm, and that which first establishes the convergence of the algorithm. Our work is in the spirit of the second category. In Part 2 of Theorem 2, we first establish the existence of the limit , and then we study its behavior for small . Note that the convergence of as does not follow from Part 1 of Theorem 2. To the best of our knowledge, for dependent data, convergence of second-order statistics of the LMS algorithm has not been shown before.
In order to explicitly indicate the dependence of on , we denote it by . In [23, Theorem 15, p. 335] , under the assumption that the data is an instantaneous function of a geometrically ergodic Markov process, an asymptotic normality result for general adaptive algorithms is established. (Similar results have also been proven in [24] and [12] .) For the case of the LMS algorithm, [23, Theorem 15, p. 335] implies that if we let and such that remains bounded, then converges in distribution to a normal distribution with zero mean and covariance matrix satisfying . This weak convergence result rules out the case of practical interest:
fixed and large. Also, this asymptotic distribution result does not imply convergence of the second moment. In contrast, in Theorem 2 we study the second-order statistics of .
• In [5] , under the assumption that the process is -dependent, it is shown that for sufficiently small constant In comparison, Corollary 1 is a stronger result: we show that the limiting value is well defined for sufficiently small , we establish the precise rate at which the asymptotic error converges to as , and we obtain the asymptotic constant in terms of the statistics of the data. Furthermore, we remove the assumption of -dependent data. For small , , where is the constant on the right-hand side of (10) .
Corollary 2 is a consequence of Theorems 1 and 2. As per this result, for small , can be approximated by the deterministic vector . This approximation is meaningful during the initial phase of the algorithm when is large compared to . A similar result was suggested in [20] without proof. (11) where the infinite series converges absolutely.
C. Analysis of the Excess Signal Estimation Error
The proof is given in Section IV-B. Part 1 of Theorem 3 provides a simple approximation to the excess signal estimation error. For small , the approximation is good in the transient phase as well as in steady state. If we assume (4) and (5), then where in the recursion (8) for , is replaced by . This simplified result is similar to that obtained by using [14, Theorem 4] , where the error term is . Thus, for the case of a time-invariant parameter , we not only remove assumptions 4) and 5) made in [14] without any additional restrictive assumptions, but we also obtain a better rate for the error term.
If we assume (4) and (5), then the limit in (11) simplifies to . This simplified result has been established in [15] , and under the assumption of i.i.d. Gaussian it can also be derived from the exact expression for given in [8] . In comparison, our result is valid even when and are nonlinearly related, and the data is dependent. Equation (11) implies that for small , , where is the constant on the right-hand side of (11) .
For two specific examples, it was shown in [21] that the LMS algorithm asymptotically results in a smaller signal estimation error than the optimal Wiener filter . A similar result was also stated for one-step prediction of an AR process for a normalized LMS algorithm in [13] . The result (11) of Theorem 3 can be used to investigate this phenomenon under general conditions. Let denote the constant on the right-hand side of (11). If is negative, then for sufficiently small , , that is, the LMS algorithm gives a smaller signal estimation error than the optimal Wiener filter . As explained in [21] , the reason for this is that the LMS algorithm, due to its recursive nature, utilizes all the past data, while the Wiener filter only uses the present data. Unlike [21] and [13] , which only deal with specific examples, (11) holds for a large class of processes . The constant is always positive if (6) is true, or (4) and (5) are true. Hence, conventional analysis based on these assumptions does not indicate this phenomenon.
In [31] , lower bounds on the estimation error of causal estimators are derived using Kalman filtering. These bounds are of interest to lower-bound the signal estimation error of the LMS algorithm. Bounds based on causal Wiener filters are also given in [22] . Comparison of our results with these lower bounds is not feasible for the general case. However, we give a comparison for the example below for small . , for close to one, . Thus, for close to one, the LMS algorithm with one tap comes close to the optimal predictor, provided the step size is chosen appropriately.
D. Analysis of the Measure of Transient Speed
Consider the measure of transient speed This is a measure of how fast converges to its steadystate value . Since we sum over all , this measure also takes into account the transient phase of the algorithm. The smaller the value of , the faster is the speed of convergence. We have the following result. For small , behaves similar to . Thus, the analysis of the intuitively appealing measure of speed , leads to a rigorous justification of [20, eq. (8) ].
Consider the normalized measure of transient speed
Since
The highest value of this constant (see [30, eq. (1), p. 72]), , corresponds to the slowest speed of convergence, and in this case, for small , . For the LMS algorithm, [15, Theorem 1] implies that the speed of convergence is inversely proportional to . Thus, the measure of speed proposed in [15] corresponds to the worst case previously mentioned. Unlike [15] , we do not assume (4) and (5) . Also, we provide a rigorous proof, while the proof in [15, Theorem 1] is based on the independence assumption.
The constant depends only on and . We get the same constant if we assume and to be i.i.d. Thus, for small , the transient speed is not affected by the presence of and correlation amongst the 's. Hence, analysis based on the independence assumption [1] leads to the same result. This is in contrast to the results in the previous sections, which, even for infinitesimal , depend on the dependence structure of the data.
In [19] , the following scheme is suggested for improving the speed of the LMS algorithm: use in place of in (3), where is an matrix obtained by throwing away the rows of an orthogonal matrix. Using the normalized measure of transient speed defined above, we show in the Ph.D. dissertation [29] 
, and as in the case above, it coincides with the measure of speed proposed in [15] .
IV. PROOF OF MAIN RESULTS
Notation:
To maintain simplicity of expressions, we define . By we denote the matrix product for , and for the empty product is to be interpreted as the identity matrix. Let denote a function such that and let . By we denote an -dimensional column vector with at th position and otherwise, . We use Kronecker product of matrices and Lemma 13 summarizes the properties we need. Many of the basic properties mentioned in Lemma 13 are used frequently, and except for the first few instances, we do not refer to them.
By simple calculations using (1) and (3), we get the recursion Note that is and is . In our calculations we need the following expression for which is obtained by repeated application of the above recursion (13) where (14) We first study the expression through a series of lemmas, and then we prove our main results. Using (13) where (15 The proof is given in Section V-D. The analysis of requires more decomposition. From (14) and (18) Note that in the preceding equation, and in the equations that follow, is to be interpreted as . Let the diagonal term ( ) be (20) and let the off-diagonal term ( ) be The proof is given in Section V-C. 
A. Proof of Theorem 2
B. Proof of Theorem 3
From the definition of , , and , we get . Hence, To prove Theorem 3, we derive the contribution of each of these terms separately. The proof is given in Section V-E. The cross term also contributes to the asymptotic estimation error and we have the following lemma. The lemma is proved in Section V-F. Theorem 3 now follows directly from Lemmas 5 and 6.
C. Proof of Theorem 4
If we choose , then by Lemma 13 iii), . Now consider Note that in we do not take the absolute value of and hence we can separately calculate the contribution of , , , and to . From Lemmas 1-4 and Lemma 13 vi), we get that, . Since , we get (26) In Section V, the proof of Lemmas 1-4 yields Corollary 3 which shows that (27) Equation (12) now follows from (26) and (27 we refer to a family of operators such that constant . In many of the inequalities we use "constant" to refer to a constant that does not depend on the parameters involved in the inequalities. This section is organized as follows. Lemma 1 is proved in Section V-A. The proof of Lemma 2 follows the same main steps as that of Lemma 4 but the details are much simpler. Hence, we first prove Lemmas 3 and 4 in Sections V-B and V-C, respectively. Lemma 2 is proved in Section V-D. Lemma 5 is proved in Section V-E and Lemma 6 is proved in Section V-F. Equation (27) is proved in Section V-G and Corollaries 1 and 2 are proved in Sections V-H and V-I, respectively. All the proofs follow the following main theme:
• split the term under consideration into further terms by applying Lemma 11 and deal with each of these terms separately;
• for the term under consideration, say , identify the order of the term as a function of , show that exists for sufficiently small , and show that exists;
• study .
We frequently use the preliminary results stated in Lemmas 12 and 13, and except for the first few instances, we do not refer to them. 
A. Proof of Lemma 1
B. Proof of Lemma 3
Using stationarity in (20) followed by a change of variable we get
As in Section V-A, we can apply Lemma 11. Using (58) we get , where 
C. Proof of Lemma 4
The off-diagonal term given by (21) can be split into two terms:
, in which the inner sum in (21) is over , and , in which the inner sum in (21) Due to similarity of and , in order to study we only need to study . We provide a proof for , and the proof for follows almost identically. From (37), using Lemma 12 vii) From (58) of Lemma 11 we get, where
Note that unlike in Section V-A, we have chosen for convenience. We deal with each of these terms separately. The proof is very long and we split it into three subsections. Lemma 4 then follows directly from Lemmas 7-10 proved in the following subsections.
1) Analysis of :
From (40) Thus, has been dealt with. The analysis of is similar to that of . We get that exists for sufficiently small , the limit , and
Thus, has been dealt with and hence has been dealt with. Since the argument did not depend on , the proof of the lemma is complete.
3) Analysis of : Lemma 10: If assumptions and are satisfied, then for sufficiently small , and exists. Further, and
The proof is very similar to that of Lemma 9 and is not be presented here. The interested reader is referred to the Ph.D. dissertation [29] .
D. Proof of Lemma 2
Now consider
and . Substituting (14) in (16) and using Lemma 13 i), ii) we get (53) where (54) Here is , is , and is . Similarly, we have (55) where (56) and , given by (53) and (55), respectively, are similar and they can be treated in the same way. As can be seen from (53), (54), (36), and (37), corresponds to the term in except that is replaced by . Therefore, the main steps in the proof are similar to those in the proof of Lemma 4. But overall, the proof is simpler due to the absence of the summation present in (37). Since the proof does not involve any new ideas, we do not present it here. The interested reader is referred to the Ph.D. dissertation [29] .
E. Proof of Lemma 5
Using Lemma 13 i) and the fact that depends only on Note that since , by assumptions b) and a). By Markovianity Thus, which is similar to the expression considered in Section IV. In this case, and hence from Lemmas 1-4 Using , (22) , and , it follows that . As shown in the proof of Theorem 2 in Section IV-A, , . Hence, we obtain that . From Lemmas 1-4, exists for sufficiently small . In the proof of Theorem 2 in Section IV-B, we showed that exists and . Using the expression for above and using , we get This completes the proof.
F. Proof of Lemma 6
Using (13) Using (14), we can write where
We first show that does not contribute to for sufficiently small . Since , using Markovianity and then stationarity where . By Lemma 12 ii), the function . Also, by [14, Lemma 3] , the conditional expectation is a bounded operator on . Hence and we can apply (61) of Lemma 11 with . Thus, we obtain By orthogonality (2) and hence the first term is zero. Further const.
By the same argument, is bounded by a constant that does not depend on for sufficiently small . Hence, and for sufficiently small .
We now obtain the contribution due to . This completes the proof of the lemma.
G. Proof of (27) Corollary 3: Under assumptions and
Proof: Choosing and then using Lemma 13 iii), from Section IV we get The desired result now follows from (57).
H. Proof of Corollary 1
From Theorem 2 it follows that, where . Multiplying both sides by and taking the trace, . Using and the definition of , it follows that
Note that in the last step we have used the fact that the infinite series in converges absolutely. The desired result follows by using again.
I. Proof of Corollary 2
For sufficiently small , the eigenvalues of are in . Hence from (23) we obtain, where is uniform in . Hence, from Theorem 2, we obtain that . Using this and (7), it follows that VI. CONCLUSION In this paper, we analyzed the LMS algorithm in the transient phase as well as in steady state. We provided simple approximations for the estimation error in the filter coefficients, and for the excess signal estimation error. For sufficiently small , we also proved the convergence of the LMS algorithm in the sense that the second-order statistics attain limiting values as the number of iterations increases to infinity . Further, we analyzed the steady-state errors as . The result for the excess signal estimation error shows that for sufficiently small , the LMS algorithm can result in a smaller signal estimation error than the Wiener filter . We also studied a measure of transient speed for small step size . Our analysis shows that for small , the transient speed does not depend on the signal estimation error and the correlation amongst the 's.
Our result can also be used to analyze the scheme suggested in [19] for improving the speed of convergence. Unlike many of the previous works, we do not assume a linear regression model. We also consider dependent data. Our assumptions permit many data processes of practical importance.
APPENDIX I PRELIMINARY LEMMAS
In this section, we first prove an exponential convergence result for certain products of random matrices, which are encountered in the analysis of the LMS algorithm. Properties i)-iv) can be found in [30] and the references therein. v)-vii) are proved in the Ph.D. dissertation [29] .
APPENDIX II ANALYSIS OF PRODUCT OF CERTAIN RANDOM MATRICES
In this appendix, we prove Lemma 16 which not only refines [14, Theorem 2] , but also establishes a new result. We assume the Markov process to be -uniformly ergodic and consider products of random matrices which are functions of . The framework in this section is more general than that for the LMS algorithm.
In [32] and [33] , a multiplicative ergodic theorem has been established for bounded functions of geometrically ergodic Markov processes. Lemma 16 gives a multiplicative ergodic theorem for certain matrices which are in general unbounded functions of an ergodic Markov process. In addition, this result also gives us control over the error term, which is critical for performance analysis of the LMS algorithm.
Consider Due to space constraints we keep the proofs short. More detailed proofs are given in the Ph.D. dissertation [29] . Proof: The decomposition of the operator follows as in [14] . We now establish (68). From the proof of [14 Now using (68) and (69) it can be shown that . Since , the desired result follows.
We now prove the main result of this appendix. (76), and (see [14] ), This completes the proof.
