Abstract-This paper is motivated by the error-control problem in communication channels in which the transmitted sequences are subjected to random permutations, in addition to being impaired with insertions, deletions, substitutions, and erasures of symbols. Bounds on the size of optimal codes in this setting are derived, and their asymptotic behavior examined in the fixed-minimum-distance regime. A family of codes correcting these types of errors is described and is shown to be asymptotically optimal for some sets of parameters. The corresponding error-detection problem is also analyzed.
I. THE CHANNEL MODEL
Suppose that we are given a communication channel which acts on the transmitted sequence by permuting its symbols in a random fashion. In symbolic notation:
where s i , 1 ≤ i ≤ n, are symbols from the input alphabet A = {a 1 , . . . , a q }, and π is drawn uniformly at random from the set of all permutations over {1, . . . , n}. Suppose further that the channel imposes other kinds of impairments on the transmitted sequence as well, namely insertions, deletions, substitutions, and erasures of symbols. Insertion means that there is a symbol (from A) in the received sequence which hasn't been transmitted at all; deletion means that a symbol which was transmitted does not appear in the received sequence; substitution means that a transmitted symbol is substituted with a different symbol (from A); erasure is a substitution of a transmitted symbol with the symbol '?', where ? / ∈ A. We shall refer to the channel just described as the permutation channel [6] , [7] .
In the present paper we describe general properties and concrete constructions of codes for such channels. To our knowledge, coding and related problems for channels with random reordering of symbols have been addressed only in a handful of papers, e.g., [17] , [12] , [3] . We shall take as a starting point the framework presented in [6] , [7] (which will be reviewed in Section II), as this is the most general framework for studying block codes in this setting. Channel models with restricted reordering errors have also been studied in the literature, e.g., [1] , [10] , [14] , [15] ; in these and similar works it is assumed that only certain permutations are admissible during a given transmission and, consequently, they require quite different methods of analysis.
The communication scenario that motivated introducing the above model are packet networks employing multipath routing as a means for end-to-end packet transfer. In such networks, packets belonging to the same "generation" usually traverse paths of different length, bandwidth, congestion, etc., on their way to the receiver, which causes their delays to be different and unpredictable. Consequently, the packets may arrive at the destination in an essentially random order. Furthermore, packets can be deleted in the network due to buffer overflows in network routers, link failures, etc., as well as experience other types of errors for various reasons. Therefore, this can be seen as an instance of the permutation channel whose alphabet is the set of all possible packets. In Section IV, we shall give a brief comparison between the codes constructed here and the usual way of dealing with packet reordering in practice.
II. ERROR-CORRECTION IN PERMUTATION CHANNELS

A. Dealing with random permutations
We first focus on the case when the only impairments in the channel are random permutations. As discussed in [6] , [7] , codewords in this setting can be described as multisets over the channel alphabet A. We briefly repeat that argument here.
For a sequence s = (s 1 , . . . , s n ) ∈ A n , denote by
is the number of occurrences of the symbol a i ∈ A in s.
Notice that two sequences s,s ∈ A n are permutations of each other if and only if they have the same composition, i.e., iff x s = xs. Therefore, if the transmitted sequence is to be recovered with certainty (or in fact with any probability greater than what could be obtained by random guessing) at the output of the permutation channel, then only one sequence having a particular symbol composition can be a valid codeword. One thus concludes that the codewords for this channel are uniquely determined by their composition and can be described as integer vectors
Using a different terminology [6] , [7] , the codewords can be thought of as multisets S = {s 1 , . . . , s n } over the channel alphabet. The multiplicities of the elements from A in S are, analogously to the above, specified by vectors of the form
We shall mostly use vector notation and terminology in the sequel, occasionally referring to multisets; it should be clear that these are just two different ways of expressing the same notion.
To avoid possible confusion we note that, even though the codewords are described by integer vectors, these vectors are not actually sent through the permutation channel. Namely, if x = (x 1 , . . . , x q ) ∈ Z q + is a codeword, then what is being transmitted are x 1 copies of the symbol a 1 , x 2 copies of the symbol a 2 , etc. Therefore, q i=1 x i will be referred to as the length of the codeword x in this setting because this is the number of symbols that are being transmitted.
If we impose, as we shall, the requirement that all codewords are of the same length n, we end up with the following code space:
The set q−1 n is a discrete simplex of "sidelength" n, dimension q − 1, and cardinality | The requirement that the code has at least two codewords is clear from the practical perspective. It is made explicit here to avoid discussing trivial cases in the sequel.
The following definition is motivated by the structure of the code space q−1 n . Namely, this space can be seen as the translated A q−1 lattice restricted to the non-negative orthant, where 
B. Dealing with other types of noise
Hereafter we assume that other types of noise, namely insertions, deletions, and substitutions of symbols, are also included in the channel model. Erasures will be omitted from the discussion, but they too can easily be accounted for, see Remark 4. By the discussion in Section II-A, we can equivalently describe the channel under consideration as follows: Channel inputs are multisets of cardinality n over A, channel outputs are multisets of arbitrary cardinality over A, and the channel acts on the transmitted multiset by removing some of its elements (deletions), adding some elements to it (insertions), and replacing some of its elements with other elements from A (substitutions).
Let e i ∈ Z q be the unit vector having a 1 at the i'th coordinate and 0's elsewhere. Let S be the transmitted multiset. If the received multisetS is produced by inserting a symbol a i to S, then xS = x S + e i . Similarly, deletion of a i from S means that xS = x S − e i , and a substitution of a i ∈ S by a j that xS = x S − e i + e j . We say that a code can correct h ins insertions, h del deletions, and h sub substitutions if every codeword can be uniquely recovered after being impaired with an arbitrary pattern of ≤ h ins insertions, ≤ h del deletions, and ≤ h sub substitutions. Proof: Since any substitution can be thought of as a combination of a deletion and an insertion, and vice versa, the statement (a) is equivalent to the following:
We prove next that (a') ⇒ (c); the remaining implications can be proven in a similar way. Suppose that (c) does not hold. This means that there are two different codewords x, y such that
(f and g represent patterns of h deletions from x and y, respectively). Write f = f del +f ins and
ins , which means that C cannot correct h ins + h sub insertions and h del + h sub deletions. Hence, (a') does not hold.
Remark 4 (Erasures)
. It is easy to include erasures in the model too, but we have chosen not to do so here because it would slightly complicate notation (due to the additional symbol in the output alphabet). Namely, in the same way as in the above proof one can show that erasures are as damaging as deletions: A code C ⊆ q−1 n can correct h erasures if and only if it can correct h deletions. We emphasize that this is only true for codes whose codewords are all of the same length, i.e., codes in q−1 n . In the case of variable-length codes, erased symbols can reveal some information about the cardinality of the transmitted multiset to the receiver, unlike deleted symbols which do not appear at the output.
In light of Proposition 3 and Remark 4, when discussing error-correction in permutation channels, we may assume that deletions are the only type of additional noise in the channel.
The metric on q−1 n that is appropriate for our purposes is essentially the 1 distance:
The metric space ( vertices and with edges joining vertices at distance one, see [7] . Distance d(x, y) is precisely the graph distance between the vertices corresponding to x and y, i.e., the length of the shortest path between them. The minimum
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distance of a code C ⊆ q−1 n with respect to d(·, ·) is denoted by d
(C).
Theorem 5. A multiset code C ⊆ q−1 n can correct h deletions if and only if its minimum distance is d(C) > h.
Proof: Let x, y be two codewords at distance d(C). Then 0) and f − = max(−f , 0) be the positive and negative part of f , respectively (here max is the coordinatewise maximum), so that f = f . This and related notions from additive combinatorics are intensively studied in the literature; see [13] and the references therein. They have also been used in coding theory in a variety of settings; in particular, the construction below is inspired by [11] . n cannot correct h deletions, i.e., there exist two different codewords x, y and two different vectors f , g such that Remark 8. In every family of linear multiset codes {C n } whose minimum distance is bounded (meaning that d(C n ) = O(1) when n → ∞), every member of the family of sufficiently large block-length will contain a codeword t satisfying t i ≥ d(C n ) − 1, and will therefore be of the form (3).
III. MULTISET CODES: CONSTRUCTION AND BOUNDS
A. Sidon sets
B. Construction based on Sidon sets
Let B = {b 1 , . . . , b q } ⊆ G and b ∈ G, where G is an Abelian group. Define C (G,B,b) n = x ∈ q−1 n : q i=1 x i b i = b .(3)f i , g i ≥ 0, q i=1 f i = q i=1 g i = h, and x − f = y − g. This implies that q i=1 (x i − f i )b i = q i=1 (y i − g i )b i and, since q i=1 x i b i = q i=1 y i b i = b, we get q i=1 f i b i = q i=1 g i b i . This means that {b 1 , . . . , b q } is not a B h set. Proposition 7. Let C = (L + t) ∩ q−1 n
be a linear multiset code of minimum distance d(C) > h, where t satisfies t i ≥ h, i = 1, . . . , q (and hence n ≥ hq). Then C is necessarily of the form (3) for some
C. Bounds and asymptotics
Let M q (n, h) denote the size of the largest multiset code of length n over a q-ary alphabet which can correct h deletions (or, equivalently, the size of the largest code with minimum distance h + 1), and M L q (n, h) the size of the largest linear multiset code with the same properties. We derive in this section bounds on these quantities and study their asymptotic behavior. We shall assume that n > h; this condition is necessary and sufficient for the existence of nontrivial codes of distance > h, i.e., codes with at least two codewords.
Denote
the effective upper bound on j being min q − 1,
. This quantity is the size of a ball of radius h/2 in the A q−1 lattice, for even h; for odd h it is the size of a slightly different set, very similar to a ball [5, Lem. 1.2]. Let φ(h, q) denote the order of the smallest Abelian group containing a B h set of cardinality q. The lower bounds that follow will be expressed in terms of this quantity; more explicit lower bounds stated in terms of the parameters h, q can be obtained from the known upper bounds on φ(h, q) [16] , [2] , [4] , [8] .
Theorem 9. For every q ≥ 2 and n > h ≥ 1,
Proof: The lower bound in (5) follows from the construction described in the previous subsection. Fix n, an Abelian group G, and a B h set B ⊆ G with |B| = q. Then by Theorem 6 the codes C (G,B,b) n can correct h deletions. Furthermore, since they form a partition of q−1 n , and since there are |G| of them (one for each b ∈ G), at least one has cardinality ≥ | q−1 n |/|G|. To get the tightest bound take G to be the smallest group containing a B h set with q elements, i.e., |G| = φ(h, q). The upper bound in (6) is essentially a sphere-packing bound. Namely, for h = 2r, a code in the A q−1 lattice having minimum distance > h is a packing of balls of radius r, and vice versa. The difficulty in directly applying the spherepacking argument to codes in q−1 n is that, if a codeword is too close to the "boundary" of q−1 n , then the ball around it is "clipped" [7] and has cardinality smaller than β(h, q). The vectors x ∈ q−1 n for which this is not true, i.e., balls around which have cardinality β(h, q), are those satisfying x i ≥ r for all i ∈ {1, . . . , q}. The set of such sequences can be written as (r, . . . , r) + , which is certainly an upper bound on M . This completes the proof for even h. For odd h the argument is the same, with balls replaced by certain "ball-looking" sets of size β(h, q) [5] .
The asymptotic regime we study here is that of indefinitely growing blocklength (n → ∞), while the size of the alphabet (q) and the number of correctable deletions (h) are kept fixed.
Theorem 10. For every fixed q ≥ 2 and h ≥ 1, as n → ∞,
Proof: (7) follows from (5) and (6) by noting that
(q−1)! , and that the second summand in (6) is of the order O(n q−2 ). It follows from the results in [5] that the largest density that a sublattice of A q−1 with minimum distance > h can have is 1/φ(h, q). Since the dimension (q − 1) and the minimum distance (h + 1) are fixed, and the size of the simplex grows indefinitely (as n → ∞), it is then not difficult to argue that M
The following claim states that the construction described in Section III-B produces asymptotically optimal multiset codes over binary and ternary alphabets for arbitrary minimum distance, and over arbitrary alphabets for small distances. These codes are in fact asymptotically perfect, meaning that they asymptotically achieve the sphere-packing bound (6) (they are also perfect over a binary alphabet, and in some special cases over a ternary alphabet [7] ).
Corollary 11. For q = 2 and any h ≥ 1,
For q = 3 and any r ≥ 1,
For any q ≥ 2 and h = 1,
For any q ≥ 2 of the form q = p m + 1, p a prime, and h = 2,
Proof: In all the stated cases there exist linear perfect codes in the A q−1 lattice, implying that φ(h, q) = β(h, q) [5] . The claim then follows by Theorem 10 and by plugging in the expressions for β(h, q) in these particular cases.
IV. COMPARISON WITH CODES BASED ON SEQUENCE NUMBER PREFIXES
In networking applications, particularly those employing multipath routing, the problem of packet reordering is usually solved by supplying each packet with a sequence number in its header [9] . If up to n packets are being sent in one "generation", a sequence number will take up log 2 n bits. Therefore, if the original packets are of length m bits each, i.e., the cardinality of the channel alphabet isq = 2 m , then the "new" packets with prepended sequence numbers will be of length m + log 2 n bits. Notice that by adding sequence number prefixes, we are actually changing the channel alphabet-the new alphabet is the set of all packets of length m + log 2 n , and its cardinality is q = 2 m+ log 2 n ≈qn. Furthermore, in order to protect the packets from other types of noise, a classical code of length n in the Hamming q-ary space may be used. To clarify what is meant here, we are assuming that 1) a sequence of information packets to be transmitted, (p 1 , . . . , p n ), is a codeword of a code of length n over aq-ary alphabet having minimum Hamming distance > h, and 2) to each symbol/packet of this codeword we then prepend a sequence number indicating its position in the codeword, i.e., the sequence actually transmitted is (s 1 , . . . , s n ), where
The resulting code is resilient to random permutations, and can correct h packet deletions. It can in fact be seen as a multiset code, but a special case thereof in which no codeword contains two identical packets (as each of the n packets has a different sequence number prefix). Note that the size of the optimal code obtained in this way, denoted M se(n, h), cannot exceed the sphere packing bound in theq-ary Hamming space:
In order to make a fair comparison of the above construction and multiset codes described in Section III-B, we need to consider the asymptotic regime in which the size of the alphabet is increasing linearly with the block-length.
Theorem 12. For every fixedq > 0 and h ≥ 1, as n → ∞ and q ∼qn we have Therefore, givenq ≥ 2 and h ≥ 1, as n → ∞ we have
In words, general multiset codes correcting a given number of deletions are larger than the corresponding codes based on sequence number prefixes by a multiplicative factor which increases exponentially with the block-length. We note that the exponent (1 +q) log 2 (1 +q −1 ) is a monotonically decreasing function ofq, and hence also of the length of the information packets m = log 2q . Thus, the savings (in terms of information rate) obtained by using optimal multiset codes instead of the ones based on sequence numbers are greater for large block-lengths and small alphabets, i.e., in situations where the transmitter sends many short packets in one channel use.
V. ERROR-DETECTION IN PERMUTATION CHANNELS
We conclude the paper with a brief discussion on the problem of error-detection in permutation channels.
Note that, if there exist two codewords (regarded as sequences) having the same composition, then detecting random permutations with certainty is impossible. Therefore, as in the case of error-correction, this property of the channel forces us to communicate via transmitting multisets, and the problem we need to address is the detection of insertions, deletions, substitutions, and erasures of symbols in multisets. We shall focus again on codes in q−1 n . Erasures are clearly trivial to detect. Also, if the number of insertions that occur in the channel is different than the number of deletions, the received multiset will have a different cardinality than the transmitted one and the detection is easy. If the number of insertions and deletions is the same, say s, then this can be thought of as s substitutions, as discussed before. Therefore, for the purpose of analyzing error-detection, it is not a loss of generality to consider substitutions as the only impairments in the permutation channel. 
