Due to lack of detention capacity, tens of thousands of apprehended illegal aliens are released into the U.S. interior each year instead of being removed. We construct a queueing model of the detention and removal operations and estimate the model parameters using 2003 data from the U.S. Government. While current funding is for approximately 21,000 detention beds, we estimate that approximately 35,000 beds are needed to remove all apprehended illegal aliens based on 2003 arrival rates of detainees. beds, which is an increase over 2005 of only 1920 DRO beds [6, 7], i.e. 24% of those called for in the Intelligence Reform and Terrorism Act. To determine how many additional DRO beds are required, we construct a queueing (i.e., waiting line) model of the detention and removal operations, derive accurate, analytical expressions for the key performance measures, and estimate model parameters using DRO data [4, 8] .
In 2003, approximately 28,000 aliens were apprehended while illegally entering the U.S. but were nonetheless released into the interior of the U.S. [4] . An additional 43,000 illegal aliens were released from the Bureau of Immigration and Customs Enforcement's office of Detention and Removal Operations (DRO) facilities before removal occurred [4] ; although released illegal aliens are given a notice to appear in immigration court, only 13% of nondetained aliens with final removal orders are actually removed [2] . Release figures for 2004 were even higher (e.g., 28,000 increased to 38,000) [4] . The underlying reason for the massive number of releases of nonmandatory detainees is lack of DRO capacity: DRO received funds for approximately 20,000 beds [3] , and these beds were already occupied or were needed for new mandatory detainees. Nearly all of these released illegal aliens are socalled Other Than Mexicans (OTMs) because apprehended Mexicans are typically returned across the Mexican border without entering a DRO facility.
In light of the September 11, 2001 attacks, concerns about the porous U.S.-Mexico border extend beyond immigration to homeland security [3] . In February 2005, the director of central intelligence and the FBI director both told the Senate Intelligence Committee that new intelligence strongly suggests that Al Qaeda has considered entering the U.S. illegally across the U.S.-Mexico border [4] . The Intelligence Reform and Terrorism Act of 2004 called for 8000 new DRO beds per year during 2006-2010, esssentially tripling DRO bed capacity from 20,000 to 60,000 [5] . However, a preliminary version of the 2006 budget funded 22,580 beds, which is an increase over 2005 of only 1920 DRO beds [6, 7] , i.e. 24% of those called for in the Intelligence Reform and Terrorism Act. To determine how many additional DRO beds are required, we construct a queueing (i.e., waiting line) model of the detention and removal operations, derive accurate, analytical expressions for the key performance measures, and estimate model parameters using DRO data [4, 8] .
The Model. In our queueing model [9] , the illegal aliens are the customers and the DRO beds play the role of servers. We assume that the bottleneck at DRO facilities is beds, not officers; currently, there are approximately 9 detainees per officer [10] . The exact number of DRO beds, denoted by s, is unknown: although the U.S. Government allocates an annual budget for DRO beds, which is used to operate eight large detention facilities and to contract beds at a variety of other facilities [11] , DRO does not necessarily spend exactly the allocated amount [3] . If the closest DRO facility is full, then nearby DRO facilities are used if space is available. It is well known that by linking adjacent facilities in this way, the entire system behaves almost as if there was a single pooled queue that can serve all customers [12] . Hence, we consider a single pooled queue with s beds. The model has two classes of customers representing mandatory (i = 1) and nonmandatory (i = 2) detainees. These detainees arrive to the DRO queue according to independent Poisson arrival processes. Because most people sneak into the country alone or in small groups, the Poisson assumption is likely to be accurate because the superposition of many independent arrival processes behaves as a Poisson process [13] . Attempted border crossings exhibit a strong seasonal character, and we assume that the arrival rate for class i at time t is λ i (t) =λ i +λ i α sin 2πt T , whereλ i is the average arrival rate, T = 1 yr is the period, and α is the relative amplitude.
The queue operates in the following manner [14] . When a mandatory detainee arrives to the system, he is detained. If there is a DRO bed available then he takes the bed; if all s DRO beds are occupied by mandatory detainees, then an additional bed is rented [3] and he is moved into a DRO bed later if room becomes available (i.e., if a mandatory detainee in a DRO bed exits the system). If all DRO beds are occupied but at least one nonmandatory detainee is being detained, then a nonmandatory detainee is released from DRO into the interior of the U.S. and the bed is given to the arriving mandatory detainee. In this case, we say that the nonmandatory detainee has been preempted. When a nonmandatory detainee arrives to the system (e.g., he is apprehended by border patrol, who query the DRO facility for a bed), then he is given a DRO bed if one is available. Otherwise, he is released into the interior of the U.S., and we say that the nonmandatory detainee has been blocked. The total number of released detainees is the number blocked plus the number preempted.
The DRO does not maintain data on individual residence times (i.e., the time from entering to exiting DRO), which precludes us from estimating the residence time probability distributions. For analytical tractability, we assume residence times in our two-class queueing system are independent and identically distributed (iid) exponential random variables with means m 1 and m 2 , which allows us to model the system as a nonstationary continuous-time Markov chain. While many stationary loss queueing systems exhibit an insensitivity property to service time distributions, this is not so when arrivals are nonstationary [5] . However, the exponential assumption is not unreasonable, given that there is a wide range of possible residence times (as explained below, residence times for Mexicans tend to be much smaller than for OTMs) and legal restrictions prevent aliens from being detained indefinitely [16] .
Finally, detainees can have their status switched from mandatory to nonmandatory during their residence at DRO. This can occur early in the process, after the detainee is interviewed by an asylum officer, or late in the process, because beyond 90 days after a removal order, the continued detention of detainees is determined according to the criteria set forth in Zadvydan vs. Davis [16] . In our model, if a status change occurs while all s beds are filled with mandatory detainees and at least one detainee is in a rented bed, then the detainee who just became nonmandatory is released into the interior of the U.S.; this event is also referred to as a preemption. For mathematical simplicity, we assume that each mandatory detainee becomes nonmandatory after a random amount of time, which is an iid exponential random variable with mean θ −1
.
Parameter Estimation. The DRO data covers 2003 [4, 8] and appears in Table 1 . These data characterize detainees as Mexicans vs. Other Than Mexicans (OTMs), and as crimi-nals vs. noncriminals. Although the actual queueing discipline is based on mandatory vs. nonmandatory detainees [14] , a breakdown of detainees by mandatory vs. nonmandatory is not available [4] . Nearly all criminals are mandatory, and some noncriminals are mandatory.
We assume that all criminals are mandatory and that an unknown fraction f of (Mexican and OTM) noncriminals are also mandatory.
Although we do not have monthly data for unblocked plus blocked detainee arrivals, we do know the monthly number of unblocked arrivals for 2003 [4] (data not shown). The busiest month has 27% more arrivals than the slowest month. Although the seasonal pattern of unblocked arrivals is not exactly symmetric (while it does have a contiguous set of months above the mean and a contiguous set of months below the mean, the dips in November and December are larger than the increases in the peak months), the asymmetry may be because most blocked arrivals occur in the peak months.
To estimate the average arrival ratesλ i , we note that the number detained during Table 1 ), then the annual unblocked arrival rates can be computed by subtracting rows 6-10 from rows 1-5, respectively. Hence, the annual unblocked arrival rates are 69,324
for Mexican criminals, 45,925 for Mexican noncriminals, 33,738 for OTM criminals, and 61,312 for OTM noncriminals. However, keeping with our assumption that all nonmandatory detainees are noncriminals, we add the 28,000 blocked arrivals (the second-to-last row of Table 1 ) to the nonmandatory arrival rate of noncriminals; the 28,000 figure is a slight underestimate, because it only includes blocked arrivals from border patrol agents, but not from investigations (this data has not been forthcoming to DRO) [4] . Recalling that an unknown fraction f of noncriminals are mandatory, we have thatλ 1 = 103, 062 + 135, 237f
Turning to the average residence times, we can use Little's Law (e.g., [17] ), which states that the average detention population equals the average unblocked arrival rate times the average residence time. This calculation tells us that the overall average residence time is 36.7 days, and the average residence time is 17.9 days for Mexican criminals, 10.5 days for Mexican noncriminals, 100.5 days for OTM criminals, and 42.4 days for OTM noncriminals. 
Hence, we have five unknowns, the number of DRO beds (s), the fraction of noncriminals that are mandatory (f ), the average residence time of nonmandatory detainees (m 2 ), the rate at which mandatory detainees become nonmandatory (θ), and the relative amplitude of the arrival rates (α). We choose these five input quantities to minimize the sum of squares of the actual−predicted actual values of four output quantities -the average detention population over the year, the number of nonmandatory detainees blocked during the year, the number of nonmandatory detainees preempted during the year, and the ratio of the maximum-to-minimum monthly mean number of unblocked detainee arrivals -where the actual values appear in Table 1 and the predicted values are derived in terms of the five unknown variables from the queueing analysis performed in [9] .
Results and Discussion. The resulting sum of squares of the , and all four output quantities were accurately predicted (residence = 21,100, blocked arrivals = 27,989, preempted arrivals = 42,966, monthly ratio = 1.2702) given the discretization in the optimization procedure [9] . The five derived parameter values (Table 2) are consistent with intuition and all known data. In our estimation procedure, the number of beds s (21,100) was exactly equal to the predicted average number in residence. If the number of beds was smaller than the average number in residence, then only mandatory detainees would be present during the peak time of year; however, we know that nonmandatory detainees were present in the system throughout 2003 [4] . If the number of beds was significantly larger than the average number in residence, this would signal excess capacity. In contrast, we predict that even during the slowest time of year, all beds are filled ( average delay before a mandatory-to-nonmandatory transition of 4.76 years, which seems reasonable given that only a small fraction of people make this transition, and some who do switch do so only after many months. The resulting arrival rate of nonmandatory de-tainees from the mandatory pool is 3700/yr, or 3.8% of all nonmandatory detainee arrivals.
Consequently, our qualitative results do not change even if θ is set equal to zero. Finally, the estimated value of α corresponds to a maximum-to-minimum ratio of potential arrivals
(1 + α sin x) dx = 1.41. As expected, the amount of seasonality in the blocked plus unblocked arrivals is larger than the amount of seasonality in the right-censored unblocked arrivals, where the ratio of maximum-to-minimum monthly arrivals was 1.27. However, monthly apprehension data from 1990-95 at the U.S.-Mexican border ( [19] , page 276) suggest that the number of apprehensions in the peak month is approximately twice the number of apprehensions in the least active month, and more recent data [20] suggest that the seasonality of apprehensions may now be even more extreme.
If all border crossers -Mexicans and OTMs, criminals and noncriminals -followed the same seasonal pattern, and the probability of detention was constant throughout the year and independent of the type of border crosser, then the arrival process of potential detainees would exhibit the same pattern of seasonality as the border apprehension data, which clearly is not the case. Part of the reduction of seasonality from apprehensions to potential arrivals may be because most of the seasonality in border crossers is due to Mexican seasonal (e.g., agriculture, construction) workers who are not typically detained when apprehended. An alternative hypothesis is that border patrol agents put less effort into apprehending nonmandatory detainees during the peak season because they know it is less likely that there is room to detain them.
These parameter values allow us to depict the relationship between the annual number of released detainees (R), which is the number blocked plus the number preempted, and the number of DRO beds (s) (Fig. 1) , via both simulation and the normal approximation in equation (19) in [9] . In addition, the fluid approximation in equations (22)- (23) in [9] suggests that this relationship is approximately linear with slope m
The accuracy of the fluid approximation is confirmed in Fig. 1 . We also propose a simple calculation for the number of beds required to achieve a very high detention rate (equation (32) in [9] ): compute the maximum (over the year) mean number of detainees if there was no blocking and preemption, and choose the number of beds equal to this value plus three times the square root of this value (the mean of this random variable equals its variance, and so we are adding three standard deviations to the mean, as is typical in many statistical problems).
Using the values in Table 2 , the proposed number of beds is s * = 34, 509 + 3 34, 509 = 35, 066,
which agrees well with Fig. 1 . Because the detention population is huge and because the arrival rates increased significantly from 2003 to 2004, the square-root term in equation (2) is negligible compared to the uncertainty in estimating the average arrival ratesλ i in future years. Substituting all parameter values into equation (32) in [9] except for the mean arrival rates, and simplifying slightly, gives a succinct equation for the desired number of servers in terms of the expected future annual arrival rates:
That is, there should be one bed for every seven annual arrivals. The reason that this ratio differs from an earlier capacity estimate of one bed for every ten annual arrivals [3] is probably because the latter estimate does not incorporate the fact that residence times are right-censored due to the large number of preemptions.
There are several management levers available to reduce the number of released illegal aliens besides increasing the number of DRO beds. Leaving aside the possibility of reducing the illegal border traffic (and hence the apprehension rate), the primary way is to reduce the residence times, which could be achieved in several ways [10] : use more expedited removal (which allows removal of some detainees without the involvement of an immigration judge), increase the number of immigration judges and lawyers, obtain removal papers more quickly from the host countries, and use electronic monitoring of low-risk aliens in lieu of detention. Unfortunately, reliable data on the court backlog and the delays with host countries, which would be required to assess the benefits of these improvements, are not available.
In the absence of such data, we plot the annual number of released detainees versus the percentage reduction in mean residence times (Fig. 2) . The number of released detainees decreases approximately linearly with the percent reduction in mean residence times, and a 40% reduction is required to prevent all releases. , comes into being. Fig. 2 suggests that decreasing the residence times may also be an effective way to reduce the number of released detainees, although it may not be easy given the current shortage of immigration judges and lawyers [23] , the difficulty of obtaining removal papers from some host countries in a timely manner [2] , and the human rights concerns related to expedited removal [24] and electronic monitoring. Nonetheless, improvements to the removal process [2, 10, 25] should be pursued in parallel with bed capacity enhancement, and the methods developed in this paper could be used in the future to estimate the reduction in mean residence times achieved by these improvements.
Returning to our initial concern of homeland security, the current apprehension probability at the border is believed to be approximately 30% ( This plot confirms the accuracy of the normal approximation in equation (19) in [9] , the fluid approximation in equation (1) (--), and the proposed number of beds in equation (2). Table 2 , computed using equation (19) in [9] . In this Appendix, we compute the mean daily detention population throughout the year (Q), the mean number of blocked detainees during the year (B), the mean number of preempted detainees during the year (P ), and the ratio of the maximum-to-minimum monthly mean number of unblocked detainee arrivals (M ). These steady-state quantities are defined by
where Q(t) is the expected detention population at time t, B(t) is the blocking rate at time t, and P (t) is the preemption rate at time t (B(t) and P (t) are in terms of detainees per unit time), and T = 1 yr. In computing (4), we assume that the arrival rate of unblocked detainees achieves its extreme values at the same times as the total arrival rate of detainees, which is justified by the large fraction of arriving detainees that are mandatory.
To motivate our analysis, we start by suppressing the time notation on the arrival rates, and formulating a continuous-time Markov chain model of the two-class queueing system with generic arrival rates λ 1 and λ 2 . A similar queueing system has been studied previously [1] , but in which customers do not change class (i.e., θ = 0) and arriving class 1 customers are blocked when no servers (i.e., beds) are available. Let Q i be the steadystate number of mandatory (i = 1) and nonmandatory (i = 2) detainees in DRO, and let 
for i = 0, . . . , s − 1 and j = 0, . . . , s − 1 − i; (6) for i = 0, . . . , s − 1, and j = s − i;
One approach to approximating (1)- (4) is the pointwise stationary approximation (PSA) [3] : for each value of time t throughout the year, we compute Q(t), B(t), and P (t) in (1)- (3) by performing a steady-state analysis of a stationary system that has timehomogeneous Poisson arrival processes with rates λ i (t). The accuracy of the PSA approximation depends on the relative frequency and the relative amplitude of the arrival processes.
The relative frequency in our model, which is the average residence time divided by the period, is approximately 0.13 (Table 2 of main text), and the relative amplitude α = 0.173 (Table 2 of main text). Fig. 2 of [5] suggests that the maximum percent error is approximately 2%, and these errors tend to cancel each other out after integrating over the entire year as in (1)- (3) (Fig. 3 of [5] ).
The embedded steady-state analysis for Q(t), B(t) and P (t) in the PSA requires that, for each value of t, we substitute λ i (t) for λ i in (5)- (8) and solve these equations for P ij (t).
A generalization of the recursions in equations (4)- (6) Consequently, we use the following heuristic approximation that maintains some aspects of the PSA, but allows us to approximate (1)- (4) (15) in [5] , the steady-state timedependent queue length Q 1 (t) is a Poisson random variable with mean
It follows that ( Fig. 1 )
Equations (9)- (11) are exact for all values of t.
Turning to class 2 customers, we have that
. The key step in our procedure is to approximate P (Q 2 (t) = j|Q 1 (t) = i) for i = 0, . . . , s−1 by the time-dependent probability that there are j customers in an Erlang loss system (i.e., customers who cannot receive immediate service are blocked) with s − i servers (which is the number of servers available to serve class 2 customers when Q 1 (t) = i), Poisson arrival rate λ 2 (t)+iθ (which is the instantaneous rate of class 2 arrivals when Q 1 (t) = i), and exponential residence times with mean m 2 . This approximation corresponds to analyzing each column in Fig. 1 in isolation. To approximately analyze this time-dependent Erlang loss system, we use the modified offered load approximation in [6] , which approximates the probability of having j customers present by the conditional probability that the corresponding infiniteserver system has j customers conditioned on having less than or equal to s − i customers (which is the number of servers in this queue). Taken together, for i = 0, . . . , s − 1 and
where (again by equation (15) in [5] )
represents the mean number of class 2 customers at time t in the corresponding infinite-server system (i.e., with Poisson arrival rate λ 2 (t) + iθ and exponential service times with mean m 2 ), which is a function of i. If we let φ(x, n) and Φ(x, n) denote the Poisson probability density function (pdf) and cumulative density function (cdf), then (12) can be expressed as
Recall that the time-dependent performance measures needed to compute (1)- (4) are
Q(t), B(t) and P (t). Starting with Q(t), we have
where n 1 (t) is given in (9) and P ij (t) is given by (12)- (13) . Equation (15) can be reduced to a single sum as follows:
However, there are approximately 2 × 10 8 P ij (t)s to solve for, many of which have value near zero, which leads to problems of numerical instability. Therefore, for i = 1, 2, we approximate the Poisson random variables with mean n 1 (t) and n 2 (t, i) (given in (9) and (13)) by normal random variables with mean and variance n 1 (t) and n 2 (t, i) [7] ; we denote the pdfs of these normal random variables by f 1t and f 2t,x and the cdfs by F 1t and F 2t,x . Using equation (12), these substitutions lead us to approximate Q(t) in (16) by
Because our approximation procedure in (12)-(13) does not directly consider horizontal or diagonal transitions in Fig. 1 , its estimate for blocking actually incorporates blocking and preemption of the original system. That is, if we let R(t) = B(t) + P (t) be the rate at which detainees are released (via blocking or preemption) at time t, then our estimate for R(t) is the product of the instantaneous arrival rate of nonmandatory detainees (externally or from the mandatory pool) and the probability that at least s detainees are in residence, i.e.,
where P ij (t) is given in (10) and (12) . Using the normal approximation to the Poisson, we approximate (18) by
Equation (19) 
then (19) can be replaced by a cruder fluid approximation. According to the fluid approximation, the time-dependent Erlang loss system for class 2 customers has an arrival rate of λ 2 (t) + n 1 (t)θ and can process detainees at an average rate of
, and the detainees who cannot be processed are released, which yields
Substituting equation (9) into (21) and integrating gives a fluid approximation for R, the mean annual number of released detainees,
Substituting the right sides of equations (9) and (13) into condition (20) and performing the minimization reveals that approximation (22) is valid as long as s <λ
where
The accuracy of (22)- (23) is confirmed in Fig. 1 (5)- (8) (with λ i (t) in place of λ i ) for P ij (t), then the blocking and preemption rates would be given by
There is a key difference between the right sides of equations (18) and (26): the P ij (t)s in (18) are from our approximation procedure in (12) whereas the P ij (t)s in (26) are the exact (unknown) solutions to (5)- (8) . Note that (26) is almost identical to (27) because s = 21, 100 in Table 1 of the main text. If we replace both of these sums by the unknown quantity x(t), sum equations (26) and (27) , replace the left side of the summed equation by R(t) from (19) or (21), and then solve the summed equation for
x(t), we get
We substitute the right side of (28) into equations (26) and (27) to get
Our final estimates for B(t) and P (t) are found by using the normal approximation to the Poisson in (29)-(30), which yields
These results allow us to predict the approximate number of beds required to reduce the number of releases to a very small level. We propose to set the number of beds equal to the mean plus three standard deviations of the maximum number of detainees over the year in the absence of blocking and preemption, i.e., s * = max t {n 1 (t) + n 2 (t, n 1 (t)) + 3 n 1 (t) + n 2 (t, n 1 (t))}.
Similar to our analysis resulting in equation (23), we have that
(34)
Before estimating the unknown model parameters, we summarize our analytical results.
Our time-dependent performance measures are given by Q(t) in (17), B(t) in (31), and P (t) in (32), where R(t) in (31)-(32) is given by (19) Referring to the corresponding actual values of Q, B, P and M in Table 1 
The discretization of the variables (s, f, m 2 , θ, α) in the optimization algorithm was For this set of parameter values, we display the approximate time-dependent performance measures for (Q 1 (t), Q 2 (t), B(t), P (t)) (Fig. 2) . Figs. 2a and 2b confirm that Q 1 (t) + Q 2 (t) = s for all t, and that during the peak time of year, approximately 95% of the beds are occupied by mandatory detainees. As expected from theory (equation (16) in [5] ), there is a time lag of Finally, we compare the approximate performance measures to computer simulation results of the exact queueing system. For the parameter values in Table 2 The global balance equations corresponding to this diagram appear in equations (5)- (8) . Fig. 2 . The approximate time-dependent performance measures of the queueing system under the base-case parameters in Table 2 
