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Abstract
Many algorithms for solving eigenproblems need to compute an orthonormal basis.
The computation is commonly performed using a QR factorization computed using the
classical or the modified Gram–Schmidt algorithm, the Householder algorithm, the
Givens algorithm or the Gram–Schmidt algorithm with iterative reorthogonalization.
For the eigenproblem, although textbooks warn users about the possible instability of
eigensolvers due to loss of orthonormality, few theoretical results exist. In this paper we
prove that the loss of orthonormality of the computed basis can aect the reliability of
the computed eigenpair when we use the Arnoldi method. We also show that the
stopping criterion based on the backward error and the value computed using the
Arnoldi method can dier because of the loss of orthonormality of the computed basis
of the Krylov subspace. We also give a bound which quantifies this dierence in terms of
the loss of orthonormality. Ó 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction
The aim of the most commonly used eigensolvers is to approximate a basis
of an invariant subspace associated with some eigenvalues. This computation
can be done using, for example, unitary transformations (i.e., the QR
www.elsevier.com/locate/laa
* Corresponding author.
0024-3795/00/$ - see front matter Ó 2000 Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 9 9 ) 0 0 1 0 0 - 7
Linear Algebra and its Applications 309 (2000) 307–323
algorithm), Krylov subspaces (i.e., Lanczos or Arnoldi methods), or subspace
iterations. In all these methods, a common and crucial task is the computation
of an orthonormal basis using the QR factorization in order to project the
original problem onto this basis. Five standard algorithms for this computa-
tion are:
1. the classical Gram–Schmidt algorithm (CGS),
2. the modified Gram–Schmidt algorithm (MGS),
3. the Householder algorithm (HA),
4. the Givens algorithm (GA) and
5. the use of reorthogonalization which can be done using the iterative classical
Gram–Schmidt algorithm or the iterative modified Gram–Schmidt algo-
rithm (both will be denoted IGS).
The Arnoldi method is one of the method for computing the eigenvalues of
non-symmetric matrices [2]. Let A be an n n matrix. Starting from an initial
vector u of unit norm, the Arnoldi method iteratively builds an orthonormal
basis provided by the columns of Vm  spanv1; . . . ; vm for the Krylov subspace
Ku;A  fu;Au; . . . ;Amÿ1ug where m6 n and an m m Hessenberg matrix Hm
such that
AVm  VmHm  hm1;mvm1eTm;
where em is the mth unit vector. The previous equality can be written in matrix
form as
AVm  Vm1H ;
where H is the m 1  m matrix
Hm
0 0 0 . . . hm1;m
 
:
We denote by the Arnoldi process the ‘Hessenberg’ decomposition of the matrix
A using the Arnoldi recurrence and we denote by the Arnoldi method the
computation of the eigenvalues of the matrix A using the Arnoldi process [18].
Recently, interesting results for the GMRES algorithm which uses the
Arnoldi process have been published [1,11,13]. It is explained why, in prac-
tice, the MGS implementation of the GMRES algorithm has the same nu-
merical behavior as the HA implementation, despite the possible loss of
orthonormality of the computed matrix Vm [13]. The key idea is that keeping
the linear independence of the vectors Vm is enough and that the orthonor-
mality of this basis is not necessary. Note that the MGS algorithm is cheaper,
easier to implement and more easily parallelizable than the HA algorithm. The
first purpose of this paper is to show that for the eigenvalue computation, the
orthonormality of the computed basis can aect the quality of the algorithm
used.
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Moreover, another important issue for the eigenvalue computation using the
Arnoldi method is the stopping criterion. Basically, the user provides a matrix
A and a given tolerance for the computed eigenpairs. One possible choice for
stopping the iterations is to use the classical residual kAxÿ kxk2. For the
Arnoldi method, there is a cheaper way to compute the stopping criterion using
only the information coming from the projected eigenproblems. This cheaper
residual is called the Arnoldi residual. We show that the orthonormality of the
computed basis of the Krylov subspace does not generate a dierence between
both residuals. For many problems, normalized residuals are more suitable for
stopping the iterative process. We show that the orthonormality of the com-
puted basis of the Krylov subspace drives the dierence between the classical
and the Arnoldi normalized residuals.
The paper is organized as follows. In Section 2 we summarize the well-
known error bounds for the five orthogonalization schemes and for the Arn-
oldi method. In Section 3, we show that the quality of the eigensolvers depends
on the orthonormality of the computed basis Vm. In Section 4, we show that the
dierence between the normalized residuals also depends on the orthonor-
mality of the computed basis Vm. For both topics, numerical experiments are
given in the relevant Sections 3 and 4.
Note that throughout this paper, C will denote a generic constant that only
depends on the size of the problem and on the computer arithmetic, the su-
perposed symbol ‘~’ will denote computed quantities and M will denote the
machine precision defined by M  1 ÿ 1 where 1 is the successor of 1 in the
computer arithmetic.
2. Well-known error bounds
In this section, we recall error bounds concerning the previous five imple-
mentations of the QR factorization [6] and error bounds for the Arnoldi
method.
2.1. Orthogonalization schemes
Let V be a matrix of size n m having full rank and suppose we want to
orthogonalize its columns. Then, we have the following results [6,7,15].
Theorem 2.1. Let eV be the approximate orthonormal basis computed by one of
the previous algorithms. 1 There exist matrices U with orthonormal columns and
constants C  Cn;m (both of which depend on the method) such that:
1 For HA, the matrix eV is the product of the Householder reflectors and for GA, the matrix eV is the
product of the Givens rotations.
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for MGS; kU ÿ eV k26C jV M=1ÿ C jV M; 1a
for HA; kU ÿ eV k26CM; 1b
for GA; kU ÿ eV k26CM; 1c
for IGS; kU ÿ eV k26CM; 1d
where jV  is the condition number kV k2kV k2 where V  is the pseudo-inverse
of V.
Note that result (1d) is only proved for the iterative classical Gram–Schmidt
algorithm [9]. For the iterative modified Gram–Schmidt algorithm, there is
only a conjecture stating that two steps of reorthogonalization are needed to
achieve the same level as for the iterative classical Gram–Schmidt algorithm
[16]. Finally, notice that for CGS, no inequality of the form of those in Theorem
2.1 holds. Since we have the following result [14]
kAAÿ Ik2
kAk2  1
6 minfkAÿ Qk2; QQ  Ig6 kAAÿ Ik2;
then with the same notation, Theorem 2.1 can be written in terms of the
quantity keV eV ÿ Ik2 which will be called the loss of orthonormality. Theorem
2.1 shows that:
1. The HA, GA and IGS methods guarantee a computed basis which is ortho-
normal to the working precision.
2. If the matrix V is ill-conditioned, then we can have a loss of orthonormality
using MGS.
3. For CGS, the loss of orthonormality can be arbitrarily large [15, Pb. 18.9].
For all implementations, we have the following result [5,12,16,23].
Theorem 2.2. Let V be a n m matrix, and let ~Q; ~R be the computed QR factors
obtained using CGS, MGS, HA, GA or IGS. Then
V  DV  ~Q ~R;
where
kDV k26CMkV k2:
Hence, for all orthogonalization schemes under study, the QR factorization
has a small residual.
We end with a comparison of the relative cost in terms of floating point
operations and memory storage for the five schemes. MGS and CGS are the less
costly schemes both in terms of floating point operations and memory storage.
The cost in terms of floating point operations for IGS is basically d time more
than for CGS and MGS where d is the number of reorthogonalization steps used
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and the amount of memory required is the same as for MGS. Finally, HA and GA
are the most costly schemes and require much more memory than MGS, CGS
and IGS [19].
2.2. Error bounds for the Arnoldi process
First, we give an error bound for the Arnoldi process. An important ob-
servation is that we can interpret the Arnoldi process as the QR factorization
of the matrix
u;AVm  Vm1R;
where the first column of R is equal to kuk2e1 and R1 : m 1; 2 : m 1  H
[11]. More precisely, this method can be viewed as a recursive QR factoriza-
tion. Then, we can use for this process the results of Theorem 2.2 [11].
Theorem 2.3. Let Em  AeVm ÿ eVm1 ~H be the residual matrix for the Arnoldi
process. Then, there exists a small constant C such that
kEmk26CMkAk2;
for the five orthogonalization schemes.
This is just an extension of the formula for the 3-term recurrences in the
symmetric case [17]. Hence, the Hessenberg decomposition performed by the
Arnoldi process implemented with the five orthogonalization schemes has a
small residual. It is interesting to note that each step of the Arnoldi process has
a small residual. Note that a variant of this result can be found in [1].
The last result we give is a new result. Define xm by
xm  minf > 0 : kDAk26 kAk2; A DAeVm  eVm1 ~Hg;
where eVm denotes the computed basis of the Krylov subspace. Then, we have
the following result for the five orthogonalization schemes.
Theorem 2.4. Let Em  AeVm ÿ eVm1 ~H . If eVm is of full rank then
kEmk2
keVmk2kAk2 6xm6 kEmk2k
eV m k2
kAk2
 jeVm kEmk2keVmk2kAk2 ;
where eV m denotes the pseudo-inverse of eVm.
A similar result can be found in [11]. Note the optimal DA can be found
when eVm is supposed to be orthonormal [21, p. 176].
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Proof. 1 Let Em  AeVm ÿ eVm1 ~H and A DAeVm  eVm1 ~H with
kDAk26 kAk2. Then we have Em  ÿDAeVm and
kEmk26 kDAk2keVmk26 kAk2keVmk2:
Hence
P
kEmk2
kAk2keVmk2 ) xm P kEmk2kAk2keVmk2 :
2 Set DA  ÿEmeV m . Then we have:
A DAeVm  AeVm ÿ EmeV m eVm  AeVm ÿ Em  eVm1 ~H
and
kDAk26 kEmk2keV m k2:
Dividing by kAk2, we have the upper bound for xm. 
If the matrices eVm are computed using the HA, GA or IGS methods then they
are orthonormal at the working precision (by Theorem 2.1). Thus, keVmk2 and
keV m k2 are close to 1, and xm  kEmk2=kAk2. If we use the CGS or MGS methods
then the upper and lower bounds for xm of Theorem 2.4 can be far apart.
3. Backward stability of the Arnoldi method
In this section, we show the backward stability of the Arnoldi method using
the HA, GA and IGS implementations and we give an example illustrating this
result. Then, we show on the same example that the MGS and CGS imple-
mentations of the Arnoldi method fails to be backward stable. The standard
Arnoldi method can be written as follows.
Algorithm 1. Initialization: Set m  1, choose a starting vector u and set
Vm  u=kuk2;
1. Compute the Ritz pairs ki; yii1:m of A by computing the eigenpairs of Hm.
2. Set xi  Vmyii1:m.
3. If the stopping criterion is satisfied then exit.
4. Set m  m 1; compute the mth column of Vm and the corresponding part of
Hm using the Arnoldi method and go to step 1.
For any m6 n, we make the following assumptions:
1. kevik2  1 for i  1 : m,
2. step 1 is performed using a backward stable algorithm (for example the QR
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algorithm), i.e., the computed eigenpairs ~ki; ~yii1:m satisfy
 ~Hm  DH~yi  ~ki~yi
with kDHk26CMk ~Hmk2 and C is a small constant, and
3. k~yik2  1 for i  1 : m.
For all the experiments given in this paper, the initial vector is chosen to be
u  1; 1; . . . ; 1T.
3.1. HA, GA and IGS implementations
As in the linear system context, we can define the normwise backward error
associated with the approximate eigenpair ~k;~x as
g  minf > 0 : kDAk26 kAk2; A DA~x  ~k~xg:
If q  kA~xÿ ~k~xk2, then we have [10]
g  qkAk2k~xk2
:
An eigensolver for computing the eigenpairs ~k;~x is said to be backward
stable if the g corresponding to the desired eigenpairs is close to the machine
precision. If we consider the final step (m  n) of the Arnoldi method then we
have the following result.
Theorem 3.1. Under the assumptions above, the HA, GA and IGS implementa-
tions of the Arnoldi method are backward stable.
Proof. For m  n, the Arnoldi process can be written [11]
AeVn  eVn ~Hn  En 2
and Theorem 2.3 tells us that for all the studied orthogonalization schemes,
there exists a small constant C1 such that
2
kEnk26C1MkAk2: 3
Applying (2) to ~y leads to
AeVn ~y  eVn ~Hn ~y  En~y: 4
2 Since we consider the HA, GA and IGS implementations of the Arnoldi method, the term hn1;n is
small because the basis Vm is orthogonal to the working precision. The error term En includes both
the rounding errors during the Arnoldi iteration and the term relative to hn1;n.
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By hypothesis, there exists DH such that
 ~Hn  DH~y  ~k~y; 5
kDHk26C2Mk ~Hnk2: 6
Using (5) and setting ~x  eVn~y, (4) becomes
A~xÿ ~k~x  En~y ÿ eVnDH ~y: 7
There exists a constant C3 (cf. Theorem 2.1) such that
keV n eVn ÿ Ik26C3M ) keVnk26 1  C3M1=2  1 C4M:
Then, taking 2-norms in (7) and dividing by kAk2k~xk2, leads to the bound
g6 kEnk2kAk2k~xk2
 k
eVnDHk2
kAk2k~xk2
for any eigenvalue ~k, because k~yk2  1. Since eVn is close to an orthonormal
matrix, we have 3 k ~Hnk26 kAk21 C5M and k~xk26 1 C4M. Using (3) and
(6) and to the first order, we obtain
g6C1M  C2M:
Thus, under the previous assumptions and to the first order, for any
eigenpairs ~k; ~y of ~Hn with ~x  eVn~y , we have
g6CM;
which means that the Arnoldi method implemented using HA, GA and IGS is
backward stable. 
Note that if we want to compute a few eigenvalues in the extreme part of the
spectrum, say r n, the size of the Krylov subspace for which g is close to M
can be much smaller than n. In Section 3.2, we will illustrate this result and we
will see that the MGS implementation of the Arnoldi method fails to be back-
ward stable on the given example.
3.2. Numerical illustration
To illustrate the results of Theorem 3.1, we have applied the Arnoldi method
implemented with CGS, MGS, HA and IGS to the Toeplitz matrix
3 ~Hn can be written as eV n AeVn  Fn with kFnk26CMkAk2. Since keVnk26 1 C4M, we have this
result for ~Hn.
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A 
1 3
4
. . . 3
2n
0 1 . .
. ..
.
..
. . .
. . .
.
3
4
0 . . . . . . 1
26666664
37777775
of size n  100 [22]. The exact spectrum of this matrix is KA  1f g and the
computed spectrum belongs to an ellipse [22]. All the experiments have been
done using Matlab on a Sun workstation (M  2:2 10ÿ16) and we have used
the iterative modified Gram–Schmidt algorithm with two reorthogonalization
steps for IGS.
Suppose we want to compute the eigenpair having the smallest real part.
Figure 1 shows keV m eVm ÿ Ik2 versus the Arnoldi step m for all the implemen-
tations. We observe that the Arnoldi process implemented with HA and IGS
computes a basis of the Krylov subspace which is orthonormal at the working
precision. For the Arnoldi process implemented with CGS and MGS, this basis
becomes further from orthonormality. Using Theorem 2.1 (written for the
quantity keV m eVm ÿ Ik2), we can deduce that for MGS the condition number of the
set of vectors we want to orthogonalize increases with the Arnoldi step.
Fig. 2 shows that the quantity 4 kAeVm ÿ eVm1 ~Hk2=kAk2 measuring the rel-
ative residual norm of the Arnoldi process implemented with HA, IGS, CGS
Fig. 1. The loss of orthonormality measured by keV m eVm ÿ Ik2 (the y-axis is log-scale) versus the
Arnoldi step m for HA (solid lines), IGS (dashed-circle line), CGS (dashed line) and MGS (dashed-
cross line).
4 ~H is the augmented matrix
~Hm
0 0 0...~hm1;m
 
:
T. Braconnier et al. / Linear Algebra and its Applications 309 (2000) 307–323 315
and MGS, stays near the machine precision for all values of the Arnoldi step m.
Thus, the Arnoldi process has a small residual on this example as mentioned in
Theorem 2.3. Note that the maximum dierence between all the schemes is
close to two orders of magnitude and is only due to the constant C appearing
into the error bounds. C depends on the size n which is equal to 100 for the
experiments.
Fig. 3 shows that the backward error g associated with the eigenvalue
having the smallest real part achieves a level of the machine precision for
the Arnoldi method implemented using HA and IGS. Thus, as proved by
Theorem 3.1 the HA and IGS implementations of the Arnoldi method are
backward stable. We can also see on Fig. 3 that the Arnoldi method
implemented with CGS and MGS is backward unstable because the back-
ward error g is far from the machine precision. Thus, whenever the Arn-
oldi process has a small residual for the four implementations, the
eigenvalues computed with the Arnoldi method are reliable only if HA or
IGS is used.
This example shows that for the Arnoldi method implemented using MGS,
the numerical behavior is dierent than for the GMRES algorithm imple-
mented using MGS [13]. The Arnoldi method must also guarantee the ortho-
normality of this basis in order to be backward stable.
For the readability of the previous figures, the experiments with the GA
implementation of the Arnoldi method are not given but they shows a similar
numerical behavior than the HA implementation.
Fig. 2. The quality of the Arnoldi process measured by kAeVm ÿ eVm1 ~Hk2=kAk2 (the y-axis is log-
scale) versus the Arnoldi step m for HA (solid lines), IGS (dashed-circle line), CGS (dashed line) and
MGS (dashed-cross line).
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4. Stopping criterion for the Arnoldi method
The user provides a matrix A and a given tolerance s for the computed
residual associated with a desired number of eigenvalues and corresponding
eigenvectors ~k;~x such that
kA~xÿ ~k~xk26 s:
As previously mentioned, the Arnoldi method can be written in exact ar-
ithmetic as
AVm  VmHm  hm1;mvm1eTm:
Let k; y be an eigenpair of Hm. Then,
AVmy  VmHmy  hm1;mvm1eTmy:
If we set x  Vmy then we have
Axÿ kx  hm1;mvm1ym;
where ym is the mth component of y. Taking norm leads to
qD : kAxÿ kxk2  hm1;m j ym j: qA;
because kvm1k2  1. Moreover, a stopping criterion based on the normwise
backward error is more suitable for iterative eigensolvers than a stopping
criterion only based on the residual [4,8,20]. Formally, if we divide by kAk2kxk2
and taking into account that Vm is orthonormal we have
Fig. 3. The backward error g (the y-axis is log-scale) associated with the eigenpair having the
smallest real part versus the Arnoldi iteration number m for HA (solid lines), IGS (dashed-circle
line), CGS (dashed line) and MGS (dashed-cross line).
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gD :
kAxÿ kxk2
kAk2kxk2
 hm1;m j ym jkAk2kyk2
: gA:
In finite precision, these quantities can dier due to round-o. Then, knowing
the computed value of gA, can we have an estimate of gD without explicitly
computing it? And if the computed values of gA and gD dier, is there any
quantity related to the Arnoldi method that can reveal this fact?
Note that qA and gA are easier to compute than qD and gD because they do not
require matrix–vector products by Vm and by A and that they only require in-
formation from the m m eigenproblem. Note also that for the Arnoldi method,
the matrix A is only accessible via the matrix vector product yi  Axi with xi of
unit norm. Then, a cheap lower bound for kAk2 is provided by maxi kyik2.
For the Arnoldi method [3] and for the GMRES algorithm [13], it has been
observed that if the size of the projection m is close to n or when gD is close to
M then gA can continue to decrease and can tend to zero. Such a phenomenon
happens also in the absence of nonnormality for the Lanczos algorithm on
Hermitian matrices [4]. The results in the following section do not explain this
fact and only occur when gD and gA P CM.
4.1. Dierence between qA and qD
With the same notations than the ones used in Theorem 3.1, the following
equality yields
AeVm ~y  eVm ~Hm ~y  ~hm1;mevm1eTm~y  Em ~y: 8
Setting ~x  eVm~y, the equality (8) becomes
A~xÿ ~k~x  ~hm1;mevm1eTm ~y  Em~y ÿ eVmDH ~y: 9
With the same arguments used for proving Theorem 3.1, we have the following
result.
Theorem 4.1. For all the orthogonalization schemes, there exists a small con-
stant C such that
j qD ÿ qA j 6CMkAk2:
4.2. gA 6 gD and loss of orthonormality
Since
gD :
kA~xÿ ~k~xk2
kAk2k~xk2
and gA :
~hm1;m j ~ym j
kAk2k~yk2
;
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and ~x  eVm~y, we have
gA
gD
ÿ 1  cAk
eVm~yk2
cDk~yk2
ÿ 1;
where cA  qA=kAk2 and cD  qD=kAk2. Set b  cD ÿ cA. Then,
cA
cD
 1
1 b=cA
with j b j 6CM
by Theorem 4.1. Then, to the first order we have
cA
cD
   1:
Let r1 P r2 P    P rm be the singular values of the matrix eVm. Since 5
r1 P 1, we have
rm ÿ 16 k
eVm~yk2
k~yk2
ÿ 16 r1 ÿ 16 r21 ÿ 16 keV m eVm ÿ Ik2:
Thus, to the first order we have the following result.
Theorem 4.2.
gA
gD
 ÿ 16 keV m eVm ÿ Ik2:
Suppose the eigenpairs of ~Hm are computed using a backward stable algo-
rithm (for example the QR algorithm). Then, Theorem 4.2 tells us that
1. if the implementation of the orthogonalization scheme is HA, GA or IGS
then gD and gA are equivalent at the working precision,
2. if the implementation of the orthogonalization scheme is CGS or MGS then
gD can dier from gA.
4.3. Numerical illustration
To illustrate the results of Theorems 4.1 and 4.2, we have performed the
Arnoldi method implemented using MGS on the Toeplitz matrix A of size
n  100. The loss of orthonormality of this basis becomes more and more
important as shown on Fig. 4. This is due to the fact that the approximate basis
of the Krylov subspace is ill-conditioned (see the bound 1a of Theorem 2.1).
5 r1  keVmk2 P k ~VmkF= rankeVmq where the subscript F corresponds to the Frobenius norm [15,
p. 122]. Moreover, since 16 rankeVm6m and the columns of eVm have unit norm, we have r1 P 1.
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At each Arnoldi iteration number m, we have computed the m eigenpairs
~ki; ~yi of ~Hm and the corresponding Ritz pairs ~ki;~xi  eVm~yi of A. Then, we
have estimated the quantities
max1  maxi1:m j qDi ÿ qAi jkAk2
and
max2  max
i1:m
gAi
gDi
 ÿ 1;
where the subscript i is related to the ith eigenpair/Ritz pair. For the MGS
implementation of the Arnoldi method, we can see in Fig. 4 that max1 stays at
the level of the machine precision for all projection size m as proved by The-
orem 4.1 and that max2 stays at the level of the machine precision only if the
computed basis of the Krylov subspace is orthonormal at the working preci-
sion as proved by Theorem 4.2. Note that max2 increases with m in the same
way as the loss of orthonormality and that the loss of orthonormality is a
pretty sharp measure from estimating max2. Then, if we know gA and the loss
of orthonormality, we are able to predict when gA is a good estimate of gD.
When HA is used, as expected we can see on Fig. 5 that the loss of or-
thogonality stays at a level of the machine precision. But, for this implemen-
tation of the Arnoldi method, both max1 and max2 have the same behavior,
Fig. 4. The dashed (resp. solid) line corresponds to max1 (resp. max2) versus the Arnoldi iteration
number m for MGS. The dotted line corresponds to the loss of orthonormality measured by
keV m eVm ÿ Ik2 versus the Arnoldi iteration number m.
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i.e., they stay at a level close to the machine precision. Note that the GA and
IGS implementations of the Arnodi provide similar results than HA.
5. Conclusion
The computation of an orthonormal basis arises in a large number of
problems including those of solving linear systems, least squares problems or
eigenproblems. The properties of the QR factorization are known and have
already been studied. Few theoretical results exist concerning the influence of
this computation on the eigensolvers; the users are only warned about possible
numerical instabilities due to loss of orthonormality. The observation that the
Arnoldi method can be viewed as a recursive QR factorization of an aug-
mented matrix is recent and it allows us to compare the numerical behavior of
such a method and the numerical behavior for solving linear systems by the QR
factorization.
We have shown that only Householder, Givens, iterative Gram–Schimdt
and iterative modified Gram–Schmidt algorithms as orthogonalization scheme
guarantee backward stable and robust eigensolvers. We have also shown that
the dierence between the direct or the user backward error gD and the
cheaper computed one gA is driven by the loss of orthonormality and that we
are able to have a good estimate of gD only knowing the cheaper backward
error gA and the loss of orthonormality of the computed basis of the Krylov
subspace.
Fig. 5. The dashed (resp. solid) line corresponds to max1 (resp. max2) versus the Arnoldi iteration
number m for HA. The dotted line corresponds to the loss of orthonormality measured by
keV m eVm ÿ Ik2 versus the Arnoldi iteration number m.
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These results show that the situation for Krylov eigensolvers is dierent than
for solving linear systems using the GMRES algorithm because for eigenvalue
computations, the orthonormality of the Krylov vectors is needed.
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