where the constant b < 1 and c{t) < 0. Recently, Chan and Chen [4] studied quenching phenomena involving L0 subject to zero initial data and zero first boundary conditions. The significance of the operator Lq is also discussed there. Here, we would like to study periodic solutions for both linear and semilinear problems involving Lc subject to first boundary conditions. Periodic solutions for the special case b = 0 have been studied by many investigators; some more recent results have been obtained by Chan and Wong [5] , where further references can be found.
In this work, we are interested in time-periodic solutions of period T (namely, T-periodic solutions). We start with investigating the following linear problem: Lku = -X¥(x,t) in Qoo, (1.1) w(0, t) -0 = u(a, t), -oo < t < oo, (1.2) where fioc = (0, a) x (-00,00), is a nonpositive constant, and 4* is a T-periodic function of t. In Sec. 2, we make use of a singular Sturm-Liouville problem and the periodic distribution (cf. Zemanian [12, pp. 316-322] ) to construct the periodic Green's function G(x,t;£, t). In its construction, the presence of the singular term %ux gives rise to an infinite series involving products of Bessel functions of the first kind, instead of sine functions for the case b -0. This in turn contributes to the difficulties in our present study of both linear and semilinear problems. In Sec. 3, we prove existence of a T-periodic solution by establishing its representation formula in terms of the periodic Green's function. We then give existence and uniqueness results for the more general linear problem: Lcu = -X¥(x,t) in floo, (1.3) u(0,t) = gi(t), u(a,t) = g2(t), -oc<t<oc. (1.4) In Sec. 4, we begin our study of T-periodic solutions of the nonlinear problem: Lku = -f(x, t, u) in Qoo, (1.5) subject to (1.2). We establish its equivalent to an integral equation. In Sec. 5, existence and uniqueness results are given by the monotone method, in contrast to the Picard method used by Liu and Pao [6] for a coupled semilinear parabolic system corresponding to the case b = 0. The results are then extended to the problem:
Lcu --f(x,t,u) in Qoo, (1) (2) (3) (4) (5) (6) subject to (1.4).
2. Periodic Green's function. The corresponding homogeneous linear problem of our problem (1.1)-(1.2) is given by Lkv = 0 in Qoo, (2.1) v(0, t) = 0 = v{a, t), -oo < t < oo. Jv+y(tt2a) = 2'/2 sin (x{J2a -X-vn -i*) + O^V1) j (nllJ2a)1'2. (2.8)
Since Jv{X{J2a) = 0, it follows from (2.7) that cos -+ 0 as n -* oo.
Hence,
Therefore, there exists a positive integer N such that for n > N sin [k{J2a -z -
From (2.8) and (2.9), we have for n > N, \Jv+x{kxJ2a)\-* <{2na)V2*}J\ Hence, there exists a constant k-, such that for any n,
By (2.3), (2.6), (2.10), and b = 1 -2v, we have for x > 0,
where k\ = 2{l2k()k-i/a. Since the above inequality is independent of N, Lemma 1 (iv) then follows with £4 = aQ\.
We remark that Lemma 1 (iii) and (iv) hold also when the assumptions on xbl2if/(x,t) are replaced by the same assumption on x(-b+eS>/2y/(x,t), where the constant e is less than 1, since, by similar arguments as in the proofs of Lemma 1 (iii) and (iv), there exist nonnegative constants k% and kg such that 00 r ra 12 pâ 2 yj xby/{x,t)(j)n{x)dx < J x~£[x{b+e)t2if/(x, t)]2 dx < k% x e dx Jo = k%ax~7(1 -e), From Lemma 1 (ii), and \a"\ < kw^~* for each n, we have Ian<t>"{x)\ < k2kl0X~{l,2)~s.
From (2.12), 0(\anMx)\) < 0(n-U+2*>).
By Weierstrass Af-test, an<i>n(x) converges uniformly on [0, a].
By McLachlan [7, p. 192] ,
For xq > 0, and any x e [xo, fl], -► 0 as n -► oo. Thus for large n, say n>Nu "" +0{X-l/2x~x) cos Hence for n > N\, and x G [xq, a\, 
p= -OO from 0 to t, we have formally
Integrating (2.16) from t to T, we obtain formally
The periodic property of Green's function gives a"(0) = a"{T) for any n. Adding (2.17) and (2.18), we obtain
For y e (0, r), we expand exp[-(A" -k)y] as complex Fourier series with period T. Then,
From (2.19), we have for y e (0, T),
Hence, En(y) is the periodic extension of
Thus if (m -\)T < t -r < mT, where m is an integer, we have
It follows that for each n, En(t -t)<!;6</>"(£)</>"(x) is a T-periodic function of t and t for x and £ in [0, a] and t and x in (-00,00). For fixed x and £ in (0,a], and fixed t and r, if (m -1)7" < t -x < mT, we have from Lemma 1 (i) and (2.21) that
Since t -x -(m -1 )T is positive and fixed, and 0(A") = 0(n2) for large n, there exists a constant k\4 such that
for large n. Hence, exists. From (2.20), G(x,t;£,x) exists for any j>c and £ in [0, a] and t and r in (-00,00), provided that t -x mT, where m is an integer. Also, it follows from (2.20) that G(x, t;£, x) is a T-periodic function of t and r since En(t -x) is a T-periodic function of t and r. Lemma 4. Let u(x, t) e C(2)(f2) n C(fi~), and Lau <0
in Qoo, u(0, t) > 0, u{a, t) > 0, -00 < t < 00,
If A(/) is continuous and nonpositive, then u > 0.
Proof. By the strong maximum principle (of. Protter and Weinberger [8, pp. 170 and 172]), u(x,t) cannot attain its nonpositive minimum in the interior if u is not a constant. Since u(x,t) = u(x,t + T), the minimum must be attained at x = 0 or x = a. Therefore u > 0. If u is a constant, then we still have u > 0 since u is continuous, u{0, t) > 0, and u(a, t) > 0.
Let us give an existence result.
Theorem 5. Suppose xbl2y¥(x,t) in C(Q~) is a T-periodic function of t, and is Lipschitz continuous in t uniformly with respect to x. If is of bounded variation with respect to x on every given closed subinterval of (0, a), then the problem (1.1)-(1.2) has a T-periodic solution u:
Proof. Since G(x, t\x) is periodic, it is clear that u(x, t) is a T-periodic function of t, provided that the integral in (3.1) exists. From (2.20), r T rQ 00
Let us show that the integral in (3.2) exists, and that the order of integration and summation can be interchanged. Without loss of generality, it is sufficient to consider
From (2.20) and (2.21),
By Lemma 1 (i) and (ii),
Since £bl2x¥(l;, r) is continuous on Q~, it follows that £bl2x¥{£,, t) is bounded. From (3.6), there exists a constant k\$ such that \ZbMOMx)W,T)\<kl5llJ\ (3.7)
Adding (3.8) and (3.9), we have
For any fixed (x, t) e , let Gn(£, r) be the «th partial sum of G(x, t;£, r). Then for any fixed (x, t) e the sequence {G"(£,t)vF(^,t)} converges to G{x,t\^,r)x ¥(£,t) a.e. on Q~. Also from (3.7), |G"(^,t)^,t)| < p(x) for any n, where f kl5^=l^/4Eni(t-z) for 0 < t -x < T, \ ki5ZZiti,4Enl(T + t-T) for -T < t -t < 0.
Let pn(t) be the «th partial sum of p(x). Then, {pn} is a sequence of nonnegative measurable functions converging to p with pn < p for any n. u(x,t)=T, / Zbx¥(Z,r)MZ)E"i(t-T)dZdTMx)
; Jo Jo n= I oo rT ra r 1 ra + £/ / ebw,*)Me)Eni{T+t-T)dzdrMx).
n= \Jl J°B y Lemma 1 (iii) and (3.10), there exists a constant k\(, such that
From (3.11) and Lemma 2, it follows that the series representing u(x, t) converges uniformly on £7_, and hence u(x, t) is in C(Q~). Next, we would like to show the differentiability of the solution u(x,t). Let "l rl ra
Since <^2¥(£, r) is Lipschitz continuous in r uniformly with respect to £, it follows that for each n, /Qa t)<f>"{l;)d£, as a function of t is Lipschitz continuous on £/ X^)EndT + t-r)dzMx).
Since the series converges uniformly on Q~ and each term in the series is continuous on Q~, it follows that ut{x,t) is continuous on Also from (3.13), we note that ut{x, 0) = ut(x, T). Hence, u, is a T-periodic function of t.
Let us show the differentiability of u(x,t) with respect to x. Integrating by parts with respect to x, and using *F(£, 0) = *F(£, T) in (3.11), we obtain u(x,t)= J2^"(t)Mx)/^n-k) can be differentiated term by term with respect to x for x e |Xo,a]. Since Xo is arbitrarily chosen, it follows that the series can be differentiated term by term with respect to x for x e (0, a]. Thus for (x, t) e (0, a] x [0, T\, ux is continuous, and
We note that ux(x, 0) = ux(x, T), and hence ux is a T-periodic function of t. Let the mth partial sum of ux(x,t) be denoted by Sxm(x,t). Using By Lemma 2, the third term on the right-hand side of (3.15) converges uniformly on as m -> oo. From (3.12) and Lemma 3, we have for any fixed t, yVn{t)<j>n(x) converges uniformly to ¥(*, t) on [x3,x4], where 0 < Xi < x4 < a. Hence, OO - 4>n(t)<f>n(X)-JLn= 1 kn'k converges uniformly on [x3,x4] for any fixed t, and is continuous in Q. Since each term on the right-hand side of (3.15) converges uniformly on every given closed subinterval of (0, a), it follows that ux(x, t) is differentiable with respect to x, and b 00
We note that uxx(x,0) -uxx(x, T), and hence uxx is a T-periodic function of t. Also since each term on the right-hand side of (3.16) is continuous in Q, it follows that uxx(x,t) e C(Q).
From (3.13), (3.14), and (3.16), OO Lku = -Y^n{t)Mx). Proof. Suppose U\(x,t) and U2{x,t) are two distinct T-periodic solutions. Let v(x,t) = U\{x,t) -u2(x,t). Then, v(x,t) is a T-periodic function of t such that Lcv = 0, 0 < x < a, 0 < / < oo, v(0, t) = 0 = v(a, t), 0 < t < oo.
Without loss of generality, let us assume v > 0 somewhere. By the strong maximum principle, v attains its positive maximum somewhere at t = 0. By periodicity, v attains this maximum at / = T, and we have a contradiction by the strong maximum principle. The proof of the following result is similar to that of Theorem 2 of Chan and Wong [5] for homogeneous boundary conditions, and hence is omitted here. We note that it follows from the remark after Lemma 1 that Theorem 5 and Corollary 7 remain valid under the weaker condition:
(B) x(ft+£)/2lF(x, t) (instead of xb!2yV(x, t)) in C(£2~) with 0 < e < 1 is a T-periodic function of t, and is Lipschitz continuous in t uniformly with respect to x.
For nonhomogeneous boundary conditions, we require the following condition: 
Proof. Let a(x, t) = a-2»[(a2» -x2")gl (.t) + x2vg2{t)], u(x, t) = V(x, t) + a{x, t), where V(x,t) satisfies LCV = -[V(x,t) + Lca] inQ^, F(0, t) -0 = V(a, t),
-oo < t < oo.
Since 1 -2v = b,
Because b > -1, it follows that the forcing term Lca satisfies the hypotheses of Theorem 5 under condition (B) with ^(x, t) replaced by Lca. Thus, V exists and is unique. This implies that u exists, is unique, and
u(x,t) = [HT(t)]~l [ [ G(x,?;<S,t)//7-(t)[4/(^,t) + Lca(£, T)]d£ dx + a(x,t), Jo Jo where HT(t) = exp j-Jy" c(s)ds -(t -mT)
c(s)ds^j/T j for any integer m such that mT < t < (m + l)T, and G(x,t\€, r) is the periodic Green's function G(x,t\£, r) with k replaced by (/0r c{s) ds)/T. Proof. Let us assume that u(x, t) is a T-periodic solution of the problem (1.5) and (1.2). Let F(x,t) = f(x,t,u(x,t)).
Since u is T-periodic and continuous on £2^, there exists a positive integer N such that \u\ < N. Hence, F(x, t) is of bounded variation with respect to x for every given closed subinterval of (0, a). Since F(x,t) satisfies the conditions of Theorem 5, it follows that u(x,t) is a T-periodic solution of the integral equation (4.1). Conversely, let u(x,t) be a T-periodic solution of the integral equation (4.1) such that on ,u is continuous in x, and Lipschitz continuous in t uniformly with respect to x. From conditions (i) and (ii), xb!2F(x,t) is continuous and periodic. Also, u(x,t) is bounded by a constant N{ since u(x,t) is continuous and T-periodic on By condition (ii) (a), and the hypothesis that u(x, t) is Lipschitz continuous in t uniformly with respect to x,
where Qu is a Lipschitz constant for u(x,t). Hence, xb/2F(x,t) is Lipschitz continuous in t uniformly with respect to x. By a similar argument as in the proof of Theorem 5, u and u, are in C(Q^), and ux is in C(Qt»). An argument as in the proof of the first part of this Theorem shows that F(x, t) is of bounded variation with respect to x for every given closed subinterval of (0, a). It follows from Theorem 5 that u(x,t) is a T-periodic solution of the problem (1.5) and (1.2).
By Lemma 1 (ii) and (2.12), exists.
Lemma 10. Suppose conditions (i) and (ii) (a) hold. If u is a T-periodic solution of the integral equation (4.1) and continuous on then there exist constants a>3 and co4 such that a>3 < u{x, t) < o>4 for any (x, t) in furthermore, u is Lipschitz continuous in t uniformly with respect to x, provided that the Lipschitz constant Qz(0)3,0)4) (cf. (4.2)) satisfies <2z(w3,&>4)0i/2£i < 1.
Proof. Since u is continuous on and T-periodic, it follows that u is bounded. Therefore, there exist constants 0*3 and <y4 such that 0)3 < u(x, t) < (04 for any (x, t) in n~ . 5. Monotone method. We assume that conditions (i)-(ii) hold. To use the monotone method (cf. Chan [3] ) to establish existence, we require the following conditions:
(D) y(x, t) in C(2,(^) satisfies the same conditions for in Theorem 5 such that Loy > 0 and y(x, t) < 0;
(E) for each co > 0, there exists a bounded and nonnegative function qw(x, t) such that for \u\ < co, -f{x, t, u{x, t)) < qwix, t)[uix, t) -yix, t)] if uix,t) > yix,t)\ (F) there exists a nonnegative function aix,t) such that aix,t) satisfies the same conditions for in Theorem 5, and -fix,t,uix,t)) > -cr(x,t) if u(x, t) > yix, t);
(G) for each a> > 0, there exists a bounded and nonnegative function pwix, t) such that for \u\ < co and |w| <co,
if uix, t) > vix, t); (H) -fix,t,uix,t)) > -fix,t,vix,t)) if uix,t) > vix,t) for any bounded functions u and v greater than or equal to y.
We remark that, in particular, y or a can be taken to be identically zero. Let Moix, t) be constructed by By Lemma 4, Moix,t) > yix,t). Since yix,t) in and Afoix,t) in C(Q^) are T-periodic, there exist constants kii and k23 such that kn < y(x,t) < M0(x,t) < k2i.
Let co' = max{|fc22|, 1^231 }• By conditions (G) and (E), both pw\x, t) and qw>ix, t) are bounded, and hence there exists a nonnegative constant p such that J> Jo «=.
Hence for any nonnegative integer j, Pij{£, t) and Pij{£,, t) are bounded by integrable functions, respectively. Since Mj(x, t) -► M(x, t) as j -* oo, it follows that as j -* oo, and Pij(<i, t) converge a.e. to A proof similar to that of Theorem 11 gives the following result.
Theorem 12. Suppose conditions (D)-(G) hold. Then, the sequence {rrij(x,t)} constructed by mo(x,t) = y{x,t), and for nonnegative integer j, Lkmj+\ = -f(x, t, mj) + n{mj+i -mj) in mj+\(0, t) = 0 = mj+\(a, t), -oo < t < oo, satisfies the inequalities:
k22 < y = mo < mj < mJ+l < ■ ■ ■ < M0 < k2i on Q~ ;
furthermore, {mj} converges uniformly to m; m is continuous on and is a Tperiodic solution of the integral equation (4.1). Also m < u, where u is a T-periodic solution of the problem (1.5) and (1.2) with u > y.
From condition (ii) (a), we have \xbl2[f{x,t\,z{) -f(x,t2,z2)]\ < Q'{k22,k2l)\tx -t2\ + Qz{k22,k23)\z\ -z2\
for (x,t\,z\) and (x,t2,z2) e x [k22,k2i]. It follows that there exists a Lipschitz constant Q\ such that Q\ < Q:{k22,k23), and |xb/2[f(x, t, u) -f(x, t, v)]| <Qi\u-v\, (5.6) where u(x, t) and v(x,t) lie between y(x,t) and M0{x,t). In order to establish existence for the problem (1.5) and (1.2), we need to impose an additional condition on the Lipschitz constant Q\. The following result is a consequence of Lemma 10, and Theorems 9, 11, and 12. By conditions (G) and (E), there exists a constant ji\ such that (a) if k2$ < v(x,t) < u(x, t) < /C26, theñ [f(x,t,u(x,t)) -f(x,t,v(x,t))] < n\[u(x, t) -v(x,t)], and (b) if k25 < u(x,t) < A:26 and u(x,t) > y{x,t), theñ f(x,t,u{x,t)) < H\[u(x,t) -y(x,t)].
Let us construct the sequences {MJ+\{x,t)} and {mJ+1(x,?)} with m0(x,t) = y{x,t) as follows: for nonnegative integer j, LcMj+i = -f(x,t,Mj) + H\(Mj+x -Mj) in
MJ+i(0,t) = gi(t), Mj+i(a,t) -g2{t), -00 < t < 00; Lcmj+1 = ~f{x, t,m_j) + H\ (mJ+[ -m,) in Ulj+i{0,t) = gi{t), rnj+[{a,t) = g2{t), -00 < / < 00.
From condition (ii) (a), there exists a Lipschitz constant Q2 such that Q2 < Qz{k2s,k2s), and for u(x,t) and v(x,t) lying between y(x,t) and Mo(x,t), |xb/2[f{x,t,u) -f{x,t,v)]\ < Q2\u(x,t) -v(x,t)\. (5.7)
Let y?4 be with k being replaced by (/0r c{s)ds)/T. By Corollaries 7 and 8, and an argument similar to those in Theorems 11-14, we obtain the following result.
Corollary
15. Suppose conditions (D)-(H) and (A) hold, and Q2 in (5.7) satisfies Q2a{!2 PufcPi < 1-Then, every T-periodic solution u of the problem (1.6) and (1.4) with g!(f) = 0 = g2{t) such that u > y satisfies the inequalities: y = m0 < m, < < m ■ < < u < < Mj < ■ < M\ < M0 on furthermore, both {Mj(x,t)} and {m (x, ?)} converge uniformly to the unique Tperiodic solution u (> y). If the boundary conditions are nonhomogeneous, then the same conclusions hold, provided that in addition, conditions (C) and (I), and b > -1 are assumed.
