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Abstract
A new method is developed by detecting the boundary layer of the solution of a singular perturbation problem. On the non-
boundary layer domain, the singular perturbation problem is dominated by the reduced equation which is solved with standard
techniques for initial value problems. While on the boundary layer domain, it is controlled by the singular perturbation. Its
numerical solution is provided with finite difference methods, of which up to sixth order methods are developed. The numerical
error is maintained at the same level with a constant number of mesh points for a family of singular perturbation problems.
Numerical experiments support the analytical results.
c© 2007 Elsevier Ltd. All rights reserved.
Keywords: Singular perturbation; Reduced equation; Differential equations; Numerical solutions; Stability
0. Introduction
We consider the singular perturbation problem (SPP) in the quasilinear form
εu′′ = f (x, u)u′ + g(x, u) for x ∈ (a, b) and f (x, u) 6= 0,
u(a) = va and u(b) = vb, (1)
where the positive constant ε  1 is the singular perturbation parameter, and f (x, u) and g(x, u) are C1 in
the domain considered. Assume that the right hand side ϕ(x, u, u′) ≡ f (x, u)u′ + g(x, u) of Eq. (1) satisfies a
generalized Nagumo condition, Chang and Howes [2]. This simply means that every solution u = u(x) satisfying
α(x) ≤ u(x) ≤ β(x) on a subinterval J ⊂ [a, b] has a bounded derivative, that is, there exists a constant N = N (α, β)
such that |u′(x)| ≤ N on J . α(x) and β(x) are functions of C2([a, b]).
In the early twentieth century, Prandtl gave the light of theoretical understanding of the singular perturbation
phenomenon of hydrodynamics to the Third International Congress of Mathematics. Since then, a great deal of effort
has been made to conquer this anomaly. Analytically, the asymptotic expansion of O’Malley [2] and the a priori
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bound theorem of Chang and Howes [1] were among the prominent approaches. With the advance of computing
technology, there is a flow of literature on numerical solutions from the 1980s. Schultz and his students successfully
developed the stabilized high order finite difference methods, Schultz and Choo [3], and Schultz and Ilicasu [4].
Miller, O’Riordan and Shishkin [5] constructed the Shishkin-type mesh to gain the error estimation independent of
the singular perturbation parameter. Segal [6] used a piecewise uniform mesh to overcome the drawback of uniform
mesh methods.
Our research is an analytically guided numerical approach. We applied the Nagumo differential inequalities to
establish a sharp bound for the solution of a singular perturbation problem. Consequently, the domain of a singular
perturbation problem is divided into two: the boundary layer and the non-boundary layer. On the non-boundary layer
domain, the singular perturbation problem is dominated by the reduced differential equation which is solved with
standard techniques for initial value problems. While on the boundary layer domain, it is controlled by the singular
perturbation. The differential equation on the boundary layer domain is solved with finite difference methods, of which
up to sixth order methods are developed. The stability and convergence is established theoretically and numerically.
As an important feature of the new method, the numerical error is maintained at the same level for a family of singular
perturbation problems.
1. Properties of the exact solution
When the singular perturbation parameter vanishes, we consider the reduced equations
f (x, u)u′ + g(x, u) = 0,
u(a) = va, (1a)
and
f (x, u)u′ + g(x, u) = 0,
u(b) = vb. (1b)
Let Ra and Rb be the solutions of (1a) and (1b) respectively. We study the solutions of the reduced problems which
are strongly stable in a sense to be defined momentarily. In the following definitions, δ > 0 is a small constant, Chang
and Howes [1].
If a solution Ra = Ra(x) of (1a) exists in [a, b], we define
Ω(Ra) = {(x, u) : a ≤ x ≤ b, |u − Ra(x)| ≤ da(x)},
where the positive continuous function da(x) satisfies da(x) ≡ |vb − Ra(b)| + δ for b − δ2 ≤ x ≤ b and da(x) ≡ δ
for a ≤ x ≤ b − δ.
Similarly, if a solution Rb = Rb(x) of (1b) exists in [a, b], we define
Ω(Rb) = {(x, u) : a ≤ x ≤ b, |u − Rb(x)| ≤ db(x)},
where the positive continuous function db(x) satisfies db(x) ≡ |va − Rb(a)| + δ for a ≤ x ≤ a + δ2 and db(x) ≡ δ
for a + δ ≤ x ≤ b.
A solution Ra = Ra(x) of the reduced equation (1a) is said to be strongly stable in [a, b] if there exists a positive
constant k such that
f (x, u) ≥ k > 0 in Ω(Ra).
A solution Rb = Rb(x) of the reduced equation (1b) is said to be strongly stable in [a, b] if there exists a positive
constant k such that
f (x, u) ≤ −k < 0 in Ω(Rb).
The Reduced Problem Theorem (Part A). Let the reduced equation (1b) have a strongly stable solution Rb(x) of
class C2 ([a, b]). Let c be a positive constant and λ = −k−
√
k2−4εm
2ε be a solution of the equation ελ
2 + kλ+m = 0,
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where k is the positive constant in the strongly stable condition and m is a positive constant such that | fuR′b+gu | ≤ m
in Ω(Rb). Then there exists an ε0 > 0 such that for 0 < ε < ε0, the SPP (1) has a solution u which satisfies
|u(x)− Rb(x)| < Cε for x ∈ [a + wε, b],
where w is a constant for a family of small ε values.
Proof. By Theorem 4.1 of Chang and Howes [1], there exists an ε0 > 0 such that for 0 < ε < ε0, the SPP (1) has a
solution u satisfying
|u(x)− Rb(x)| ≤ s(x)+ cε for x ∈ [a, b], (2)
where s(x) = |va − Rb(a)|eλ(x−a), λ = −k−
√
k2−4εm
2ε and c is a positive constant. To ensure λ as a real number, let
ε0 = k24m .
We consider the positive function s(x) = |va − Rb(a)|eλ(x−a). Choose a positive constant w, such that w ≥ − 2 ln εk
for sufficiently small values of ε. For x ∈ [a + wε, b], it implies
x ≥ a + wε ⇒
x ≥ a +
(
−2 ln ε
k
)
ε ⇒
(x − a) ≥
(
−2 ln ε
k
)
ε ⇒
−k(x − a)
2ε
≤ ln ε ⇒
e
−k(x−a)
2ε ≤ eln ε = ε since ex is increasing.
Note that w can be chosen as a constant for a family of small values of εsince (− ln ε) increases rather slowly as ε
vanishes. The values of (− ln ε) are listed in the following table. We call w as the boundary layer parameter.
Values of (− ln ε)
ε − ln ε
10−5 11.513
10−6 13.816
10−7 16.118
10−8 18.421
10−9 20.723
10−10 23.026
10−12 27.631
10−15 34.539
10−20 46.052
Note that
λ = −k −
√
k2 − 4εm
2ε
<
−k
2ε
.
Let c1 = |va − Rb(a)|, then we have
s(x) = c1eλ(x−a) < c1e−k(x−a)2ε < c1ε for x ∈ [a + wε, b].
Combining the bounds of (2) and taking C = c1 + c, we get
|u(x)− Rb(x)| ≤ s(x)+ cε
< c1ε + cε
= Cε,
for x ∈ [a + wε, b]. 
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Similarly, we give the conclusion about the reduced equation (1a).
The Reduced Problem Theorem (Part B). Let the reduced equation (1a) have a strongly stable solution Ra(x) of
class C2([a, b]). Let c be a positive constant and λ = −k−
√
k2−4εm
2ε be a solution of the equation ελ
2 + kλ+ m = 0,
where k is the positive constant in the strongly stable condition and m is a positive constant such that | fuR′a+gu | ≤ m
in Ω(Ra). Then there exists an ε0 > 0 such that for 0 < ε < ε0 the SPP (1) has a solution u = u(x) which satisfies
|u(x)− Ra(x)| < Cε for x ∈ [a, b − wε],
where w is a constant for a family of small ε values.
Proof. The proof follows analogously to that of part A. By Theorem 1.1.2 of Zhang [7] which is equivalent to
Corollary 4.1 of Chang and Howes [1], there exists an ε0 > 0 such that for 0 < ε < ε0, the SPP has a solution
u which satisfies
|u(x)− Ra(x)| ≤ s(x)+ cε for x ∈ [a, b],
where s(x) = |vb − Ra(b)|eλ(b−x), λ = −k−
√
k2−4εm
2ε and c is a positive constant.
We now consider the positive function s(x) = |vb − Ra(b)|eλ(b−x). Choose a positive constant w, such that
w ≥ − 2 ln εk for sufficiently small values of ε. For x ∈ [a, b − wε],
x ≤ b − wε ⇒
b − x ≥ wε ⇒
b − x ≥
(
−2 ln ε
k
)
ε ⇒
−k(b − x)
2ε
≤ ln ε ⇒
e
−k(b−x)
2ε ≤ eln ε = ε since ex is increasing.
Also note
λ = −k −
√
k2 − 4εm
2ε
<
−k
2ε
.
Let c1 = |vb − Ra(b)|. Then
s(x) = c1eλ(b−x) < c1e−k(b−x)2ε < c1ε for x ∈ [a, b − wε].
Note that w can be chosen as a constant for sufficiently small values of ε according to the table in the proof of part A.
Combining the above bounds and taking C = c1 + c, we get
|u(x)− Rb(x)| ≤ s(x)+ t (x)
< c1ε + cε
= Cε,
for x ∈ [a, b − wε]. 
By the reduced problem theorem, we can detect the boundary layer. Specifically, if f (x, u) ≤ −k < 0 in Ω(Rb)
and if there exists a boundary layer for the SPP (1), then it occurs at the left boundary x = a. If f (x, u) ≥ k > 0 in
Ω(Ra) and if there exists a boundary layer for the SPP (1), then it occurs at the right boundary x = b. Furthermore,
the length of the boundary layer is at most wε, where w is the boundary parameter defined in the reduced-problem
theorem.
2. The new method
By the reduced-problem theorem, the SPP (1) is divided into two cases:
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(a) A solution Rb = Rb(x) of the reduced equation (1b) is strongly stable. The SPP (1) can be analytically
approximated by the following two differential equations on the boundary layer and non-boundary layer domain
respectively,
f (x, u)u′ + g(x, u) = 0 for x ∈ (t, b),
u(b) = vb, (3)
and
εu′′ = f (x, u)u′ + g(x, u) for x ∈ (a, t),
u(a) = va and u(t) = vt , (4)
where the transition point is t = a + wε and w is a constant for a family of values of ε.
(b) A solution Ra = Ra(x) of the reduced equation (1a) is strongly stable. The SPP (1) can be analytically
approximated by the following two differential equations on the boundary layer and non-boundary layer domain
respectively:
f (x, u)u′ + g(x, u) = 0 for x ∈ (a, t),
u(a) = va, (5)
and
εu′′ = f (x, u)u′ + g(x, u) for x ∈ (t, b),
u(t) = vt and u(b) = vb, (6)
where the transition point is t = b − wε and w is a constant for a family of values of ε.
Note that the boundary value vt at the transition point t of the Eqs. (4) and (6) is not known. To handle this, we
substitute Rb(t) for vt into Eq. (4) and substitute Ra(t) for vt into Eq. (6) respectively. In summary,
(a) when a solution Rb = Rb(x) of the reduced equation (1b) is strongly stable, the SPP (1) is approximated by
f (x, u)u′ + g(x, u) = 0 for x ∈ (t, b),
u(b) = vb, (3)
and
εu′′ = f (x, u)u′ + g(x, u) for x ∈ (a, t),
u(a) = va and u(t) = Rb(t), (4p)
where the transition point is t = a + wε and w is a constant for a family of values of ε.
(b) when a solution Ra = Ra(x) of the reduced equation (1a) is strongly stable, the SPP (1) is approximated by
f (x, u)u′ + g(x, u) = 0 for x ∈ (a, t),
u(a) = va, (5)
and
εu′′ = f (x, u)u′ + g(x, u) for x ∈ (t, b),
u(t) = Ra(t) and u(b) = vb, (6p)
where the transition point is t = b − wε and w is a constant for a family of values of ε.
Since the value vt at x = t of Eqs. (4) and (6) is replaced with the approximation from the reduced problems, it
is perturbed by δ. We show the stability of this type of δ-perturbation. Let δ = |vt − Rb(t)| for Eqs. (4) and (4p) or
δ = |vt − Ra(t)| for Eqs. (6) and (6p).
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If a solution p = p(x) of (4p) exists in [a, t], we define
Ω(p) = {(x, y) : a ≤ x ≤ t, |p(x)− y| ≤ Cδ},
where C is a positive constant. Similarly, if a solution p = p(x) of (6p) exists in [t, b],
Ω(p) = {(x, y) : t ≤ x ≤ b, |p(x)− y| ≤ Cδ},
where C is a positive constant.
The Stability Theorem (Part A). Let p(x) be a solution of (4p). Let k and m be positive constants such that
f (x, u) ≤ −k and | fu p′ + gu | ≤ m in Ω(p). Then there exists a positive constant C and the Eq. (4) has a solution
u = u(x) such that
|u(x)− p(x)| ≤ Cδ for x ∈ [a, a + wε].
Proof. Let the transition point be t = a+wε and the exact value of the SPP (1) at x = t be vt . We prove the inequality
on the boundary layer domain with Theorem 2.1 of Chang and Howes [2], by constructing a bounding pair satisfying
the following inequalities,α(x) ≤ β(x),α(a) ≤ va ≤ β(a) and α(t) ≤ vt ≤ β(t),
εα′′ ≥ ϕ(x, α, α′) and εβ ′′ ≤ ϕ(x, β, β ′).
(7)
The proof follows these steps:
Step P1: Define the bounding functions α(x) and β(x) such that α(x) ≤ β(x);
Step P2.1: Proof of α(a) ≤ va ≤ β(a);
Step P2.2: Proof of α(t) ≤ vb ≤ β(t);
Step P3.1: Proof of εα′′ ≥ ϕ(x, α, α′);
Step P3.2: Proof of εβ ′′ ≤ ϕ(x, β, β ′) and
Step P4: Conclusion.
We consider the positive function
s(x) = δeλ(x−t) where λ = −k +
√
k2 − 4εm
2ε
.
Differentiating s(x), we get
s′(x) = δλeλ(x−t) < 0 and s′′(x) = δλ2eλ(x−t) > 0.
Thus we have
εs′′ + ks′ + ms = (ελ2 + kλ+ m)δeλ(x−t) = 0,
since ελ2 + kλ+ m = 0 by our choice of λ. Therefore, s(x) is the solution of the homogeneous differential equation
εs′′ + ks′ + ms = 0 for x ∈ (a, t)
s(t) = δ, s′(t) = λδ.
Step P1: Now, we define the bounding pair
α(x) = p(x)− s(x) and β(x) = p(x)+ s(x),
and proceed to show that it satisfies the inequalities of (7). Clearly, we have α(x) ≤ β(x) for x ∈ [a, t] since s(x) is
positive and
α(x) = p(x)− s(x) ≤ p(x),
and
β(x) = p(x)+ s(x) ≥ p(x).
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Step P2.1: At the boundary x = a, we have
α(a) = p(a)− s(a) = va − s(a) ≤ va,
since s(a) is positive. Meanwhile, we have
β(a) = p(a)+ s(a) ≥ va .
Thus we get α(a) ≤ va ≤ β(a).
Step P2.2: While at the boundary x = t , we have
α(t) = p(t)− s(t) = (vt ± δ)− δ ≤ vt .
Meanwhile, we have
β(t) = p(t)+ s(t) = (vt ± δ)+ δ ≥ vt .
Thus we get α(t) ≤ vt ≤ β(t).
Step P3.1: Next we verify the differential inequality εα′′ ≥ ϕ(x, α, α′).
By definition, we have
α = p − s ⇒ α − p = −s < 0,
α′ − p′ = −s′ > 0,
εα′′ = εp′′ − εs′′.
By the mean value theorem (MVT), we have
[ f (x, α)p′ + g(x, α)] − [ f (x, p)p′ + g(x, p)]
α − p = fu(x, ξ)p
′ + gu(x, ξ)
⇔ −[ f (x, p)p′ + g(x, p)] = −[ f (x, α)p′ + g(x, α)] + [ fu(x, ξ)p′ + gu(x, ξ)](α − p),
where (x , ξ ) is between (x , α) and (x , p). Now, we consider
εα′′ − ϕ(x, α, α′) = εp′′ − εs′′ − ϕ(x, α, α′)
= −εs′′ − [ϕ(x, α, α′)− εp′′]
= −εs′′ − {[ f (x, α)α′ + g(x, α)] − [ f (x, p)p′ + g(x, p)]}
= −εs′′ − {[ f (x, α)α′ + g(x, α)] − [ f (x, α)p′ + g(x, α)]
+ [ fu(x, ξ)p′ + gu(x, ξ)](α − p)} by MVT
= −εs′′ − f (x, α)(α′ − p′)− h(x, ξ)(α − p),
where h(x, ξ) = fu(x, ξ)p′ + gu(x, ξ). Thus we obtain
εα′′ − ϕ(x, α, α′) = −εs′′ − f (x, α)(−s′)− h(x, ξ)(−s)
= −εs′′ + f (x, α)s′ + h(x, ξ)s
≥ −εs′′ − ks′ + h(x, ξ)s, since f (x, α) ≤ −k < 0 and s′ < 0⇒ f (x, α)s′ ≥ −ks′
≥ −εs′′ − ks′ − ms, since |h(x, ξ)| = | fu(x, ξ)p′ + gu(x, ξ)| ≤ m
⇒ h(x, ξ) ≥ −m and ds > 0
⇒ h(x, ξ)s ≥ −ms
= 0 since εs′′ + ks′ + ms = 0.
Therefore, we get εα′′ ≥ ϕ(x, α, α′).
Step P3.2: Similarly we verify the differential inequality εβ ′′ ≥ ϕ(x, β, β ′). We consider
εβ ′′ − ϕ(x, β, β ′) = εp′′ + εs′′ − ϕ(x, β, β ′)
= εs′′ + εp′′ − ϕ(x, β, β ′)
= εs′′ + εp′′ − [ f (x, β)β ′ + g(x, β)]
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= εs′′ + [ f (x, p)p′ + g(x, p)] − [ f (x, β)β ′ + g(x, β)]
= εs′′ − {[ f (x, β)β ′ + g(x, β)] − [ f (x, p)p′ + g(x, p)]}
= εs′′ − f (x, β)(β ′ − p′)− h(x, η)(β − p),
where (x, η) is between (x, p) and (x, β), and h(x, η) = fu(x, η)p′ + gu(x, η). We obtain
εβ ′′ − ϕ(x, β, β ′) ≤ εs′′ + ks′ − h(x, η)(β − p), since f (x, β) ≤ −k < 0⇒ − f (x, β) ≥ k
and s′ ≤ 0⇒ − f (x, β)s′ ≤ ks′
≤ εs′′ + ks′ + ms, since |h(x, η)| ≤ m ⇒ −h(x, η) ≤ m
and s > 0⇒ −h(x, η)s ≤ ms
= 0 since εs′′ + ks′ + ms = 0.
Step P4: Now, it follows from Theorem 2.1 of Chang [1], that the Eq. (4) has a solution u satisfying α(x) ≤ u(x) ≤
β(x), which is equivalent to,
p(x)− s(x) ≤ u(x) ≤ p(x)+ s(x)⇔
−s(x) ≤ u(x)− p(x) ≤ s(x)⇔
|u(x)− p(x)| ≤ s(x).
Finally, we show that s(x) ≤ Cδ for x ∈ [a, a + wε].
For x ∈ [a, a + wε], s(x) is decreasing since s′(x) is negative. Therefore, we have
s(x) ≤ s(a)
= δeλ[a−(a+wε)]
= δe−λwε.
Meanwhile, we have
−λwε = −wε (−k +
√
k2 − 4εm)
2ε
= w(k −
√
k2 − 4εm)
2
= w(k −
√
k2 − 4εm)(k +√k2 − 4εm)
2(k +√k2 − 4εm)
= 4wεm
2(k +√k2 − 4εm)
= 2wεm
k +√k2 − 4εm
≤ 2wεm
k
<
2m
k
since 0 < ε  1 and wε is much less than 1 for a family of small ε values.
Taking the positive constant C = e 2mk , we obtain
s(x) ≤ s(a) < Cδ for x ∈ [a, a + wε]. 
Next, we state a similar stability conclusion about the perturbation at the right boundary on the boundary layer
domain.
The Stability Theorem (Part B). Let p(x) be a solution of (6p) . Let k and m be positive constants such that
f (x, u) ≥ k and | fu p′ + gu | ≤ m in Ω(p). Then there exists a positive constant C and the Eq. (6) has a solution
u = u(x) such that |u(x)− p(x)| ≤ Cδ for x ∈ [b − wε, b].
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Proof. The proof follows analogously to that of the Stability Theorem (part A). 
Finally, we consider the choice for the boundary layer parameter w in the separation schemes (3) and (4p), and
(5) and (6p). It is understood that smaller values of w will reduce computing on the boundary domain with a dense
mesh. From the proof of the reduced-problem theorem, we need w ≥ − 2 ln εk . As noted, w can be chosen as a
constant for a family of small values of the singular perturbation parameter ε. Indeed, for the singular perturbation
parameter down to the 10−12 level, w = 2 ∗ 28/k is sufficient; for the singular perturbation parameter down to the
10−15 level, w = 2 ∗ 35/k is sufficient; and for the singular perturbation down to the 10−20 level, w = 2 ∗ 47/k is
sufficient. For extreme small values of ε, λ = −k−
√
k2−4εm
2ε ≈ −kε , we can choose w ≥ − ln εk such that the above
s(x) = c1eλ(x−a) ≈ c1e−k(x−a)ε < c1ε. Practically, the choice of w can be further improved.
3. The error analysis
The numerical error of the new method has two sources: one from the analytical approximation and the other from
the numerical approximation. Let hn and hb be the mesh spacing on the non-boundary layer and on the boundary layer
domain respectively.
3.1. Error on the non-boundary layer domain
Let u be the exact solution, R be the exact solution of the reduced problem, and RN be the numerical solution of
the reduced problem. Assume RN is obtained from the fourth- order Runge Kutta method. On the non-boundary layer
domain, the error is
‖u − RN‖ = max
i=1...n−1
{|u(xi )− RN (xi )|}.
By the triangle inequality, we conclude
‖u − RN‖ ≤ ‖u − R‖ + ‖R − RN‖ = O(ε)+ O(h4n).
3.2. Error on the boundary layer domain
On the boundary layer domain, the analytical approximation error is generated from the δ-perturbation on the
boundary value and the numerical approximation error from the numerical methods. By the stability theorem, the
analytical-approximation error is O(δ), where δ is the perturbation on the boundary value. By the reduced-problem
theorem, δ = O(ε)+ O(h4n). To simplify the discussion, we consider the central finite difference scheme with mesh
spacing hb. Then the error of numerical approximation is O(h2b). Let u be the exact solution of the SPP (1). For the
SPP with δ-perturbation on a boundary value, let uδ be the exact solution and uN be the numerical solution. On the
boundary layer domain, the error is ‖u − uN‖. By the triangle inequality, we conclude
‖u − uN‖ ≤ ‖u − uδ‖ + ‖uδ − uN‖ = O(ε)+ O(h4n)+ O(h2b).
The new method works well for singular perturbation problems since the singular perturbation parameter ε is
extremely small.
4. Numerical experiments
Example 1. We consider the linear SPP
εu′′ = u′ for x ∈ (0, 1),
u(0) = 0 and u(1) = 1, (8)
with the exact solution u(x) = e
x−1
ε −e−1ε
1−e−1ε
. We have f (x, u) = 1 > 0, which satisfy the assumptions for the reduced
problem theorem. Thus, the boundary layer occurs about the right boundary x = 1, which is shown in Fig. 1.
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Fig. 1. Graphs of the solutions of the SPP (8) and its reduced equation.
Table 1.1
Maximal error comparison among methods with N = 60
Method Maximal error
ε = 10−1 ε = 10−2 ε = 10−3 ε = 10−4 ε = 10−5 ε = 10−8 ε = 10−10
Uniform mesh with the central
differences
7.2× 10−4 1.9× 10−2 N.A. N.A. N.A. N.A. N.A.
The 4th order
Schultz and Choo [3]
8.2× 10−6 2.5× 10−3 N.A. N.A. N.A. N.A. N.A.
The order with mapping of
Schultz and Choo [3]
1.5× 10−7 4.0× 10−6 3.9× 10−6 1.1× 10−5 2.5× 10−5 N.A. N.A.
The new method with central
differences
7.2× 10−4 6.7× 10−4 6.7× 10−4 6.7× 10−4 6.7× 10−4 6.7× 10−4 6.7× 10−4
The new method with the 4th
order
Schultz and Choo [3]
8.2× 10−6 1.1× 10−6 1.1× 10−6 1.1× 10−6 1.1× 10−6 1.1× 10−6 1.2× 10−6
Applying the new method, we get two separated differential equations,
u′ = 0 for 0 < x < t and u(0) = 0,
and
εu′′ = u′ for x ∈ (t, 1),
u(t) = Ra(t) and u(1) = 1,
where t = 1−wε and w is the boundary layer parameter. The numerical results are significantly improved comparing
to that of the global uniform-mesh methods. With N = 60 mesh points, the uniformmethods provide numerical results
when the singular perturbation parameter ε is great than 10−3. The new method with the central finite difference or
fourth-order finite difference provides accurate numerical results for much smaller values of ε, Table 1.1.
With N = 1000 mesh points, the uniform methods provide a numerical result when the singular perturbation
parameter ε is great than 10−3. The new method with central finite differences or fourth-order finite differences
provides better numerical results with fewer mesh points (N = 120). With the same number N = 120 of mesh points,
it generates numerical results for much smaller values of ε while the error is maintained at the same level, O(10−5)
and O(10−7) for the central differences and fourth order differences respectively, Table 1.2. For the new method, there
are 100 points on the boundary layer and 20 points on the non-boundary layer domain.
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Table 1.2
Maximal error comparison among different methods
Method N Maximal error
ε = 10−3 ε = 10−5 ε = 10−8
Uniform with the central differences 1000 1.28× 10−2 N.A. N.A.
Uniform with the 4th order (Schultz and Choo [3]) 1000 7.45× 10−4 N.A. N.A.
The new method with the central differences 120 5.66× 10−5 5.66× 10−5 5.66× 10−5
The new method with the fourth order (Schultz and Choo [3]) 120 3.22× 10−7 3.22× 10−7 3.22× 10−7
Table 1.3
The robustness of the new method
Points New method ε = 10−8 ε = 10−9 ε = 10−10
Nb = 50 With 2nd order differences 6.66× 10−4 6.66× 10−4 6.66× 10−4
With 4th order differences 1.09× 10−6 1.09× 10−6 1.09× 10−6
Nb = 100 With 2nd order differences 5.66× 10−5 5.66× 10−5 5.66× 10−5
With 4th order differences 3.22× 10−7 3.22× 10−7 3.22× 10−7
Nb is the number of points in the boundary layer.
The new method demonstrates a great advantage for singular perturbation problems with extremely small values
of the singular perturbation parameter. With a constant number of mesh points, the numerical error is maintained at
the same level for a family of singular perturbation problems, Table 1.3.
For the following nonlinear examples, the numerical results on the boundary domain are obtained with the
generalized Newton’s method. Note for the methods of this paper, we need only iterate on the boundary layer
equations.
Example 2.
εu′′ + euu′ − pi
2
sin
pix
2
e2u = 0 for x ∈ (0, 1),
u(0) = 0 and u(1) = 0,
(9)
with the asymptotic expansion
u(x, ε) = − ln
[(
1+ cos pix
2
)(
1− 1
2
e−
x
2ε
)]
+ O(ε),
O’Malley [2]. Note that since u is bounded, we can find a positive constant k, such that f (x, u) = −eu ≤ −k < 0.
By the reduced problem theorem, we expect a left boundary layer as shown in Fig. 2.
We apply the new method with the separation scheme (3) and (4) to get two differential equations
euu′ − pi
2
sin
pi t
2
e2u = 0 for x ∈ (t, 1),
u(1) = 0,
and
εu′′ + euu′ − pi
2
sin
pix
2
e2u = 0 for x ∈ (0, t),
u(0) = 0 and u(t) = Rb(t),
where t = wε and Rb is the solution of above reduced equation. We compare the numerical results of the new method
with different numbers of mesh points. As expected, the new method is convergent and stable. Moreover, we use a
constant number of mesh points for a family of singular perturbation problems to control the numerical error at the
same level, Table 2.1.
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Fig. 2. Graphs of the solutions of the SPP (9) and its reduced equation.
Table 2.1
Maximal error comparison among different methods
The new method Maximal error
ε = 10−3 ε = 10−4 ε = 10−5 ε = 10−6 ε = 10−7 ε = 10−8 ε = 10−9 ε = 10−10
Nb = 300 4.36×10−5 3.78×10−5 3.82×10−5 3.82×10−5 3.82×10−5 3.82×10−5 3.82×10−5 3.82× 10−5
Nb = 600 4.77×10−5 9.26×10−6 9.56×10−6 9.57×10−6 9.57×10−6 9.57×10−6 9.57×10−6 9.57× 10−6
Nb = 1500 4.99×10−5 1.52×10−6 1.80×10−6 1.83×10−6 1.83×10−6 1.84×10−6 1.84×10−6 1.84× 10−6
Nb is the number of points on the boundary layer, Nn = 100 is the number of points on the non-boundary layer.
Table 2.2
Maximal error comparison when ε = 10−10
Method Number of points Max error
Linss, Roos and Vulanovic [8] Standard Shishkin mesh 1024 1.21× 10−2
Linss, Roos and Vulanovic [8] Bakhvalov–Shishkin mesh 1024 2.63× 10−3
The new method of the central differences 400 Non-boundary layer 100 3.82× 10−5
Boundary layer 300
The new method of the central differences 700 Non-boundary layer 100 9.57× 10−6
Boundary layer 600
The new method of the central differences 1000 Non-boundary layer 100 1.84× 10−6
Boundary layer 900
We compare the new method with the methods using Shishkin type meshes from Linss, Roos and Vulanovic [8].
As shown in Table 2.2, the numerical results are improved using fewer mesh points, compared to that of the Shishkin
mesh methods.
Example 3. We consider the SPP,
εu′′ − uu′ = 0 x ∈ (−1, 1),
u(−1) = 0 and u(1) = −1. (10)
The exact solution in [−1, 1] is given as
u(x, ε) = −1− e
−(x+1)
ε
1+ e−(x+1)ε
,
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Table 3.1
Maximal error comparison among different methods
Method Points Maximal error
ε = 10−2 ε = 10−3 ε = 10−4 ε = 10−5 ε = 10−6 ε = 10−7 ε = 10−8
Uniform N = 1000 3.38× 10−4 3.84× 10−2 N.A. N.A. N.A. N.A. N.A.
New method Nb = 50 1.36× 10−2 1.36× 10−2 1.36× 10−2 1.36× 10−2 1.36× 10−2 1.36× 10−2 1.36× 10−2
New method Nb = 100 3.39× 10−3 3.39× 10−3 3.39× 10−3 3.39× 10−3 3.39× 10−3 3.39× 10−3 3.39× 10−3
New method Nb = 200 8.41× 10−4 8.41× 10−4 8.41× 10−4 8.41× 10−4 8.41× 10−4 8.41× 10−4 8.41× 10−4
New method Nb = 300 3.77× 10−4 3.77× 10−4 3.77× 10−4 3.77× 10−4 3.77× 10−4 3.77× 10−4 3.77× 10−4
The uniform method and the new method are applied with central finite differences.
O’Malley [2]. Note that the reduced-problem theorem cannot be applied since −1 ≤ f (x, u) = u ≤ 0. But the
reduced problem is a good approximation for the SPP on the non-boundary layer domain, which is verified by our
numerical experiment. We apply the new method with the separation scheme to get two differential equations
uu′ = 0 for x ∈ (t, 1),
u(1) = −1,
and
εu′′ = uu′ for x ∈ (−1, t),
u(−1) = 0 and u(t) = Rb where t = −1+ wε.
Choose the boundary layer parameter w = 30 for ε ≥ 10−12. The boundary layer is at the left boundary x = −1. The
transitional point is t = −1+ wε.
In addition to the comparison between the uniform-mesh method and the newmethod, the stability and convergence
is verified as the number of mesh points increases on the boundary layer domain, Table 3.1. As expected, the new
method works well for all ε ≤ 10−3.
4.1. An improvement on the fourth order method
In Schultz and Ilicasu [4], the problem (10) was solved with the fourth-order method for the singular perturbation
parameter ε = 10−2 and ε = 10−3. The maximum error was 1.0× 10−5 and 1.30× 10−2 respectively. For simplicity,
let ω = 1
ε
where ε is the singular perturbation parameter in the problem (10). Then
u′′ = ωuu′,
u′′′ = ω(u′)2 + ωuu′′, and
u(4) = 2ωu′u′′ + ωu′u′′ + ωuu′′′
= 3ωu′u′′ + ω2u(u′)2 + ω2u2u′′
= ω2u(u′)2 + (3ωu′ + ω2u2)u′′.
By allowing A3 = ωu′i , B3 = ωui , and A4 = ω2uiu′i , B4 = 3ωu′i + ω2u2i , we get
u(3)i = A3u′i + B3u′′i ,
u(4)i = A4u′i + B4u′′i .
Define the following:
A∗∗ = h
4A4
24
,
B∗∗ = h + h
3A3
6
,
C∗∗ = h
2
2
+ h
4B4
24
,
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D∗∗ = h
3B3
6
.
Following the approach of Schultz and Ilicasu [4], we use the fourth-order finite differences to approximate the SPP
(10).
εu′′i − uiu′i ≈ c∗∗3 ui+1 + c∗∗2 ui + c∗∗1 ui−1 where
c∗∗3 =
−uiD∗∗ − εB∗∗ + εA∗∗ + uiC∗∗
2(A∗∗D∗∗ − B∗∗C∗∗) ,
c∗∗1 =
−uiD∗∗ − εB∗∗ − (εA∗∗ + uiC∗∗)
2(A∗∗D∗∗ − B∗∗C∗∗) ,
c∗∗2 = −(c∗∗3 + c∗∗1 ) =
uiD∗∗ + εB∗∗
A∗∗D∗∗ − B∗∗C∗∗ .
According to Schultz and Ilicasu [4], the derivative u′i in A3, A4 and B4 is replaced with u′i = ui+1−ui−12h . We now use
fourth-order finite differences to develop a higher-order approximation to the derivative u′i . For i = 1, 2, . . . , N − 1,
let the first derivative be
u′i = c3ui+1 + c2ui + c1ui−1 where c3, c2 andc1 are constants.
Using Taylor series expansion,
u′i = c3
(
ui + hu′i +
h2
2
u′′i +
h3
6
u′′′i +
h4
24
u(4)i + · · ·
)
+ c2ui + c1
(
ui − hu′i +
h2
2
u′′i −
h3
6
u′′′i +
h4
24
u(4)i + · · ·
)
≈ c3
{
ui + hu′i +
h2
2
u′′i +
h3
6
(ωu′2i + ωuiu′′i )+
h4
24
[
ω2uiu
′2
i + (3ωu′i + ω2u2i )u′′i
]}
+ c2ui + c1
{
ui − hu′i +
h2
2
u′′i −
h3
6
(ωu′2i + ωuiu′′i )+
h4
24
[
ω2uiu
′2
i + (3ωu′i + ω2u2i )u′′i
]}
= (c3 + c2 + c1)ui
+
[
(c3 − c1)
(
h + h
3
6
ωu′i
)
+ (c3 + c1)h
4
24
ω2uiu
′
i
]
u′i
+
[
(c3 + c1)
(
h2
2
+ h
4
24
3ωu′i +
h4
24
ω2u2i
)
+ (c3 − c1)h
3
6
ωui
]
u′′i .
Setting the corresponding coefficients equal, we have the following system of equations
c3 + c2 + c1 = 0,
(c3 − c1)
(
h3
6
ωu′i
)
(c3 + c1)h
4
24
ω2uiu
′
i = 1,
(c3 + c1)
(
h2
2
+ h
4
24
3ωu′i +
h4
24
ω2u′2i
)
+ (c3 − c1)h
3
6
ωui = 0.
By letting
A = h
4
24
ω2uiu
′
i ,
B = h + h
3
6
ωu′i ,
C = h
2
2
+ h
4
24
3ωu′i +
h4
24
ω2u′2i ,
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D = h
3
6
ωui ,
the system of equations is equivalent to
c3 + c2 + c1 = 0,
(c3 + c1)A + (c3 − c1)B = 1,
(c3 + c1)C + (c3 − c1)D = 0,
of which, c3 + c1 and c3 − c1 are,
c3 + c1 = DAD − BC ,
c3 − c1 = −CAD − BC .
Therefore, we get
c3 = D − C2(AD − BC) ,
c1 = D + C2(AD − BC) ,
c2 = −(c3 + c1) = −DAD − BC .
The error term is
h5
120
(c3u
(5)(η1)+ c1u(5)(η2)) where η1, η2 ∈ [xi − h, xi + h].
In comparison to the approach of Schultz and Ilicasu [4], c3 and c1 are updated to the fourth-order accuracy. The
improvement of the method is verified by numerical experiments, Tables 3.2 and 3.3.
4.2. The fifth- and sixth order methods
The second improvement is to add more terms from the Taylor series to approximate the nonlinear problem (10).
We expand the ui+1 and ui−1 up to the sixth order derivatives. The following is a development of the sixth order
method. The fifth-order method is developed by dropping sixth order derivative terms. First, we consider the fifth-
order and sixth order derivatives:
u(5) = 3ωu′′2 + 3ωu′u′′′ + ω2u′u′2 + 2ω2uu′u′′ + 2ω2uu′u′′ + ω2u2u′′′
= 3ωu′′2 + 3ωu′(ωu′2 + ωuu′′)+ ω2u′3 + 4ω2uu′u′′ + ω2u2(ωu′2 + ωuu′′)
= 3ωu′′2 + 3ω2u′3 + 3ω2uu′u′′ + ω2u′3 + 4ω2uu′u′′ + ω3u2u′2 + ω3u3u′′
= 3ωu′′2 + 4ω2u′3 + 7ω2uu′u′′ + ω3u2u′2 + ω3u3u′′
= (4ω2u′2 + ω3u2u′)u′ + (3ωu′′ + 7ω2uu′ + ω3u3)u′′
and
u(6) = 6ωu′′u′′′ + 12ω2u′2u′′ + 7ω2[(u′2 + uu′′)u′′ + uu′u′′′]
+ 2ω3uu′3 + 2ω3u2u′u′′ + 3ω3u2u′u′′ + ω3u3u′′′
= 6ωu′′(ωu′2 + ωuu′′)+ 12ω2u′2u′′ + 7ω2[u′2u′′ + uu′′2 + uu′(ωu′2 + ωuu′′)]
+ 2ω3uu′3 + 5ω3u2u′u′′ + ω3u3(ωu′2 + ωuu′′)
= 6ω2u′2u′′ + 6ω2uu′′2 + 12ω2u′2u′′ + 7ω2u′2u′′ + 7ω2uu′′2 + 7ω3uu′3 + 7ω3u2u′u′′
+ 2ω3uu′3 + 5ω3u2u′u′′ + ω4u3u′2 + ω4u4u′′
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= 25ω2u′2u′′ + 13ω2uu′′2 + 7ω3uu′3 + 2ω3uu′3 + 12ω3u2u′u′′ + ω4u3u′2 + ω4u4u′′
= (9ω3uu′2 + ω4u3u′)u′ + (25ω2u′2 + 13ω2uu′′ + 12ω3u2u′ + ω4u4)u′′.
For simplicity, we rewrite the derivatives
u(3)i = A3u′i + B3u′′i where A3 = ωu′i , B3 = ωui ,
u(4)i = A4u′i + B4u′′i where A4 = ω2uiu′i , B4 = 3ωu′i + ω2u2i ,
u(5)i = A5u′i + B5u′′i where A5 = 4ω2u′2i + ω3u2i u′i , B5 = 3ωu′′i + 7ω2uiu′i + ω3u3i ,
and
u(6)i = A6u′i + B6u′′i where A6 = 9ω3uiu′2i + ω4u3i u′i , and
B6 = 25ω2u′2i + 13ω2uiu′′i + 12ω3u2i u′i + ω4u4i .
We write
εu′′i − uiu′i = c∗3ui+1 + c∗2ui + c∗1ui−1,
where c∗3, c∗2 and c∗1 are constants. By Taylor series expansion, we obtain
εu′′i − uiu′i = c∗3ui+1 + c∗2ui + c∗1ui−1
≈ c∗3
[
ui + hu′i +
h2
2
u′′i +
h3
6
u′′′i +
h4
24
u(4)i +
h5
120
u(5)i +
h6
720
u(6)i
]
+ c∗2ui + c∗1
[
ui − hu′i +
h2
2
u′′i −
h3
6
u′′′i +
h4
24
u(4)i −
h5
120
u(5)i +
h6
720
u(6)i
]
= c∗3
[
ui + hu′i +
h2
2
u′′i +
h3
6
(A3u
′
i + B3u′′i )+
h4
24
(A4u
′
i + B4u′′i )+
h5
120
(A5u
′
i + B5u′′i )
+ h
6
720
(A6u
′
i + B6u′′i )
]
+ c∗2ui + c∗1
[
ui − hu′i +
h2
2
u′′i −
h3
6
(A3u
′
i + B3u′′i )
+ h
4
24
(A4u
′
i + B4u′′i )−
h5
120
(A5u
′
i + B5u′′i )+
h6
720
(A6u
′
i + B6u′′i )
]
= c∗3
[
ui +
(
h + h
3A3
6
+ h
4A4
24
+ h
5A5
120
+ h
6A6
720
)
u′i
+
(
h2
2
+ h
3B3
6
+ h
4B4
24
+ h
5B5
120
+ h
6B6
720
)
u′′i
]
+ c∗2ui + c∗1
[
ui +
(
−h − h
3A3
6
+ h
4A4
24
− h
5A5
120
+ h
6A6
720
)
u′i
+
(
h2
2
− h
3B3
6
+ h
4B4
24
− h
5B5
120
+ h
6B6
720
)
u′′i
]
= (c∗3 + c∗2 + c∗1)ui
+
[
(c∗3 + c∗1)
(
h4A4
24
+ h
6A6
720
)
+ (c∗3 − c∗1)
(
h + h
3A3
6
+ h
5A5
120
)]
u′i
+
[
(c∗3 + c∗1)
(
h2
2
+ h
4B4
24
+ h
6B6
720
)
+ (c∗3 − c∗1)
(
h3B3
6
+ h
5B5
120
)]
u′′i .
Equating the coefficients of both sides, we get the following system of equation in terms of c∗3, c∗2 and c∗1 :
c∗3 + c∗2 + c∗1 = 0,
(c∗3 + c∗1)A∗ + (c∗3 − c∗1)B∗ = −ui ,
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(c∗3 + c∗1)C∗ + (c∗3 − c∗1)D∗ = ε,
where
A∗ = h
4A4
24
+ h
6A6
720
,
B∗ = h + h
3A3
6
+ h
5A5
120
,
C∗ = h
2
2
+ h
4B4
24
+ h
6B6
720
,
D∗ = h
3B3
6
+ h
5B5
120
.
Note that the derivatives contained in A3, A4, A5 and B3, B4, B5 are replaced with the following:
u′i =
ui+1 − ui−1
2h
, u′′i =
ui+1 − 2ui + ui−1
h2
.
Thus, we get
c∗3 + c∗1 =
−uiD∗ − εB∗
A∗D∗ − B∗C∗ ,
c∗3 − c∗1 =
εA∗ + uiC∗
A∗D∗ − B∗C∗ .
Therefore, the solution is
c∗3 =
−uiD∗ − εB∗ + εA∗ + uiC∗
2(A∗D∗ − B∗C∗) ,
c∗1 =
−uiD∗ − εB∗ − (εA∗ + uiC∗)
2(A∗D∗ − B∗C∗) ,
c∗2 = −(c∗3 + c∗1) =
uiD∗ + εB∗
A∗D∗ − B∗C∗ .
The error term is
h7
5040
(c3u
(7)(η3)+ c1u(7)(η4)) where η3, η4 ∈ [xi − h, xi + h].
The results are significantly improved as shown by numerical experiments, Tables 3.2–3.5.
For Nn = 170 mesh points on the non-boundary layer, the maximal error is 10−8 from the new method. On
the boundary layer domain, the numerical results of the improved fourth-order method, fifth-order method and sixth
order method are significantly improved compared to that of the second-order central differences. Table 3.1 shows the
numerical comparison of the second-order central differences for the uniform method and the new method. The new
method is convergent and stable.
Table 3.2 shows the numerical comparison between the different methods. For the methods of Choudhury [9] and
Schultz and Ilicasu [4], a uniform mesh is used with N = 2000 mesh points. For the improved fourth-order, fifth-
order and sixth order methods, the number Nn of mesh points on the non-boundary layer domain is 170 and the
number Nb of mesh points on the boundary layer is 300. The total number of mesh points for our separation approach
is N = Nn + Nb = 470, which is much less than that of the uniform methods. As shown in the tables, the numerical
results are significantly improved. In addition, the computing cost is reduced significantly too, which is reflected from
the number of mesh points and iterations.We compare our method with the method of Choudhury [9] and the method
of Schultz and Ilicasu [4]. For ε ≤ 10−3, the method of Choudhury and the second-order method did not provide
accurate results. When ε = 0.01, the error from Choudhury’s method is about 10−2. The error of the fourth-order
method of Schultz and Ilicasu [4] is about 10−5. The numerical results of the new method are much better. The
maximal error of the new method with only 470 points is 10−5 for the improved fourth-order method, 10−7 for the
fifth-order method and 10−8 for the sixth order method. Choudhury only gave results for ε = 0.01. For ε ≤ 10−4,
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Table 3.2
Maximal error comparison among different methods with ε = 0.01
Method Number of points Number of iterations Max error
Choudhury’s Method [9] 2000 Not known 2.91× 10−2
Second order of Schultz and Ilicasu [4] 2000 3201 2.61× 10−4
Fourth order of Schultz and Ilicasu [4] 2000 3152 1.00× 10−5
Improved fourth-order method of this paper 470 697 8.40× 10−5
Fifth order-method of this paper 470 697 1.34× 10−7
Sixth order method of this paper 470 697 7.71× 10−8
For the methods of this thesis, the tolerance of iteration is set at 10−10.
Table 3.3
Maximal error comparison among different methods with ε = 0.001
Method Number of points Number of iterations Max error
Fourth order of Schultz and Ilicasu [4] 2000 5102 1.30× 10−2
Improved fourth-order method of this paper 470 697 8.41× 10−5
Fifth- order method of this paper 470 697 1.54× 10−7
Sixth order method of this paper 470 697 7.56× 10−8
For the methods of this thesis, the tolerance of iteration is set at 10−10.
Table 3.4
The convergence of the new method with the improved fourth-order differences
Number of Points Maximal error
ε = 10−5 ε = 10−10 ε = 10−12
N = 350 (Nn = 200, Nb = 150) 3.53× 10−4 3.53× 10−4 3.56× 10−4
N = 400 (Nn = 200, Nb = 200) 1.91× 10−4 1.94× 10−4 1.94× 10−4
N = 450 (Nn = 200, Nb = 250) 1.20× 10−4 1.22× 10−4 1.35× 10−4
N = 500 (Nn = 200, Nb = 300) 8.39× 10−5 8.40× 10−5 9.71× 10−5
Table 3.5
The convergence of the new method with the sixth order differences
Number of points Maximal error
ε = 10−5 ε = 10−10 ε = 10−12
N = 350 (Nn = 200, Nb = 150) 1.19× 10−6 1.16× 10−6 2.79× 10−5
N = 400 (Nn = 200, Nb = 200) 4.51× 10−7 4.18× 10−7 2.64× 10−5
N = 450 (Nn = 200, Nb = 250) 1.29× 10−7 2.88× 10−7 2.42× 10−5
N = 500 (Nn = 200, Nb = 300) 7.49× 10−8 7.49× 10−8 2.39× 10−5
the method of Schultz [4] did not provide accurate results. The error of the fourth-order method of Schultz [4] is
about 10−2when ε = 0.001. The numerical results of the new methods are much better. The maximal error of the new
method is achieved at 10−5 for the improved fourth order finite differences, 10−7 for the fifth-order method and 10−8
for the sixth order finite differences.
The power of the new method is that it works for extreme small values of the singular perturbation parameter.
The convergence of the improved fourth order method and 6th order method is shown in Tables 3.4 and 3.5 with the
smallest values of singular perturbation parameter ε = 10−12. For small values of ε, as the number of mesh points
increases, the error is getting smaller.
We compare the numerical results of the new method with different finite differences, Table 3.6. The numerical
error decreases when the higher-order finite difference methods are applied.
2592 T.-C. Lin et al. / Computers and Mathematics with Applications 55 (2008) 2574–2592
Table 3.6
Maximal error comparison among the different methods with 300 points on the boundary layer
The new method Maximal error
ε = 10−5 ε = 10−10
With central difference 3.77× 10−4 3.77× 10−4
With the 4th order difference 1.02× 10−4 1.02× 10−4
With the improved 4th order 8.40× 10−5 8.40× 10−5
With the 6th order difference 7.49× 10−8 7.49× 10−8
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