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1. Introduction
This paper continues recent work [6] in which we used a decoupling technique in-
troduced by Clarke [2] to obtain necessary conditions for the generalized problem of
Bolza with continuously varying time delay in the state variable. The decoupling tech-
nique proved to be a powerful tool for deriving necessary conditions for that problem. As
a natural progression, we now consider how this technique applies to the generalized prob-
lem of Bolza with delay in both the state and velocity variables. We will henceforth refer
to this problem as the neutral problem of Bolza or NPB. Existence of solutions for NPB
over the class of absolutely continuous functions was established in [7].E-mail address: ortiz@math.lsu.edu.
0022-247X/$ – see front matter  2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2004.11.048
514 N. Ortiz / J. Math. Anal. Appl. 305 (2005) 513–527Earlier work in the calculus of variations involving neutral systems [5,16] established
existence and necessary conditions for the problem minJ (·), where J (·) is an integral
functional of the form
J (y) :=
b∫
a
f
[
t, y(t − τ), y(t), y˙(t − τ), y˙(t)]dt.
In this problem, minimization was considered over the class of piecewise smooth functions
y(·) and the function f was assumed to be smooth. A relationship between the calculus
of variations and control systems was established by Rockafellar by introducing the gen-
eralized problem of Bolza [15] as a means to study a broad class of control systems. The
generalized problem of Bolza uses the technique of infinite penalization [1,8,9,17] in order
to incorporate constraints. Given the use of infinite penalization, smoothness is no longer a
viable assumption for the Lagrangian involved. There are a number of results in the litera-
ture concerning necessary conditions for the generalized problem of Bolza in the nondelay
case [1,2,8,9,13] and in the state-delay case [6,10]. Other nonsmooth neutral optimal con-
trol problems have been studied in recent work by Mordukhovich and Wang [11,12]. Their
research is based on a different technique that involves discrete approximations. In [11],
necessary conditions are derived for the Mayer problem involving differential inclusions
of the neutral type and more recently, [12] treats the Bolza problem involving a neutral dif-
ferential inclusion as a constraint. Our problem formulation and results are different since
we incorporate the delayed derivative in the Lagrangian itself, instead of treating it as a
constraint, and we optimize over a different class of functions.
In our study of NPB, we do not assume continuity of the Lagrangian L and consider a
Lipschitz continuous delay. We derive the existence of absolutely continuous (“arcs”) p(·)
and q˜(·) = q(·)[1 − ∆˙(·)] that jointly satisfy the Euler and Hamiltonian inclusions. The
results can be seen as a natural extension of [5,16] in the continuous calculus of variations
case and of those obtained in [2,6,9,10] in the nondelay and state delay case. We have
not found results of this kind for the Lipschitz continuously varying NPB in the literature.
We will show how the flexibility of the decoupling technique naturally incorporates the
addition of delay to the velocity argument. In particular, the proofs of the main theorems
in this paper resemble the main results obtained in [6].
1.1. The generalized Bolza problem for neutral time delay systems
The generalized problem of Bolza was introduced by Rockafellar [14,15], and covers a
broad class of control systems by using infinite penalization [1,8,9]. In [6], we considered
the problem of Bolza with delay in the state variable. In this paper, we study a similar
problem but we add a continuously varying delay to the velocity, x˙(t − ∆(t)), in the La-
grangian L. And so, we consider the following functional:
Λ
(
x(·)) := (x(T ))+
T∫
0
L
(
t, x(t), x
(
t − ∆(t)), x˙(t), x˙(t − ∆(t)))dt, (1)
where  :Rn → (−∞,∞] and L : [0, T ]×Rn ×Rn ×Rn ×Rn → (−∞,∞] are the given
data and are allowed to take on +∞ values as a means to incorporate constraints. The
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and where ∆0 > 0 is a fixed constant. We are also given fixed initial data (the “initial tail”)
c : [−∆0,0] →Rn that is assumed to be in L2[−∆0,0].
NPB with varying time delay is the following optimization problem:
minimize Λ
(
x(·)) (2)
over x(·) ∈AC[0, T ] (= the absolutely continuous arcs defined from [0, T ] into Rn) with
initial condition x(0) = x0, and where we define x(t) = c(t), and x˙(t) = 0 for almost all
t ∈ [−∆0,0).
Our assumptions are considered standard:
(H1)  is lower semi-continuous and bounded below;
(H2) L(t, x, y, v,w) is lower semi-continuous in (x, y, v,w), is (L× B)-measurable on
[0, T ] ×R4n, and is (jointly) convex in (v,w).
(H3) There exists a nondecreasing function θ : [0,∞) → R satisfying limr→∞ θ(r)/r =
∞ so that
L(t, x, y, v,w) θ
(|v|)+ θ(|w|) for all v,w ∈Rn.
Given these assumptions the existence of a solution to the neutral problem of Bolza is guar-
anteed [7]. We also use the following natural modification of the maximized Hamiltonian:
H :R×R4n →R,
H(t, x, y,p, q) := sup
(v,w)∈R2n
{〈p,v〉 + 〈q,w〉 − L(t, x, y, v,w)}. (3)
As in nondelay problems (see [15]), H is upper semi-continuous in (x, y,p, q), (L× B)-
measurable on [0, T ] ×R4n, and is (jointly) convex in (p, q). The joint convexity of L in
(v,w) implies the conjugacy relationship
L(t, x, y, v,w) = sup
(p,q)∈R2n
{〈p,v〉 + 〈q,w〉 − H(t, x, y,p, q)}.
We extend Clarke’s ideas [2] to the continuously varying NPB by treating the presence
of the delayed arc w(t) := x(t − ∆(t)) and the delayed derivative v2(t) = x˙(t − ∆(t)) as
additional constraints defined almost everywhere by
v2(t) := v1
(
t − ∆(t)), where v1(t) := x˙(t), and by
w(t) = ξ(t)[c(t − ∆(t))− x0]+ x0 +
t∫
0
v2(s)
[
1 − ∆˙(s)]ds (4)
for t ∈ [0, T ], where
ξ(t) =
{1, if t − ∆(t) < 0,
0, otherwise.
(5)
Notice that the integral above is exactly zero when t − ∆(t) < 0 since v2(t) = v1(t −
∆(t)) = x˙(t − ∆(t)) = 0. Thus, (4) simply defines w(t) as equal to the initial tail when
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theorem is proved in Section 2, and implies the existence of two arcs p(·) and q(·) so
that p(·) and q(·)[1 − ∆˙(·)] satisfy preliminary approximate relationships as multipliers.
Further hypotheses are introduced in Section 3 that guarantee a passage to the limit, and
the limiting arcs are shown to satisfy simultaneously the Euler and Hamiltonian inclusions.
2. The decoupling technique
LetX :=Rn×L2[0, T ]×L2[0, T ]×L1[0, T ]×L1[0, T ]. A new Bolza-type functional
Γ :X → (−∞,∞], similar to (1), is defined by
Γ
(
γ,u(·),w(·), v1(·), v2(·)
) := (γ ) +
T∫
0
L
(
t, u(t),w(t), v1(t), v2(t)
)
dt. (6)
Problem (2) is equivalent to minimizing Γ over X subject to the constraints
u(t) = x(0) +
t∫
0
v1(s) ds, (7)
γ = x(0) +
T∫
0
v1(t) dt, (8)
v2(t) = v1
(
t − ∆(t)), (9)
w(t) = ξ(t)[c(t − ∆(t))− x(0)]+ x(0) +
t∫
0
v2(s)
[
1 − ∆˙(s)]ds, (10)
where ξ(t) is defined as in (5), ∀t ∈ [0, T ] and we define v1(t) := 0 for each t ∈ [−∆0,0).
Indeed, (7) says that x(t) := u(t) is absolutely continuous, (8) implies that γ is the end-
point x(T ), and (9)–(10) together say that w(t) = x(t −∆(t)) for t ∈ [0, T ]. The following
function D :X →R is used to monitor how far an element (γ,u(·),w(·), v1(·), v2(·)) ∈X
is from satisfying (7)–(10):
D(γ,u(·),w(·), v1(·), v2(·))
=
∣∣∣∣∣γ − x(0) −
T∫
0
v1(t) dt
∣∣∣∣∣+
T∫
0
∣∣∣∣∣u(t) − x(0) −
t∫
0
v1(s) ds
∣∣∣∣∣
2
dt
+
T∫
0
∣∣∣∣∣w(t)− ξ(t)
[
c
(
t − ∆(t))− x(0)]− x(0) −
t∫
0
v2(s)
[
1 − ∆˙(s)]ds
∣∣∣∣∣
2
dt
+
T∫ ∣∣v2(t) − v1(t − ∆(t))∣∣dt.0
N. Ortiz / J. Math. Anal. Appl. 305 (2005) 513–527 517It is clear that (7)–(10) hold if and only ifD(γ,u(·),w(·), v1(·), v2(·)) = 0. The decoupling
principle is extended for NPB in the following theorem.
Theorem 1. Suppose (H1)–(H3) hold and 	 > 0. Then there exist a constant σ > 0, an ele-
ment (γ¯ , u¯(·), w¯(·), v¯1(·), v¯2(·)) ∈X , and absolutely continuous arcs p(·) and q(·) defined
on [0, T ] so that
(a) D(γ¯ , u¯(·), w¯(·), v¯1(·), v¯2(·)) < 	;
(b) Γ (γ¯ , u¯(·), w¯(·), v¯1(·), v¯2(·)) is within 	 of the minimum value in (1);
(c) for almost all t ∈ [0, T ], the map
(u,w,v1, v2) → L(t, u,w,v1, v2) −
〈
p˙(t), u
〉− 〈q˙(t),w〉
− 〈p(t), v1〉− 〈q(t)[1 − ∆˙(t)], v2〉
+ σ{∣∣u − u¯(t)∣∣2 + ∣∣w − w¯(t)∣∣2
+ ∣∣v1 − v¯1(t)∣∣2 + ∣∣v2 − v¯2(t)∣∣2}
is minimized at (u,w,v1, v2) = (u¯(t), w¯(t), v¯1(t), v¯2(t)); and
(d) the map
γ → (γ ) + 〈γ,p(T )〉+ σ |γ − γ¯ |2
is minimized at γ = γ¯ .
Proof. Denote Pη,α,β as the problem of minimizing over all arcs x(·) the functional
Λη,α(·),β(·)
(
x(·))
:= (x(T ) + η)+
T∫
0
L
(
t, x(t) + α(t), x(t − ∆(t))+ β(t), x˙(t), x˙(t − ∆(t)))dt,
(11)
where x(t) is set equal to c(t) for t ∈ [−∆0,0), x(0) = x0, (η,α(·), β(·)) ∈ Rn ×
L2[0, T ] × L2[0, T ], and where x˙(t − ∆(t)) and β(t) are each set equal to 0 whenever
t − ∆(t) < 0. Define a value function V :Rn × L2[0, T ] × L2[0, T ] → (−∞,∞] by set-
ting V (η,α(·), β(·)) as the minimum value in (11). Here V (η,α(·), β(·)) = ∞ if there are
no feasible arcs for Pη,α,β . We begin with a lemma.
Lemma 2. V is lower semicontinuous. If V (η,α(·), β(·)) < ∞ then a solution to Pη,α,β
exists.
Proof. Adding delay to the velocity variable does not change this result. Thus, using the
compactness of the level sets of V it is proven analogously as in [15]. See also [3]. 
Fix 	 > 0. The density theorem [4, Theorem 3.1] of proximal analysis guarantees
that there exists (η¯, α¯(·), β¯(·)) ∈ Rn × L2[0, T ] × L2[0, T ] with |η¯| + ‖α¯‖2 + ‖β¯‖2 < 	
and with |V (η¯, α¯(·), β¯(·)) − V (0,0,0)| < 	. And that there exists (ζ,φ(·),ψ(·)) ∈ Rn ×
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proximal subgradient of V . Notice that ψ(t) = 0 for all t ∈ [0,∆0] satisfying t −∆(t) < 0.
By the proximal subgradient inequality there exist δ′ > 0 and σ ′ > 0 such that for all
(η,α,β) ∈ B((η¯, α¯, β¯), δ′) the following inequality holds:
V (η,α,β) − V (η¯, α¯, β¯) + σ ′{|η − η¯|2 + ‖α − α¯‖22 + ‖β − β¯‖22}
 〈ζ, η − η¯〉 + 〈φ,α − α¯〉 + 〈ψ,β − β¯〉. (12)
Let x¯(·) be an optimal solution to Pη¯,α¯,β¯ , which implies that V (η¯, α¯, β¯) = Λη¯,α¯,β¯ (x¯).
Since, for any arc x(·) one has V (η,α,β)Λη,α,β(x), (12) may be rewritten to obtain
Λη,α,β(x) − 〈ζ, η〉 − 〈φ,α〉 − 〈ψ,β〉 + σ ′
{|η¯ − η|2 + ‖α¯ − α‖22 + ‖β¯ − β‖22}
 ibid(η¯, α¯, β¯, x¯). (13)
Our notation follows [2] where  ibid(η¯, α¯, β¯, x¯) is used to represent the left-hand side of
the inequality but with the variables (η,α,β, x) substituted by (η¯, α¯, β¯, x¯). We convert the
parameter variables to perturbed arcs using the following change of notation:
x(·) + α(·) := u(·), x˙(·) := v1(·),
x(T ) + η := γ,
x¯(·) + α¯(·) := u¯(·), ˙¯x(·) := v¯1(·),
x¯(T ) + η¯ := γ¯ ,
x
(· − ∆(·))+ β(·) := w(·), x˙(· − ∆(·)) := v2(·),
x¯
(· − ∆(·))+ β¯(·) := w¯(·), ˙¯x(· − ∆(·)) := v¯2(·),
where v1(t) := 0 when t ∈ [−∆0,0] and v2(t) := 0 when t − ∆(t) < 0 since we are not
concerned with the derivative of the tail, c(·). Now, using the new variables and separating
square terms (since (a + b)2  2a2 + 2b2), (13) becomes
(γ ) +
T∫
0
L
(
t, u(t),w(t), v1(t), v2(t)
)
dt − 〈ζ, γ − x(T )〉
−
T∫
0
{〈
φ(t), u(t) − x(t)〉+ 〈ψ(t),w(t) − x(t − ∆(t))〉}dt
+ σ{‖u − u¯‖22 + ‖w − w¯‖22 + ‖v1 − v¯1‖21 + ‖v2 − v¯2‖21 + |γ − γ¯ |2}
 ibid(γ¯ , u¯, w¯, x¯, v¯1, v¯2), (14)
where estimations for x(·) in terms of v1 and v2 have been made and where σ :=
2σ ′(K∆ + 1)(
√
T + 1). Define arcs p(·) and q(·) in L2[0, T ] by
p(t) = −ζ −
T∫
φ(s) ds, (15)t
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T∫
t
ψ(s) ds. (16)
T∫
0
〈
φ(t), x(t)
〉
dt =
T∫
0
〈
p˙(t), x(t)
〉
dt
= 〈−p(T ), x(T )〉− 〈p(0), x(0)〉−
T∫
0
〈
p(t), v1(t)
〉
dt
and
T∫
0
〈
ψ(t), x
(
t − ∆(t))〉dt =
T∫
0
〈
q˙(t), x
(
t − ∆(t))〉dt
= 0 − 〈q(0), x(−∆(0))〉−
T∫
0
〈
q(t), v2(t)
[
1 − ∆˙(t)]〉dt.
Substitution of these into (14) and subtracting 〈q(0), x(−∆(0))〉 and 〈p(0), x(0)〉 from
each side of the inequality we obtain
(γ ) + 〈p(T ), γ 〉+ σ |γ − γ¯ |2
+
T∫
0
{
L
(
t, u(t),w(t), v1(t), v2(t)
)− 〈p˙(t), u(t)〉− 〈q˙(t),w(t)〉
− 〈p(t), v1(t)〉− 〈q(t)[1 − ∆˙(t)], v2(t)〉}dt
+ σ{‖u − u¯‖22 + ‖w − w¯‖22 + ‖v1 − v¯1‖21 + ‖v2 − v¯2‖21}
 ibid(γ¯ , u¯, w¯, v¯1, v¯2). (17)
We know that (17) holds as long as ‖α − α¯‖2, |η − η¯|, and ‖β − β¯‖2 are each less than δ′.
But by definition
‖α − α¯‖2 =
∥∥(u − u¯) − (x − x¯)∥∥2,
|η − η¯| = ∣∣(γ − γ¯ ) − (x(T ) − x¯(T ))∣∣,
and
‖β − β¯‖2 =
∥∥(w − w¯) − (x∆ − x¯∆)∥∥2.
Since ‖x − x¯‖2, ‖x∆(t)− x¯∆(t)‖2, and |x(T )− x¯(T )| can be bound in terms of ‖v1 − v¯1‖1
and ‖v2 − v¯2‖1, we only need for ‖u− u¯‖2, ‖w− w¯‖2, ‖v1 − v¯1‖1, ‖v2 − v¯2‖1, and |γ − γ¯ |
to be small in order that (17) holds.
We now verify the statements (a)–(d) of the theorem. To show that D(γ¯ , u¯(·), w¯(·),
v¯1(·), v¯2(·)) < 	. Notice that
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0
∣∣∣∣∣u¯(t) − x(0) −
t∫
0
v¯1(s) ds
∣∣∣∣∣
2
dt = ‖x¯ − u¯‖22 = ‖α¯‖22,
∣∣∣∣∣γ¯ − x(0) −
T∫
0
v¯1(t) dt
∣∣∣∣∣ =
∣∣x¯(T ) − γ¯ ∣∣ = |η¯|,
T∫
0
∣∣v2(t) − v1(t − ∆(t))∣∣dt =
T∫
0
∣∣x˙(t − ∆(t))− x˙(t − ∆(t))∣∣dt = 0,
and
T∫
0
∣∣∣∣∣w¯(t) − ξ(t)
[
c
(
t − ∆(t))− x(0)]− x(0) −
t∫
0
v¯2(s)
[
1 − ∆˙(s)]ds
∣∣∣∣∣
2
dt
= ∥∥x¯(t − ∆(t))− w¯(t)∥∥2 = ‖β¯‖22.
But, ‖α¯‖2 + |η¯| + ‖β¯‖2 < 	 by our original choice of α¯, η¯, and β¯ , so that statement (a) is
satisfied. Now, let us prove (b).
To show that the minimum value of Γ (γ¯ , u¯(·), w¯(·), v¯1(·), v¯2(·)) is within 	 of the min-
imum value in (1) we observe that minΓ (γ¯ , u¯(·), w¯(·), v¯1(·), v¯2(·)) = V (η¯, α¯, β¯) and that
V (0,0,0) is the minimum for Eq. (1). Therefore, since |V (η¯, α¯, β¯) − V (0,0,0)| < 	, it
follows that (b) holds. Statement (d) is satisfied by setting u = u¯, v1 = v¯1, v2 = v¯2, w = w¯
in (17). Thus, we have only left to show that (c) holds.
Part (c) states that for almost all t ∈ [0, T ], the map
(u,w,v1, v2) → L(t, u,w,v1, v2) −
〈
p˙(t), u
〉− 〈q˙(t),w〉
− 〈p(t), v1〉− 〈q(t)[1 − ∆˙(t)], v2〉
+ σ{∣∣u − u¯(t)∣∣2 + ∣∣w − w¯(t)∣∣2 + ∣∣v1 − v¯1(t)∣∣2 + ∣∣v2 − v¯2(t)∣∣2}
is minimized at (u,w,v1, v2) = (u¯(t), w¯(t), v¯1(t), v¯2(t)). To prove this let ft denote the
function
ft (u,w,v1, v2)
= L(t, u,w,v1, v2) −
〈
p˙(t), u
〉− 〈q˙(t),w〉− 〈p(t), v1〉− 〈q(t)[1 − ∆˙(t)], v2〉
+ σ{∣∣u − u¯(t)∣∣2 + ∣∣w − w¯(t)∣∣2 + ∣∣v1 − v¯1(t)∣∣2 + ∣∣v2 − v¯2(t)∣∣2}. (18)
Hypotheses (H2) and (H3) imply that ft attains a minimum for almost every t . We will
prove part (c) by establishing that for each r > 0 the set
A(r) :=
{
t ∈ [0, T ]: ft
(
u¯(t), w¯(t), v¯1(t), v¯2(t)
)
} min
(u,w,v1,v2)∈R4n
ft (u,w,v1, v2) + r
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decreasing sequence of subsets of A(r) such that for each i one has
2
i
m
(
A(r)
)
< m(Bi) <
3
i
m
(
A(r)
)
.
Choose (u′(·),w′(·), v′1(·), v′2(·)) measurable such that for almost all t , (u′(t),w′(t),
v′1(t), v′2(t)) minimizes ft . To complete our proof we must first show that u′, w′, v′1 − v¯1,
and v′2 − v¯2 are in L2[0, T ]. Consider the inequality
ft
(
u′(t),w′(t), v′1(t), v′2(t)
)
 ft
(
u¯(t), w¯(t), v¯1(t), v¯2(t)
)
,
which by our choice of (u′(·),w′(·), v′1(·), v′2(·)) holds for almost all t . Let b be the lower
bound for the function L. After simplifying, replacing L(t, u′(t),w′(t), v′1(t), v′2(t)) by its
lower bound b, and rearranging we obtain from our definition of ft in (18),
σ
{∣∣u′(t) − u¯(t)∣∣2 + ∣∣w′(t) − w¯(t)∣∣2 + ∣∣v′1(t) − v¯1(t)∣∣2 + ∣∣v′2(t) − v¯2(t)∣∣2}

〈
p˙(t), u′(t) − u¯(t)〉+ 〈q˙(t),w′(t) − w¯(t)〉+ 〈p(t), v′1(t) − v¯1(t)〉
+ 〈q(t)[1 − ∆˙(t)], v′2(t) − v¯2(t)〉+ L(t, u¯(t), w¯(t), v¯1(t), v¯2(t))− b. (19)
Set
W(t) = (u′(t) − u¯(t),w′(t) − w¯(t), v′1(t) − v¯1(t), v′2(t) − v¯2(t)),
g(t) = (p˙(t), q˙(t),p(t), q(t)[1 − ∆˙(t)]),
k(t) = L(t, u¯(t), w¯(t), v¯1(t), v¯2(t))− b.
Then inequality (19) becomes σ |W |2 − 〈g(t),W(t)〉 − k(t) 0, by the quadratic formula
(2σ‖W‖2 − ‖g‖)2  ‖g‖2 + 4‖k(t)‖σ = ‖g‖2 + 4‖k(t)‖σ . Furthermore, since g(·) ∈ L2
and k(·) ∈ L1, it follows that the integral of (2σ‖W‖2 − ‖g‖)2 is bounded and thus,
W ∈ L2, proving that u′, w′, v′1 − v¯1, and v′2 − v¯2 are in L2[0, T ] and that each v′1 and
v′2 is in L1[0, T ].
We continue now with the proof of (c). Define a family of functions (ui,wi, v1i , v2i ) ∈
L2[0, T ] × L2[0, T ] × L1[0, T ] × L1[0, T ] as
(
ui(t),wi(t), v1i (t), v2i (t)
) =
{
(u′(t),w′(t), v′1(t), v′2(t)), if t ∈ Bi,
(u¯(t), w¯(t), v¯1(t), v¯2(t)), else.
(20)
Then,
lim
i→∞
∥∥(ui,wi, v1i , v2i ) − (u¯, w¯, v¯1, v¯2)∥∥2 = 0,
since as i → ∞, m(Bi) → 0. From the definition of (u′,w′, v′1, v′2) and since m(A(r)) > 0,
it follows that
T∫
0
ft (ui,wi, v1i , v2i ) dt <
T∫
0
ft (u¯, w¯, v¯1, v¯2) dt.
But setting γ = γ¯ , u = ui , w = wi , v1 = v1i , and v2 = v2i , this contradicts (17) for i
sufficiently large. Hence, it must be that m(A(r)) = 0, which proves (c) and completes our
proof. 
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almost all t ∈ [0, T ], the inclusion
(
p˙(t), q˙(t),p(t), q˜(t)
) ∈ ∂PL(t, ·, ·, ·, ·)(u¯(t), w¯(t), v¯1(t), v¯2(t)), (21)
−p(T ) ∈ ∂P (γ¯ ) (22)
hold. Here, q˜(t) = q(t)[1 − ∆˙(t)] and ∂PL(t, ·, ·, ·, ·)(u¯(t), w¯(t), v¯1(t), v¯2(t)) refers to
the proximal subgradient of L with respect to the (x, y, v,w) variables evaluated at
(u¯(t), w¯(t), v¯1(t), v¯2(t)). Inclusions (21) and (22) are rudimentary forms of the Euler–
Lagrange and transversality inclusions.
Inclusion (21) can be dualized and caste in Hamiltonian form as well. Define Hσ :
[0, T ] ×Rn ×Rn ×Rn ×Rn →R by
Hσ (t, x, y,p, q)
:= sup
(v,w)∈R2n
{〈p,v〉 + 〈q,w〉 − L(t, x, y, v,w)
− σ{∣∣v − v¯1(t)∣∣2 + ∣∣w − v¯2(t)∣∣2}}. (23)
Further consequences of (21) include the following proposition holding almost everywhere
on [0, T ].
Proposition 3. The following follow from (c):
(i) (p˙(t), q˙(t)) ∈ ∂P (−Hσ )(t, ·, ·,p(t), q(t)[1 − ∆˙(t)])(u¯(t), w¯(t)),
(ii) (v¯1(t), v¯2(t)) ∈ ∂PH0(t, u¯(t), w¯(t), ·, ·)(p(t), q(t)[1 − ∆˙(t)]).
If Hσ is locally Lipschitz in (x, y,p, q) then we also have
(iii) (−p˙(t),−q˙(t), v¯1(t), v¯2(t)) ∈ ∂PHσ (t, ·, ·, ·, ·)(u¯(t), w¯(t),p(t), q(t)[1 − ∆˙(t)]),
where in the above equations the proximal subgradient is taken with respect to the (·)
variable.
Proof. Choose t ∈ [0, T ] so that (c) in Theorem 1 holds. We first prove (ii). Using (c) and
setting u = u¯(t) and w = w¯(t) we have that
L
(
t, u¯(t), w¯(t), v1, v2
)− 〈p(t), v1〉− 〈q(t)[1 − ∆˙(t)], v2〉
+ σ{∣∣v1 − v¯1(t)∣∣2 + ∣∣v2 − v¯2(t)∣∣2}
L
(
t, u¯(t), w¯(t), v¯1(t), v¯2(t)
)− 〈p(t), v¯1(t)〉− 〈q(t)[1 − ∆˙(t)], v¯2(t)〉.
Setting v2 = v¯2(t) and v1 = v¯1(t) respectively we have that
0 ∈ ∂P
{−〈p(t), ·〉+ L(t, u¯(t), w¯(t), ·, v¯2(t))+ σ ∣∣· − v¯1(t)∣∣2}(v¯1(t))and
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{−〈q(t)[1 − ∆˙(t)], ·〉+ L(t, u¯(t), w¯(t), v¯1(t), ·)+ σ ∣∣· − v¯2(t)∣∣2}(v¯2(t)).
(24)
Thus, by a well-known result in nonsmooth analysis [4] we obtain
p(t) + 2σ ∣∣v1 − v¯1(t)∣∣ ∈ ∂PL(t, u¯(t), w¯(t), ·, v¯2(t))(v¯1(t))
and
q(t)
[
1 − ∆˙(t)]+ 2σ ∣∣v2 − v¯2(t)∣∣ ∈ ∂PL(t, u¯(t), w¯(t), v¯1(t), ·)(v¯2(t)),
so that(
p(t), q(t)
[
1 − ∆˙(t)]) ∈ ∂PL(t, u¯(t), w¯(t), ·, ·)(v¯1(t), v¯2(t)). (25)
By convex analysis, (25) holds if and only if (v¯1(t), v¯2(t)) ∈ ∂PH0(t, u¯(t), w¯(t),p(t),
q(t)[1 − ∆˙(t)]). Thus, (ii) holds. Now, to show that (i) holds, we use (c) again and re-
arrange to obtain
sup
(v1,v2)∈R2n
{〈
p(t), v1
〉+ 〈q(t)[1 − ∆˙(t)], v2〉− L(t, u,w,v1, v2)
− σ{∣∣v1 − v¯1(t)∣∣2 + ∣∣v2 − v¯2(t)∣∣2}}

〈
p˙(t), u¯(t) − u〉+ 〈q˙(t), w¯(t) − w〉+ σ{∣∣u − u¯(t)∣∣2 + ∣∣w − w¯(t)∣∣2}
+ 〈p(t), v¯1(t)〉+ 〈q(t)[1 − ∆˙(t)], v¯2(t)〉− L(t, u¯(t), w¯(t), v¯1(t), v¯2(t)). (26)
But, (26) is equivalent to
(−Hσ )
(
t, u,w,p(t), q(t)
[
1 − ∆˙(t)])− (−Hσ )(t, u¯(t), w¯(t),p(t), q(t)[1 − ∆˙(t)])
+ σ{∣∣u − u¯(t)∣∣2 + ∣∣w − w¯(t)∣∣2}

〈
p˙(t), u − u¯(t)〉+ 〈q˙(t),w − w¯(t)〉. (27)
By the proximal subgradient inequality [4], (27) implies (i). In order to prove (iii) suppose
that Hσ is locally Lipschitz in (x, y,p, q), then for any µ := (µ1,µ2,µ3,µ4) in R4n the
directional derivative H 0σ (t, u¯(t), w¯(t),p(t), q(t)[1 − ∆˙(t)];µ) majorizes
lim sup
λ→0
1
λ
· {Hσ (t, u¯(t), w¯(t),p(t) + λµ3, q(t)[1 − ∆˙(t)]+ λµ4)
− Hσ
(
t, u¯(t) − λµ1, w¯(t) − λµ2,p(t), q(t)
[
1 − ∆˙(t)])}
 lim sup
λ→0
1
λ
· {Hσ (t, u¯(t), w¯(t),p(t), q(t)[1 − ∆˙(t)])+ λ〈µ3, v¯1(t)〉
+ λ〈µ4, v¯2(t)〉− Hσ (t, u¯(t) − λµ1, w¯(t) − λµ2,p(t), q(t)[1 − ∆˙(t)])}
 lim sup
λ→0
1
λ
· {〈p˙(t),−λµ1〉+ 〈q˙(t),−λµ2〉− σ{|λµ1|2 + |λµ2|2}
+ λ〈µ3, v¯1(t)〉+ λ〈µ4, v¯2(t)〉} by (27)
= −〈p˙(t),µ1〉− 〈q˙(t),µ2〉+ 〈µ3, v¯1(t)〉+ 〈µ4, v¯2(t)〉.
Thus, (−p˙(t),−q˙(t), v¯1(t), v¯2(t)) ∈ ∂PHσ (t, ·, ·, ·, ·)(u¯(t), w¯(t),p(t), q(t)[1 − ∆˙(t)]) so
that (iii) is proved. 
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We now add the following additional hypothesis:
(H4) (γ ) is locally Lipschitz for each γ ∈ B(x(T ), 	) for some 	 > 0 as in Theorem 1
and L is locally Lipschitz in variables (x, y, v,w). Also, for all (Ω,Υ,Θ,Φ) ∈
∂PL(t, x, y, v,w), we assume the following growth conditions:
‖Ω‖ k1(t)‖Θ‖ + k2(t),
‖Υ ‖ k3(t)‖Φ‖ + k4(t),
where k1(·), k2(·), k3(·), and k4(·) are integrable and positive for all t ∈ [0, T ].
Assuming (H4), we are now able to conclude that there exist arcs p(·) and q(·) simul-
taneously satisfying both the Eulerian and Hamiltonian inclusions. This is the same result
obtained for the nondelay case [2], and the delay case [6]. We prove this result in the
following theorem.
Theorem 4. Assume (H1)–(H4). Let x(·) solve the Bolza problem (2), then there exist arcs
p(·) and q(·) satisfying the following:
(1) (p˙(t), q˙(t),p(t), q(t)[1−∆˙(t)]) ∈ ∂CL(t, ·, ·, ·, ·)(x(t), x(t−∆(t)), x˙(t), x˙(t−∆(t)))
a.e.,
(2) (−p˙(t),−q˙(t), x˙(t), x˙(t − ∆(t))) ∈ ∂CH(t, ·, ·, ·, ·)(x(t), x(t − ∆(t)),p(t), q(t)[1 −
∆˙(t)]) a.e.,
(3) −p(T ) ∈ ∂L(x(T )).
Proof. Assume the hypotheses of the theorem. Modify L by L˜(t, x, y, v1, v2) = L(t, x, y,
v1, v2) + |v1 − x˙(t)|2 + |v2 − x˙(t − ∆(t))|2. Applying Theorem 1 for a sequence 	i ↘ 0
as i → ∞ and since H˜σ for L˜ is Lipschitz in (x, y,p, q) we have
(4.1) (p˙i(t), q˙i (t),pi(t), qi(t)[1 − ∆˙(t)]) ∈ ∂P L˜(t, u¯i (t), w¯i(t), v¯1i (t), v¯2i (t)) a.e.,
(4.2) −pi(T ) ∈ ∂P (γ¯i),
(4.3) (−p˙i(t),−q˙i (t), v¯1i (t), v¯2i (t)) ∈ ∂P H˜σ (t, u¯i (t), w¯i(t),pi(t), qi(t)[1 − ∆˙(t)]) a.e.,
where (4.1) and (4.2) follow by setting (c) and (d), from Theorem 1, respectively
to zero at the minimizers (t, u¯(t), w¯(t), v¯1(t), v¯2(t)), γ¯ , and (4.3) follows from the
previous proposition. Using a result from Loewen and Rockafellar [8], we conclude
that ∂P H˜σ (t, u¯i (t), w¯i(t),pi(t), qi(t)[1 − ∆˙(t)]) is contained for almost every t in
∂P H˜ (t, u¯i (t), w¯i(t),pi(t), qi(t)[1 − ∆˙(t)]). Thus, (4.3) holds with σ = 0. Conclusion (b)
of Theorem 1, using L˜, says that
∣∣∣∣(γ¯ ) +
T∫ {
L
(
t, u¯i (t), w¯i(t), v¯i (t)
)+ ∣∣V¯i (t) − X˙(t)∣∣2}dt∣
0
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T∫
0
L
(
t, x(t), x
(
t − ∆(t)), x˙(t), x˙(t − ∆(t)))dt
∣∣∣∣∣< 	i. (28)
Here, we let Vi(t) := (v1i (t), v2i (t)) and X˙(t) := (x˙(t), x˙(t − ∆(t))) for simplicity. We
may also write the above inequality (28) with L equal to our original L obtaining
∣∣∣∣∣(γ¯ ) +
T∫
0
L
(
t, u¯i (t), w¯i(t), v¯1i (t), v¯2i (t)
)
dt
− (x(T ))−
T∫
0
L
(
t, x(t), x
(
t − ∆(t)), x˙(t), x˙(t − ∆(t)))dt
∣∣∣∣∣< 	i. (29)
Combining (28) and (29) we can observe that ∫ T0 |V¯i(t)) − X˙(t)|2 dt → 0 so that each
v1i → x˙(t) and v2i (t) → x˙(t − ∆(t)) strongly in L2[0, T ]. From part (a) of Theorem 1,
we have that D(γ¯ , u¯i(·), w¯i(·), v¯1i (·), v¯2i (·)) < 	i so that in particular
T∫
0
∣∣∣∣∣u¯i (t) − x(0) −
t∫
0
v¯1i (s) ds
∣∣∣∣∣
2
dt < 	i. (30)
But, since v¯1i (t) → x˙(t) in L2[0, T ], (30) implies that u¯i (t) → x(t). Moreover, we can
utilize the definition of D in a similar way to see that w¯i(t) → x(t − ∆(t)) for t ∈ [0, T ]
and that γi → x(T ). Choose i large enough so that u¯i (t) → x(t), w¯i(t) → x(t − ∆(t)),
V¯i(t) → X˙(t), and γi → x(T ) almost everywhere. Since (·) is locally Lipschitz (γi) →
(x(T )). Combining this together with (29) we obtain that
T∫
0
L
(
t, u¯i(t), w¯i(t), v¯1i (t), v¯2i (t)
)
dt
→
T∫
0
L
(
t, x(t), x
(
t − ∆(t)), x˙(t), x˙(t − ∆(t)))dt.
The locally Lipschitz condition of (·) in (H4) implies that {pi(T )}∞i=1 < K for some
0 < K < ∞ so that there exists a subsequence (without relabeling) {pi(T )} → p(T ), for
some absolutely continuous arc p(·). Hence, by a weak sequential compactness theorem
[4, p. 150], we can pass to the limit in (4.2) to obtain that −p(T ) ∈ ∂L(x(T )), proving (3).
We have left to show that (1) and (2) hold. Given (H4) and (4.1) we have that∥∥p˙i(t)∥∥ k1(t)∥∥pi(t)∥∥+ 2k1(t)∥∥v1i (t) − x˙(t)∥∥+ k2(t). (31)
We use Gronwall’s inequality and for t ∈ [0, T ] to obtain∥ ∥ ∥ ∥ { }∥pi(t)∥ ∥pi(T )∥+ T · ‖k2‖ + 2‖k1‖‖v1i − x˙‖ .
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ing i large ‖v1i − x˙‖ can be made arbitrarily small, we have found a bound, call itM, for
‖pi(t)‖. We can use a similar argument to show that given (H4),∥∥qi(t)∥∥ T {‖k4‖ + 2‖k3‖∥∥v2i − x˙(t − ∆(t))∥∥}.
Hence, the sequences {pi(·)}, {qi(·)}, {p˙i(·)}, and {q˙i (·)} each have a subsequence which
converges weakly to some arcs p(·), q(·), p˙(·), q˙(·), respectively. In the case of the pi ’s,
we use a subsequence of our original subsequence of arcs pi converging to p(T ). We then
use a weak sequential compactness theorem to pass to the limit on (4.1) and (4.3) obtaining
(4.1′) (p˙(t), q˙(t),p(t), q(t)[1−∆˙(t)]) ∈ ∂CL˜(t, x¯(t), x¯(t −∆(t)), x˙(t), x˙(t −∆(t))) a.e.,
(4.3′) (−p˙(t),−q˙(t), x˙(t), x˙(t −∆(t))) ∈ ∂CH˜ (t, x¯(t), x¯(t −∆(t)),p(t), q(t)[1− ∆˙(t)])
a.e.
Using, again, a result from Loewen and Rockafellar [8] in order to remove the tilde from
(4.1′) and (4.3′) we have completed the proof of the theorem. 
It should be noticed that the continuity of the delay function is not used throughout the
proof, instead the assumption needed is that it’s derivative exists and be bounded. In fact,
the delay function need only be piecewise continuous, with its derivative existing almost
everywhere and bounded. It is worth noting the relationship between the results obtained
here and the results for the case with delay occurring only in the state variable [6]. The
main difference occurs in statement (c) of the main decoupling theorem. The neutral case
may be reduced to results equivalent to [6] when the delayed derivative is not present by
recalling that v2(t) = v1(t − ∆(t)). Part (c) of the decoupling theorem is used to derive
the Euler–Lagrange inclusion. Thus, the incorporation of the variable v2 gives rise to the
separation in the relationship between the arcs p and q in the subdifferential of L with
respect to the x(·) and x˙(·) variables, respectively. The author is not aware of any results
for which the arcs p and q were included in the Euler–Lagrange inclusion separately as in
Theorem 4, part (1). Even in the case of the necessary conditions established in the calculus
of variations [5], p and q appear as terms related by addition.
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