We consider the existence of positive solutions of a certain class of algebraic matrix Riccati equations with two parameters, c (0 ~< c < 1) and a (0 < a ~< 1). Here c denotes the fraction of scattering per collision, and a is an angular shift. Equations of this class are induced via invariant imbedding and the shifted GaussLegendre quadrature formula from a simple transport model. By establishing the existence of positive solutions of such equations, the problem of the convergence of some iterative schemes for solving them can be completely solved.
INTRODUCTION Consider the algebraic matrix Riccati equation of the form

B-AS-SD + SCS =0.
(1) * The work was partially supported by the National Science Council of R.O.C. C ~ da T.
LINEAR ALGEBRA AND ITS APPLICATIONS
Equation (1) contains two parameters c and or. Here c denotes the average total number of particles emerging from a collision, which is assumed to be conservative, (i.e., 0 ~< c ~< 1), and a (0 ~< a ~< 1) is an angular shift. The dimensionally dependent quantities w i-and w~ + denote the GaussLegendre sets (see, e.g., [12] Such an equation is induced via invariant imbedding (see, e.g., [1, 2, 15] ) and the shifted Gauss-Legendre quadrature formula from a simple transport model [5, 6] .
For ot = 0, two iterative procedures for finding the minimal positive solution (in the componentwise sense) of Equation (1) , one corresponding to a nonlinear version of the Gauss-Jocobi (GJ) method and the other associated with a nonlinear version of the Gauss-Seidel (GS) method, were proposed, respectively, by Shimizu and Aoki [13] and by Juang and Lin [9] . While such iterative procedures have been proved quite effective in practice (see [10] [11] and the work cited therein), their convergence has not yet been fully investigated. Sufficient conditions for convergence of the GJ and GS methods were given in [10] and [9] , respectively. However, it was noted (see Table 2 of [8] ) that those sufficient conditions will fail if c is not far away from 1. And it was also observed (see Theorem 1 of [8] ) that the existence of a positive solution of (1) implies the convergence of both iterations. This observation can be easily extended to the case that a ~ 0. Therefore, to completely solve the convergence problem one needs to find a direct method for establishing the existence of positive solutions of Equation (1) for all 0 ~< c ~< 1 and 0 ~< ot ~< 1. This is what motivates our work here.
In this article, we first show that an a priori bound, which is independent of c and a, can be obtained by introducing a one-parameter (kl, 0 < k 1 < 1) family. Therefore, degree theory is applied to show the existence of positive solutions. Some applications and concluding remarks are given in Section 3.
MAIN RESULTS
To derive our main results, we first write Equation (1) 
The structure of (2) suggests that we seek a solution of the form 
Substituting (3a) into'(3b) and (3c), respectively, we obtain c N+ c~(w~-+ ~) 
A similar procedure is applied to (5b) to get
Adding (7a) and (7b), we obtain
REMARK.
1. For a = 0, the quantities h i and lj are the descrete version of Chandrasekhar's well-known H functions [3, 4] .
2. For a = 0, (8) reduces to a descrete version of some expressions [3, 4] concerning the properties of H functions.
Since a + b = xy, we see immediately, for a ~: 1, that if h i and lj are positive solutions of (4), then there must exist two positive numbers k I and k 2,where0 <k 1,k 2 < landk 1 +k 2 = 1, suchthat a = k~xy and b = k2xy.
(9a,b)
It then follows from (7), (8) , and (9) that the following holds: 
Proof.
Since the computation leading to (i) and (ii) is similar, we shall only prove (i). To see (i), it suffices to show that bl z >/(1-al )2, or equivalently Proof. Using (3a), Lemma 2, and the fact that wj + >/ot and wf >1 -a for all i, j, we conclude that for any positive solution Sij of (2) The above argument is true for all 0 ~< ot ~< 1. Therefore, we conclude that Equation (1) has positive solutions for all 0 ~< c ~< 1 and 0 ~< a ~< 1.
• REMARK. We are motivated by the work of Stuart [14] to use the homotopy argument to show the existence of positive solutions of (1).
APPLICATIONS AND CONCLUDING REMARKS
As in the case that a = 0 (i.e., no angular shift), the iterative procedures for solving the minimal positive solution of the equation (1) can be classified into three types: first, the iteration of Aoki and Shimizu, which is essentially a nonlinear version of Ganss-Jocobi (GJ); second, the iteration of Juang and Lin, which is essentially a nonlinear version of Ganss-Seidel (GS); third, a nonlinear version of SOR, whose effectiveness has yet to be studied theoreti-eally. We now define the GJ and GS methods, respectively, as follows: (~) (~) s To see this, we first note that ~S? ) and (SIj) both are positive solutions of (p) ( ) (1). Therefore, an reduction will gave Sq <<. Sij for all I, j, and p. Thus, S~;' ~< S~;). Similarly, S~; )/> S~;'. We summarize the above results as follows. 
