Ordinal regression problem and general multi-class 
Introduction
Both ordinal regression problem and general multi-class classification problem are important and on-going research subject in machine learning, see, e.g. [1, 2, [6] [7] [8] [9] [10] and [22] [23] [24] [25] [26] 20] respectively. An interesting approach was proposed first in our paper [20] and later in [23] established the multi-class algorithm based on support vector ordinal regression (SVORM). But in the above approach, the training data are implicitly assumed to be known exactly. However, in real world applications, the situation is not always the case because the training data subject to measurements and statistical errors [3] . Since the solutions of the optimization problems are typically sensitive to the training data with perturbations, errors in the input data tend to get amplified in the decision function, often resulting in far from optimal solutions [11, 12, 15] . So it will be useful to explore the formulations that yield robust discriminants to such estimation errors.
In this paper, we first establish the robust versions of SVORM proposed in [1] , which are represented as a second order cone programming (SOCP) [4, 13] . And as its theoretical foundation, we study the relationship between the solutions of the SOCP and its dual problem. Here the second order cone in Hilbert space is involved. Furthermore, we also establish a multi-class algorithm based on the above robust SVORM for general multi-class classification problem with perturbations.
The paper is organized as follows. We first propose the robust versions for SVORM in Section 2. Then we establish the robust multi-class algorithm based on the robust SVORM in Section 3. Section 4 gives the numerical results. The last section concludes the paper.
Robust SVORM
Ordinal regression problem is presented as follows:
Suppose that a training set is given by are implicitly assumed to be known exactly and two separation lines are obtained (see Figure 1 (a) ). However, in real world applications, the data are corrupted by measurements and statistical errors [3] . Errors in the input space tend to get amplified in the decision function, which often results in misclassification. So a robust version of SVORM with sphere perturbations is considered in this paper. Each training point in Figure  1 (a) is allowed to move in a circle. In this case, we should modify the original separation lines since they cannot separate the training set in this case (see Figure 1 (b) ) properly. It seems reasonable to yield separation lines as show in Figure 1 (c) which separate three classes of perturbed circles. Now let us establish the robust SVORM. Ordinal regression problem with sphere perturbations is presented as follows:
Suppose that a training set is given by is the index with each class. We are seeking for a decision function that minimizes the misclassification in the worst case, i.e. one that minimizes the maximum misclassification when samples are allowed to move within their corresponding confidence balls.
We consider both the linear separation and the nonlinear separation and, therefore, introduce the corresponding kernel as ( , ) ( ( ) ( )) ' '
.We restrict the kernel to be one of the following two cases:
Case I: Linear kernel:
Case II: Gaussian kernel:
Denote the two corresponding transformations as 1 () x  and 2 () x  respectively. For both cases, the training set (3) is transformed to
Where { ( ) | , 1}.
Notice that for case II, when
Therefore, for both case I and case II, 
For case II:
Thus, as an extension of SVORM, for the training set (7) we establish the following primal optimization problem
whereU is the unit sphere in Hilbert space, ()
and r j i are given either by (10) or (11),
,
The above problem is equivalent to ( , , , , , , , (5)- (6) and (10)- (11), 
Proof:
The proof is similar to that of Lemma 15 in [17] , and is omitted here. Now we give two theorems about the relationship between the solutions of the primal problem (21)- (27) and the dual problem (28) 
if there exists
where ( , ') K x x and r j i are respectively given by (5)- (6) and (10)-(11).
Proof: See the detail of the proof in the Ph.D thesis of the first author [27] . Proof: See the detail of the proof in the Ph.D thesis of the first author [27] .
This leads to the following algorithm Algorithm 1. Robust SVORM (R-SVORM) 1 . Given a training set (9); 2. Select 0 C  and a kernel. There are two choices: Case I: 
Robust Multi-class Algorithm
Now we turn to our robust multi-class algorithm solving the multi-class classification problem with perturbation. The multi-class classification problem with perturbation is presented as follows: Suppose that a training set is given by For standard multi-class problem without perturbation, a class of algorithms based on SVORM was proposed in [27] . Particularly a multi-class algorithm based on 3-class SVORM was developed in detail [20] . Essentially speaking, our robust multi-class algorithm is obtained from the latter one (Algorithm 2 in [20] ) with replacing the SVORM by the above robust SVORM. More exactly, the robust multi-algorithm is described as follows: Table 3 . Table 3 shows that the percentage of tenfold testing error of Algorithm 2 on the three datasets with various noise levels r. In addition, for comparison, we also list the corresponding results obtained by the algorithm without considering the perturbations, i.e. Algorithm 2 in our paper [20] . It can be observed that the performance of the robust model is consistently better than the original model.
Conclusion
In this paper, we have established the robust SVORM with both linear kernel and Gaussian kernel for ordinal regression problem with noise. And based on the latter one, we have also established a multi-class algorithm for multi-class classification problem with noise. Preliminary numerical experiments show that the performances of our robust models are better than that of the corresponding original models without perturbation.
It should be noted that the robust multi-class algorithm proposed in this paper is able to be extended to a class of algorithms. In fact, for a k-class classification problem, an algorithm based on p-class robust SVORM with Gaussian kernel can be established. The efficiency of this class of algorithms is an interesting topic to be studied further.
