The Bohr atom was a solar system in miniature. Despite many deep foundational questions related to the origin of quantized motion, rapid progress was made in its mathematical development and its apparently successful application to spectral line series. In United States, where celestial mechanics flourished throughout the 19th and well into the 20th century, mathematicians and physicists were well prepared for just this sort of problem and made it their own far faster than many areas of the new physics. This paper examines the link between classical problems of perturbation theory, three-body and N-body orbital trajectories, the Hamilton-Jacobi equation, and the old quantum theory. I discuss why it was comparatively easy for American applied mathematicians, astronomers, and mathematical physicists to make significant contributions quickly to quantum theory and why further progress toward quantum mechanics by the same cohort was, in contrast, so slow.  2003 Elsevier Inc. All rights reserved.
Introduction
Virtually every elementary physics class begins the discussion of atomic structure by covering the atom as a solar system in miniature. This picture, almost 90 years old, is simple enough to yield an elementary calculation of the hydrogen spectrum while at the same time containing enough mystery to draw eager minds into modern questions. The icon of a tiny electron in an elliptical orbit around a bloated nucleus is so deeply embedded in our culture, whether in the Union Carbide corporate logo or the "Atoms for Peace" symbol, that it immediately invokes "the atom," nuclear power, indeed physics itself. Within a short time, however, any physical science student learns that this picture is not only useless but misleading and has no bearing in the new world of quantum mechanics. Yet for applied mathematicians and physicists, between 1913 and 1925, this was the atom.
I propose to examine two related questions in this paper: how was it possible to make such rapid progress in what we now call old quantum theory? Why was it so comparatively easy for American physicists and mathematicians to jump into the game of computing atomic orbital structure yet to be hampered in making similar progress in quantum mechanics? 
The Bohr atom: microcosmos
The standard story begins with Rutherford's explanation of the results of his 1911 α-particle scattering experiments on heavy metals with the nuclear atom: that the positive charge (and mass) resides in a compact structure around which the negative charge is distributed. For Bohr, who in 1913 was a postdoctoral researcher in Rutherford's Manchester laboratory, the implications of a nuclear mass and charge concentration seem to have been immediately clear: the atom could be modeled dynamically with the electron's motion being solved as a two-body (Kepler) problem in a Coulomb potential [Bohr, 1913] . Recall that many of the ingredients were already in place. The mass, m e , and charge to mass ratio, e/m e , were measured for the electron and known to be far less than required to account for atomic masses. Hydrogen, the simplest atom, was electrically neutral and spectroscopically showed only a single spectrum. That is, although other elements display successive sequences of spectral lines of varying complexity with increased spark or oven temperature (as established by Lockyer, Paschen, and others before the end of the 19th century; see McGucken [1969] , hydrogen does not. The Balmer series (the optical lines) is always accompanied by a similar sequence in the ultraviolet, the Lyman series. Other 1 Much of the discussion that follows is intended to provide background in the physical problem and should serve as review material for those unfamiliar with the setting of the atomic problems. The paper, however, focuses on atomic structure as an applied mathematics problem, as it was viewed by many of the physicists and mathematicians in the U.S. at the time. My argument is that of the questions that troubled theorists in Europe during the first decades of the 20th century (e.g., relativity), the atomic model posed a problem that was especially familiar to the American community. sequences were known for longer wavelengths, each duly named, but all of the same character as the optical series,
(1)
where (m, n) are integers and R is a (universal) constant; different lines in the same series have identical m. More complicated formulae along the same basic lines permitted the fitting of line series for other ions but these were merely ad hoc prescriptions with little or no justification.
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The usual retelling then passes to the role of Planck's quantum theory in Bohr's thinking. Two steps were required for the orbits to work, neither of which could be justified from classical arguments. The first was that the electrons would not be able to radiate within an orbit. For planetary motion, this is not a problem, but it was classically insurmountable for charged systems. Larmor [1895] had shown that a point charge moving with velocity v radiates on acceleration, P ∼ |v| 2 , and in a bound potential (orbit) would inevitably collapse toward the central (binding) charge. Thus, any planetary analogy would seem doomed to failure.
3 Second, the emission is continuous, not the regular series of discrete frequencies observed in both laboratory and stellar spectra. To both of these objections, Bohr-at least in printultimately turned a blind eye. Instead, his first adopted hypothesis was that the orbits are quantized, the binding energy of an orbit being due to its discrete distance from the nucleus. His second was slower in coming and derived from considerations of atomic stability following Bohr's reading of Nicholson's papers, as Heilbron and Kuhn point out: that the governing condition was related to Planck's quantum of action, h. Noting that the units of action are the same as angular momentum (as also noted earlier by Nicholson and Sommerfeld), Bohr asserted that the angular momentum is quantized [Bohr, 1913] . In the Kepler's problem the total energy,
is negative (here K and Φ are the kinetic and potential energies, respectively, and Ze is the nuclear charge) and the eccentricity e of an orbit depends on its energy W and angular momentum L through the Jacobi constant. Stable systems obey the virial theorem, so the binding energy of an orbit is negative:
For classical systems, L is an integral of the motion along with W and therefore freely chosen for the case at hand. By asserting that L = nh Bohr obtained a single-parameter solution with the scaling depending on the nuclear charge Ze and m e , the mass of the electron. The third assumption was the strangest of all: no radiation occurs in the stationary state. There is no basis for this in dynamics.
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The quantization condition gives r = n 2 a 0 where the Bohr radius, a 0 , is the lowest stable orbit for a bound electron, one from which no decaying transition is possible. By introducing ad hoc the condition that emission occurs only upon a transition between otherwise stationary states with energies W m and W n , (4) W m − W n = hν mn , the model could reproduce the hydrogen sequence. Moreover, the Rydberg constant, R, could be calculated for Z = 1 in terms of known properties of the electron and, although it was quite close to the laboratory measurements, Bohr's value deviated by about 4 × 10 −4 from values obtained by, for example, Fowler. Though minuscule, this error seemed sufficient to cast doubt on the basic premise of the model until Bohr realized that the classical analogy required treating motion about the center of mass. Thus, using the reduced mass of the electron rather than m e , the computed value for R was exact. To extend the calculations, for Z = 2 (ionized helium), was a trivial task that produced the Pickering series, the optical lines of this ion that had been identified in both stars and the laboratory (see, e.g., Heilbron [1985] ). 5 Here the standard tale ends. But why was this strange model, even with its paradoxes and untestable axiomatics, accepted so quickly by physicists and mathematicians? Pasteur is reported to have held that "chance favors the prepared mind," and as we shall see, this was clearly the case for the Bohr atom. It was tantalizingly familiar. The atom appeared clothed in classical garb with a few rules for making the leap from continuous to discrete states. Axiomatically posed, it was precisely the sort of problem applied mathematicians could attack, regardless of the physical origins of the axioms.
Macrocosmos: celestial mechanics and the Hamilton-Jacobi equation
Up to a few years ago it was possible to consider that the methods of Hamilton and Jacobi could be dispensed with for physics and to regard it as serving only the requirements of the calculus of astronomic [sic] perturbations and the interests of mathematicians. Accordingly it is not even touched on in the most famous German textbooks on mechanics, namely the lectures of Kirchhoff [Sommerfeld, 1923, p. 555 ].
The solar system analogy brought with it a well-developed mathematical machine, in particular Hamiltonian dynamics. Specifically, it will appear that transformation theory-the Hamilton-Jacobi equation, separation of variables, and variation of constants-was essential for the development of quantum orbital theory. Indeed, the history of models of atomic structure in the 20th century can be seen as a succession of applications of the Hamilton-Jacobi equation (hereafter called the HJ equation). There were two moments in the history of quantum mechanics when dramatic shifts occurred, both of which illustrate the centrality of the Hamilton-Jacobi theory. The one of interest here concerns the dynamical principle as applied to orbital calculations. The other, later application was Schrödinger's use of the eikonal to derive the wave equation, the optical formalism.
In spite of the situation described by Sommerfeld, Hamiltonian dynamics in general and the HJ equation in particular were broadly used in texts on celestial mechanics and were well known to mathematicians and astronomers.
6 While the German community may not have been well schooled in it, Continental mathematicians and physicists who learned their analytical mechanics from the French or English treatises were exposed to these techniques as well. For instance, Brown [1896] devotes a long chapter to the Hamilton-Jacobi transformation when introducing Delaunay's disturbing function for the lunar theory and Moulton [1914] discusses it at length when treating variation of parameters. As we will see below, analytical mechanics books that were widely used in the United States-for instance, Webster [1912] and Whittaker [1917] -devoted sections to this in their treatments of Hamiltonian dynamics.
It is well known that the essential idea behind the HJ transformation is to find a coordinate system that separates the equations of motion, thereby yielding conserved quantities. 7 The Hamiltonian of a timeindependent system is the total energy, W , and the Hamilton equations of motion are Jammer [1966, p. 101ff ] describes the origins of K. Schwarzschild's and P. Epstein's familiarity with the methods. With the exception of Jacobi's lectures on mechanics, all the references he provides are to texts in celestial mechanics, specifically Charlier's treatise from 1902 and Poincaré's from 1905 (a condensation of the earlier Methodes Nouvelle). However, for instance, Epstein did not know about these at the time of his paper, and only became aware of this work about a year later when approaching the three-body problem of helium (see below). Sommerfeld [1923, p. 561] explicitly refers the reader to Charlier's book when discussing multiply periodic motion. Hund [1974] remarks on the familiarity of the contemporary physicists with Hamiltonian mechanics but also goes on to note that in 1922, "Theoretical physicists were busily studying the books by Henri Poincaré and C.L. Charlier on the mathematical methods of astronomy" (p. 89f). Yet earlier (p. 85), Hund implies that physicists were already equally adept at celestial mechanical techniques. This contradiction is, alas, not unusual in the general survey histories. Most of the early practitioners of quantum theory learned this material by reading Schwarzschild or, later, Sommerfeld, in which case they missed much of the perturbation theory. J.M. Burgers' 1917 thesis (to which Epstein [1922] refers; see below) was the first many heard of Delaunay's work or disturbing function methods. Epstein [1916] refers to Charlier in his notes, but only for a general description of librating orbits.
for a function S, the action or, as Hamilton called it, the principal function, defined by
for the Lagrangian function L. The final form of the Hamilton-Jacobi equation then reads
The resulting Hamiltonian is separable in the coordinates since
and depends only on (∂S/∂q k ) 2 . In celestial mechanics, these coordinates of choice are the Delaunay variables: transformations of the angular momentum in terms of the orbital elements that provide evolution equations for the disturbing (perturbation) function in terms of the eccentricity, e, the orbital inclination, i, and the argument of the perihelion, Ω. The orbital perturbations are then expressed in terms of these variables, which are usually integrals of the motion. The essential feature is that the Hamiltonian, thus separated, can be treated exactly for part of the problem, and the disturbing function (periodic perturbations) can be written in terms of the orbital parameters. The periods of the different order disturbances are then sought (the "conditionally periodic functions" representing the Fourier decomposition of the forces) and following the identification of resonances (commensurate periods), the growth times for any instabilities can also be determined.
The most influential treatise on atomic structure to emerge in the period between Bohr's 1913 papers and the first papers on quantum mechanics in 1925 was Sommerfeld's Atombau und Spektralinien. It went through almost annual revisions following its appearance in 1919, eventually being translated into English from the third German edition in 1923 as Atomic Structure and Spectral Lines. It was the introduction to both the laboratory data and the new dynamics for a whole generation of physicists, especially in the U.S., where modern physics barely included electrodynamics. For this reason, I will focus on the discussion in this book as a window into the methods and biases of those physicists and mathematicians who were trying to grasp the essence of the new thinking.
Sommerfeld presents two problems in extenso in the appendixes: the relativistic two-body solution for fine structure and the linear Stark effect. The first is, at least in part, because it was his major contribution. It is also the inevitable consequence of the motion and the first hint that quantum dynamics would also require relativity. The second is far more interesting. Schwarzschild and Epstein, in 1916 , had independently shown that the effect of a constant external field of magnitude F on a single electron atom (hydrogen) can be solved in parabolic coordinates. That is, in these coordinates the tidal problem is separable (although not for a magnetic field and this meant a separate treatment was still required for the Zeeman effect). It is important to note that Schwarzschild was the director of the Göttingen observatory and an astronomer by both training and avocation; his adroitness with stellar dynamics and celestial mechanics was unmatched. In contrast, despite being Sommerfeld's student, Epstein had been trained as a classical physicist and had only a passing acquaintance with orbital mechanics. The application of transformation theory to perturbation problems appears to have been unfamiliar to him at the time of his work on the Stark effect (that came later, as discussed in the next section).
The Kepler's problem: classical and semiclassical
The usual discussion of Hamiltonian mechanics in all the textbooks used at the time passed to the Kepler's problem as an illustration of the method of separation of variables and action-angle variables. The Hamiltonian in spherical coordinates is 9 the same as the Jacobi constant:
Here p r , p θ , and p φ are the radial, meridional, and azimuthal momenta, respectively, and µ is the Gauss constant for the central gravitational field. Choosing a separable form, S = k S k (x k ), with p k = ∂S k /∂x k yields p φ = α φ , a constant since the potential is independent of φ, and therefore the azimuthal momentum is an integral of the motion. Then
1/2 , with a being the semimajor axis, which is the same as Delaunay's canonical variable L. Finally,
where again h is a (constant) integral of the motion which now depends on α θ and α φ . Thus
With these, the frequencies of the orbits come from the action variables. Define
individually for each k. Then the angle variables yield the frequencies for the motion:
This means taking as a basis orbit the ellipse (for the lunar theory this is the one around the Earth) with the perturbations (due to the Sun in the moving frame) distorting the orbit. Then the orbital parameters and the integrals of motion can be treated as slow variables instead of constants. This is where the HJ equation enters. In the Kepler's problem, all orbits are described by two integrals. The orbits are conic sections whose spatial orientations are arbitrary but fixed (that is, the argument of perihelion, Ω, and inclination to an arbitrary plane, i, are constant). This is in the low-velocity limit. In 1915, however, Sommerfeld realized that for a point mass the relativistic Kepler's problem for a point electrostatic potential requires even the orbit of an isolated point mass to precess (cf. Sommerfeld [1923] ). 10 The precession is simply periodic and could be quantized, hence the introduction of spatial quantization. The perturbation is small and only occurs for noncircular orbits, so it would explain why the ground state transitions in hydrogen are sharp (hence the spectroscopic designation s), while others are multiplets (hence principal, p, diffuse, d, and fine, f , etc.) . For all excited states, the orbital angular momentum can take values of k = 0, . . . , n − 1 so for any excited state there will be closely spaced lines forming a multiplet, hence fine structure. 
The tidal perturbation extension: the Stark effect
To treat the Stark effect, Schwarzschild and Epstein were guided by the simplification provided by HJ theory. The perturbation is added to the central field with charge E (in modern notation Ze where Z is the proton number and e is the electron charge),
10 As late as the publication of his lectures Sommerfeld [1942] used the Kepler's problem in a quantum context as a culmination of a course in classical mechanics and a simple way of explaining the solution for the perihelion shift of planets due to general relativity [Sommerfeld, 1946] . Let me be more explicit since this problem became paradigmatic for all subsequent quantum orbital calculations, almost by a simple recapitulation. Call β = v/c for a velocity v and c being the speed of light. Then γ = (1 − β 2 ) −1/2 is the Lorentz factor. The velocity is given by the simple coordinate representation:
The kinetic energy is K = (γ − 1)m 0 c 2 , for a rest mass m 0 , and the total energy is W = K + Φ, so that
However, for a relativistic problem the momentum, which is proportional to the mass, is p i = γ m 0ẋi , not simply m 0 v. The momenta are the quantities related to the dynamical function S through the HJ equation, not the velocities, and are therefore given by
The resulting Hamiltonian,
now being separable, has as an immediate integral of motion p φ = nh, and then a solution for the ellipse (which is bounded in radial distance from the nucleus) is described in terms of the quantization of p r . The relativistic contribution is the quadratic term which causes the precession of the ellipse. Since this depends on c −2 , it is called in modern terminology a post-Newtonian term. 11 It is interesting to note that although the combination of special relativity with Bohr-Sommerfeld quantization may have hindered the acceptance of quantum theory among the antirelativists in Europe at the time [Pais, 1991, p. 188] , it seems to have played no role in the acceptance of the atomic model among American mathematicians and physicists.
for an external field F along a direction x. If one chooses parabolic coordinates, 12 the differential line element becomes
Now the momenta are
This yields a Hamiltonian of the form
The advantage now is the separation of the equations into quadratic terms in ξ and η and their conjugate momenta (Sommerfeld, following Epstein [1916] , shows this in his Appendix 11, an unusually detailed step-by-step explication of the procedure). Since in this (planar) "tidal" perturbation the potential is independent of ψ, this momentum is an integral of the motion. 13 In the appendix on Hamilton's equations of motion, Sommerfeld shows that p ξ and p η are not simple constants, but p ψ is sinceṗ ψ = 0. The other two must be combined to give the energy, hence the frequency of the transition. Sommerfeld then proceeds to introduce the quantization conditions for the action integrals,
the three quantum numbers, representing the three degrees of freedom, are independent because the coordinate system is separable. The energy is found to be
There are, however, some constraints on these quantum numbers. They must be integers. Further, while n 1 and n 2 can take any value 0, 1, . . . , the third is restricted by n 3 = 0 and p ψ = n 3 h/2π . He justifies this by the requirement that while the orbits precess in this external (tidal) field, they do not collapse into the nucleus (which would be the consequence of n 3 = 0). Thus Hamilton-Jacobi theory played the pivotal role in these early successes of quantum theory. As Sommerfeld remarks: "From the point of view of conditionally periodic systems we are inclined to say that the coordinates are the correct ones in which Hamilton's equation allows itself to be separated" 12 The electric field is applied along the x direction; the coordinate system chosen has x = 1 2 ξ 2 − η 2 and y = ξη = ρ cos ψ , z = ρ sin ψ , r 2 = x 2 + ρ 2 , with ψ being the angle around the x axis. 13 In his monumental survey of celestial mechanics, Hagihara [1970] actually includes the Schwarzschild-Epstein Hamiltonian and the Sommerfeld relativistic Hamiltonian as examples of the use of separation of coordinates within Hamiltonian dynamics, thereby closing the circle of influence.
(p. 562). He then discusses the problem of multiple coordinate representations, those cases where two choices lead to the same energy. These are degenerate cases, a term used by Schwarzschild to characterize the "exceptional" cases.
14 Unlike the optical problem, the generating function for the equations of motion is that which separates the coordinates conveniently. The calculation then passes to the combination laws for the frequencies now that the states are specified. The pedagogical standard of the mathematical notes and appendices is very high but there is almost a whiff of futility in the presentation. It does not go anywhere. 
N -body problem and perturbation theory
Having solved the two-body and tidal problems, the reader reaches an impasse. Multielectron systems are out of the question. It may come as a surprise that the word perturbation does not even appear in the index to Sommerfeld's book, still less the discussion. In this, he was not alone. The notion that perturbation theory must be important in multielectron systems does not seem to play any role in the models before Epstein [1922] (see below) and was largely ignored in later developments, especially in expository works. Orbits continued to be treated more or less independently, without regard to whether resonances would be important and without reference to stability questions (although this was initially foremost in Bohr's thinking on the problem of multiple electrons in coplanar orbits within the atomic model, as emphasized by Heilbron and Kuhn; see also Kramers and Holst [1923] ). This is odd given the contemporary mathematicians' collective experience with such problems. The tidal problem-the effect of a perturbing external potential field-was another matter. This problem appeared in the atomic context through the Stark effect, one of the first successes of the theory.
When many-body cases were treated, they always reduced to treating a screened potential for the nucleus, where the "inner" electrons reduced the charge seen by an outlier. By introducing a radial dependence of Z, in effect a Coulomb field varying more steeply than r −1 , so-called penetrating orbits precess and show strong spatial quantization (e.g., Hoyt [1925] ). Schwarzschild had described levels with different quantum numbers but the same energy as degenerate, and in modern talk we say the perturbation 14 It is interesting to note that the correspondence between Schwarzschild and Sommerfeld during 1916 contains references to both the general relativistic field equations-and the solution of the perihelion motion of Mercury and the interior solution for a spherical mass-and the Stark effect. In a letter from Schwarzschild to Sommerfeld, dated 1/III/Mar. 1916, he expresses skepticism about the foundations of the orbital calculations but adds ". . . but I allow myself to be converted by the success, especially as there is no doubt about the doublet theory of hydrogen and X-ray spectra." He then describes the HJ solution for the Stark effect in terms of action-angle variables, adding: "If one applies this rule (NB: the angular quantization condition) to the relativistic Kepler motion, one straightforwardly obtains the results in your appendix, which become all the more compelling to me through this. Furthermore, the rule also gives a necessary Ansatz for the Stark effect and the Zeeman effect." By the next letter, 21/III/1916, Schwarzschild has the solution. Yet after describing the comparison between his results and Stark's for the splitting of the hydrogen lines, he remarks "What should one make of this mixture of concordance and contradiction?" He ends by a statement that foreshadows Sommerfeld's later description of degeneracy: "I think it is unlikely that one can apply Liouville's theorem, in general, to any pair of coordinates and momenta. You always choose, in praxis, those variables where it is possible. Among those are also my harmonic variables," by which he means the action-angle variables [Schwarzschild, 1916] . 15 As quoted in Pais [1991, p. 188] , Bohr remarked in 1926 that "It is hard to say whether it was good or bad luck that the properties of the Kepler motion could be brought into such a simple connection with the hydrogen spectrum as was believed at the time," and Kronig [1960] later remarked that the success of this dynamical treatment was "perhaps one of the most remarkable numerical coincidences in the history of physics." "lifts" this degeneracy, but the problem of resonant interactions and complex multiple periodicities due to ambient electron perturbations was neither brought up nor faced. In the European literature, the only example I can find is the treatment of core (inner shell) electrons (rumpf ) acting to modify the mean field seen by outer electrons (Born [1926] and Landé concentrated on this problem for the angular momentum combination rules for spectral lines but the treatment is very far from the sort of sophisticated schemes that a three or N -body problem would require (see Forman [1970] 
)).
It is even more striking that perturbation theory should be neglected by Sommerfeld in light of a remarkable paper by Epstein [1922] that appeared before the 3rd Edition (from which the English translation was made). This was soon followed by a survey of quantization conditions by Van Vleck [1923] . 16 Epstein provides a background for the paper as follows: "The method explained in the following pages was worked out by the author several years ago for the purposes of quantizing the helium atom. Its principle, however, turned out not to be new and to have been already the foundation of the procedure applied by Delaunay in the theory of the moon. Though Delaunay did not use the notions of 'conditionally periodic systems' and of the 'angular variables,' the introduction of these concepts changes only the formal side of the line of thoughts. We shall therefore in the following refer to our procedure as 'Delaunay's method' " (emphasis in original). He also explains the origin of the methods of the present paper, remarking in a footnote that: "I am indebted for valuable quotations of literature to some letters of J.M. Burgers in fall of 1917." After presenting an abstract of the paper, he concludes: "In so far as these points are concerned, our investigations lies [sic] in the region of general dynamics and will be only partly new to the astronomer." Epstein describes transformation theory, going further than Sommerfeld in explicitly introducing Poisson and Lagrange brackets and then linking Delaunay's method with the quantum conditions.
The American tradition in celestial mechanics and responses to old quantum theory
In light of these explicit references to celestial mechanics by the founders of quantum theory, I now turn to my second question: why did the American physicists make such amazingly rapid progress in this new, theoretical territory at a time when their focus was almost exclusively experimental? With few exceptions such as Michelson, Rowland, and Gibbs, American physics immediately after WW I was still of a very applied, technical sort, as a glance at the Physical Review of the time will show. Yet almost from the first appearance of Bohr's papers, interest grew quickly and publications followed. The development of the American physics community is especially well reviewed by Sopka [1988] , and I will not repeat her analysis here. But I want to focus on one point that seems to have been missed in previous studies: that much of American applied mathematics through the last decades of the 19th century and the first few of the 20th was preoccupied with just the sort of problems that would best prepare this community to quickly assimilate the new ideas of atomic structure and dynamics.
From the start, the practical Yankee mind was drawn to matters astronomical for navigation, geodesy, and chronometry. As such, celestial mechanics was the only area of applied mathematics to have been extensively cultivated in America before the turn of the 20th century. The American tradition began with the publication between 1829 and 1839 of N. Bowditch's translation of Laplace's Mécanique céleste (see, e.g., Reingold [1964 Reingold [ , 1970 ). The footnotes provide glosses on the main text and derivations of the intermediate steps that were extensive enough to constitute a superb general introduction to both gravitation theory and orbit calculation. Parshall and Rowe [1994] points out that during the late 19th century, astronomy was considered a mathematical science suitable for the training of graduate students, especially at Harvard and Yale (see, e.g., Gibbs [1897] ). It is thus not surprising that the U.S. Naval Observatory became a center for further developments in celestial mechanics. It was the only governmental agency at the time engaged in fundamental mathematical research, although this was justified by purely pragmatic concerns. The USNO then as now was charged with providing tables for the American Ephemeris, the basic reference for all navigation. These volumes included tables of lunar and planetary positions and eclipse phenomena as well as positions for planetary satellites and astrometric information for stars. Under S. Newcomb, the observatory branched out into supplementary, more fundamental investigations. The lunar theory, the inspiration for the three-body problem, and the calculation of orbits for Jupiter and Saturn-which had been sources of many of the issues in Laplace's treatise-had led to detailed work on planetary perturbation theory and the mathematics to treat it.
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Universities fostered relations between mathematicians and astronomers as problems of mutual interest attracted them. With such a rich source of practical applications, the motion of the solar system became a minor obsession for American mathematicians and up to 1900 produced some of their earliest contributions to the literature. Dynamics was a part of every mathematician's training and mechanics was frequently taught by mathematicians rather than physicists. Harvard had B. Peirce, the leading light in American mathematics and one to whom Bowditch turned for help when preparing his translation. Indiana had Kirkwood, whose work on asteroid orbital distributions introduced the idea of complex resonances that would later play such a central role in the small divisors problem. 18 Yale had E.W. Brown, whose work on the lunar theory [Brown, 1896] was the most comprehensive reference on lunar theory in English (extending the work of Hansen and Delaunay), and H.A. Newton, who was one of the founders of the AMS and one of the best-known mathematicians in the country [Archibald, 1938] . Even Gibbs dealt with related matters throughout his career (see Gibbs [1948] ). Hill lectured on celestial mechanics at Columbia in the 1890s, and Woodward held the chair in mechanics at the same time. Chicago had F.K. Moulton, whose work was almost exclusively in celestial mechanics and dynamics, and W.D. McMillan, who was a leading expert in potential theory. Both lectured with equal facility on mechanical problems and mathematics. 19 In general, until the early 1920's, theoretical physics in the U.S. meant applied mathematics.
Private institutions were also supporting this research. The newly formed Carnegie Institute of Washington, which administered the Mount Wilson Observatory, did not neglect theoretical studies. The early support for celestial mechanics, of a sort far less directed than at USNO, was evinced by the publication by the Chicago group of Periodic Orbits, a systematic investigation of potential theory and the three-body problem [Moulton et al., 1920] . The CIW had earlier (1907) (1908) (1909) ) published Hill's collected papers (from which many first learned the methods for dealing with resonances and perturbations) and also supported fundamental work on tidal theory by Woodward. 20 Finally, through diverse public lectures and writings, celestial mechanics became synonymous in the popular mind with exact science. The American poet Walt Whitman's When I Heard the Learn'd Astronomer was not the usual public response to the euphoric presentations of calculations expounded by the likes of Newcomb, Holden, Peirce, and Moulton, whose books and magazine articles were published by prominent houses and widely read by the general public.
The international standing that these investigations had reached is well illustrated by a remark by Born [1975] . He recalls that his interest in astronomy led in 1905, during his second year at Göttingen, to this advice from Schwarzschild: "He said there would be no difficulty; I should attend his seminar, read Moulton's Celestial Mechanics. . . ." The work referred to was Moulton's [1914] first edition (1902), which had just appeared and was the first comprehensive American work on the subject. 21 The choice illustrates the view of American achievements since there were several continental works of high standing at the time, especially by French mathematicians (e.g., Tisserand and Poincaré and the German language book by Charlier).
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With this focus, American applied mathematicians were uniquely positioned to absorb the new atomic theory. Unlike the European physicists, they were adepts when it came to orbital problems and the new atomic dynamics seemed almost familiar. The physics cohort was, however, a different story entirely. Their training had concentrated on laboratory studies, the Physical Review contained remarkably few theoretical papers even as late as the early 1920's, and there was no theoretical school until Harvard chose E.C. Kemble for its department.
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One of the most interesting early summaries of quantum theory appeared in the National Research Council's series of monographs. The series was established in the early 1920's to keep physicists abreast of the latest developments. Vol. 5, by E.P. Adams, 24 describes the work on quantum theory in detail. It went through two editions (1923, 1924) and served as the introduction in graduate courses. For instance, 20 Potential theory, necessary for electrostatic and gravitational applications, also was a widely studied topic that crossed the physics-mathematics boundary in America. 21 The revised and extended second edition is still a standard treatise [Moulton, 1914] . Moulton was the founder of the Chicago group in celestial mechanics, the mathematicians who were among the founding faculty of the University of Chicago.
22 Craig Fraser noted in correspondence that although the fact that Born mentions Moulton is important, it is, perhaps, less significant that he does not mention Tisserand and Charlier since the reminiscences were written between 1940 and 1946, about 40 years after the fact. 23 Kemble also supervised the first Ph.D. thesis officially called "theoretical physics," by J. Van Vleck on molecular rotational band spectra. Throughout the 1920s and 1930s he continued to influence the development of quantum mechanics through his students and books. He was author of a widely influential textbook on quantum mechanics that was the first explicitly pedagogical work in the United States designed for graduate courses. 24 Readers will be more acquainted with Adams from his translation of Einstein's 1921 Princeton lectures, later published as The Meaning of Relativity. the first edition was used by Adams at Princeton and the work was adopted quickly elsewhere. 25 In its presentation and selection of techniques, Adams' memoir is a virtual clone of the mathematical appendices in Sommerfeld's book, especially the third German edition [Sommerfeld, 1923] , although it was written completely independently. Rather, the identity reflects the conviction that the atom was essentially a mechanical problem with just a few alterations. Adams' intention was clear: to expose the broader community of physicists to Hamilton-Jacobi theory and to explain the physical applications of the Bohr atom to specific problems. Its publication was welcome, coming as courses were starting to proliferate, especially for spectroscopists. Sommerfeld gave a series of lectures throughout the country in 1922-1923 during an extended stay at Wisconsin. Bohr, Epstein, Born, Ehrenfest, and Lorentz all participated in extended lecture trips between 1918 and 1925. Several were in residence for some time. Epstein was particularly well placed at Caltech, having spectroscopists such as Bowen, Milliken, and Birge at ready hand with whom to discuss applications.
American theoretical chemists, less tied to the celestial realm, made significant progress. I. Langmuir's paper [Langmuir, 1921] on helium in which he introduced his "ring atom" picture is an example, even though it looks superficially like so many of the others of the time. Beginning with the simplest approach-parallel orbits displaced along the internuclear axis, which he dubbed "Motion in Longitude: Double Circle Model"-he showed that the system is unstable. Instead, Langmuir the chemist opted for an arrangement of the two electrons in the same orbit in librating, mutually repulsive oscillations that are nonetheless bound to the nucleus; we begin to see here the celestial background to the Pauli exclusion principle. The result is striking. Langmuir recovers the observed ionization potential for neutral helium to within better than a few percent! Such coincidences fueled the euphoria surrounding the Bohr picture even in the light of accumulating paradoxes, for as Langmuir concludes: "The oscillating model for the helium atom is thus not compatible with the formalism of the quantum theory given by eq. (34) [the phase quantization rule]. On the other hand the success in calculating the ionizing potential by assuming angular momentum at the midpoint of the path to be h/2π , as well as the remarkable relationships with the Bohr model which were developed, lend strong support to the oscillating type of model and suggest new directions in which the quantum theory may be applied to atoms and molecules containing more than one electron." This paper is one of the first attempts to include a perturbing interaction term for the electrons, albeit in a form that neglects all now known quantum symmetry considerations, and an illustration of the rapid progress made by Americans in the theory.
Electron spin, introduced in 1925 by Uhlenbeck and Goudsmit, was greeted with immediate approbation in the United States. It was quickly incorporated by Russell and Saunders into the quantum machinery [Russell, 1925; Russell and Saunders, 1925] . The rules for combination, based on Landé's quantization procedures, rested ultimately on Sommerfeld's mechanically derived selection rules for the principal and azimuthal quantum numbers. An astrophysicist and a spectroscopist, respectively, they were thoroughly versed in old quantum theory and gravitational dynamical problems; Russell's work on tidal coupling and distortions in binary star systems certainly made it easy to picture angular momentum couplings and distorted electron orbits. It did not matter that the notion of a spinning electron was physically nonsensical, as Lorentz had pointed out when the idea was initially presented to him by Ehrenfest (e.g., Jammer [1966] ). The analogy to the solar system was complete; the last degree of freedom was phenomenologically accounted for. Russell and Saunders regarded the angular momenta as 25 See Sopka [1988, esp. Ch. 2, n. 80] . She also provides, in Table 2 .2, a list of courses offered at American universities in quantum theory from 1923-1925, and in Table 2 .3 a list of doctoral theses 1922-1926. discretized unit vectors and the quantum numbers as the projectors, so their spin-orbit (or L-S) coupling scheme allowed them to immediately make sense of complex atomic structure problems without detailed solution of the structure equations. 
Later developments: anharmonic oscillators and quantum mechanical rules
The phenomenological success of the Bohr-Sommerfeld treatment was its ability to account for the wavelengths in spectra but initially, it could not predict the line intensities. 27 In effect, this was built into the model from the start. The theory, before the correspondence principle was added as an axiom, was explicitly unequipped to predict line strengths because of its focus on stationary states (orbits) at the expense of the radiation mechanism by transitions for the line emission. The concentration on orbital mechanics that had served so well for quick advances in quantum theory actually initially impeded progress in quantum mechanics. The introduction of noncommuting variables, even though superficially similar to the Poisson and Lagrange brackets that originated in classical mechanics, had no simple interpretation within the prevailing quasi-Newtonian framework. The key to understanding why the research program nearly collapsed is, I think, connected with a feature of the old quantum calculations. Essentially all you needed was to take the integrals of motion for your model Hamiltonian and quantize them. The procedure was simple, if inelegant, and produced fitting formulae that could then be applied to laboratory analysis. While nothing truly fundamental emerged, and there were serious problems with reconciling the quantum rules with other physical principles, foundational questions could be eschewed in favor of preserving the appearances.
28
With Heisenberg's paper on the hydrogen atom [Heisenberg, 1925] the focus shifted from orbits to oscillators. This is natural: if the angular momentum is a conserved quantity, only the radial equation of 26 For example, by taking the observable value of J 2 to be j (j + 1) for some angular momentum J, and using L = i l i and S = i s i for the orbital and spin angular momenta, respectively, they could compute the multiplet structure of similar orbits (or orbitals) without solving the Schrödinger equation by using J = L + S. Landé had come to a similar picture from the anomalous Zeeman effect; see Forman [1970] . The explanation for the rule for obtaining the quadratic representations of the angular momenta had to await the derivations by Schrödinger and Heisenberg.
27 Bohr [1913] introduction of the correspondence principle in 1918 extended the feasibility of intensity and polarization calculations. It asserted that the amplitudes of oscillations in conditionally periodic systems were identical to the frequencydependent dipole moments and, through the application of Larmor's law, predicted the relative intensities of the modes. This principle also looked very familiar to applied mathematicians, especially from electromagnetic theory, although it was comparatively new in the American community, which had dealt more with periods than amplitudes of mechanical systems. There was an established optical tradition, however, dealing with wave phenomena and interference since Michaelson's work on physical optics at the end of the 19th century.
28 How like the 16th century attitude when practical considerations could easily blind natural philosophers to the physical inconsistencies of the Ptolemaic universe. An early view of this sort in one of the first American monographs on quantum mechanical treatment of atomic spectra is expressed by Condon and Shortley [1935] : "The unsatisfactoriness of the theory came more and more into the foreground in the early part of the 1920-1930 decade after ten years in which physicists were busy making such progress as was possible with the original Bohr theory." They go on to deprecate the older model: "The earlier work is usually referred to as quantum theory: it consisted of a few quantum postulates patched on to the classical kinematics and dynamics" (p. 6f). Sommerfeld explicitly acknowledges this in his appendix [Sommerfeld, 1923] on the Bohr correspondence principle by contrasting the calculation of orbits with the electrodynamic problem of quantizing the emission due to transitions between them. motion need be solved and this is the same as an anharmonic oscillator (hence the concentration on this model system in the first papers by the Göttingen physicists). Fourier analysis of the amplitudes had been introduced as early as Bohr's 1918 paper on the correspondence principle (see, e.g., van der Waarden [1966] ; Heilbron and Kuhn [1969] ). These had treated only the harmonics of orbital periodicities. Now the Göttingen physicists made a fundamental shift, concentrating instead on the amplitudes as transition probabilities along the lines of Einstein's 1917 derivation of the Planck radiation law and explicitly using the combination rule for transitions between states that ν ij = ν ik + ν kj . This step is made clear in Heisenberg's paper where he contrasts the classical (read old quantum theoretic) quantity
which derives from ν(n, α) = αν(n) = (α/ h) dW/dn, with the "quantum-theoretical" quantity
that comes instead from the Bohr-Einstein condition
Here ν is a frequency, W is the energy of a state, and the integers are quantum numbers (integer labels) for the states. He then explicitly contrasts the Fourier expansion of a state in terms of modes of stationary vibration, guided by the correspondence principle,
with the "quantum-theoretical" quantity that represents only transition-induced emission:
Finally, Heisenberg reinterprets the Hamilton-Jacobi classical condition
to read, in quantum-theoretic form,
None of this would have looked either familiar or congenial to the dynamicists of the older school. In fact, in Born and Jordan [1925] , the first two long chapters are devoted to explanations of symbolic methods for manipulating operators and matrices, leading to the treatment of the anharmonic oscillator. By quantizing the Hamiltonian equations of motion, they arrive at
where p is the momentum and q is the position, both of which are (now) matrices (operators). The model problem had returned to its historical roots, studying the interaction of matter and radiation. It was as if the original program had been derailed at worst or sidetracked at best. The quantum had been introduced to explain the photoelectric effect and blackbody radiation. With its apparent successes in spectroscopic phenomenology, the ersatz dynamics of the Bohr-Sommerfeld atom had been too long a diversion from the real program.
Perturbation theory and secular equations were the lingua franca of celestial mechanics and all of the founders of quantum mechanics knew them well (Heisenberg had been Sommerfeld's student, Born had learned matrices from Minkowski and secular equations from Schwarzschild, etc.). The mystery was the meaning of the noncommutative relation between momentum and position, [q, p] = ih, not how to get there. The language of operators was, however, quite new to most American mathematicians who were still arguing about vector calculus and not yet acquainted with the methods of Lie for treating dynamical systems. The generation that had successfully accommodated the Bohr atom now found itself at a loss to see how to deal with this new orbitless atom. 29 Indeed, it was actually the chemists-notably G.N. Lewis, I. Langmuir, and R. Tolman-who were quickest to assimilate this new picture, just as they had been the first to recognize the weaknesses in the older theory. The reason is simple: chemical bonding is not the same as atomic structure and did not lend itself to a simple dynamical description. 30 The change in Bohr's views by 1921, combining the multiple electron states into shells, accorded far better with the chemists' structural requirements than the original independent particle approach. Yet this too was a cheat, simply a way of using some adumbrated coupling scheme (for instance, Landé's idea of core and outlier electrons or the L-S procedure). Yet it worked as an explanation far better than orbits: molecular structure could be easily grasped in terms of potentials, and this is basically what Lewis introduced with the notion of valency. Derived from the same mathematical basis as celestial mechanics-the Jacobi integral that Sommerfeld had stressed-the notion of a distributed charge within a bound potential rather than an isolated orbit seemed to make the explanation of chemistry much more logical and consistent. 
Conclusion
As a tool for deriving phenomenological laws for spectroscopy, the old quantum theory was seductively-albeit superficially-successful. Yet within a few years of its introduction in the States, it had begun to run dry of results, leaving only a set of rules and confusion. The collapse of the The presentations of atomic theory in the 1930s and afterward split starkly into two camps. In their influential monograph, Condon and Shortley [1935] relegate the Bohr-Sommerfeld atom to their terse historical introduction, quickly distancing themselves from it in favor of operational methods. Kemble [1937] completely ignores it in favor of jumping immediately to wave mechanics. In contrast, standard books on spectroscopy used in the States, e.g., Herzberg [1940] continue to present stationary states as orbits as a serious visualization tool, Page [1925] treats the model in his general textbook on theoretical physics, and Houston [1951] has a long section on Hamiltonian mechanics and classical analogs. Most modern physics books for use in the third semester introductory sequence still heuristically derive the Bohr atom, yet I know of no advanced textbook on quantum mechanics now in use that includes any discussion of this model. 30 Lewis [1923] differentiates the two problems as the "physicist's problem" of explaining spectra and the "chemist's problem" of explaining the periodic table. This distinction still appears in the treatment of atomic structure between chemists and physicists. How strange it must be for a chemistry student to have to inhabit both worlds when faced with orbitals in introductory chemistry and orbits in introductory physics! 31 Lewis and Langmuir had already introduced these ideas as early as 1919; the summary book by Lewis [1923] actually predated de Broglie's and Schrödinger's wave mechanical treatments of atomic structure by nearly two years.
Sommerfeld quantum program in the mid-20s left a temporary vacuum that was only filled by returning physicists, such as Van Vleck and Oppenheimer, who had absorbed the new methods at Göttingen, Zürich, and Cambridge. Having started their professional training after WW I, they were not as steeped as their teachers in celestial mechanics, which had by that time largely drifted into the domain of the astronomers, but were more familiar with the correspondence principle and its applications to radiation theory. In a sense, this ignorance facilitated their shift to quantum mechanics since they were less encumbered with antiquated models. They had, however, benefited from the extensive development of the fundamental mathematical techniques left behind in the wake of quantum theory's demise, especially the generalized Hamilton-Jacobi theory. Their model systems had also changed from the earlier investigations. Where once there had been orbits, now there were oscillators whose frequencies had no correspondence to periods. The microworld was no longer a microcosmos.
