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ON A CATEGORICAL FRAMEWORK FOR CLASSIFYING
C∗-DYNAMICS UP TO COCYCLE CONJUGACY
GÁBOR SZABÓ
Abstract. We provide the rigorous foundations for a categorical ap-
proach to the classification of C∗-dynamics up to cocycle conjugacy.
Given a locally compact group G, we consider a category of (twisted)
G-C∗-algebras, where morphisms between two objects are allowed to
be equivariant maps or exterior equivalences, which leads to the con-
cept of so-called cocycle morphisms. An isomorphism in this category is
precisely a cocycle conjugacy in the known sense. We show that this cat-
egory allows sequential inductive limits, and that some known functors
on the usual category of G-C∗-algebras extend. After observing that
this setup allows a natural notion of (approximate) unitary equivalence,
the main aim of the paper is to generalize the fundamental intertwining
results commonly employed in the Elliott program for classifying C∗-
algebras. This reduces a given classification problem for C∗-dynamics
to the prevalence of certain uniqueness and existence theorems, and
may provide a useful alternative to the Evans–Kishimoto intertwining
argument in future research.
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Introduction
The concept of noncommutative dynamics is deeply rooted and ubiquitous
within the subject of operator algebras, arguably because of the interesting
ways in which groups can act on noncommutative structures. On the one
hand, elementary models of quantum mechanics conceptualize the passage
of time in a physical system via an action of the real numbers R on a
suitable operator algebra of observables. On the other hand, every classical
topological dynamical system, say consisting of a locally compact group G
acting on a locally compact space X, can be considered as a C∗-dynamical
system G y C(X) and then studied with the aid of operator algebraic
methods. The overarching concepts of C∗-dynamics and W∗-dynamics unify
these ideas in one neat package.
Noncommutative dynamics have been taking center stage on the W∗-side
ever since the development of the fundamental structure theory of factors,
notably including Tomita–Takesaki theory [104, 10] and the work of Connes–
Haagerup for injective W∗-algebras [12, 30]. The structure of actions of (dis-
crete) amenable groups on injective factors has subsequently been unraveled
by the combined work of many researchers [11, 13, 49, 84, 93, 53, 51, 70].
Through groundbreaking research spear-headed by Popa, various superrigid-
ity phenomena were discovered in the context of W∗-dynamics for actions
of nonamenable groups [87, 108, 40], which stand in great contrast to the
amenable setting via results such as the Connes–Feldman–Weiss theorem
[14].
In a similar fashion and in part motivated by the above, C∗-algebraists
have long been interested to either apply or explore the structure of C∗-
dynamical systems. The focus has mostly been on two natural but opposite
extremes. One possibility is to consider certain topological dynamical sys-
tems G y X and investigate the crossed products C(X) ⋊ G, either for
their classifiability [88, 19, 69, 27, 107, 37, 94, 103, 38, 35, 39, 54, 55] or
for the information that their isomorphism classes retain about the original
dynamics [33, 28]. Another possibility is to start with certain group actions
G y A on simple C∗-algebras and ask for their classification up to cocycle
conjugacy, preferably using computable invariants such as K-theory. The
present work should be considered as a piece in the latter line of research.
In direct comparison to the W∗-side, our understanding of C∗-dynamics
on simple C∗-algebras is still somewhat underdeveloped. Nevertheless, the
past attempts to classify automorphisms or group actions on simple C∗-
algebras have been both numerous and highly inventive. We shall give a
brief (albeit incomplete) summary of the state of the art here. Many of the
attempts to classify C∗-dynamics have so far been underpinned by some kind
of Rokhlin-type property. After ideas of this type have surfaced in work of
Connes, a propotypical definition of sort made its way to C∗-algebras via
work of Herman–Jones and Herman–Ocneanu [32, 31]. After a few more
applications of these ideas [7, 89, 4, 60], notably in the study of certain
purely infinite C∗-algebras, the correct version of the Rokhlin property for
single automorphisms was pinned down and exploited to great success [58,
21, 20, 61, 62, 5, 63]. This line of research has been considerably extended
and perfected to this day in subsequent work by many researchers to classify
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automorphisms on more general C∗-algebras or actions of certain higher-rank
groups [79, 80, 72, 52, 91, 44, 73, 74, 83, 45, 46]. The Rokhlin property for
actions of finite groups was introduced by Izumi [41, 42], who also showcased
its rigid behavior by giving a satisfactory classification theory up to conjugcy.
Results of this type were subsequently found for not necessarily unital C∗-
algebras [81, 26, 82], actions of compact groups [36, 23, 24], and compact
quantum groups [1]. The Rokhlin property for flows was introduced by
Kishimoto in [59], who provided evidence why one should expect that these
can be classified up to cocycle conjugacy [65, 6]. This was confirmed in my
recent work [95], which was in part inspired by [71].
A related but not identical line of research relating to tensorial absorption
of strongly self-absorbing dynamical systems was fleshed out and applied in
[99, 98, 96, 97, 102, 100, 101]. This was in turn heavily based on pioneering
work in [64, 44, 29, 75, 76] that exploited ideas of this nature long before.
Related recent results include [67, 68, 92, 25].
The purpose of the present work can be seen as an attempt to reconsider
and improve on the overarching framework and some of the elementary
analytic methods involved in the classification of group actions up to cocycle
conjugacy. As motivation, let us recall a simple fact that has fundamental
consequences for the Elliott classification program of C∗-algebras:
Theorem (cf. [90, Corollary 2.3.4] and [18]). Let A and B be two separable
C∗-algebras. Suppose that ϕ : A → B and ψ : B → A are two (extendible)1
∗-homomorphisms such that the compositions ψ ◦ ϕ and ϕ ◦ ψ are approxi-
mately inner endomorphisms on A and B, respectively. Then ϕ and ψ are
approximately unitarily equivalent to mutually inverse isomorphisms between
A and B.
The utility of this statement comes from the fact that it implicitly gives
us a roadmap on how to classify a given category C of separable C∗-algebras
by a functorial invariant “Inv”. The first step is to establish a uniqueness
theorem for the invariant, which typically asserts that two (sufficiently non-
trivial) ∗-homomorphisms ϕ,ψ : A → B with A,B ∈ C are approximately
unitarily equivalent if Inv(ϕ) = Inv(ψ). The second step is to establish an
existence theorem for the invariant, which typically asserts that for A,B ∈ C,
every suitable arrow Inv(A) → Inv(B) lifts to a ∗-homomorphism A → B.
The third step is to tie it all together with the above theorem for A,B ∈ C:
Combing the first two steps, an invertible arrow Inv(A)→ Inv(B) gives rise
to two ∗-homomorphisms A → B → A as required by the theorem above,
which implies that A andB are isomorphic. This framework for classification
has been at the heart of the Elliott program since the early Bratteli–Elliott
classification [3, 17] of AF algebras (with the ordered K0-group playing the
role of “Inv”), and has essentially remained unchanged notwithstanding the
1To be precise, one is faced with a choice here for the original proof in [90] to
be correct. Either one has to assume that the involved ∗-homomorphisms are ex-
tendible (see Definition 1.7) or one has to use the notion of approximate innerness
involving unitaries in the smallest unitizations of A and B, respectively, instead of
their multiplier algebras. The latter is suggested on the Errata page for [90]; cf.
http://web.math.ku.dk/~rordam/Encyclopaedia.html.
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staggeringly increasing depth behind the modern versions of the correct
invariant as well as the uniqueness and existence theorems.
Despite the importance of attempting to classify C∗-dynamical systems up
to cocycle conjugacy [43], there is still no clear-cut analog of this roadmap
in general. For compact acting groups, it is relatively straightforward to
come up with some suitable generalization of the statement in the above
theorem, and to come up with analogous uniqueness and existence theorems
to classify actions up to genuine conjugacy. In fact this viewpoint has been
leveraged to classify actions with the Rokhlin property in [26, 1].
For non-compact acting groups, on the other hand, it is much less clear
what an analogous roadmap for classification would be from consulting the
literature. In light of some very elementary examples [43, Section 2.2], it
is clear that classification up to genuine conjugacy on sufficiently noncom-
mutative C∗-algebras is not feasible using a computable invariant, and has
to be weakened to cocycle conjugacy instead. The usual way to classify ac-
tions of groups like Z or R, as pioneered by Kishimoto, follows a somewhat
different path to the above: Instead of the uniqueness theorem, one needs
to bother with establishing a cohomology-vanishing statement for the group
actions under consideration. Instead of the existence theorem, one needs to
determine when two actions on the same C∗-algebra are approximate cocy-
cle perturbations of each other. Instead of the intertwining theorem above,
one then combines these pieces with a fairly involved Evans–Kishimoto in-
tertwining argument (cf. [21]), which directly gives one cocycle conjugacy
between two dynamical systems. One may certainly argue that this runs
somewhat parallel to the three step recipe sketched in the context of classi-
fying C∗-algebras, but the analogy only goes so far. Despite being an un-
doubtedly ingenious method, the Evans–Kishimoto intertwining argument
does not shed much light on the category of C∗-dynamics being classified as
a whole, but rather helps one to compare cocycle conjugacy classes directly.
In a way, the assumptions entering into the Evans–Kishimoto intertwining
argument to relate two actions α, β : Gy A should (in general) be seen as
extremely strong by design, in order to ensure that some kind of existence
proof for both α → β and β → α and the uniqueness proof for their com-
positions is taken care of in one fell swoop. It is therefore not surprising
that classification via this method gets increasingly difficult to implement
with more complicated acting groups, as the necessary assumptions for per-
forming the intertwining argument appear to be more and more difficult to
handle; see [45, 46] for recent state of the art results that serve as a good
example for this phenomenon.
The subject of this paper is to provide a categorical framework in which
Elliott’s approach to classification carries over directly to the context of C∗-
dynamics. The obvious first obstacle is given by the fact that the category
of G-C∗-algebras, with G being a locally compact group, is usually equipped
with the genuine equivariant ∗-homomorphisms as morphisms. The naive
way to overcome it is to add the least amount of extra information to the
category as to include the language necessary to describe cocycle conjugacy:
Definition A. Let G be a locally compact group and let α : G y A and
β : G y B be two actions on C∗-algebras. A cocycle representation from
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(A,α) to (M(B), β) is a pair (ϕ,u) consisting of a ∗-homomorphism ϕ : A→
M(B) and a β-cocycle u : G→ U(M(B)) satisfying Ad(ug)◦βg ◦ϕ = ϕ◦αg
for all g ∈ G. If ϕ(A) ⊆ B, we call the pair (ϕ,u) a cocycle morphism from
(A,α) to (B,β).
Notice that in the special case u = 1 above, we simply recover what it
means for the ∗-homomorphism ϕ to be equivariant with respect to α and β.
On the other hand, if (A,α) = (B,β) and ϕ = idA, we recover what it means
for two G-actions on the same C∗-algebra to be exterior equivalent via the
cocycle u. In other words, the usual category of G-C∗-algebras is enlarged
by declaring that exterior equivalences are also morphisms. It turns out that
there is a natural way to define a composition between cocycle morphisms2;
see Proposition 1.15. This enables one to define a larger category of G-C∗-
algebras, which we choose to call the cocycle category. Anybody who is
familiar with the concept of cocycle conjugacy will certainly not be taken
by surprise by the fact that in this category, an isomorphism between G-C∗-
algebras is precisely a cocycle conjugacy in the known sense.
The rigorous introduction to this framework along with some elementary
examples and observations will occupy most of the first section. The level
of generality in the main body of the paper is higher than indicated up to
this point, because this framework makes sense and will be developed in
the context of twisted G-C∗-dynamical systems à la Busby–Smith [8, 85].
It is noteworthy that the categorical framework pursued here is strikingly
similar to (part of) a higher category approach to (twisted) C∗-dynamics due
to Buss–Meyer–Zhu [9], although ultimately used for a different purpose. In
their terminology, a weakly equivariant map or transformation is precisely a
cocycle morphism (ϕ,u) with the extra assumption that the map ϕ is non-
degenerate. Looking back further, one may argue for G = R that traces of
this idea can be found in Kishimoto’s work [66], where in the context of a
flow α : R y A, the cocycle conjugacies (A,α) → (A,α) have been studied
as core symmetries and identified as an interesting invariant.
The second section deals with inductive limits. We show that in the
cocycle category, sequential inductive limits always exist, and can be con-
structed explicitly in the language of the ordinary C∗-algebra inductive limit
construction. We furthermore discuss topologies on the Hom-sets, which for
pairs (ϕ,u) as in Definition A will usually boil down to the point-norm
topology in the first variable, and the uniform strict topology over compact
subsets of G in the second variable. This gives rise to a suitable notion of
approximate unitary equivalence; cf. Definition 2.8 and Remark 2.9:
Definition B. Let (ϕ,u), (ψ,v) : (A,α) → (B,β) be two non-degenerate
cocycle morphisms. We say (ϕ,u) is approximately unitarily equivalent to
(ψ,v), if there exists a net uλ ∈ U(M(B)) such that
lim
λ→∞
(Ad(uλ) ◦ ϕ, uλu•β•(uλ)
∗) = (ψ,v).
In the special case where (B,β) = (A,α) and (ϕ,u) = (idA,1), we say that
(ψ,v) is approximately inner.
2Similarly to the previous footnote, one is again faced with two possibilities here, depend-
ing on whether one prefers to work with unitaries in unitizations or multiplier algebras.
Both perspectives merit investigation and will be pursed in the paper.
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The third and fourth sections are concerned with providing detailed gen-
eralizations of the elementary intertwining results commonly employed in
the classification program of C∗-algebras, in particular utilizing approxi-
mate unitary equivalence. This part of the paper can be seen as a variant
of some early sections in [90] for C∗-dynamics. There are several layers of
generality treated in this context, but we shall for now cherry-pick the fol-
lowing result from the third section to illustrate the parallels to the theorem
above; the following is a special case of Corollary 3.7:
Theorem C. Let (A,α) and (B,β) be two separable G-C∗-algebras. Sup-
pose that (ϕ,u) : (A,α) → (B,β) and (ψ,v) : (B,β) → (A,α) are two
non-degenerate cocycle morphisms such that the compositions (ψ,v)◦(ϕ,u)
and (ϕ,u)◦(ψ,v) are approximately inner on (A,α) and (B,β), respectively.
Then (ϕ,u) and (ψ,v) are approximately unitarily equivalent to mutually
inverse cocycle conjugacies between (A,α) and (B,β).
In a nutshell, this means that the framework discussed here comes equipped
with a clear-cut roadmap for classification of C∗-dynamics up to cocycle
conjugacy, involving uniqueness and existence theorems just like explained
before in the context of the Elliott program. In some cases, this may provide
a useful alternative to classification via the Evans–Kishimoto intertwining
method. We note that the main result of [18] has been an apparent template
for Theorem C, and in fact the former directly implies the latter under the
assumpion that both A and B are unital. However, the assumptions in the
main result of [18] no longer apply in any obvious way to the non-unital
case. Since we are also interested in comparing more general inductive lim-
its via intertwining arguments, which is not handled in [18], we will build
the intertwining theory in our context from scratch.
In the fourth section, we will also deal with some one-sided intertwining
arguments, as well as prove a version of Theorem C involving asymptotic
unitary equivalence; see Theorem 4.5.3 In the fifth section we briefly re-
visit the concept of strong self-absorption for C∗-dynamical systems, which
turns out to be nicely expressible in the framework of this paper. The main
result of that section is a stronger version of the existing equivariant McDuff-
type theorems [99, 96] for non-unital C∗-algebras (see Theorem 5.6), which
holds under the assumption of equivariant Jiang–Su stability, and arises as
a straightforward consequence of an intertwining argument in the preced-
ing section. In the sixth section, we take a look at G-equivariant Kasparov
theory, and show that it naturally extends to a (bi-)functor on the cocy-
cle category of G-C∗-algebras. This holds true both in Kasparov’s original
Fredholm picture [50], as well as the Cuntz–Thomsen picture, which was
in fact conceptualized in Thomsen’s original work [105] by using cocycle
representations in the sense of Definition A. We also take the opportunity
to show that a certain continuity assumption in the definition of an equi-
variant Cuntz pair describing elements in a KKG-group is redundant; cf.
Proposition 6.9.
3To the best of my knowledge, the non-dynamical version of this fact is folklore but has
so far remained unpublished.
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1. Introduction to the cocycle category
1.1. Preliminaries. Throughout, G will denote a second-countable, locally
compact group. The capital letters A,B,C will usually denote C∗-algebras.
For elements a and b in some C∗-algebra, we frequently write a =ε b as
short-hand for ‖a−b‖ ≤ ε. The multiplier algebra of A is denoted asM(A),
whereas its unitary group will be denoted by U(A) if A is unital. We define
U(1+A) = (1+A)∩U(A†), where A† is the C∗-algebra arising from adding
a unit to A. One has a canonical isomorphism of groups U(A) ∼= U(1+A) in
case A is unital, even though the two sets are not equal. Normal alphabetical
letters such as u, v, U, V will be frequently used for unitary elements in C∗-
algebras. For a given unitary u ∈ U(M(A)) or u ∈ U(1 + A), we denote
by Ad(u) ∈ Aut(A) the inner automorphism given by a 7→ uau∗. Greek
letters such as α, β, γ are used for point-norm continuous maps G→ Aut(A).
Most of the time these are either group actions or part of a twisted action
on A. Fraktur letters such as u, v,w are used for strictly continuous maps
G×G→ U(M(A)), and usually denote the 2-cocycles belonging to a twisted
action on A. Double-struck letters such as u,v,U,V are used for strictly
continuous maps G → U(M(A)). In practice, these are often 1-cocycles
with respect to a G-action or more generally are part of a cocycle morphism,
as defined in the main body of the article.
Definition 1.1. Let G be a locally compact group. A twisted action of G
on a C∗-algebra A is a pair (α, u) for a point-norm continuous map α : G→
Aut(A) and a strictly continuous map u : G×G→ U(M(A)) satisfying
α1 = idA, αs ◦ αt = Ad(us,t) ◦ αst
and
us,1 = u1,s = 1, αr(us,t)ur,st = ur,surs,t
for all r, s, t ∈ G. We commonly write (α, u) : G y A. In this context, the
map u is referred to as a 2-cocycle, and the triple (A,α, u) is referred to as
a twisted G-C∗-algebra.
In the case that u is norm-continuous and takes values in U(1+A), we say
that (α, u) is a weakly twisted action and call the triple (A,α, u) a weakly
twisted G-C∗-algebra.
Remark 1.2. In the special case u = 1, we recover what it means for α to
be a G-action, and the pair (A,α) is then called a G-C∗-algebra, which we
will identify with the triple (A,α,1) when we view it as a (weakly) twisted
G-C∗-algebra in the canonical way.
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Let (A,α, u) be a twisted G-C∗-algebra as in the above definition. Some-
times it will be important to keep track of the triple (M(A), α, u), which in
general is not a twisted G-C∗-algebra in the above sense. The canonical in-
duced map α : G→ Aut(M(A)) is only point-strictly continuous instead of
point-norm continuous, but all the other axioms of a twisted G-C∗-algebra
make sense for this triple.
In what follows, we need to recall a few basic concepts from the theory of
twisted actions; see [85].
Remark 1.3. Let (A,α, u) be a twisted G-C∗-algebra. Recall that the
(maximal) twisted crossed product A ⋊α,u G comes with a covariant rep-
resentation (π,u) of (A,α, u), i.e., a non-degenerate ∗-homomorphism π :
A→M(A⋊α,u G) and a strictly continuous map u : G→ U(M(A⋊α,u G))
such that
uguh = π(ug,h)ugh and Ad(ug) ◦ π = π ◦ αg
for all g, h ∈ G. This covariant representation has the universal property
that every other one factors through it. To be more precise, whenever B is
another C∗-algebra and the pair πB : A→M(B) and uB : G→ U(M(B))
forms another (non-degenerate) covariant representation into M(B), then
there exists a unique non-degenerate ∗-homomorphism Φ : A ⋊α,u G →
M(B) such that πB = Φ ◦ π and uB = Φ ◦ u.
Definition 1.4. Let (α, u) : Gy A be a twisted action. Given any strictly
continuous map s : G→ U(M(A)) with s1 = 1, we may define a new twisted
action (α, u)s := (αs, us) via αsg = Ad(sg) ◦ αg and u
s
g,h = sgαg(sh)ug,hs
∗
gh
for all g, h ∈ G.
Definition 1.5. Two twisted actions (α, u), (β, v) : G y A on the same
C∗-algebra are called exterior equivalent, if there exists a strictly continuous
map s : G→ U(M(A)) with s1 = 1 such that (β, v) = (α, u)
s.
Remark 1.6. In light of Remark 1.2, if we restrict Definition 1.4 to genuine
actions α, β : Gy A, then we write αs = β to mean (αs,1) = (β,1), which
automatically forces s to be an α-1-cocycle (or briefly α-cocycle), and β to
be the associated cocycle perturbation. That is, we have sgh = sgαg(sh) for
all g, h ∈ G.
Definition 1.7. A ∗-homomorphism ϕ : A → M(B) is called extendible,
if for any increasing approximate unit eλ ∈ A, the net ϕ(eλ) ∈ M(B)
converges strictly to a projection p in M(B).4 In this case ϕ factorizes
through M(pBp) ∼= pM(B)p ⊆ M(B), where it becomes a non-degenerate
∗-homomorphism ϕp : A → M(pBp), which uniquely extends to a ∗-
homomorphism from the multiplier algebra M(A) that becomes strictly
continuous on the unit ball.
The map ϕ+ : U(M(A))→ U(M(B)) given by
ϕ+(u) = ϕp(u) + (1M(B) − p)
is then a well-defined, strictly continuous homomorphism between unitary
groups. It satisfies the formula ϕ+(u)ϕ(a) = ϕ(ua) for all a ∈ A and
u ∈ U(M(A)), which we will frequently use without mention. If ϕ happens
4In particular, if ϕ is non-degenerate, then it is extendible.
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to be non-degenerate, then it extends to a unital ∗-homomorphismM(A)→
M(B), in which case we can write ϕ(u) instead of ϕ+(u).
Remark 1.8. To avoid confusion, here is a word of caution for the reader.
Depending on context, we may use the similarly looking expression ϕ† to
denote the unital ∗-homomorphism A† → B† induced by a ∗-homomorphism
ϕ : A → B. Under this notation, if ϕ is assumed to be extendible and u is
a unitary in A†, then the unitary multiplier in M(B) arising from ϕ†(u) in
B† agrees with the multiplier ϕ+(u) in M(B) in the sense of the definition
above. In particular, these two pieces of notation, which could a priori mean
different things, always yield the same elements inM(B) whenever both are
defined.
Remark 1.9. If ϕ : A→M(B) and ψ : B →M(C) are two extendible ∗-
homomorphisms with corresponding projections p ∈ M(B) and q ∈M(C),
then one may compose them via
A
ϕp
−→M(pBp) ⊆M(B)
ψq
−→M(qCq) ⊆M(C)
and thus write ψ ◦ ϕ : A → M(C). This is clearly again an extendible ∗-
homomorphism with respect to the corner spanned by ψq(p) ≤ q in M(C).
It follows moreover that (ψ ◦ ϕ)+ = ψ+ ◦ ϕ+ as group homomorphisms
U(M(A))→ U(M(C)). We will use all this without further mention.
1.2. Cocycle representations and morphisms.
Definition 1.10. Let (α, u) : G y A and (β, v) : G y B be two twisted
actions on C∗-algebras.
(i) A cocycle representation from (A,α, u) to (M(B), β, v) is a pair (ϕ,u),
where ϕ : A→M(B) is an extendible ∗-homomorphism and u : G→
U(M(B)) is a strictly continuous map such that
(e1.1) Ad(ug) ◦ βg ◦ ϕ = ϕ ◦ αg
and
(e1.2) ϕ+(ug,h) = ugβg(uh)vg,hu
∗
gh
for all g, h ∈ G.
(ii) A cocycle morphism from (A,α, u) to (B,β, v) is a cocycle representa-
tion (ϕ,u) as above, with the additional requirement that ϕ(A) ⊆ B.
We will write (ϕ,u) : (A,α, u) → (B,β, v). The set of all such pairs
will be denoted by CoMor((α, u), (β, v)).
(iii) Suppose that (α, u) and (β, v) are both weakly twisted actions. A
reduced cocycle morphism from (A,α) to (B,β) is a pair (ϕ,u) :
(A,α, u) → (B,β, v), where ϕ : A → B is an arbitrary ∗-homomor-
phism, u is a norm-continuous map taking values in U(1 + B), and
such that the conditions (e1.1) and (e1.2) hold, with “ϕ+(ug,h)” being
replaced by “ϕ†(ug,h)”. The set of all such pairs will be denoted by
CoMorr((α, u), (β, v)).
We will refer to (e1.1) as the equivariance condition and to (e1.2) as the
cocycle identity for the pair (ϕ,u). In the special case that u = 1 is the
trivial map, we identify ϕ with the pair (ϕ,1) and say that
ϕ : (A,α, u)→ (B,β, v) or ϕ : (A,α, u)→ (M(B), β, v)
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is an equivariant ∗-homomorphism.
Remark 1.11. In the above definition, the equivariance condition implies
u1 = 1 due to the fact that we have u1,1 = 1A, v1,1 = 1B and β1 = idB.
Remark 1.12. If we restrict Definition 1.10 to the case of genuine G-C∗-
algebras (A,α) and (B,β), then a cocycle representation
(ϕ,u) : (A,α)→ (M(B), β)
is a pair such that u : G → U(M(B)) is a β-cocycle in the ordinary sense
by (e1.2), and (e1.1) means that the corresponding cocycle perturbation
βu : G y B turns ϕ into an α-βu-equivariant ∗-homomorphism. In this
particular case, we may sometimes call such a pair (ϕ,u) a cocycle represen-
tation even if ϕ is not assumed to be extendible. Although this definition
is too weak to define a category as we will do below, it is nevertheless rel-
evant in the description of G-equivariant KK-theory as treated in the last
section. The analogous observation as above is true for cocycle morphisms
to (B,β), and being a reduced cocycle morphism additionally means that u
is a (norm-continuous) cocycle in U(1+B).
Example 1.13. Given a twisted action (α, u) : G y A, a covariant rep-
resentation into M(B) in the sense of Remark 1.3 is just a non-degenerate
cocycle representation (πB ,uB) : (A,α, u)→ (M(B), id,1).
Example 1.14. Let (α, u) : G y A be a twisted action. For any strictly
continuous map s : G→ U(M(A)) with s1 = 1, we obtain (by definition) a
cocycle morphism
(idA, s) : (A,α
s, us)→ (A,α, u).
We refer to such an example as an exterior equivalence. If s is norm-
continuous and takes values in U(1+A), then we call this a reduced exterior
equivalence. In particular, if α is a genuine action and u is an α-cocycle,
then
(idA,u) : (A,α
u)→ (A,α)
is an exterior equivalence, and it is moreover a reduced exterior equivalence
precisely when u is a norm-continuous map with values in U(1+A).5
1.3. The cocycle category.
Proposition 1.15. Let (α, u) : Gy A, (β, v) : Gy B and (γ,w) : Gy C
be three twisted actions on C∗-algebras.
(i) Suppose that
(A,α, u)
(ϕ,u)
−→ (M(B), β, v) and (B,β, v)
(ψ,v)
−→ (M(C), γ,w)
are two cocycle representations. Then the composition, which we de-
fine as the pair
(ψ,v) ◦ (ϕ,u) := (ψ ◦ ϕ,ψ+(u) · v)
defines a cocycle representation from (A,α, u) to (M(C), γ,w). This
binary operation is associative.
5We will see later in Proposition 6.9 that norm-continuity of u is a redundant assumption
that happens to hold automatically if it takes values in U(1 + A).
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(ii) In this sense, the composition of two cocycle morphisms is again a
cocycle morphism.
(iii) Suppose that all three of them are weakly twisted actions. If
(A,α)
(ϕ,u)
−→ (B,β) and (B,β)
(ψ,v)
−→ (C, γ)
are two reduced cocycle morphisms, then the composition formula above,
with “ψ+” replaced by “ψ†”, defines a reduced cocycle morphism.
Proof. (i): Let us first verify the equivariance condition. Using the equiv-
ariance condition for both pairs (ϕ,u) and (ψ,v), one has for all g ∈ G
that
Ad(ψ+(ug)vg) ◦ γg ◦ ψ ◦ ϕ = Ad(ψ
+(ug)) ◦
(
Ad(vg) ◦ γg ◦ ψ
)
◦ ϕ
= Ad(ψ+(ug)) ◦ ψ ◦ βg ◦ ϕ
= ψ ◦
(
Ad(ug) ◦ βg ◦ ϕ
)
= ψ ◦ ϕ ◦ αg.
Let us now verify the cocycle identity. For all g, h ∈ G, we use equivariance
and cocycle identities for our given cocycle representations to see that
ψ+(ug)vgγg
(
ψ+(uh)vh
)
wg,hv
∗
ghψ
+(ugh)
∗
= ψ+(ug)
(
vgγg
(
ψ+(uh)
)
v
∗
g
)(
vgγg(vh)wg,hv
∗
gh
)
ψ+(u∗gh)
= ψ+(ug)ψ
+(βg(uh))ψ
+(vg,h)ψ
+(ugh)
∗
= ψ+
(
ugβg(uh)vg,hu
∗
gh
)
= (ψ ◦ ϕ)+(ug,h).
So the pair (ψ ◦ϕ,ψ+(u)v) is indeed a cocycle representation from (A,α, u)
to (M(C), γ,w).
In order to obtain associativity, let (δ, x) : G y D be a twisted action
and (θ,w) : (C, γ,w) → (M(D), δ, x) another cocycle representation. Then
evidently θ ◦ (ψ ◦ ϕ) = (θ ◦ ψ) ◦ ϕ and
θ+
(
ψ+(ug)vg
)
·wg = (θ ◦ ψ)
+(ug) · ψ
+(vg)wg
for all g ∈ G, which by definition yields
(θ,w) ◦
(
(ψ,v) ◦ (ϕ,u)
)
=
(
(θ,w) ◦ (ψ,v)
)
◦ (ϕ,u)
Part (ii) is trivial, and (iii) follows from the same computations if we
replace all instances of “ψ+” with “ψ†”. 
Definition 1.16. We define the following categories:
(i) The twisted cocycle category C∗G,t is defined as the category with
objects being the twisted G-C∗-algebras, and the morphisms from
(A,α, u) to (B,β, v) being the cocycle morphisms
(ϕ,u) : (A,α, u) → (B,β, v).
Composition of morphisms in C∗G,t is defined via the operation in
Proposition 1.15. On any object (A,α, u), the identity morphism in
this category is given by (idA,1), which we will sometimes abbreviate
as idA if there is no cause for confusion.
(ii) The cocycle category C∗G is the full subcategory of C
∗
G,t with objects
being all the genuine G-C∗-algebras (A,α).
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(iii) The reduced twisted cocycle category C∗G,t,r has the weakly twisted G-
C∗-algebras as objects, and reduced cocycle morphisms as morphisms.
The full category given by all genuine G-C∗-algebras is called the re-
duced cocycle category and is denoted C∗G,r.
Remark 1.17. Any cocycle morphism (ϕ,u) : (A,α, u) → (B,β, v) can
always be expressed as the composition
(A,α, u)
(ϕ,1)
−→ (B,βu, vu)
(idB,u)
−→ (B,β, v)
of a genuine equivariant ∗-homomorphism and an exterior equivalence.
Remark 1.18. A cocycle morphism (ϕ,u) : (A,α, u) → (B,β, v) is in-
vertible in the category C∗G,t if and only if ϕ is an isomorphism between
C∗-algebras. The inverse is then given by the formula
(ϕ,u)−1 = (ϕ−1, ϕ−1(u)∗) : (B,β, v)→ (A,α, u).
We will refer to an invertible cocycle morphism as a cocycle conjugacy.
As the terminology suggests, there exists a cocycle conjugacy between
the twisted G-C∗-algebras (A,α, u) and (B,β, v) if and only if the twisted
actions (α, u) : G y A and (β, v) : G y B are cocycle conjugate in the
ordinary sense.
In an analogous fashion, we define a reduced cocycle conjugacy between
weakly twisted G-C∗-algebras as an isomorphism in the category C∗G,t,r. This
is a stronger requirement than cocycle conjugacy in the sense that exterior
equivalence has to be implemented by unitaries coming directly from the
(unitized) underlying C∗-algebra rather than its multiplier algebra.
Remark 1.19. Let α : G y A be a genuine action, and (β, v) : G y B
a twisted action. If there exists a cocycle representation (ϕ,u) : (A,α) →
(M(B), β, v), then the cocycle identity (e1.2) immediately implies that v is
a coboundary, i.e., (β, v) is exterior equivalent to a genuine action.
The reverse statement is not true, on the other hand, as there generally
exist many cocycle representations from (B,β, v) to (M(K), id,1), which
are nothing but covariant representations, provided that B is separable.
Example 1.20. Let (α, u) : Gy A be a twisted action. Then any unitary
element v ∈ U(M(A)) gives rise to the cocycle conjugacy(
Ad(v), vα•(v)
∗
)
: (A,α, u)→ (A,α, u).
If it is clear from context that we are making statements within the category
C∗G,t, then we simply write Ad(v) :=
(
Ad(v), vα•(v)
∗
)
. We will refer to such
morphisms as inner cocycle (auto-)morphisms.
Proof. Equivariance follows from
Ad(vαg(v)
∗) ◦ αg ◦Ad(v) = Ad(v) ◦ αg
and the cocycle identity follows from
vαg(v)
∗αg
(
vαh(v)
∗
)
ug,hαgh(v)v
∗ = v(αg ◦ αh)(v)
∗ug,hαgh(v)v
∗
= vug,hv
∗ = Ad(v)(ug,h).
So indeed Ad(v) always defines a cocycle morphism. 
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Example 1.21. Let (α, u) : G y A be a weakly twisted action. Then for
any unitary v ∈ U(1+A), the cocycle conjugacy
Ad(v) =
(
Ad(v), vα•(v)
∗
)
: (A,α, u) → (A,α, u).
as defined above becomes a reduced cocycle conjugacy.
Remark 1.22. Let (α, u) : G y A and (β, v) : G y B be two twisted
actions. If (ϕ,u) : (A,α, u) → (M(B), β, v) is a cocycle representation and
v ∈ U(M(B)) is a unitary, then the composition with its inner cocycle
automorphism is given as
Ad(v) ◦ (ϕ,u) =
(
Ad(v) ◦ ϕ,Ad(v)(u•) · (vβ•(v)
∗)
)
= (Ad(v) ◦ ϕ, vu•β•(v)
∗).
Proposition 1.23. Let (α, u) : Gy A be a twisted action. Then the inner
cocycle automorphisms of (A,α, u) form a normal subgroup in the cocycle
automorphism group of (A,α, u).
Proof. Let (ϕ,u) : (A,α, u) → (A,α, u) be a cocycle conjugacy and v ∈
U(M(A)). Then
(ϕ,u) ◦ Ad(v) ◦ (ϕ,u)−1 = (ϕ,u) ◦Ad(v) ◦ (ϕ−1, ϕ−1(u•)
∗)
= (ϕ,u) ◦ (Ad(v) ◦ ϕ−1, vϕ−1(u•)
∗α•(v)
∗)
= (Ad(ϕ(v)), ϕ(v)u∗•ϕ(α•(v))
∗ · u•)
= (Ad(ϕ(v)), ϕ(v)α•(ϕ(v))
∗)
= Ad(ϕ(v)).

1.4. Functoriality of crossed products.
Definition 1.24. Let (α, u) : G y A and (β, v) : G y B be two twisted
actions on C∗-algebras. We denote by (πA,uα) the universal covariant rep-
resentation of (A,α, u), and (πB ,uβ) the universal covariant representation
of (B,β, v), which appear in the definition of their respective twisted crossed
products. For a non-degenerate cocycle representation (θ,x) : (A,α, u) →
(M(B), β, v), we define the non-degenerate ∗-homomorphism Θ = (θ,x) ⋊
G : A ⋊α,u G → M(B ⋊β,v G) between the (full) twisted crossed products
via
Θ ◦ πA = πB ◦ ϕ, Θ(uαg ) = π
B(xg)u
β
g , g ∈ G.
Notice that there is indeed a unique such ∗-homomorphism by the universal
property of A ⋊α,u G, as these formulas define a covariant representation
into M(B ⋊β,v G). If (ϕ,u) is a cocycle morphism into (B,β, v), then the
image of Φ is contained in B ⋊β,v G.
Proposition 1.25. Let
(A,α, u)
(ϕ,u)
−→ (M(B), β, v), (B,β, v)
(ψ,v)
−→ (M(C), γ,w)
be two non-degenerate cocycle representations between twisted G-C∗-algebras.
Then the construction in Definition 1.24 is compatible with respect to com-
positions, i.e., one has(
(ψ,v) ⋊G
)
◦
(
(ϕ,u) ⋊G
)
=
(
(ψ,v) ◦ (ϕ,u)
)
⋊G.
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In particular, if we restrict to non-degenerate maps, then the (twisted) crossed
product construction is functorial on the (twisted) cocycle category C∗G,t.
Proof. Let us denote
Φ = (ϕ,u) ⋊G, Ψ = (ψ,v) ⋊G, Θ = (ψ ◦ ϕ,ψ(u)v) ⋊G.
Then we can see directly at the level of covariant representations that
Ψ ◦ Φ ◦ πA = Ψ ◦ πB ◦ ϕ = πC ◦ ψ ◦ ϕ = Θ ◦ πA
and
Ψ(Φ(uαg )) = Ψ(π
B(ug)u
β
g ) = π
C(ψ(ug))π
C(vg)u
γ
g = Θ(u
α
g )
for all g ∈ G. By the universal property of A⋊α,uG with respect to covariant
representations, this forces Θ = Ψ ◦ Φ and finishes the proof. 
2. Inductive limits
Notation 2.1. Let An be a sequence of C
∗-algebras and ϕn : An → An+1
a sequence of ∗-homomorphisms. If we view this as an inductive system so
that we can define the inductive limit A = lim
−→
{An, ϕn}, we will denote
ϕn,m = ϕm−1 ◦ · · · ◦ ϕn+1 ◦ ϕn : An → Am, m > n ≥ 1.
For notational convenience we also set ϕn,n = idAn . Furthermore the uni-
versal map from the n-th building block into the limit will be denoted as
ϕn,∞ : An → A, n ≥ 1.
If every connecting map ϕn is extendible, then so is every ∗-homomorphism
of the form ϕn,m or ϕn,∞. Analogously, if
(ϕn,u
(n)) : (An, α
(n), u(n))→ (An+1, α
(n+1), u(n+1))
is an inductive system of cocycle morphisms between twisted G-C∗-algebras,
we introduce the symbolic notation (ϕ,u)n,m for m > n ≥ 1, and
(ϕ,u)n,∞ : (An, α
(n), u(n))→ (A,α, u),
provided that (A,α, u) is the inductive limit in the category C∗G,t. The fact
that this always exists is the subject of the next proposition.
Proposition 2.2. Sequential inductive limits exist in the category C∗G,t.
To be more precise, let
(ϕn,u
(n)) : (An, α
(n), u(n))→ (An+1, α
(n+1), u(n+1))
be an inductive system of cocycle morphisms between twisted G-C∗-algebras.
Then the inductive limit in C∗G,t is of the form (A,α, u), where A = lim−→
{An, ϕn}
is the ordinary inductive limit C∗-algebra. The universal cocycle morphisms
(ϕ,u)n,∞ : (An, α
(n), u(n))→ (A,α, u)
are of the form
(ϕ,u)n,∞ =
(
ϕn,∞, ϕ
+
n,∞(U
(n−1)∗
• )
)
,
where
U(n) : G→ U(M(An+1))
are strictly continuous maps defined inductively via U(0) = 1 and U
(n)
g =
ϕ+n (U
(n−1)
g )u
(n)
g for n ≥ 1 and g ∈ G.
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Proof. As all maps ϕn are assumed to be extendible, this will be the case
for ϕn,∞ : An → A as well.
For each g ∈ G, we have Ad(u
(n)
g ) ◦α
(n+1)
g ◦ϕn = ϕn ◦α
(n)
g . By induction
this translates to the condition
Ad(U(n)g ) ◦ α
(n+1)
g ◦ ϕn = ϕn ◦Ad(U
(n−1)
g ) ◦ α
(n)
g
for all g ∈ G and n ≥ 1. By the universal property of the limit A, there is
a unique (point-norm continuous) map
α : G→ Aut(A) with αg ◦ ϕn,∞ = ϕn,∞ ◦ Ad(U
(n−1)
g ) ◦ α
(n)
g .
For each g, h ∈ G, we have
ϕ+n (u
(n)
g,h) = ugα
(n+1)
g (uh)u
(n+1)
g,h u
∗
gh.
By induction, this translates to
(e2.1) ϕ+1,n(u
(1)
g,h) = U
(n−1)
g α
(n)
g (U
(n−1)
h )u
(n)
g,hU
(n−1)∗
gh
for all n and g, h ∈ G. Consider the strictly continuous map u : G × G →
U(M(A)) via ug,h = ϕ
+
1,∞(u
(1)
g,h).
We claim that the pair (α, u) defines a twisted action on A. For every n
and g, h ∈ G, we have
αg ◦ αh ◦ ϕn,∞ = ϕn,∞ ◦ Ad(U
(n−1)
g ) ◦ α
(n)
g ◦Ad(U
(n−1)
h ) ◦ α
(n)
h
= ϕn,∞ ◦ Ad(U
(n−1)
g α
(n)
g (U
(n−1)
h )) ◦ α
(n)
g ◦ α
(n)
h
= ϕn,∞ ◦ Ad(U
(n−1)
g α
(n)
g (U
(n−1)
h )u
(n)
g,h) ◦ α
(n)
gh
(e2.1)
= ϕn,∞ ◦ Ad
(
ϕ+1,n(u
(1)
gh )U
(n−1)
gh
)
◦ α
(n)
gh
= Ad(ug,h) ◦ ϕn,∞ ◦ Ad(U
(n−1)
gh ) ◦ α
(n)
gh
= Ad(ug,h) ◦ αgh ◦ ϕn,∞.
Since n ≥ 1 is arbitrary, this yields αg ◦ αh = Ad(ug,h) ◦ αgh. Moreover,
as (α, u) is defined so that ϕ1,∞ : A1 → A satisfies αg ◦ ϕ1,∞ = ϕ1,∞ ◦ α
(1)
g
and ug,h = ϕ
+
1,∞(u
(1)
g,h) for all g, h ∈ G, this immediately forces the map u to
satisfy the 2-cocycle identity. This verifies our claim that the triple (A,α, u)
becomes a twisted G-C∗-algebra.
Let us now verify that (ϕ,u)n,∞ are well-defined cocycle morphisms. We
have arranged by construction that
αg ◦ ϕn,∞ = ϕn,∞ ◦ Ad(U
(n−1)
g ) ◦ α
(n)
g
and
ug,h = ϕ
+
n,∞
(
U(n−1)g α
(n)
g (U
(n−1)
h )u
(n)
g,hU
(n−1)∗
gh
)
.
In particular,
ϕ+n,∞(U
(n−1)∗
g )αg
(
ϕ+n,∞(U
(n−1)∗
h )
)
ug,hϕ
+
n,∞(U
(n−1)
gh )
= ϕ+n,∞
(
α
(n)
g (U
(n−1)
h )
∗U
(n−1)∗
g
)
ug,hϕ
+
n,∞(U
(n−1)
gh )
= ϕ+n,∞(u
(n)
g,h).
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So we see that the pair
(
ϕn,∞, ϕ
+
n,∞(U
(n−1)∗
• )
)
yields a well-defined cocycle
morphism
(ϕ,u)n,∞ =
(
ϕn,∞, ϕ
+
n,∞(U
(n−1)∗
• )
)
: (An, α
(n), u(n))→ (A,α, u).
Moreover it holds for all n ≥ 1 that
(ϕ,u)n,∞ =
(
ϕn,∞, ϕ
+
n,∞(U
(n−1)∗
• )
)
=
(
ϕn+1,∞ ◦ ϕn, (ϕn+1,∞ ◦ ϕn)
+(U
(n−1)∗
• )
)
=
(
ϕn+1,∞ ◦ ϕn, ϕ
+
n+1,∞(u
(n)
• · U
(n)∗
• )
)
=
(
ϕn+1,∞, ϕ
+
n+1,∞(U
(n)∗
• )
)
◦ (ϕn,u
(n)) = (ϕ,u)n+1,∞ ◦ (ϕn,u
(n)).
Finally, we claim that (A,α, u) together with the family of morphisms (ϕ,u)n,∞
satisfies the universal property of the inductive limit in the category C∗G,t.
Suppose that (B,β, v) is a twisted G-C∗-algebra and that for each n, we are
given a cocycle morphism
(θn,v
(n)) : (An, α
(n), u(n))→ (B,β, v)
such that
(θn,v
(n)) = (θn+1,v
(n+1)) ◦ (ϕn,u
(n)) = (θn+1 ◦ ϕn, θ
+
n+1(u
(n))v(n+1))
holds for all n. Then the universal property of the C∗-algebraic limit gives
us a unique ∗-homomorphism Θ : A→ B with Θ◦ϕn,∞ = θn for all n. From
the composition formula above it follows inductively that
θ+n+1(U
(n)
g )v
(n+1) = θ+n+1
(
ϕ+n (U
(n−1)
g )u
(n)
g
)
v
(n+1)
g = θ
+
n (U
(n−1)
g )v
(n)
g = v
(1)
g
Setting V = v(1), we claim that (Θ,V) yields a cocycle morphism from
(A,α, u) to (B,β, v). Indeed, we get equivariance from
Ad(Vg) ◦ βg ◦Θ ◦ ϕn,∞
= Ad(θ+n (U
(n−1)
g )v
(n)
g ) ◦ βg ◦ θn
= Ad(θ+n (U
(n−1)
g )) ◦ θn ◦ α
(n)
g
= Θ ◦ ϕn,∞ ◦Ad(U
(n−1)
g ) ◦ α
(n)
g
= Θ ◦ αg ◦ ϕn,∞.
As n is arbitrary, this implies Ad(Vg) ◦ βg ◦ Θ = Θ ◦ αg for all g ∈ G.
The cocycle identity again follows immediately from the fact that ϕ1,∞ is
genuinely equivariant and (θ1,v
(1)) was subject to the cocycle identity.
So (Θ,V) is indeed a cocycle morphism. It follows from construction that
(Θ,V) ◦ (ϕ,u)n,∞ = (θn,v(n)) for all n ≥ 1, which finishes the proof. 
Proposition 2.3. Sequential inductive limits exist in the category C∗G,t,r.
More specifically, for any inductive system in the reduced (twisted) cocy-
cle category C∗G,t,r, the same construction as in Proposition 2.2, with all
instances of “•+” replaced by “•†”, yields the limit in the category C∗G,t,r.
Proof. We can read this off immediately from the proof of Proposition 2.2.
If (ϕn,u
(n)) are reduced cocycle morphisms, then evidently U(n) is a norm-
continuous map with values in U(1+An+1) for all n, and hence the universal
morphisms (ϕ,u)n,∞ =
(
ϕn,∞, ϕ
†
n,∞(U
(n−1)∗)
)
are also reduced cocycle mor-
phisms. Every other part of the proof can be copied verbatim. 
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Remark 2.4. From the proof of Proposition 2.2 we can also deduce that if
u(n) = 1 for all n ≥ 1, then u = 1. In fact it suffices to assume u(1) = 1;
cf. Remark 1.19. In particular, the inductive limit construction respects the
subcategory C∗G of genuine G-C
∗-algebras. For the same reason, the reduced
cocycle category C∗G,r is closed under inductive limits.
2.1. The topology on Hom-sets.
Definition 2.5. Let (α, u) : G y A and (β, v) : G y B be two twisted
actions on C∗-algebras. We equip the possible sets of arrows between them
with the following uniform topologies:
(i) On CoMor
(
(α, u), (β, v)
)
, we consider the topology generated by the
family of pseudometrics defined via
dFA,FB,K
(
(ψ,v), (ϕ,u)
)
= max
a∈F
‖ψ(a) − ϕ(a)‖ +max
g∈K
max
b∈FB
‖b(vg − ug)‖
for compact sets FA ⊂ A, FB ⊂ B, 1G ∈ K ⊆ G, and two elements
(ψ,v), (ϕ,u) ∈ CoMor
(
(α, u), (β, v)
)
.
(ii) Suppose that both (α, u) and (β, v) are weakly twisted actions. On
CoMorr
(
(α, u), (β, v)
)
, we consider the topology generated by the fam-
ily of pseudometrics defined via
drF ,K
(
(ψ,v), (ϕ,u)
)
= max
a∈F
‖ψ(a) − ϕ(a)‖ +max
g∈K
‖vg − ug‖
for compact sets F ⊂ A and 1G ∈ K ⊆ G, and (ψ,v), (ϕ,u) ∈
CoMorr
(
(α, u), (β, v)
)
.
Lemma 2.6. Let (α, u) : Gy A and (β, v) : Gy B be two twisted actions
on C∗-algebras. Let (ϕλ,uλ) ∈ CoMor
(
(α, u), (β, v)
)
be a net.
(i) (ϕλ,uλ) satisfies the Cauchy criterion with respect to every pseudo-
metric in Definition 2.5(i) if and only if the nets
[λ 7→ ϕλ(a)], [λ 7→ uλgb], and [λ 7→ bu
λ
g ]
are Cauchy for all a ∈ A, b ∈ B, g ∈ G, the latter two uniformly over
compact sets K ⊆ G.
(ii) (ϕλ,uλ) converges to (ϕ,u) if and only if ϕλ → ϕ in the point-norm
topology, and uλg → ug in the strict topology, uniformly over com-
pact sets K ⊆ G. In particular, the topology from Definition 2.5(i) is
complete.
Proof. Let us make an intermediate observation: If (ϕ,u) : (A,α, u) →
(B,β, v) is a cocycle morphism, then it follows from the cocycle identity(e1.2)
applied to h = g−1 that
(e2.2) u∗g = βg(ug−1)vg,g−1ϕ
+(ug,g−1)
∗
for all g ∈ G.
(i): The “if” part is true by definition, so let us show the “only if” part. Let
(ϕλ,uλ) ∈ CoMor
(
(α, u), (β, v)
)
be a net that satisfies the Cauchy criterion
with respect to every pseudometric dFA,FB,K above. Then by definition, we
can see that ϕλ(a) is a Cauchy net in B for every a ∈ A.
Now let b ∈ B be a fixed element and 1G ∈ K ⊆ G a compact set.
Evidently, the net λ 7→ b · uλg satisfies the Cauchy criterion uniformly over
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K. We want to show that this is also the case for the net λ 7→ uλg · b. We
consider the compact set FB ⊂ B defined as
FB =
{
β−1g (b
∗) | g ∈ K
}
.
Let ε > 0. Since (ϕλ,uλ) satisfies the Cauchy criterion with respect to the
pseudometric d0,FB ,K−1, let us choose λ0 such that for all λ1, λ2 ≥ λ0, one
has d0,FB ,K−1
(
(ϕλ1 ,uλ1), (ϕλ2 ,uλ2)
)
< ε. Fix such λ1, λ2 ≥ λ0 and g ∈ K.
Then
‖(uλ1g − u
λ2
g )b‖ = ‖b
∗(uλ1g − u
λ2
g )
∗‖
(e2.2)
=
∥∥∥b∗(βg(uλ1g−1)− βg(uλ2g−1))vg,g−1ϕ+(ug,g−1)∗∥∥∥
=
∥∥∥b∗(βg(uλ1g−1)− βg(uλ2g−1))∥∥∥
=
∥∥∥β−1g (b∗)(uλ1g−1 − uλ2g−1)∥∥∥
≤ d0,FB ,K−1
(
(ϕλ1 ,uλ1), (ϕλ2 ,uλ2)
)
< ε.
(ii): The “if” part is true by definition of the pseudometrics in Definition 2.5(i).
For the “only if” part, assume that indeed (ψλ,uλ) converges to (ψ,u). Then
due to (i), the net ϕλ is Cauchy in point-norm, and the nets [λ 7→ buλg ] and
[λ 7→ uλgb] are Cauchy for all b ∈ B and g ∈ G, uniformly over compact sets
K ⊆ G. Since the set of ∗-homomorphisms A→ B is complete in the point-
norm topology and the unitary group U(M(B)) is complete in the strict
topology, it follows that ϕλ converges in point-norm to a ∗-homomorphism
ψ : A→ B, and uλ pointwise-strictly converges to a strictly continuous map
v : G → U(M(B)). Since multiplication on M(B) is (jointly) strictly con-
tinuous on bounded sets, it follows immediately that the pair (ψ,v) satisfies
conditions (e1.1) and (e1.2), turning it into a cocycle morphism. Since all
the topologies under consideration are Hausdorff, it follows that this limit
(ψ,v) must be equal to the pair (ϕ,u). 
Lemma 2.7. Let (α, u) : G y A, (β, v) : G y B and (γ,w) : G y C be
three twisted actions on C∗-algebras. Then the composition map
CoMor
(
(α, u), (β, v)
)
× CoMor
(
(β, v), (γ,w)
)
→ CoMor
(
(α, u), (γ,w)
)
given by
[(ϕ,u), (ψ,v)] 7→ (ψ,v) ◦ (ϕ,u)
is jointly continuous.
Proof. Suppose that (ϕλ,uλ) : (A,α, u) → (B,β, v) and (ψλ,vλ) : (B,β, v)→
(C, γ,w) are two convergent nets (indexed over the same directed set) with
respective limits (ϕ,u) and (ψ,v). With respect to the ordinary composition
of ∗-homomorphisms, it is evident that
ψ ◦ ϕ = lim
λ→∞
ψλ ◦ ϕλ
holds in the point-norm topology. In order to show the claim, we have to
show that also
max
g∈K
lim
λ→∞
‖c
(
ψ+(ug)vg − ψ
λ+(uλg )v
λ
g
)
‖
holds for all c ∈ C and compact sets K ⊆ G.
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Using the fact that ψ+ is strictly continuous and that ψλ converges to ψ
in the point-norm topology, we indeed obtain for every compact set K ⊆ G
and c ∈ C that
max
g∈K
∥∥∥c(ψ+(ug)vg − ψλ+(uλg )vλg)∥∥∥
≤ max
g∈K
∥∥c(ψ+(ug)− ψλ+(uλg ))∥∥+max
g∈K
∥∥cψ+(ug)(vg − vλg )∥∥
λ→∞
−→ 0.

2.2. Approximate unitary equivalence.
Definition 2.8. Let (α, u) : G y A and (β, v) : G y B be two twisted
actions on C∗-algebras. Let
(ϕ,u) : (A,α, u)→ (M(B), β, v)
be a cocycle representation and let (ψ,v) be a pair consisting of a ∗-homomor-
phism ψ : A→M(B) and a strictly continuous map v : G→ U(M(B)).
(i) The pairs (ϕ,u) and (ψ,v) are unitarily equivalent, if there exists a
unitary v ∈ U(M(B)) such that
ψ = Ad(v) ◦ ϕ and vg = vugβg(v)
∗, g ∈ G.
If this is the case, then (ψ,v) automatically becomes another cocycle
representation. We write (ϕ,u) ∼u (ψ,v). If one can in fact choose
v ∈ U(1+B), then we say that (ϕ,u) and (ψ,v) are properly unitarily
equivalent.
(ii) We say that (ψ,v) is an approximate unitary conjugate of (ϕ,u), if
there exists a net of unitaries vλ ∈ U(M(B)) such that
ψ(a) = lim
λ→∞
vλϕ(a)v
∗
λ,
and
max
g∈K
‖b
(
vg − vλugβg(vλ)
∗
)
‖
λ→∞
−→ 0
for all a ∈ A, b ∈ B and every compact set K ⊆ G. We denote this
relation by (ϕ,u) wu (ψ,v). It follows that (ψ,v) is automatically
a cocycle representation. If (ϕ,u) is in fact a cocycle morphism into
(B,β, v), then so is (ψ,v), and we have that the net Ad(vλ) ◦ (ϕ,u)
converges to (ψ,v) in the topology from Definition 2.5(i). We further-
more say that (ϕ,u) and (ψ,v) are approximately unitarily equivalent,
written (ϕ,u) ≈u (ψ,v), if (ψ,v) wu (ϕ,u) and (ϕ,u) wu (ψ,v).
(iii) The pairs (ϕ,u) and (ψ,v) are called properly approximately unitarily
equivalent, if there exists a net of unitaries vλ ∈ U(1+B) such that
ψ(a) = lim
λ→∞
vλϕ(a)v
∗
λ
for all a ∈ A, and
max
g∈K
‖vg − vλugβg(vλ)
∗‖
λ→∞
−→ 0
for every compact set K ⊆ G. We write (ϕ,u) ≈pu(ψ,v). If (α, u)
and (β, v) are weakly twisted actions and (ϕ,u) and (ψ,v) are reduced
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cocycle morphisms, then this means that the net Ad(vλ) ◦ (ϕ,u) con-
verges to (ψ,v) in the topology from Definition 2.5(ii).
Remark 2.9. The notion above in Definition 2.8(ii) warrants a word of cau-
tion that does not apply in (iii). It would be tempting to guess that the rela-
tion (ψ,v) = limλ→∞Ad(vλ)◦(ϕ,u) should imply (ϕ,u) = limλ→∞Ad(v
∗
λ)◦
(ψ,v), but this remains unclear under the most general assumptions. This
is due to the subtle nature of the strict topology in the second variable: If we
assume that vλugβg(vλ)
∗ → vg strictly, does this imply strict convergence
v∗λvgβg(vλ) → ug? I did not succeed in finding an explicit counterexample,
but I have doubts whether this must always be true. Under the assumption
that B is σ-unital, the underlying issue seems to be related to the fact that
a metric on the unitary group U(M(B)) inducing the strict topology is (in
general) quite sensitive under multiplying or even conjugating by a unitary,
which is also why a key assumption in [18] is missing in order to obtain our
most general main results in the next section.
In order to avoid logical pitfalls and to ensure that one is indeed working
with an equivalence relation, one should distinguish ≈u and wu , unless
a given set of assumptions forces the symmetry already. For example, if
(ψ,v) = limλ→∞Ad(vλ) ◦ (ϕ,u) and ϕ : A → B is non-degenerate, then
it indeed follows that also (ϕ,u) = limλ→∞Ad(vλ)
∗ ◦ (ψ,v). This is a
consequence of the following (heuristic) calculation for large enough λ:
ϕ(a)v∗λvgβg(vλ) ≈ v
∗
λψ(a)vgβg(vλ)
≈ v∗λ · ψ(a)vλugβg(vλ)
∗ · βg(vλ)
≈ ϕ(a)ug.
In summary, if we consider only non-degenerate cocycle morphisms, then
the relations ≈u and wu coincide.
Remark 2.10. If we restrict this general formalism to the special case of
genuine G-C∗-algebras and equivariant ∗-homomorphisms ϕ,ψ : (A,α) →
(B,β), then unitary equivalence in the above sense implemented by v ∈
U(M(B)) forces the identity vβg(v)
∗ = 1. In other words, the unitary v
needs to be a fixed point under the action β.
Furthermore, if a net vλ ∈ U(M(B)) implements approximate unitary
equivalence between two non-degenerate equivariant ∗-homomorphisms (but
viewed as cocycle morphisms), then this implies that
(
vλ − βg(vλ)
)
strictly
converges to zero uniformly over compact subsets of G. In particular, we
recover the concept of (approximate) G-unitary equivalence for equivariant
maps, which has been considered in prior work; see for example [99, Def-
inition 1.15]. The main thrust of the next few (sub-)sections is that the
resulting formalism allows us to obtain a natural framework for the Elliott
intertwining machinery on (twisted) G-C∗-algebras.
Proposition 2.11. The relation of (proper) approximate unitary equiva-
lence behaves well with respect to compositions in the following sense.
(i) Suppose that
(A,α)
(ϕj ,u(j))
−→ (B,β) and (B,β)
(ψj ,v(j))
−→ (C, γ)
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for j = 1, 2 are two pairs of cocycle morphisms between twisted G-C∗-
algebras. If
(ϕ2,u
(2)) wu (ϕ1,u
(1)) and (ψ2,v
(2)) wu (ψ1,v
(1)),
then
(ψ2,v
(2)) ◦ (ϕ2,u
(2)) wu (ψ1,v
(1)) ◦ (ϕ1,u
(1)).
(ii) Suppose that
(A,α)
(ϕj ,u(j))
−→ (B,β) and (B,β)
(ψj ,v(j))
−→ (C, γ)
for j = 1, 2 are two pairs of reduced cocycle morphisms between weakly
twisted G-C∗-algebras. If
(ϕ1,u
(1)) ≈pu(ϕ2,u
(2)) and (ψ1,v
(1)) ≈pu(ψ2,v
(2)),
then
(ψ1,v
(1)) ◦ (ϕ1,u
(1)) ≈pu(ψ2,v
(2)) ◦ (ϕ2,u
(2)).
Proof. (i): Let (uλ)λ∈Λ1 ∈ U(M(B)) be a net that witnesses the rela-
tion (ϕ2,u
(2)) wu (ϕ1,u(1)) and (vµ)µ∈Λ2 ∈ U(M(C)) a net witnessing
(ψ2,v
(2)) wu (ψ1,v(1)). We consider the product Λ = Λ1 × Λ2 as di-
rected sets, i.e., we equip it with the order (λ1, µ1) ≤ (λ2, µ2) precisely
when λ1 ≤ λ2 and µ1 ≤ µ2. After replacing these nets, if necessary, we may
assume that they are both indexed by Λ, i.e., via setting u(λ,µ) := uλ and
v(λ,µ) = vµ.
Then it follows directly from Lemma 2.7 that
(ψ2,v
(2)) ◦ (ϕ2,u
(2)) = lim
λ→∞
Ad(vλ) ◦ (ψ1,v
(1)) ◦ Ad(uλ) ◦ (ϕ1,u
(1))
= lim
λ→∞
Ad(vλψ
+
1 (uλ)) ◦ (ψ1,v
(1)) ◦ (ϕ1,u
(1)).
In other words, the net
(
vλψ
+
1 (uλ)
)
λ∈Λ witnesses the relation (ψ2,v
(2)) ◦
(ϕ2,u
(2)) wu (ψ1,v(1)) ◦ (ϕ1,u(1)).
(ii): Since the involved objects are weakly twisted actions and the in-
volved morphisms are reduced cocycle morphisms, it follows that we get
well-defined unital cocycle morphisms
(A†, α)
(ϕ†
j
,u(j))
−→ (B†, β) and (B†, β)
(ψ†
j
,v(j))
−→ (C†, γ).
The assumption
(ϕ1,u
(1)) ≈pu(ϕ2,u
(2)) and (ψ1,v
(1)) ≈pu(ψ2,v
(2))
is the same as
(ϕ†1,u
(1)) ≈u (ϕ
†
2,u
(2)) and (ψ†1,v
(1)) ≈u (ψ
†
2,v
(2)),
and as above we may find nets (uλ)λ∈Λ1 ∈ U(1 + B) and (vµ)µ∈Λ2 ∈
U(1 + C) witnessing this fact. It follows from the first part that the net(
vµψ
†
1(uλ)
)
(λ,µ)∈Λ1×Λ2
∈ U(1 + C) witnesses proper approximate unitary
equivalence between the compositions (ψ1,v
(1)) ◦ (ϕ1,u
(1)) and (ψ2,v
(2)) ◦
(ϕ2,u
(2)). 
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3. Two-sided Elliott intertwining
In order to motivate what will follow below, let us already deduce a non-
trivial consequence of what we have so far:
Theorem 3.1. Let (α, u) : G y A and (β, v) : G y B be weakly twisted
actions on separable C∗-algebras. Suppose that
(A,α, u)
(ϕ,u)
−→ (B,β, v) and (B,β, v)
(ψ,v)
−→ (A,α, u)
are two reduced cocycle morphisms such that (ψ,v) ◦ (ϕ,u) ≈pu idA and
(ϕ,u) ◦ (ψ,v) ≈pu idB. Then there exist mutually inverse reduced cocycle
conjugacies
(A,α, u)
(Φ,U)
−→ (B,β, v) and (B,β, v)
(Ψ,V)
−→ (A,α, u)
with (ϕ,u) ≈pu(Φ,U) and (ψ,v) ≈pu(Ψ,V).
Proof. Let us argue that this arises as a special case of “Theorem 2” in [18,
pp. 35–36]. Our underlying category is the full subcategory of the reduced
twisted cocycle category C∗G,t,r (cf. Definition 1.16) defined by the separable
objects. The definition of ≈pu is based on a compatible notion of inner
automorphisms which always form a normal subgroup in the automorphism
group; see Example 1.21 and Proposition 1.23.
Let (α, u) : G y A and (β, v) : G y B be two weakly twisted actions
on separable C∗-algebras. Choose a sequence of contractions an ∈ A that is
dense in the unit ball, and an increasing sequence of compact sets Kn ⊆ G
with G =
⋃
n∈NKn. Then the assignment(
(ψ,v), (ϕ,u)
)
7→
∞∑
n=1
2−n
(
‖ψ(an)− ϕ(an)‖+ max
g∈Kn
‖vg − ug‖
)
defines a metric on CoMorr((α, u), (β, v)) that describes the topology in
Definition 2.5(ii), and turns it into a Polish space. Moreover, we see that
composition with an inner cocycle automorphism (from the left) is isometric.
It is also clear that composition of reduced cocycle morphisms is continu-
ous in both variables with respect to the topology in Definition 2.5(ii); the
proof of this is analogous to but much easier than Lemma 2.7. In summary,
Elliott’s theorem applies in this context and directly gives us the desired
statement. 
Remark 3.2. For the rest of this section we will focus on establishing other
versions or generalizations of the theorem above. Firstly, it is desirable to
have an Elliott intertwining machinery in a more general context, at the
very least concerning more general inductive limits like in [90, Corollary
2.3.3]. Unfortunately this is not an outcome of Elliott’s high-level abstract
approach in [18], so we need to work this out explicitly. Secondly, it is
desirable to also have an Elliott intertwining machinery in the non-reduced
picture. Although the completely analogous theorem to the above is true in
that context, as we will show below, it is important to note that this does
not arise as a direct consequence from Elliott’s theorem. The latter only
applies if in every space of morphisms, there is a compatible metric that
turns the composition map with an inner automorphism (from the left) into
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an isometric map. It is unclear if there should in general exist such a metric
with respect to the topology in Definition 2.5(i) if the involved C∗-algebras
are non-unital.
Definition 3.3 (cf. [90, Definition 2.3.1]). Let (α(n), u(n)) : G y An and
(β(n), v(n)) : G y Bn be sequences of twisted actions on separable C∗-
algebras. Let
(ϕn,u
(n)) : (An, α
(n), u(n))→ (An+1, α
(n+1), u(n+1))
and
(ψn,v
(n)) : (Bn, β
(n), v(n))→ (Bn+1, β
(n+1), v(n+1))
be sequences of cocycle morphisms, which we view as two inductive sys-
tems in the category C∗G,t. Adopt the notations for the maps U
(n) : G →
U(M(An+1)) and V(n) : G→ U(M(Bn+1)) as in Proposition 2.2.
Consider two sequences of cocycle morphisms
(κn,x
(n)) : (Bn, β
(n), v(n))→ (An, α
(n), u(n))
and
(θn,y
(n)) : (An, α
(n), u(n))→ (Bn+1, β
(n+1), v(n+1))
fitting into the (not necessarily commutative) diagram6
(e3.1) . . . // An
θn
""❊
❊❊
❊❊
❊❊
❊
ϕn // An+1 //
""❊
❊❊
❊❊
❊❊
❊❊
❊
. . .
. . . // Bn
κn
>>⑤⑤⑤⑤⑤⑤⑤⑤ ψn // Bn+1
κn+1
;;✈✈✈✈✈✈✈✈✈
// . . .
Let us call diagram (e3.1) an approximate cocycle intertwining, if the fol-
lowing holds: There exist self-adjoint compact sets FAn ⊂ An, F
B
n ⊂ Bn,
increasing compact sets 1G ∈ Kn ⊆ G and numbers δn > 0 satisfying
7
(i) ϕn(a) =δn κn+1 ◦ θn(a) for all a ∈ F
A
n ;
(ii) ψn(b) =δn θn ◦ κn(b) for all b ∈ F
B
n ;
(iii) aκ+n+1(y
(n)
g )x
(n+1)
g =δn au
(n)
g for all g ∈ Kn, a ∈ ϕn(F
A
n );
(iv) bθ+n (x
(n)
g )y
(n)
g =δn bv
(n)
g for all g ∈ Kn, b ∈ ψn(F
B
n );
(v)
⋃
n∈NKn = G;
(vi) κn(F
B
n ) ⊆ F
A
n and θn(F
A
n ) ⊆ F
B
n+1;
(vii) ψn(F
B
n ) ·
{
θ+n (U
(n−1)
g1 )y
(n)
g2 V
(n)
g3
}
g1,g2,g3∈Kn
⊆ FBn+1;
ϕn(F
A
n ) ·
{
κ+n+1(V
(n)
g1 )x
(n+1)
g2 U
(n)
g3
}
g1,g2,g3∈Kn
⊆ FAn+1;
(viii)
⋃
m≥n
ϕ−1n,m(F
A
m) ⊂ An and
⋃
m≥n
ψ−1n,m(F
B
m) ⊂ Bn are dense for all n;
(ix)
∑
n∈N
δn <∞.
6To lighten notation, we shall only carry around the underlying C∗-algebras and ∗-
homomorphisms to denote the objects and arrows in the diagram.
7This list of approximate relations is supposed to specify that the composition (θn,y(n))◦
(κn,x(n)) is sufficiently close to (ψn,v(n)) and that (κn+1,x(n+1))◦(θn,y(n)) is sufficiently
close to (ϕn,u(n)) with respect to the topology in Definition 2.5(i).
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Proposition 3.4 (cf. [90, Proposition 2.3.2]). Let the diagram (e3.1) de-
scribe an approximate cocycle intertwining. Consider the inductive limits
(A,α, u) = lim
−→
{
(An, α
(n), u(n)), (ϕn,u
(n))
}
and
(B,β, v) = lim
−→
{
(Bn, β
(n), v(n)), (ψn,v
(n))
}
.
Then the formulas8
(e3.2) θ(ϕn,∞(a)) = lim
k→∞
(ψk+1,∞ ◦ θk ◦ ϕn,k)(a), a ∈ An
(e3.3) yg = s-lim
k→∞
ψ+k+1,∞
(
θ+k (U
(k−1)
g )y
(k)
g V
(k)∗
g
)
, g ∈ G
and
(e3.4) κ(ψn,∞(b)) = lim
k→∞
(ϕk,∞ ◦ κk ◦ ψn,k)(b), b ∈ Bn,
(e3.5) xg = s-lim
k→∞
ϕ+k,∞
(
κ+k (V
(k−1)
g )x
(k)
g U
(k−1)∗
g
)
, g ∈ G
define mutually inverse cocycle conjugacies (θ,y) : (A,α, u)→ (B,β, v) and
(κ,x) : (B,β, v)→ (A,α, u).
Proof. The fact that the formulas (e3.2)+(e3.4) define mutually inverse iso-
morphisms between the C∗-algebras A andB is already proved in [90, Propo-
sition 2.3.2].
We shall prove that (θ,y) is indeed a well-defined cocycle morphism. First
we need to show that the sequence of maps described in (e3.3) converges
strictly and uniformly over compact sets in G. We note that by the definition
of composition, we have for all k ≥ 1 that(
ψk+1,∞ ◦ θk ◦ ϕ1,k, ψ
+
k+1,∞
(
θ+k (U
(k−1)
• )y
(k)
• V
(k)∗
•
))
=
(
ψk+1,∞, ψ
+
k+1,∞(V
(k)∗)
)
◦ (θk,y
(k)) ◦ (ϕ1,k,U
(k−1)).
All three pairs in the second line of the equation are cocycle morphisms, and
hence so is the pair on the first line. Fix one of the compact sets Kn ⊆ G
and an element b ∈ FBn . In light of (v), (viii) and Lemma 2.6, it is enough
to show that maps of the form
(e3.6) g 7→ ψn,∞(b) · ψ
+
k+1,∞
(
θ+k (U
(k−1)
g )y
(k)
g V
(k)∗
g
)
satisfy the Cauchy criterion (over k) uniformly in g ∈ Kn.
For this we compute for all k > n that
ψn,k+2(b) · θ
+
k+1(U
(k)
g )
= ψn,k+2(b)θ
+
k+1(U
(k)
g )
(ii)
=δk+1 θk+1
(
κk+1(ψn,k+1(b))U
(k)
g
)
(i),(ii)
= 2δk θk+1
(
ϕk(κk(ψn,k(b)))U
(k)
g
)
= θk+1
(
ϕk
(
κk(ψn,k(b))U
(k−1)
g
)
u
(k)
g
)
8Here “s-lim” signifies that the limit is taken in the strict topology.
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(i),(ii)
= 2δk−1θk+1
(
ϕk
(
ϕk−1(κk−1(ψn,k−1(b)))U
(k−1)
g︸ ︷︷ ︸
∈FA
k
(vi),(vii)
)
u
(k)
g
)
(iii)
= δk θk+1
(
ϕk
(
ϕk−1(κk−1(ψn,k−1(b)))U
(k−1)
g︸ ︷︷ ︸
∈FA
k
)
κ+k+1(y
(k)
g )x
(k+1)
g
)
(i)
= δk θk+1
(
κk+1
(
(θk ◦ ϕk−1 ◦ κk−1 ◦ ψn,k−1)(b)θ
+
k (U
(k−1)
g )y
(k)
g
)
x
(k+1)
g
)
(i),(ii)
= 3δk−1θk+1
(
κk+1
(
ψn,k+1(b)θ
+
k (U
(k−1)
g )y
(k)
g︸ ︷︷ ︸
∈FB
k+1
(vii)
)
x
(k+1)
g
)
(ii)
= δk+1 ψk+1
(
ψn,k+1(b)θ
+
k (U
(k−1)
g )y
(k)
g︸ ︷︷ ︸
∈FB
k+1
)
θ+k+1(x
(k+1)
g )
(iv)
= δk ψk+1
(
ψn,k+1(b)θ
+
k (U
(k−1)
g )y
(k)
g
)
v
(k+1)
g y
(k+1)∗
g
= ψn,k+2(b) · ψ
+
k+1
(
θ+k (U
(k−1)
g )y
(k)
g
)
v
(k+1)
g y
(k+1)∗
g
For convenience, let us define εk = max {δk−1, δk, δk+1} for k ≥ 2, which
defines another summable sequence of positive numbers as this was the case
for δk by (ix). If we apply the ∗-homomorphism ψk+2,∞ to all of the above
and multiply from the right with the unitary element ψ+k+2,∞
(
y
(k+1)
g V
(k+1)∗
g
)
,
we obtain
ψn,∞(b) · ψ
+
k+2,∞
(
θ+k+1(U
(k)
g )y
(k+1)
g V
(k+1)∗
g
)
=12εk ψn,∞(b) · ψ
+
k+2,∞
(
ψ+k+1
(
θ+k (U
(k−1)
g )y
(k)
g
)
v
(k+1)
g V
(k+1)∗
g
)
= ψn,∞(b) · ψ
+
k+2,∞
(
ψ+k+1
(
θ+k (U
(k−1)
g )y
(k)
g
)
ψ+k+1(V
(k)∗
g )
)
= ψn,∞(b) · ψ
+
k+1,∞
(
θ+k (U
(k−1)
g )y
(k)
g V
(k)∗
g
)
It now follows from the summability of the sequence εk that the sequence of
maps in (e3.6) satisfies the Cauchy criterion uniformly over compact subsets
of G. Applying Lemma 2.6 as indicated above, it follows that the pointwise
strict limit in (e3.3) exists, and it follows that (θ ◦ ϕ1,∞,y) is a cocycle
morphism from (A1, α
(1), u(1)) to (B,β, v). Since by definition of the limit
twisted action (α, u) on A, we have ug,h = ϕ
+
1,∞(u
(1)
g,h) for all g, h ∈ G, we
immediately get the cocycle identity (e1.2) for the pair (θ,y).
In order for (θ,y) to be a cocycle morphism, we still need to verify the
equivariance condition (e1.1). This follows from the following calculation
for all n and g ∈ G, where we make use of the inductive limit construction
from Proposition 2.2:9
Ad(yg) ◦ βg ◦ θ ◦ ϕn,∞
(e3.2)
= lim
k→∞
Ad(yg) ◦ βg ◦ ψk+1,∞ ◦ θk ◦ ϕn,k
= lim
k→∞
Ad(yg) ◦ ψk+1,∞ ◦Ad(V
(k)
g ) ◦ β
(k+1)
g ◦ θk ◦ ϕn,k
9The limits in this calculation refer to the point-norm limit of maps.
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(e3.3)
= lim
k→∞
ψk+1,∞ ◦Ad
(
θ+k (U
(k−1)
g )y
(k)
g
)
◦ β(k+1)g ◦ θk ◦ ϕn,k
= lim
k→∞
ψk+1,∞ ◦Ad(θ
+
k (U
(k−1)
g )) ◦ θk ◦ α
(k)
g ◦ ϕn,k
= lim
k→∞
ψk+1,∞ ◦ θk ◦ Ad(U
(k−1)
g ) ◦ α
(k)
g ◦ ϕn,k
= lim
k→∞
ψk+1,∞ ◦ θk ◦ ϕn,k ◦ Ad(U
(n−1)
g ) ◦ α
(n)
g
= θ ◦ ϕn,∞ ◦ Ad(U
(n−1)
g ) ◦ α
(n)
g
= θ ◦ αg ◦ ϕn,∞.
Since n is arbitrary, we obtain Ad(yg) ◦ βg ◦ θ = θ ◦ αg, which concludes
the proof that (θ,y) is a cocycle conjugacy.
The analogous justification is valid for why the pair (κ,x) is a well-defined
cocycle conjugacy arising from the limit of maps in (e3.4) and (e3.5). We will
omit the detailed argument as it follows by simply repeating the arguments
above but exchanging the roles of An and Bn.
Lastly, we need show that θ(x) = y∗, which will imply that (κ,x) and
(θ,y) are mutually inverse.
We compute from (e3.2)+(e3.5) and (i)+(ii)+(iii)+(viii) that
θ(xg) = lim
k→∞
(ψk+2,∞ ◦ θk+1 ◦ ϕk)
+(κ+k (V(k−1)g )x(k)g U(k−1)∗g )
= lim
k→∞
(ψk+2,∞ ◦ θk+1 ◦ κk+1 ◦ θk)
+(κ+k (V(k−1)g )x(k)g U(k−1)∗g )
= lim
k→∞
(ψk+1,∞ ◦ θk)
+(κ+k (V(k−1)g )x(k)g U(k−1)∗g )
= lim
k→∞
(ψk+1,∞ ◦ θk)
+(κ+k (V(k−1)g )x(k)g u(k−1)∗g ϕ+k (U(k−2)∗g ))
= lim
k→∞
(ψk+1,∞ ◦ θk)
+(κ+k (V(k−1)g y(k−1)∗g )ϕ+k (U(k−2)∗g ))
= lim
k→∞
(ψk,∞)
+(V(k−1)g y(k−1)∗g θ+k−1(U(k−2)∗g ))
= y∗g.
Here all limits are with respect to the strict topology. This finishes the
proof. 
Remark 3.5. Let us once more reflect on what the statement of Proposition 3.4
means. Keeping in mind Notation 2.1, we recall from Proposition 2.2 that
the universal morphism (ϕ,u)n,∞ : (An, α
(n), u(n)) → (A,α, u) is given by
the pair (ϕn,∞, ϕ
+
n,∞(U
(n−1))∗) and similarly (ψ,v)n+1,∞ is given by the pair
(ψn+1,∞, ψ
+
n+1,∞(V
(n))∗). Moreover we have for all k > n that
(ϕ,u)n,k = (ϕk−1,u
(k−1)) ◦ · · · ◦ (ϕn,u
(n)) = (ϕn,k, ϕ
+
n,k(U
(n−1)
• )
∗U
(k−1)
• )
and
(ψ,v)n,k = (ψk−1,v
(k−1)) ◦ · · · ◦ (ψn,v
(n)) = (ψn,k, ψ
+
n,k(V
(n−1)
• )
∗V
(k−1)
• ).
Then we have
(θ,x) ◦ (ϕ,u)n,∞ = (θ ◦ ϕn,∞, (θ ◦ ϕn,∞)
+(U
(n−1)
• )
∗
x•).
The second argument in this pair is given as the pointwise strict limit
(θ ◦ ϕn,∞)
+(U
(n−1)
g )∗xg
= lim
k→∞
(ψk+1,∞ ◦ θk ◦ ϕn,k)
+(U(n−1)g )
∗ · ψ+k+1,∞(θ
+
k (U
(k−1)
g )y
(k)
g V
(k)∗
g )
THE COCYCLE CATEGORY 27
Using the topology on CoMor((α(n), u(n)), (β, v)) as in Definition 2.5, this
leads to the limit formula
(θ,x) ◦ (ϕ,u)n,∞ = lim
k→∞
(ψ,v)k+1,∞ ◦ (θk,y
(k)) ◦ (ϕ,u)n,k.
Arguing in the other direction we can similarly express
(κ,x) ◦ (ψ,v)n,∞ = lim
k→∞
(ϕ,u)k,∞ ◦ (κk,x
(k)) ◦ (ψ,v)n,k.
This better highlights the conceptual parallel between Proposition 3.4 and
[90, Proposition 2.3.2].
We can now use Proposition 3.4 and apply it to get an refined analog of
[90, Corollary 2.3.3].
Theorem 3.6. Let G be a second-countable, locally compact group. Let
(α(n), u(n)) : G y An and (β(n), v(n)) : G y Bn be sequences of twisted
actions on separable C∗-algebras. Let
(ϕn,u
(n)) : (An, α
(n), u(n))→ (An+1, α
(n+1), u(n+1))
and
(ψn,v
(n)) : (Bn, β
(n), v(n))→ (Bn+1, β
(n+1), v(n+1))
be sequences of cocycle morphisms, which we view as two inductive systems
in the category C∗G,t. Denote by (ϕ,u)n,∞ : (An, α
(n), u(n)) → (A,α, u) and
(ψ,v)n,∞ : (Bn, β
(n), v(n)) → (B,β, v) the universal cocycle morphisms into
the respective limit.
Consider two sequences of cocycle morphisms
(κn,x
(n)) : (Bn, β
(n), v(n))→ (An, α
(n), u(n))
and
(θn,y
(n)) : (An, α
(n), u(n))→ (Bn+1, β
(n+1), v(n+1))
fitting into the (not necessarily commutative) diagram
. . . // An
θn
""❊
❊❊
❊❊
❊❊
❊
ϕn // An+1 //
""❊
❊❊
❊❊
❊❊
❊❊
❊
. . .
. . . // Bn
κn
>>⑤⑤⑤⑤⑤⑤⑤⑤ ψn // Bn+1
κn+1
;;✈✈✈✈✈✈✈✈✈
// . . .
Suppose that
(ψn,v
(n)) wu (θn,y
(n))◦(κn,x
(n)) and (ϕn,u
(n)) wu (κn+1,x
(n+1))◦(θn,y
(n))
holds for all n ∈ N. Then there exist mutually inverse cocycle conjugacies
(θ,y) : (A,α, u) → (B,β, v) and (κ,x) : (B,β, v)→ (A,α, u).
If we may in fact assume that
(ψn,v
(n)) ≈u (θn,y
(n)) ◦ (κn,x
(n))
and
(ϕn,u
(n)) ≈u (κn+1,x
(n+1)) ◦ (θn,y
(n))
holds for all n ∈ N, then we can arrange the cocycle conjugacies to satisfy
(θ,y) ◦ (ϕ,u)n,∞ wu (ψ,v)n+1,∞ ◦ (θn,y
(n))
and
(κ,x) ◦ (ψ,v)n,∞ wu (ϕ,u)n,∞ ◦ (κn,x
(n))
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for all n ∈ N.
Proof. We show that this arises as an application of Proposition 3.4. For
this purpose we need to arrange for an approximate cocycle intertwining
diagram in the sense of Definition 3.3. Choose any (decreasing) summable
null sequence δn > 0, for example δn = 2
−n. Let 1G ∈ Kn ⊆ G be any
increasing sequence of compact sets with
⋃
n∈NKn = G. Inductively, choose
finite sets of elements {a
(n)
m }1≤m≤ℓn ⊂ An and {b
(n)
m }1≤m≤ℓn ⊂ Bn such that
the inclusions
(e3.7)
⋃
k>n
ϕ−1n,k({a
(k)
m }1≤m≤ℓk) ⊂ An and
⋃
k>n
ψ−1n,k({b
(k)
m }1≤m≤ℓk) ⊂ Bn
are dense for all n.
Set (η1,X(1)) = (κ(1),x(1)), FB1 = {b
(1)
m }m≤ℓ1 ⊂ B1 and
FA1 = {a
(1)
m }m≤ℓ1 ∪ κ1(F
B
1 ).
Using the assumption that
(ψ1,v
(1)) wu (θ1,y
(1)) ◦ (κ1,x
(1)) = (θ1,y
(1)) ◦ (η1,X
(1)),
we may find a unitary w1 ∈ U(M(B2)) such that if we set (ζ1,Y(1)) =
Ad(w1) ◦ (θ1,y
(1)), we have
max
b∈FB1
‖ψ1(b)− ζ1(η1(b))‖ ≤ δ1
and
max
g∈K1
‖b
(
v
(1)
g − ζ
+
1 (X
(1)
g )Y
(1)
g )‖ ≤ δ1
for all b ∈ ψ1(F
B
1 ). We set
FB2 = {b
(2)
m }m≤ℓ2 ∪ ζ1(F
A
1 ) ∪ ψ1(F
B
1 ) ·
{
ζ+1 (U
(0)
g1 )Y
(1)
g2 V
(1)
g3
}
g1,g2,g3∈K1
.
Here we note that U
(0)
• = 1 by definition, so this factor is redundant in this
particular step. Using the assumption that
(ϕ1,u
(1)) wu (κ2,x
(2)) ◦ (θ1,y
(1)) ∼u (κ2,x
(2)) ◦ (ζ1,Y
(1)),
we may find a unitary v2 ∈ U(M(A2)) such that if we set (η2,X(2)) =
Ad(v2) ◦ (κ2,x
(2)), we have
max
a∈FA1
‖ϕ1(a)− η2(ζ1(b))‖ ≤ δ1
and
max
g∈K1
‖a
(
u
(1)
g − η
+
2 (Y
(1)
g )X
(2)
g )‖ ≤ δ1
for all a ∈ ϕ1(F
A
1 ). We set
FA2 = {a
(2)
m }m≤ℓ2 ∪ η2(F
B
2 ) ∪ ϕ1(F
A
1 ) ·
{
η+2 (V
(1)
g1 )X
(2)
g2 U
(1)
g3
}
g1,g2,g3∈K1
.
Using the assumption that
(ψ2,v
(2)) wu (θ2,y
(2)) ◦ (κ2,x
(2)) ∼u (θ2,y
(2)) ◦ (η2,X
(2)),
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we may find a unitary w2 ∈ U(M(B3)) such that if we set (ζ2,Y(2)) =
Ad(w2) ◦ (θ2,y
(2)), we have
max
b∈FB2
‖ψ2(b)− ζ2(η2(b))‖ ≤ δ2
and
max
g∈K2
‖b
(
v
(2)
g − ζ
+
2 (X
(2)
g )Y
(2)
g )‖ ≤ δ2
for all b ∈ ψ2(F
B
2 ). We set
FB3 = {b
(3)
m }m≤ℓ3 ∪ ζ2(F
A
2 ) ∪ ψ2(F
B
2 ) ·
{
ζ+2 (U
(1)
g1 )Y
(2)
g2 V
(2)
g3
}
g1,g2,g3∈K2
.
We continue like this by induction. This allows us to find compact subsets
FAn ⊂ An and F
B
n ⊂ Bn, unitaries vn ∈ U(M(An)) and wn ∈ U(M(Bn+1))
such that if we define (ηn,X(n)) = Ad(vn) ◦ (κn,x(n)) and (ζn,Y(n)) =
Ad(wn) ◦ (θn,y
(n)), then the diagram
. . . // An
ζn
""❊
❊❊
❊❊
❊❊
❊
ϕn // An+1 //
""❊
❊❊
❊❊
❊❊
❊❊
❊
. . .
. . . // Bn
ηn
>>⑤⑤⑤⑤⑤⑤⑤⑤ ψn // Bn+1
ηn+1
;;✈✈✈✈✈✈✈✈✈
// . . .
becomes an approximate cocycle intertwining in the sense of Definition 3.3.
More precisely, every condition in Definition 3.3 except for (viii) is automat-
ically ensured by the inductive choice of this data with respect to δn = 2
−n.
As is clear from the above, we can make our choices so that
{a(n)m }m≤ℓn ⊆ F
A
n and {b
(n)
m }m≤ℓn ⊆ F
B
n
holds for every n. By the initial choice of the elements a
(n)
m ∈ An and
b
(n)
m ∈ Bn as to satisfy (e3.7), this implies for every n that the subsets⋃
k≥n
ϕ−1n,k(F
A
k ) ⊂ An and
⋃
k≥n
ψ−1n,k(F
B
k ) ⊂ Bn
are indeed dense, which verifies condition (viii).
By applying Proposition 3.4, we obtain mutually inverse cocycle conjuga-
cies (θ,y) : (A,α, u) → (B,β, v) and (κ,x) : (B,β, v) → (A,α, u). As noted
in Remark 3.5, we have for every n ≥ 1 that
(θ,x) ◦ (ϕ,u)n,∞ = lim
k→∞
(ψ,v)k+1,∞ ◦ (ζk,Y
(k)) ◦ (ϕ,u)n,k.
Now let pass to the stronger assumption in the statement of the theo-
rem, namely that (θn,y
(n)) ◦ (κn,x
(n)) ≈u (ψn,v
(n)) and (κn+1,x
(n+1)) ◦
(θn,y
(n)) ≈u (ϕn,u
(n)) holds for all n ≥ 1. For each k > n, we have that
(ζk,Y
(k)) is unitarily equivalent to (θk,y
(k)) via wk ∈ U(M(Bk+1)). Hence
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for all n ≥ 1, we obtain10
(ψ,v)n+1,k+1 ◦ (θn,y
(n))
≈u (θk,y
(k)) ◦ (κk,x
(k)) ◦ (θk−1,y
(k−1)) ◦ · · · ◦ (κn+1,x
(n+1)) ◦ (θn,y
(n))
≈u (θk,y
(k)) ◦ (ϕ,u)n,k
∼u (ζk,Y
(k)) ◦ (ϕ,u)n,k.
If we compose these morphisms from the left with (ψ,v)k+1,∞ and let k →
∞, it follows that
(θ,x) ◦ (ϕ,u)n,∞ = lim
k→∞
(ψ,v)k+1,∞ ◦ (ζk,Y
(k)) ◦ (ϕ,u)n,k
wu (ψ,v)n+1,∞ ◦ (θn,y(n)).
Since n ≥ 1 was arbitrary, this proves the first half of the statement. The
other half, namely that
(κ,x) ◦ (ψ,v)n,∞ wu (ϕ,u)n,∞ ◦ (κn,x
(n))
holds for all n ≥ 1, follows in a completely analogous fashion, by exchanging
the roles of An and Bn. 
The following further special case yields a natural setting which showcases
what type of existence and uniqueness theorems need to be proved in order
to classify (twisted) G-C∗-algebras up to cocycle conjugacy.
Corollary 3.7. Let G be a second-countable, locally compact group. Let
(α, u) : G y A and (β, v) : G y B be two twisted actions on separable
C∗-algebras. Suppose that
(ϕ,u) : (A,α, u) → (B,β, v) and (ψ,v) : (B,β, v)→ (A,α, u)
are two cocycle morphisms such that
(ψ,v) ◦ (ϕ,u) wu idA and (ϕ,u) ◦ (ψ,v) wu idB .
Then there exist mutually inverse cocycle conjugacies
(Φ,U) : (A,α, u) → (B,β, v) and (Ψ,V) : (B,β, v)→ (A,α, u)
such that
(Φ,U) wu (ϕ,u) and (Ψ,V) wu (ψ,v).
Proof. We consider both twisted G-C∗-algebras in the assumption as trivial
inductive limits
(A,α, u) = lim
−→
{(A,α, u), (idA,1)}
and
(B,β, v) = lim
−→
{(B,β, v), (idB ,1)} .
10This is the only place where it is important that we assume the symmetric version
of approximate unitary equivalence. The following step towards (θ,y) ◦ (ϕ,u)n,∞ wu
(ψ,v)n+1,∞ ◦ (θn, y(n)) uses at the very least the relations (κn+1,x(n+1)) ◦ (θn,y(n)) wu
(ϕn,u(n)) and (ψn,v(n)) wu(κn+1,x(n+1)) ◦ (θn,y(n)). The proof for (κ,x) ◦ (ψ,v)n,∞ wu
(ϕ,u)n,∞ ◦ (κn,x(n)) need in turn the same relations in the reverse direction.
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Then the (not necessarily commuting) diagram of cocycle morphisms
. . . // A
ϕ
❅
❅❅
❅❅
❅❅
❅
idA // A //
ϕ
  ❆
❆❆
❆❆
❆❆
❆❆
. . .
. . . // B
ψ
??⑦⑦⑦⑦⑦⑦⑦⑦ idB // B
ψ
??⑦⑦⑦⑦⑦⑦⑦⑦ idB // . . .
fits the assumptions in Theorem 3.6, so we can simply repeat the same argu-
ment as in its proof. Then the resulting mutually inverse cocycle conjugacies
(Φ,U) and (Ψ,V) arise as certain limits
(Φ,U) = lim
k→∞
(ζk,Y
(k)), (Ψ,V) = lim
k→∞
(ηk,X
(k)),
where (ζk,Y
(k)) ∼u (ϕ,u) and (ηk,X
(k)) ∼u (ψ,v) for all k ≥ 1. Hence
(Φ,U) wu (ϕ,u) and (Ψ,V) wu (ψ,v).
11 This finishes the proof. 
For completeness, we shall also record the analogous result to the above
in the reduced picture, which one can obtain as a direct consequence and
which generalizes Theorem 3.1.
Corollary 3.8. Let G be a second-countable, locally compact group. Let
(α(n), u(n)) : G y An and (β(n), v(n)) : G y Bn be sequences of weakly
twisted actions on separable C∗-algebras. Let
(ϕn,u
(n)) : (An, α
(n), u(n))→ (An+1, α
(n+1), u(n+1))
and
(ψn,v
(n)) : (Bn, β
(n), v(n))→ (Bn+1, β
(n+1), v(n+1))
be sequences of reduced cocycle morphisms, which we view as two inductive
systems in the category C∗G,t,r. Denote by (ϕ,u)n,∞ : (An, α
(n), u(n)) →
(A,α, u) and (ψ,v)n,∞ : (Bn, β
(n), v(n)) → (B,β, v) the universal cocycle
morphisms into the respective limit.
Consider two sequences of reduced cocycle morphisms
(κn,x
(n)) : (Bn, β
(n), v(n))→ (An, α
(n), u(n))
and
(θn,y
(n)) : (An, α
(n), u(n))→ (Bn+1, β
(n+1), v(n+1))
fitting into the (not necessarily commutative) diagram
. . . // An
θn
""❊
❊❊
❊❊
❊❊
❊
ϕn // An+1 //
""❊
❊❊
❊❊
❊❊
❊❊
❊
. . .
. . . // Bn
κn
>>⑤⑤⑤⑤⑤⑤⑤⑤ ψn // Bn+1
κn+1
;;✈✈✈✈✈✈✈✈✈
// . . .
Suppose that
(θn,y
(n)) ◦ (κn,x
(n)) ≈pu(ψn,v
(n))
and
(κn+1,x
(n+1)) ◦ (θn,y
(n)) ≈pu(ϕn,u
(n))
11Due to the trivial form of the inductive systems, the need for the symmetric assumption
in Theorem 3.6 disappears because the relevant step in the proof becomes vacuous.
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holds for all n ∈ N. Then there exist mutually inverse and reduced cocycle
conjugacies (θ,y) : (A,α, u) → (B,β, v) and (κ,x) : (B,β, v) → (A,α, u)
satisfying
(ψ,v)n+1,∞ ◦ (θn,y
(n)) ≈pu(θ,y) ◦ (ϕ,u)n,∞
and
(ϕ,u)n,∞ ◦ (κn,x
(n)) ≈pu(κ,x) ◦ (ψ,v)n,∞
for all n ∈ N.
Proof. By definition of being a weakly twisted action, we have canonical
extensions to twisted actions (α(n), u(n)) : G y A†n and (β
(n), v(n)) : G y
B†n to the proper unitizations of the involved C
∗-algebras. Since all of the
involved cocycle morphisms in the assumption are reduced, they uniquely
extend to unital cocycle morphisms
(B†n, β
(n), v(n))
(κ†n,x(n))
ss❣❣❣❣❣
❣❣❣❣
❣❣❣
❣❣❣❣
❣❣❣
❣
(ψ†n,v(n))

(A†n, α
(n), u(n))
(ϕ†n,u(n))

(θ†n,y(n))
++❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱❱❱
❱
(B†n+1, β
(n+1), v(n+1))
(A†n+1, α
(n+1), u(n+1)).
Correspondingly, we may identify (A†, α, u) with the limit with respect to the
inductive system given by the cocycle morphisms (ϕ†n,u
(n)), and analogously
(B†, β, v) is the limit with respect to (ψ†n,v
(n)). By definition of proper
approximate unitary equivalence, our assumptions imply
(θ†n,y
(n)) ◦ (κ†n,x
(n)) ≈u (ψ
†
n,v
(n))
and
(κ†n+1,x
(n+1)) ◦ (θ†n,y
(n)) ≈u (ϕ
†
n,u
(n))
for all n ∈ N. Therefore we are in the situation to apply Theorem 3.6
to the (possibly non-commuting) diagram of unitized cocycle morphisms
above. It follows that there exist mutually inverse cocycle conjugacies
(θ′,y) : (A†, α, u)→ (B†, β, v) and (κ′,x) : (B†, β, v)→ (A†, α, u) satisfying
(ψ†,v)n+1,∞ ◦ (θ
†
n,y
(n)) ≈u (θ
′,y) ◦ (ϕ†,u)n,∞
and
(ϕ†,u)n,∞ ◦ (κ
†
n,x
(n)) ≈u (κ
′,x) ◦ (ψ†,v)n,∞
for all n ∈ N. (Keep in mind Remark 2.9 here.)
We first note that the ∗-homomorphism ψ†n+1,∞ ◦θ
†
n sends An to B. Since
B is obviously closed under unitary equivalence inside B†, it follows that the
∗-homomorphism θ′ ◦ ϕn,∞ also sends An to B. Since this is true for every
n, we conclude that θ = θ′|A has image in B. Hence θ
′ = θ† is the unique
unital extension of the isomorphism θ : A→ B. By exchanging the roles of
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An and Bn and repeating this argument, we likewise conclude that κ
′ = κ†
is the unique unital extension of the isomorphism κ = κ′|B : B → A.
Lastly, we note that for any pair of unitaries v ∈ U(B†) and w ∈ U(1+B),
one has vwβg(v)
∗ ∈ U(1 + B) for any g ∈ G, since the automorphism βg
fixes the scalar part of v. By assumption, the map G→ U(B†) belonging to
the composition (ψ†,v)n+1,∞ ◦(θ
†
n,y
(n)) takes values in U(1+B), and so the
same will be true for the composition (θ†,y)◦(ϕ†,u)n,∞. Since the map G→
U(B†) belonging to this composition is given by g 7→ (θ ◦ϕn,∞)
†(U
(n−1)∗
g )yg
and the first factor is in U(1+B), we hence conclude that yg ∈ U(1+B) for
all g ∈ G. By exchanging the roles of An and Bn once again and repeating
this argument, we likelywise conclude that x takes values in U(1+A).
In summary, we have that (θ,y) : (A,α, u) → (B,β, v) and (κ,x) :
(B,β, v) → (A,α, u) are mutually inverse and reduced cocycle conjugacies.
The statement that
(ψ,v)n+1,∞ ◦ (θn,y
(n)) ≈pu(θ,y) ◦ (ϕ,u)n,∞
and
(ϕ,u)n,∞ ◦ (κn,x
(n)) ≈pu(κ,x) ◦ (ψ,v)n,∞
holds for all n ∈ N, follows from the above. A priori, the approximate
unitary equivalence between these compositions is implemented by sequences
of unitaries in U(B†) and U(A†), respectively. By rescaling with their scalar
parts, we may assume that the unitaries are in U(1 + B) and U(1 + A),
respectively, so we indeed get proper approximate unitary equivalence as
desired. 
4. One-sided intertwining
4.1. Asymptotic unitary equivalence.
Definition 4.1. Let (α, u) : G y A and (β, v) : G y B be two twisted
actions on C∗-algebras. Suppose that A is separable and B is σ-unital. Let
(ϕ,u) : (A,α, u)→ (M(B), β, v)
be a cocycle representation and let (ψ,v) be a pair consisting of a ∗-homomor-
phism ψ : A→M(B) and a strictly continuous map v : G→ U(M(B)).
(i) We say that (ψ,v) is an asymptotic unitary conjugate of (ϕ,u), if
there exists a strictly continuous map v : [0,∞) → U(M(B)) such
that
ψ(a) = lim
t→∞
vtϕ(a)vt,
and
max
g∈K
‖b
(
vg − vtugβg(vt)
∗
)
‖
t→∞
−→ 0
for all a ∈ A, b ∈ B and every compact set K ⊆ G. . As before, it
follows that (ψ,v) is automatically a cocycle representation. If (ϕ,u)
is in fact a cocycle morphism into (B,β, v), then so is (ψ,v), and we
have that the net Ad(vt) ◦ (ϕ,u) converges to (ψ,v) in the topology
from Definition 2.5(i). Similar to before, we say that (ψ,v) and (ϕ,u)
are asymptotically unitarily equivalent, written (ϕ,u) ≅u (ψ,v), if
they are asymptotic unitary conjugates of each other.
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(ii) The pairs (ϕ,u) and (ψ,v) are properly asymptotically unitarily equiv-
alent, if there exists a norm-continuous map v : [0,∞) → U(1 + B)
such that
ψ(a) = lim
t→∞
vtϕ(a)v
∗
t
for all a ∈ A, and
max
g∈K
‖vg − vtugβg(vt)
∗‖
t→∞
−→ 0
for every compact set K ⊆ G. We write (ϕ,u) ≅pu (ψ,v). If (α, u)
and (β, v) are weakly twisted actions and (ϕ,u) and (ψ,v) are reduced
cocycle morphisms, then this means that the net Ad(vλ) ◦ (ϕ,u) con-
verges to (ψ,v) in the topology from Definition 2.5(ii).
In this subsection we will characterize when a given (non-degenerate) co-
cycle morphism is asymptotically unitarily equivalent to a cocycle conjugacy,
which will culminate in a continuous version of Corollary 3.7.
Proposition 4.2. Let
(A,α, u)
(ϕ,u)
−→ (B,β, v), (B,β, v)
(ψ,v)
−→ (C, γ,w)
be two cocycle morphisms between separable twisted G-C∗-algebras. If both
(ϕ,u) and (ψ,v) are asymptotically unitarily equivalent to cocycle conjuga-
cies, then the composition (ψ,v)◦(ϕ,u) is asymptotically unitarily equivalent
to a cocycle conjugacy.
Proof. This is a trivial consequence from the proof of Proposition 2.11. If
there exist cocycle conjugacies
(A,α, u)
(Φ,U)
−→ (B,β, v), (B,β, v)
(Ψ,V)
−→ (C, γ,w)
with
(Φ,U) ≅u (ϕ,u) and (Ψ,V) ≅u (ψ,v),
then it easily follows from Lemma 2.7 that also
(Ψ,V) ◦ (Φ,U) ≅u (ψ,v) ◦ (ϕ,u).

The following is a variant of [96, Proposition 2.1]. Although half of the
proof is very similar, we shall give the full argument for completeness.
Proposition 4.3. Let G be a second-countable, locally compact group. Sup-
pose that (α, u) : Gy A and (β, v) : Gy B are twisted actions on separable
C∗-algebras. Let (ϕ,u) : (A,α, u) → (B,β, v) be a cocycle morphism such
that ϕ is injective and non-degenerate. Then (ϕ,u) is asymptotically uni-
tarily equivalent to a cocycle conjugacy if and only if the following is true:
For all finite sets FA ⊂ A, FB ⊂ B, compact sets K ⊆ G, and ε > 0,
there exists a (strictly continuous) unitary path z : [0, 1] → U(M(B)) with
z0 = 1 and satisfying
• max
0≤t≤1
‖[zt, ϕ(a)]‖ ≤ ε for all a ∈ F
A;
• dist
(
z∗1bz1, ϕ(A)
)
≤ ε for all b ∈ FB;
• max
g∈K
max
0≤t≤1
‖b(ug − ztugβg(zt)
∗)‖ ≤ ε for all b ∈ FB.
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Remark. Before we resume with the proof, let us contemplate the above
non-degeneracy assumption on ϕ. I do not know if it is a necessary assump-
tion, but it appears to be somewhat relevant for the “only if” part, which is
important for the application that follows afterwards. The difficulty essen-
tially lies in arranging the statement in the last bullet point for all t ∈ [0, 1]
(and not just for t = 1), which under the non-degeneracy assumption is
possible below because it suffices to consider for b ∈ ϕ(A). In particular,
when there are no group actions involved, the assumption can be relaxed to
saying that ϕ is extendible.
Proof. Let us first show the “only if” part. Suppose that (ϕ,u) is asymp-
totically unitarily equivalent to a cocycle conjugacy (Φ,U) : (A,α, u) →
(B,β, v). Since ϕ is non-degenerate, this means (cf. Remark 2.9) that there
exists a strictly continuous path of unitaries w : [0,∞) → U(M(B)) such
that
Φ(a) = lim
t→∞
wtϕ(a)w
∗
t , a ∈ A,
and
lim
t→∞
max
g∈K
‖b(Ug − wtugβg(wt)
∗)‖ = 0
for all compact sets K ⊆ G and b ∈ B.
Now let FA,FB ,K, ε be given as in the statement. As pointed out in
the remark above, we assume ϕ to be non-degenerate, and hence we may
substitute the element b ∈ FB in the last bullet point for ϕ(a) for a ∈ FA.
By the above, we may then choose a number n1 ≥ 1 such that
(e4.1) sup
t≥n1
‖Φ(a)− wtϕ(a)w
∗
t ‖ ≤ ε/4, a ∈ F
A,
and
(e4.2) sup
t≥n1
max
g∈K
max
a∈FA
‖Φ(a)(Ug − wtugβg(wt)
∗)‖ ≤ ε/4.
Then, choose a bigger number n2 > n1 such that
(e4.3) sup
t≥n2
‖Φ(a)− wtϕ(a)w
∗
t ‖ ≤ ε, a ∈ Φ
−1(wn1F
Bw∗n1).
We set zt = w
∗
n1wn1+t(n2−n1) for t ∈ [0, 1]. We claim that this unitary path
satisfies the desired properties. We first observe for all g ∈ K, a ∈ FA and
t ∈ [0, 1] that
ϕ(a)ztugβg(zt)
∗
= ϕ(a)w∗n1wn1+t(n2−n1)ugβg(w
∗
n1+t(n2−n1)
wn1)
(e4.1)
=ε/4 w
∗
n1Φ(a)wn1+t(n2−n1)ugβg(w
∗
n1+t(n2−n1)
wn1)
(e4.2)
=ε/4 w
∗
n1Φ(a)Ugβg(wn1)
(e4.2)
=ε/4 w
∗
n1Φ(a)wn1ug
(e4.1)
=ε/4 ϕ(a)ug.
In summary, we obtain
max
g∈K
max
a∈FA
max
0≤t≤1
‖ϕ(a)(ug − ztugβg(z
∗
t ))‖ ≤ ε.
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Applying (e4.1) twice, we clearly have
max
a∈FA
max
0≤t≤1
‖[zt, ϕ(a)]‖ ≤ ε/2.
Furthermore, we have for all b ∈ FB that
z∗1bz1 = w
∗
n2wn1bw
∗
n1wn2
= w∗n2Φ(Φ
−1(wn1bw
∗
n1))wn2
(e4.3)
= ε ϕ(Φ
−1(wn1bw
∗
n1)) ∈ ϕ(A).
This shows that z is indeed a unitary path with the desired properties.
Now let us show the “if” part. Let {an}n∈N ⊂ A and {bn}n∈N ⊂ B be
dense sequences. Write G =
⋃
n∈NKn for an increasing union of compact
subsets 1G ∈ Kn. We are going to perturb (ϕ,u) with paths of unitaries
step by step:
In the first step, choose some a1,1 ∈ A and z
(1) : [0, 1] → U(M(B)) with
z
(1)
0 = 1 such that for all 0 ≤ t ≤ 1, we have
• z
(1)∗
1 b1z
(1)
1 =1/2 ϕ(a1,1);
• ‖[z
(1)
t , ϕ(a1)]‖ ≤ 1/2;
• b1ug =1/2 b1z
(1)
t ugβg(z
(1)
t )
∗ for all g ∈ K1.
In the second step, choose a2,1, a2,2 ∈ A and z
(2) : [0, 1] → U(M(B)) with
z
(2)
0 = 1 such that for every 0 ≤ t ≤ 1 we have
• z
(2)∗
1 (z
(1)∗
1 bjz
(1)
1 )z
(2)
1 =1/4 ϕ(a2,j) for j = 1, 2;
• ‖[z
(2)
t , ϕ(aj)]‖ ≤ 1/4 for j = 1, 2;
• ‖[z
(2)
t , ϕ(a1,1)]‖ ≤ 1/4;
• (bjz
(1)
1 )ug =1/4 (bjz
(1)
1 )z
(2)
t ugβg(z
(2)
t )
∗ for all g ∈ K2 and j = 1, 2.
Now assume that for some n ∈ N, we have found z(1), . . . , z(n) : [0, 1] →
U(M(B)) and {am,j}j≤m≤n ⊂ A satisfying for every 0 ≤ t ≤ 1 that
(e4.4) z
(n)∗
1 (z
(n−1)∗
1 · · · z
(1)∗
1 bjz
(1)
1 · · · z
(n−1)
1 )z
(n)
1 =2−n ϕ(an,j) for j ≤ n;
(e4.5) ‖[z
(n)
t , ϕ(aj)]‖ ≤ 2
−n for j ≤ n;
(e4.6) ‖[z
(n)
t , ϕ(am,j)]‖ ≤ 2
−n for m < n and j ≤ m;
(e4.7) (bjz
(1)
1 · · · z
(n−1)
1 )ug =2−n (bjz
(1)
1 · · · z
(n−1)
1 )z
(n)
t ugβg(z
(n)
t )
∗
for all g ∈ Kn and j ≤ n.
Then we can again apply our assumptions to find z(n+1) : [0, 1] → U(M(B))
with z
(n+1)
0 = 1 and {an+1,j}j≤n+1 ⊂ A so that for every 0 ≤ t ≤ 1 we have
• z
(n+1)∗
1 (z
(n)∗
1 · · · z
(1)∗
1 bjz
(1)
1 · · · z
(n)
1 )z
(n+1)
1 =2−(n+1) ϕ(an+1,j) for j ≤ n+ 1;
• ‖[z
(n+1)
t , ϕ(aj)]‖ ≤ 2
−(n+1) for j ≤ n+ 1;
• ‖[z
(n+1)
t , ϕ(am,j)]‖ ≤ 2
−(n+1) for m < n+ 1 and j ≤ m;
• (bjz
(1)
1 · · · z
(n)
1 )ug =2−(n+1) (bjz
(1)
1 · · · z
(n)
1 )z
(n+1)
t ugβg(z
(n+1)
t )
∗ for all g ∈
Kn+1 and j ≤ n+ 1.
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Carry on inductively. We define a norm-continuous path of unitaries v :
[0,∞)→ U(M(B)) via vt = z
(1)
1 · · · z
(n)
1 z
(n+1)
t−n for n ≥ 0 with n ≤ t ≤ n+1.
This map is indeed continuous since every path z(n) starts at the unit. We
obtain a continuous path of cocycle morphisms (ψt,u
(t)) : (A,α) → (B,β)
for t ≥ 0 via ψt = Ad(vt) ◦ ϕ and u
(t)
g = vtugβg(vt)
∗. We claim that this
converges to a cocycle conjugacy when we let t→∞.
By condition (e4.5), we can immediately observe that the net (ψt(aj))t≥0
is Cauchy for all j ∈ N. Since the set {aj}j∈N ⊂ A was assumed to be
dense, this implies that the net (ψt)t≥0 converges to some ∗-homomorphism
ψ : A→ B in the point-norm topology. Since ϕ was assumed to be injective,
so is ψ. In order to show that ψ is an isomorphism, it suffices to show that it
has dense image. Let j ≥ 1 be given. Then for n ≥ j, condition (e4.4) tells
us that ‖ϕn(an,j)− bj‖ ≤ 2
−n. At the same time, it follows from condition
(e4.6) that
‖ψ(an,j)− ϕn(an,j)‖ ≤
∞∑
k=n
‖ϕk+1(an,j)− ϕk(an,j)‖
=
∞∑
k=n
‖z
(k+1)
1 ϕ(an,j)z
(k+1)∗
1 − ϕ(an,j)‖
≤
∞∑
k=n
2−k = 21−n.
This culminates in the estimate ‖bj − ψ(an,j)‖ ≤ 2
2−n for all j ≥ 1 and
n ≥ j. Since the set {bj}j∈N ⊂ B was assumed to be dense, it follows that
ψ has dense image and is therefore an isomorphism.
By condition (e4.7), we have that the assignment
t 7→ bj · vtugβg(v
∗
t ) = bu
(t)
g
yields a Cauchy net for every j ∈ N and g ∈ G, with uniformity on compact
subsets of G. Since {bj}j∈N ⊂ B was assumed to be dense, it follows that
this is true for any element b ∈ B in place of bj. By Lemma 2.6, it follows
that the strict limit
vg = lim
t→∞
u
(t)
g ∈ U(M(B)), g ∈ G
exists, and the convergence is uniform over compact sets in G. Hence
(ψ,v) = limt→∞(ϕt,u
(t)) = limt→∞Ad(vt) ◦ (ϕ,u) is the desired cocy-
cle conjugacy. Since ϕ is non-degenerate, it follows from Remark 2.9 that
(ψ,v) ≅u (ϕ,u). 
Lemma 4.4. Let G be a second-countable, locally compact group. Let
(α(n), u(n)) : G y An be a sequence of twisted actions on separable C∗-
algebras. Let
(ϕn,u
(n)) : (An, α
(n), u(n))→ (An+1, α
(n+1), u(n+1))
be a sequence of injective and non-degenerate cocycle morphisms with in-
ductive limit (A,α, u) = lim
−→
(An, α
(n), u(n)). Suppose that for every n ≥ 1,
(ϕn,u
(n)) is asymptotically unitarily equivalent to a cocycle conjugacy. Then
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it follows that
ϕ1,∞ : (A1, α
(1), u(1))→ (A,α, u)
is asymptotically unitarily equivalent to a cocycle conjugacy.12
Proof. We adopt the notation from Proposition 2.2.
Let F1 ⊂ A1 and F∞ ⊂ A be finite sets. Let K ⊆ G be compact and
ε > 0. In order to obtain the claim, we are going to verify the condition
in Proposition 4.3 for ϕ1,∞. After making a small perturbation to F∞, we
may assume without loss of generality that there is some large enough n ≥ 1
and finite set Fn ⊂ An such that F∞ = ϕn,∞(Fn). By Proposition 4.2, the
cocycle morphism
(ϕ,u)1,n = (ϕ1,n,U
(n−1)) : (A1, α
(1), u(1))→ (An, α
(n), u(n))
is asymptotically unitarily equivalent to a cocycle conjugacy. By Proposition 4.3,
we hence find a unitary path y : [0, 1]→ U(M(An)) satisfying
• dist(y∗1by1, ϕ1,n(A1)) ≤ ε for all b ∈ Fn;
• max
0≤t≤1
‖[yt, ϕ1,n(a)]‖ ≤ ε for all a ∈ F1;
• max
g∈K
max
0≤t≤1
‖b(U(n−1)g − ytU
(n−1)
g α
(n)
g (yt)
∗)‖ ≤ ε for all b ∈ Fn.
Set z = ϕ+n,∞ ◦ y : [0, 1] → U(M(A)). Then we evidently have the two
conditions
dist(z∗1bz1, ϕ1,∞(A1)) ≤ ε for all b ∈ F∞
and
max
0≤t≤1
‖[zt, ϕ1,∞(a)]‖ ≤ ε for all a ∈ F1.
Furthermore, we have for all g ∈ K, t ∈ [0, 1] and b ∈ Fn that
ψn,∞(b)ztαg(zt)
∗ = ψn,∞(byt) · (αg ◦ ψn,∞)(yt)
∗
= ψn,∞
(
bytU
(n−1)
g α
(n)
g (yt)
∗U
(n−1)∗
g
)
=ε ψn,∞(b).
In summary, we have verified the condition in Proposition 4.3 for (ϕ1,∞,1),
which implies that it is indeed asymptotically unitarily equivalent to a co-
cycle conjugacy. 
The following should be seen as a continuous version of Corollary 3.7.
Although some version of this statement appears to be folklore in the case
G = {1} due to Kirchberg’s famous unpublished preprint [56], there does
to my knowledge not exist a published proof even of that statement any-
where. The proof presented below is in turn inspired by Kirchberg’s original
approach. As mentioned further above, when there are no group actions
involved, one can relax the non-degeneracy assumption on the involved ∗-
homomorphisms to extendability.
Theorem 4.5. Let G be a second-countable, locally compact group. Let
(α, u) : G y A and (β, v) : G y B be two twisted actions on separable
C∗-algebras. Suppose that
(ϕ,u) : (A,α, u) → (B,β, v) and (ψ,v) : (B,β, v)→ (A,α, u)
12In this context remember from the construction of the limit that the ∗-homomorphism
ϕ1,∞ is genuinely equivariant here, so we identify it with the cocycle morphism (ϕ1,∞,1).
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are two non-degenerate cocycle morphisms such that
(ψ,v) ◦ (ϕ,u) ≅u idA and (ϕ,u) ◦ (ψ,v) ≅u idB .
Then there exist mutually inverse cocycle conjugacies
(ϕ0,u
(0)) : (A,α, u)→ (B,β, v) and (ψ0,v
(0)) : (B,β, v)→ (A,α, u)
such that
(ϕ,u) ≅u (ϕ0,u
(0)) and (ψ,v) ≅u (ψ0,v
(0)).
Proof. We consider the two compositions
(ξ,x) = (ψ,v) ◦ (ϕ,u) : (A,α, u)→ (A,α, u)
and
(θ,y) = (ϕ,u) ◦ (ψ,v) : (B,β, v)→ (B,β, v).
Then evidently the following represents a commutative diagram of cocycle
morphisms:
. . .
ξ
// A
ϕ
❅
❅❅
❅❅
❅❅
❅
ξ
// A
ξ
//
ϕ
  ❆
❆❆
❆❆
❆❆
❆❆
. . .
. . .
θ // B
ψ
??⑦⑦⑦⑦⑦⑦⑦⑦
θ // B
ψ
??⑦⑦⑦⑦⑦⑦⑦⑦
θ // . . .
Let us we form the stationary inductive limits
(A(∞), α(∞), u(∞)) = lim
−→
{(A,α, u), (ξ,x)}
and
(B(∞), β(∞), v(∞)) = lim
−→
{(A, β, v), (ζ,y)} .
We consider the universal (equivariant) embeddings
ξ∞ : (A,α, u)→ (A
(∞), α(∞), u(∞)), θ∞ : (B,β, v)→ (B
(∞), β(∞), v(∞))
from each respective first building block into the limit. By the universal
properties of both inductive limits, the commutative diagram induces mu-
tually inverse cocycle conjugacies
(Φ,U) : (A(∞), α(∞), u(∞))→ (B(∞), β(∞), v(∞))
and
(Ψ,V) : (B(∞), β(∞), v(∞))→ (A(∞), α(∞), u(∞))
such that (Φ,U) ◦ ξ∞ = θ∞ ◦ (ϕ,u) and (Ψ,V) ◦ θ∞ = ξ∞ ◦ (ψ,v). By
assumption, the cocycle morphism (ξ,x) is asymptotically unitarily equiv-
alent to an isomorphism, namely the identity map on A. By Lemma 4.4,
it follows that ξ∞ is asymptotically unitarily equivalent to a cocycle con-
jugacy (Ξ,X) : (A,α, u) → (A(∞), α(∞), u(∞)). Analogously it follows that
θ∞ is asymptotically unitarily equivalent to a cocycle conjugacy (Θ,Y) :
(B,β, v)→ (B(∞), β(∞), v(∞)). Hence we conclude
(Θ,Y)−1 ◦ (Φ,U) ◦ (Ξ,X) ≅u (Θ,Y)−1 ◦ (Φ,U) ◦ ξ∞
= (Θ,Y)−1 ◦ θ∞ ◦ (ϕ,u)
≅u (ϕ,u).
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So (ϕ0,u
(0)) = (Θ,Y)−1 ◦ (Φ,U) ◦ (Ξ,X) is one of the desired cocycle conju-
gacies. For its inverse
(ψ0,v
(0)) := (ϕ0,u
(0))−1 = (Ξ,X)−1 ◦ (Ψ,V) ◦ (Θ,Y),
we similarly observe that
(Ξ,X)−1 ◦ (Ψ,V) ◦ (Θ,Y) ≅u (Ξ,X)−1 ◦ (Ψ,V) ◦ θ∞
= (Ξ,X)−1 ◦ ξ∞ ◦ (ψ,v)
≅u (ψ,v).
This finishes the proof. 
Corollary 4.6. Let G be a second-countable, locally compact group. Let
(α, u) : Gy A and (β, v) : Gy B be two weakly twisted actions on separable
C∗-algebras. Suppose that
(ϕ,u) : (A,α, u) → (B,β, v) and (ψ,v) : (B,β, v)→ (A,α, u)
are two reduced cocycle morphisms such that
(ψ,v) ◦ (ϕ,u) ≅puidA and (ϕ,u) ◦ (ψ,v) ≅puidB .
Then (ϕ,u) is properly asymptotically unitarily equivalent to a reduced co-
cycle conjugacy.
Proof. Since the assumption involves weakly twisted actions and reduced
cocycle morphisms, we may pass to the proper unitized C∗-algebras and
consider the unital cocycle morphisms
(ϕ†,u) : (A†, α, u)→ (B†, β, v)
and
(ψ†,v) : (B†, β, v)→ (A†, α, u).
Since (ψ,v) ◦ (ϕ,u) is properly asymptotically unitarily equivalent to idA,
it follows that (ψ†,v) ◦ (ϕ†,u) is asymptotically unitarily equivalent to idA†.
Analogously, the composition (ϕ†,u) ◦ (ψ†,v) is asymptotically unitarily
equivalent to idB† . Theorem 4.5 implies that (ϕ
†,u) is asymptotically uni-
tarily equivalent to a cocycle conjugacy (Φ′,U). Since ϕ† sends C1 ⊂ A†
to C1 ⊂ B† and A to B, the same follows for Φ′. Hence Φ′ = Φ† for a
unique isomorphism Φ : A → B. If t 7→ vt ∈ U(B
†) is the unitary path
witnessing the asymptotic equivalence between ϕ† and Φ†, we may divide
them by their scalar parts to ensure that vt ∈ U(1 + B). Hence (ϕ,u) is
indeed properly asymptotically unitarily equivalent to the reduced cocycle
conjugacy (Φ,U). 
Remark 4.7. The results in this subsection so far are also true if “as-
ymptotic unitary equivalence” is replaced with “approximate unitary equiv-
alence”. The only difference is that in Proposition 4.3, the unitary path
z : [0, 1] → U(M(B)) needs to be replaced by a single unitary, and the
assumption z0 = 1 is dropped; see also [99, Proposition 2.1].
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4.2. From approximate morphisms to genuine morphisms. This sub-
section should be viewed as a dynamical generalization of [22, Section 4];
see also [86, Proposition 1.3.7] for a related statement.
Notation 4.8. In this subsection we will use the sequence algebra con-
struction. That is, if A is a C∗-algebra, then its sequence algebra is denoted
by
A∞ = ℓ
∞(N, A)/
{
(an)n | lim
n→∞
‖an‖ = 0
}
.
If (α, u) : Gy A is a weakly twisted action of a locally compact group, then
we denote by α∞ : G→ Aut(A∞) the induced map into the automorphism
group arising from applying α componentwise. In general, α∞ will not be
point-norm continuous. However, we may define the C∗-subalgebra
A∞,α = {x ∈ A∞ | [g 7→ α∞,g(x)] is continuous} .
We therefore obtain a weakly twisted action (α∞, u) : G y A∞,α in the
ordinary sense. The canonical inclusion A ⊆ A∞,α as constant sequences is
then equivariant. Given a weakly twisted G-C∗-algebra (C, γ,w), we call a
reduced cocycle morphism (ϕ,u) : (C, γ,w) → (A∞,α, α∞, u) constant, if it
factors through (A,α, u) via the constant inclusion.
If κ : N → N is any map with limn→∞ κ(n) = ∞, then it induces an
endomorphism κ∗ on A∞ via κ
∗[(an)n] = [(aκ(n))n]. Indeed, we see that
α∞,g ◦ κ
∗ = κ∗ ◦ α∞,g for all g ∈ G, and hence κ
∗ induces an equivariant
endomorphism on the weakly twisted G-C∗-algebra (A∞,α, α∞, u).
Remark 4.9. Suppose that in the above situation, we are given a continuous
map u : G → U(1 + A∞). Given any compact set K ⊆ G, the restriction
u|K can be viewed as a single unitary
u|K ∈ U(1+ C(K,A∞)) ⊆ U
(
1+ C(K,A)∞
)
.
It hence lifts to a sequence of unitaries u(n) ∈ U
(
1 + C(K,A)
)
. In other
words, there is a sequence of continuous maps u(n) : K → U(1 + A) such
that for all g ∈ K, the sequence u
(n)
g represents ug.
Now let Kn ⊆ G be an increasing sequence of compact sets with G =⋃
n∈NKn. For every n ≥ 1, we can repeat the argument above and find a
sequence of continuous maps u(n,k) : Kn → U(1+B) such that it uniformly
represents u|Kn ∈ U
(
1+ C(Kn, B∞)
)
. Then we have for all m > n that
0 = ‖(u|Km)|Kn − u|Kn‖ = lim sup
k→∞
max
g∈Kn
‖u(m,k)g − u
(n,k)
g ‖
holds for all n. By induction, we can hence choose an increasing sequence
kn ∈ N such that
sup
k≥kn
max
ℓ<n
max
g∈Kℓ
‖u(n,k)g − u
(ℓ,k)
g ‖ ≤ 2
−n.
So we see that the sequence of (partially defined) continuous maps onG given
by U(k) = u(n,k) for kn ≤ k < kn+1 is eventually defined on every compact
subset of G as k → ∞, and represents the original map u uniformly over
compact subsets of G.
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Theorem 4.10. Let G be a second-countable, locally compact group. Let
(α, u) : G y A and (β, v) : G y B be two weakly twisted actions on C∗-
algebras. Suppose that A is separable. Let
(ϕ,u) : (A,α, u) → (B∞,β, β∞, v)
be a reduced cocycle morphism. Then the following are equivalent:
(i) (ϕ,u) is properly unitarily equivalent to a constant reduced cocycle
morphism (ψ,v) : (A,α, u) → (B,β, v);
(ii) For every map κ : N → N with limn→∞ κ(n) = ∞, the two reduced
cocycle morphisms (ϕ,u) and κ∗ ◦ (ϕ,u) are properly unitarily equiv-
alent;
(iii) Suppose that ϕn : A→ B is a sequence of ∗-linear maps lifting ϕ, and
that u(n) is a sequence of partially defined, but eventually everywhere
defined, maps from G to U(1+B) lifting u as in Remark 4.9.
Then for every ε > 0, finite set F ⊂ A, compact set K ⊆ G and
m ∈ N, there exists k ≥ m such that for every n ≥ k, there is a unitary
v ∈ U(1+B) such that
max
a∈F
‖v∗ϕn(a)v − ϕk(a)‖ ≤ ε, max
g∈K
‖v∗u(n)g βg(v)− u
(k)
g ‖ ≤ ε.
Proof. The implications (i)⇒(ii) and (iii)⇒(ii) are trivial.
(ii)⇒(iii): We prove this by contradiction. Suppose that the claim does
not hold. Then there exists ε > 0, finite set F ⊂ A, compact set K ⊆ G
and m ∈ N, such that for every k ≥ m there is nk ≥ k such that no unitary
v ∈ U(1 + B) satisfies the above property with nk in place of n. Since
the sequence of partial maps u(n) is eventually defined everywhere, we may
assume without loss of generality (by choosing k larger if necessary) that
they are always defined on K.
If we define κ : N → N via κ(k) = 1 if k < m and κ(k) = nk if k ≥ m,
then evidently limk→∞ κ(k) =∞. By assumption (ϕ,u) is properly unitarily
equivalent to κ∗ ◦ (ϕ,u). Find a unitary v ∈ U(1+B∞,β) with κ
∗ ◦ (ϕ,u) =
Ad(v) ◦ (ϕ,u), and represent it by a sequence of unitaries vk ∈ U(1 + B).
We immediately get for all a ∈ A that
0 = ‖κ∗ ◦ ϕ(a) −Ad(v)(ϕ(a))‖ = lim sup
k→∞
‖ϕnk(a)− vkϕk(a)v
∗
k‖.
Furthermore, we have
0
4.9
= max
g∈K
‖κ∗(ug)− vugβ∞,g(v)
∗‖ = lim sup
k→∞
max
g∈K
‖u(nk)g − vku
(k)
g βg(vk)
∗‖.
But now we see that this yields a contradiction to our assumption.
(ii)+(iii)⇒(i) Let Fn ⊂ A be an increasing sequence of finite sets with
dense union. Let Kn ⊆ G be an increasing sequence of compact sets with
G =
⋃
n∈NKn. By inductively applying the statement in (iii), we may choose
an increasing sequence of natural numbers kn ∈ N with k0 = 1 such that
for every n ≥ 1, the number kn satisfies the conclusion of (iii) in place of
k, with respect to Fn in place of F , Kn in place of K, 2
−n in place of ε,
and kn−1 + 1 in place of m. This allows us to find a sequence of unitaries
vn ∈ U(1+B) such that
max
a∈Fn
‖v∗nϕkn(a)v − ϕkn−1(a)‖ ≤ 2
−n, max
g∈Kn
‖v∗nu
(kn)
g βg(v)− u
(kn−1)
g ‖ ≤ 2
−n.
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Define the unitaries Vn = vnvn−1 · · · v1 in U(1 + B) for n ≥ 1, and set
V = [(Vn)n≥1] ∈ U(1+B∞).
Then evidently it follows for every a ∈
⋃
n∈NFn that the sequence n 7→
V ∗nϕkn(a)Vn is Cauchy, and therefore has a limit in B. Define κ : N → N
via κ(n) = kn. Since kn → ∞ as n → ∞, it follows that κ
∗ ◦ ϕ =
[(ϕkn)n≥1] : A → B∞,β is a ∗-homomorphism. We have justified that the
∗-homomorphism Ad(V ∗) ◦ κ∗ ◦ ϕ maps a dense subset into B, which im-
mediately implies that its entire range is in B. We may therefore obtain a
well-defined ∗-homomorphism ψ : A → B via ψ(a) = limn→∞ V
∗
nϕkn(a)Vn
for all a ∈ A.
For every compact set K ⊆ G, the sequence of (partially defined) con-
tinuous maps n 7→
[
g 7→ V ∗nu
(kn)
g βg(Vn)
]
is eventually defined on K and
uniformly satisfies the Cauchy criterion in norm over K. So we may define
vg = limn→∞ V
∗
n u
(kn)
g βg(Vn) for all g ∈ G, which yields a continuous map
into U(1 + B). For the unitary V ∈ U(1 + B∞), this implies the equation
β∞,g(V ) = (κ
∗)†(u∗g)V vg for all g ∈ G. As both maps (κ
∗)† ◦ u and v are
norm-continuous, we may conclude V ∈ U(1+B∞,β).
In summary, we get that (ψ,v) : (A,α, u)→ (B,β, v) is a reduced cocycle
morphism. By construction, it is properly unitarily equivalent to κ∗◦(ϕ,u) :
(A,α, u) → (B∞,β, β∞, v), which in turn is properly unitarily equivalent to
(ϕ,u) by assumption. This finishes the proof. 
5. Strong self-absorption revisited
In this section we revisit the concept of strongly self-absorbing C∗-dynamical
systems [99, 98, 96] and make some observation based on the intertwining
results obtained so far.
Definition 5.1. Let G be a second-countable, locally compact group. Let
D be a separable unital C∗-algebra and γ : G y D an action. Let A be
a separable C∗-algebra and (α, u) : G y A a twisted action. We say that
(α, u) strongly absorbs γ, if the equivariant embedding
idA⊗1D : (A,α, u)→ (A⊗D,α⊗ γ, u⊗ 1)
is approximately unitarily equivalent to a cocycle conjugacy.
Proposition 5.2. Let G be a second-countable, locally compact group. Let
D be a separable unital C∗-algebra and γ : G y D an action. Let A be
a separable C∗-algebra and (α, u) : G y A a twisted action. Then (α, u)
strongly absorbs γ if and only if it strongly absorbs γ⊗∞ : Gy D⊗∞.
Proof. Let us address the “only if” part. We have that
(A⊗D⊗∞, α⊗γ⊗∞, u⊗1⊗∞D ) = lim−→
{
(A⊗D⊗n, α⊗ γ⊗n, u⊗ 1⊗nD ), id⊗1D
}
By assumption, (α, u) strongly absorbs γ, which means that idA⊗1D is
approximately unitarily equivalent to a cocycle conjugacy. Hence the same
is true for the connecting maps idA⊗ id
⊗n
D ⊗1D above. By Remark 4.7, it
follows that the canonical embedding
idA⊗1D⊗∞ : (A,α, u) → (A⊗D
⊗∞, α⊗ γ⊗∞, u⊗ 1⊗∞D )
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is also approximately unitarily equivalent to a cocycle conjugacy, which con-
firms the claim.
For the “if” part, assume that (α, u) strongly absorbs γ⊗∞. Assume that
idA⊗1D⊗∞ is approximately unitarily equivalent to the cocycle conjugacy
(ϕ,u) : (A,α, u) → (A⊗D⊗∞, α⊗ γ⊗∞, u⊗ 1). Then
(ϕ⊗ idD,u⊗ 1D)
−1 ◦ (ϕ,u) : (A,α, u) → (A⊗D,α⊗ γ, u⊗ 1D)
is also a cocycle conjugacy. We moreover have
(ϕ⊗ idD,u⊗ 1D)
−1 ◦ (ϕ,u)
≈u (ϕ⊗ idD,u⊗ 1D)
−1 ◦ (idA⊗1D⊗∞)
= (ϕ−1 ⊗ idD, ϕ
−1(u)∗ ⊗ 1D) ◦ (idA⊗1D⊗∞)
= (ϕ−1 ⊗ 1D, ϕ
−1(u)∗ ⊗ 1D) ◦ (idA⊗1D⊗∞)
= (idA⊗1D) ◦ (ϕ,u)
−1 ◦ (idA⊗1D⊗∞)
≈u (idA⊗1D) ◦ idA = idA⊗1D.
Hence (α, u) strongly absorbs γ. 
The following should be seen as a revised definition from [99].
Definition 5.3 (replacing [99, Definition 3.1]). Let D be a separable unital
C∗-algebra. Let G be a second-countable, locally compact group, and let
γ : G y D be an action. We say that γ is strongly self-absorbing, if γ
strongly absorbs γ in the above sense.
Comparing the next proposition below with [99, Theorem 4.6] yields that
the above definition turns out to coincide with the notion called “semi-
strongly self-absorbing” in previous work. In hindsight this is hence the
more natural concept compared to the one in [99, Definition 3.1], which was
hinted at in its introduction but lacked hard evidence at the time.
Notation 5.4. For the rest of this section, we will use standard terminology
involving central sequence algebras inspired by [57]. Let (α, u) : G y A be
a weakly twisted action on a C∗-algebra A, and recall the terminology from
Notation 4.8. Suppose that B ⊂ A∞,α is an α∞-invariant C
∗-subalgebra
containing the set {ug,h − 1}g,h∈G.
Then α∞ restrict to a genuine continuous action α∞ : G y A∞,α ∩ B′,
which in turn induces a continuous action
α˜∞ : Gy F (B,A∞,α) := (A∞,α ∩B
′)/(A∞,α ∩B
⊥),
where A∞,α ∩ B
⊥ = {x ∈ A∞,α | xB = {0} = Bx}. If B is σ-unital, then
F (B,A∞,α) always yields a unital C
∗-algebra. If B = A, then we abbreviate
F (A,A∞,α) = F∞,α(A).
Recall that an action γ : G y D on a separable unital C∗-algebra is
said to have approximately G-inner half-flip, if the two equivariant unital
embeddings
idD⊗1D,1D ⊗ idD : (D, γ)→ (D ⊗D, γ ⊗ γ)
are approximately unitarily equivalent (as cocycle morphisms).
Proposition 5.5. Let γ : G y D be an action on a separable, unital C∗-
algebra. The following are equivalent:
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(i) γ is strongly self-absorbing in the sense of Definition 5.3.
(ii) γ has approximately G-inner half-flip and there exists a unital equi-
variant ∗-homomorphism from (D, γ) to (D∞,γ ∩ D
′, γ∞).
Proof. (ii)⇒(i): This follows directly from [99, Theorem 2.6]. Here note
that the proof consisted in showing that the assumptions of [99, Propo-
sition 2.1] (which coincides with the analog of Proposition 4.3 referenced
in Remark 4.7) hold for the equivariant embedding idD ⊗1D : (D, γ) →
(D ⊗ D, γ ⊗ γ). Hence it is approximately unitarily equivalent to a cocycle
conjugacy, which is what it means for γ to be strongly self-absorbing.
(i)⇒(ii): If γ is strongly self-absorbing, then it follows by Proposition 5.2
that γ is cocycle conjugate to γ∞ : G y D⊗∞. So the existence of some
unital equivariant ∗-homomorphism from (D, γ) to (D∞,γ∩D
′, γ∞) is trivial.
In order to prove that γ has approximately G-inner half-flip, we can proceed
exactly as in the original proof by Toms–Winter in [106, Proposition 1.5]. Let
(ϕ,u) : (D, γ)→ (D⊗D, γ⊗γ) be a cocycle conjugacy that is approximately
unitarily equivalent to idD ⊗1D. Define the cocycle morphism (ψ,v) =
(ϕ,u)−1 ◦ (1D ⊗ idD) on (D, γ). Then
1D ⊗ idD = (ϕ,u) ◦ (ϕ,u)
−1 ◦ (1⊗ idD)
= (ϕ,u) ◦ (ψ,v)
≈u (idD ⊗1D) ◦ (ψ,v)
= (ψ,v) ⊗ 1D
= (ϕ⊗ idD,u⊗ 1)
−1 ◦ (1⊗ idD ⊗1D)
≈u (ϕ⊗ idD,u⊗ 1)
−1 ◦ (1D ⊗ 1D ⊗ (ψ,v))
= 1D ⊗ (ψ,v)
≈u idD⊗1D.
Here we have used the equivalence between 1D ⊗ idD and (ψ,v) ⊗ 1D from
the fifth line onwards and applied the equivariant flip automorphism to it.
This finishes the proof. 
We shall also revisit the equivariant McDuff-type theorem and prove a
variant of [96, Theorem 2.2] intended for use in subsequent work, which
requires a stronger assumption but yields a stronger statement.
Theorem 5.6. Let G be a second-countable, locally compact group. Let
γ : Gy D be a strongly self-absorbing action, and (α, u) : G y A a weakly
twisted action on a separable C∗-algebra. Suppose that γ is equivariantly
Z-stable, i.e., γ is cocycle conjugate to γ ⊗ idZ for the Jiang–Su algebra
Z13. Suppose that there exists a unital equivariant ∗-homomorphism from
(D, γ) to the central sequence algebra (F∞,α(A), α˜∞). Then the equivariant
second-factor embedding
1D ⊗ idA : (A,α, u) → (D ⊗A, γ ⊗ α,1D ⊗ u)
is properly asymptotically unitarily equivalent to a reduced cocycle conjugacy.
Proof. This is almost the same as the proof of either [99, Theorem 3.7] or
[96, Theorem 2.2], but with a slight additional twist, so we shall give it for
completeness.
13See [48] for its introduction.
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Since we assumed (α, u) to be a weakly twisted action, i.e., {ug,h}g,h∈G ⊂
U(1+A), we have that γ⊗α induces a genuine action on (D⊗A)∞∩(1D⊗A)
′.
Denote by
π : (D ⊗A)∞,γ⊗α ∩ (1D ⊗A)
′ → F (1D ⊗A, (D ⊗A)∞,γ⊗α)
the canonical (equivariant) surjection. We will use below in a crucial way
that π induces a surjection between the fixed point algebras with respect
to the obvious action induced by γ ⊗ α on both sides, which follows from
the fact that the kernel is a G-σ-ideal; see [98, Example 4.4 and Proposition
4.5].14
By assumption, we have an equivariant, unital ∗-homomorphism from
(D, γ) to
(
F∞,α(A), α˜∞
)
. Consider the canonical inclusions
F∞,α(A), D ⊂ F (1D ⊗A, (D ⊗A)∞,γ⊗α),
which define commuting C∗-subalgebras. Since these inclusions are natu-
ral, they are equivariant with respect to the induced actions of α, γ and
γ ⊗ α. By assumption, it follows that we have a unital and equivariant
∗-homomorphism
ϕ : (D ⊗D, γ ⊗ γ)→
(
F (1D ⊗A, (D ⊗A)∞,γ⊗α), (γ ⊗ α)
∼
∞
)
satisfying ϕ(d⊗ 1D) · (1D ⊗ a) = d⊗ a and ϕ(1D ⊗ d) · (1D ⊗ a) ∈ 1D ⊗A∞
for all a ∈ A and d ∈ D.
Since γ is strongly self-absorbing, it follows from [98, Proposition 3.3]
that there exist unitaries u, v ∈ F (1D ⊗ A, (D ⊗ A)∞,γ⊗α)
(γ⊗α)∼∞ such that
Ad(uvu∗v∗)◦ϕ◦(1D⊗ idD) = ϕ◦(idD ⊗1D). As γ is equivariantly Z-stable,
it is possible to find a unital copy Z ⊂ Fγ⊗α(1D ⊗A, (D⊗A)∞)
(γ⊗α)∼∞ that
pointwise commutes with both u and v. By [47, Corollary 2.6], it follows
that the unitary
z1 = uvu
∗v∗ ∈ U
(
F (1D ⊗A, (D ⊗A)∞,γ⊗α)
(γ⊗α)∼∞
)
is homotopic to the unit. We observe
z∗1(d⊗a)z1 =
(
Ad(vuv∗u∗)◦ϕ
)
(d⊗1D)·(1D⊗a) = ϕ(1D⊗d)·(1D⊗a) ∈ 1D⊗A∞
for all a ∈ A and d ∈ D.
If we write z1 as a finite product of exponentials exp(ih1) · · · exp(hℓ) with
self-adjoints hj ∈ F (1D⊗A, (D⊗A)∞,γ⊗α)
(γ⊗α)∼∞ , we can lift these elements
to self-adjoints in the fixed point algebra (D⊗A)(γ⊗α)∞ with the same norm,
which can in turn be represented by bounded sequences of self-adjoints h
(n)
j ∈
D⊗A. These elements are approximately central relative to 1D⊗A as n→
∞, and satisfy limn→∞maxg∈K ‖h
(n)
j −(γ⊗α)g(h
(n)
j )‖ = 0 for every compact
set K ⊆ G. We can therefore define a uniformly continuous sequence of
maps z(n) : [0, 1] → U
(
1 + D ⊗ A
)
via z
(n)
t = exp(ith
(n)
1 ) · · · exp(ith
(n)
ℓ ).
Then evidently z
(n)
0 = 1, and the sequence z
(n)
1 represents z1.
We may finally observe the following properties:
• lim
n→∞
max
0≤t≤1
‖[z
(n)
t ,1D ⊗ a]‖ = 0 for all a ∈ A;
14To be precise, only the case of genuine actions is treated in [98], but the general case is
true with the same proof verbatim.
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• lim
n→∞
dist(z
(n)∗
1 (d⊗ a)z
(n)
1 ,1D ⊗A) = 0 for all d ∈ D and a ∈ A;
• lim
n→∞
max
g∈K
max
0≤t≤1
‖z
(n)
t − (γ ⊗ α)g(z
(n)
t )‖ = 0 for every compact set
K ⊆ G.
We conclude that the unitized equivariant embedding
(1D ⊗ idA)
† : (A†, α, u)→ ((D ⊗A)†, γ ⊗ α,1D ⊗ u)
satisfies the assumptions of Proposition 4.3 when viewed as a unital cocycle
morphism. In particular, it is asymptotically unitarily equivalent to a cocy-
cle conjugacy. Since we may assume that the unitary path witnessing the
equivalence is in U(1+D⊗A) and the resulting isomorphism will respect the
scalar part C · 1 on both sides, it follows that we obtain a reduced cocycle
conjugacy between (A,α, u) and (D ⊗ A, γ ⊗ α,1D ⊗ u), which is properly
asymptotically unitarily equivalent to 1D⊗ idA. This finishes the proof. 
6. Remarks on G-equivariant KK-theory
The aim of this section is to observe that G-equivariant KK-theory [50]
is functorial on the cocycle category C∗G,sep of separable G-C
∗-algebras. We
note that there is little novelty behind this observation, as it is a fairly easy
extension of the usual functoriality of KKG with regard to equivariant ∗-
homomorphisms. Nevertheless, this may turn out to be a much more natural
viewpoint in the future to exploit KKG for classifying group actions up to
cocycle conjugacy, so we include it here; cf. [78].
Moreover, as Thomsen’s description of KKG-groups utilizes cocycle rep-
resentations15 in his definition of equivariant Cuntz pairs — see [105, Section
3] — we shall describe the functoriality both in the common Fredholm pic-
ture and the Cuntz–Thomsen picture.
In this section we will assume familiarity of the reader with the standard
(Fredholm) picture of G-equivariantKK-theory and the standard associated
terminology; see [2, Chapter 20] for details. The only major deviation is
that we will denote KG(α, β) for the equivariant KK-group associated to
two actions α : G y A and β : G y rather than KKG(A,B), in order to
avoid confusion when dealing with different actions on the same C∗-algebra.
Notation 6.1. Let β : G y B be an action on a C∗-algebra, and suppose
that u : G → U(M(B)) is a β-cocycle. We will denote by Bu the Hilbert
(B,β)-module that is equal to B as an ordinary Hilbert right-B-module,
but is equipped with the continuous linear G-action given by g ·b := ugβg(b)
for all g ∈ G and b ∈ B. Note that under the canonical isomorphism of
C∗-algebras B(Bu) ∼= M(B), the conjugation G-action [g 7→ g ◦ • ◦ g−1] is
simply given as the canonical extension of the cocycle perturbed action βu.
15Throughout this section we will keep in mind Remark 1.12 and not necessarily assume
that the map belonging to a cocycle representation between G-C∗-algebras is extendible,
unless we need to compose them, such as in Proposition 6.5.
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Namely we can see that for all x ∈M(B), b ∈ B, and g ∈ G, one has
(g ◦ x ◦ g−1)(b) = (g ◦ x)(ug−1βg−1(b))
= (g ◦ x)
(
β−1g (u
∗
gb)
)
= ug · βg
(
xβ−1g (u
∗
gb)
)
= βug (x) · b.
When we refer to the obvious Hilbert (B,β)-module structure on B, it is
meant that we consider B1 in this way.
Let α : G y A be another action on a C∗-algebra. Recall that for an
equivariant ∗-homomorphism ϕ : (A,α) → (B,β) between separable G-C∗-
algebras, its associated element KKG(ϕ) ∈ KKG(α, β) is the equivalence
class of the equivariant Kasparov triple (B,ϕ, 0), whereB carries the obvious
right Hilbert (B,β)-module structure.
Notation 6.2. We denote by kkG the category whose objects are sepa-
rable G-C∗-algebras, and where morphisms from (A,α) to (B,β) are ele-
ments in KKG(α, β). Then it is a tautological fact that the category of
separable G-C∗-algebras, if equipped with non-degenerate equivariant ∗-
homomorphisms as the arrows, comes with an obvious natural transfor-
mation onto kkG which is the identity map on objects, and which assigns
an equivariant ∗-homomorphism ϕ : (A,α) → (B,β) to its KK-element
KKG(ϕ) ∈ KKG(α, β).
Definition 6.3. For a cocycle morphism (ϕ,u) : (A,α) → (B,β) between
separable G-C∗-algebras, we associate the element KKG(ϕ,u) represented
by the Kasparov triple (Bu, ϕ, 0).16
Remark 6.4. Obviously the construction in Definition 6.3 extends the one
in Notation 6.1, which describes the case u = 1.
We may then come to our main observation:
Proposition 6.5. For any two cocycle morphisms
(A,α)
(ϕ,u)
−→ (B,β)
(ψ,v)
−→ (C, γ)
between separable G-C∗-algebras, if ψ is non-degenerate, one has
KKG(ϕ,u)⊗KKG(ψ,v) = KKG(ψ ◦ ϕ,ψ+(u)v) ∈ KKG(α, γ).
In particular, the assignment (ϕ,u) 7→ KKG(ϕ,u) defines a natural trans-
formation from the cocycle category C∗G,sep onto kk
G which extends the one
in Notation 6.2.
Proof. In the special case at hand, the Kasparov triples representing our two
factors are of a very special form, and hence it is easy to form their Kasparov
product via considering a balanced tensor product; cf. [2, Example 18.4.2]
or [77, Paragraph 2.4]. The left hand side of the equation is represented by
the equivariant (A,α) − (C, γ) Kasparov triple given by
(E,κ, 0) ∼= (B ⊗ψ C,ϕ ⊗ 1, 0).
We may identify E = B ⊗ψ C ∼= C via b ⊗ c 7→ ψ(b)c as a Hilbert right-
C-module, and under this identification one has κ(a)x = ψ(ϕ(a))x for all
16This is a Kasparov triple precisely by the equivariance condition Ad(ug)◦βg ◦ϕ = ϕ◦αg.
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a ∈ A and x ∈ C. Furthermore the G-action on E is given by g · (b ⊗ c) =
(ugβg(b))⊗ (vgγg(c)), which under this identification becomes g · (ψ(b)c) =
ψ(ugβg(b))vgγg(c) = ψ
+(ug)vgγg
(
ψ(b)c
)
, leading to the formula g · x =
ψ+(ug)vgγg(x) for theG-action turning C into a right Hilbert (C, γ)-module.
Evidently the right hand side of the equation in our claim is represented by
the same Kasparov triple, which shows the claim. 
Remark 6.6. Let α : G y A be an action on a separable C∗-algebra.
It is well-known that for any α-cocycle u, its cocycle perturbation αu is
naturally KKG-equivalent to α. Although this has been known to follow
from abstract reasons due to KKG being a stable functor, a more spe-
cific description of the equivalence has been given on various occasions. By
consulting the beginning of [105, Section 3], one sees that the canonical
equivalence in KKG(αu, α)17 is simply given by KKG(idA,u) in the sense
of Definition 6.3. Recall from Example 1.14 that within our formalism, the
exterior equivalence (idA,u) : (A,α
u)→ (A,α) is the canonical isomorphism
in the category C∗G induced by the cocycle u.
We shall also briefly review the Cuntz–Thomsen picture [15, 16, 34, 105]
of KKG, but we will somewhat adapt the terminology and notation for our
purposes. The reader should consult [105, Section 3] for the theory we are
about to recall.
Notation 6.7. We denote K for the C∗-algebra of compact operators on
some separable infinite-dimensional Hilbert space. For an action β : Gy B
on a C∗-algebra, let us write as short-hand Bs = B ⊗ K and βs = β ⊗
idK : G y Bs. Moreover we will abbreviate B[0, 1] = C[0, 1] ⊗ B and
β[0, 1] = idC[0,1]⊗β.
Definition 6.8. Let α : G y A and β : G y B be two actions on sep-
arable C∗-algebras. An (α, β)-Cuntz pair (ϕ±,u±) consists of two cocycle
representations
(ϕi,ui) : (A,α)→ (M(Bs), βs), i ∈ {+,−} ,
such that one has
• ϕ+(a)− ϕ−(a) ∈ Bs for all a ∈ A;
• u+g − u
−
g ∈ B
s for all g ∈ G;
• the map [g 7→ u+g − u
−
g ] is norm-continuous on G.
First let us use this opportunity to prove that the latter assumption about
the cocycles is in fact redundant:
Proposition 6.9. Let β : Gy B be an action on a non-unital C∗-algebra.
(i) If U ∈ U(M(B)) is a unitary such that the coboundary Uβ•(U)
∗ takes
values in U(1+B), then [g 7→ Uβg(U)
∗] is a norm-continuous map.
(ii) Let u,v : G → U(M(B)) be two strictly continuous β-cocycles, and
suppose that {ug − vg}g∈G ⊆ B. Then the assignment [g 7→ ug − vg]
defines a norm-continuous map on G.
17In [105] this element is denoted u−1# , or rather the group homomorphism KK
G(δ, αu)→
KKG(δ, α) that is induced by multiplication from the right by this element, where δ : Gy
D is any other action on a separable C∗-algebra.
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In particular, the last assumption in Definition 6.8 is redundant.
Proof. (i): As one has 1−Uβg(U)
∗ = (βg(U)−U)βg(U
∗) ∈ B for all g ∈ G,
the assumption translates to {U − βg(U)}g∈G ⊆ B. In other words, the
image of U in the corona algebraM(B)/B is a fixed point under the induced
(algebraic) G-action. By [105, Theorem 2.1], it follows that [g 7→ βg(U)] is
norm-continuous, which implies our claim.
(ii): We may assume without loss of generality that (B,β) ∼= (Bs, βs), by
replacing u• with u•⊕ (1− e11) and v• with v•⊕ (1− e11) insideM(B⊗K)
if necessary. Let us choose sequences of isometries rn, tn ∈M(K) ⊆M(B)
β
such that
1 =
∞∑
n=1
tnt
∗
n + rnr
∗
n
in the strict topology. For g ∈ G, we define the strict limits
Ug =
∞∑
n=1
tnugt
∗
n + rnvgr
∗
n, Vg = t1vgt
∗
1 + r1vgr
∗
1 +
∞∑
n=2
tnugt
∗
n + rnvgr
∗
n
and note that both formulas define strictly continuous β-cocycles. If we
define
U = t1r
∗
1 +
∞∑
n=2
tnt
∗
n−1 + rn−1r
∗
n ∈ U(M(B)
β),
then we see that Vg = UUgU∗ holds for all g ∈ G.
Furthermore we have
Ug − Vg = t1(ug − vg)t
∗
1 and t
∗
1(Ug − Vg)t1 = ug − vg, g ∈ G,
so the claim is equivalent to the assertion that [g 7→ Ug − Vg] is a norm-
continuous map. This map takes values in B. We observe again that by
Ug − Vg = (1 − VgU∗g)Ug, the map X• := V•U
∗
• = [g 7→ VgU
∗
g] takes values
in U(1 + B). By strict continuity of U, it suffices to show that X is a
norm-continuous map. Finally we observe for all g ∈ G that
Xg = VgU
∗
g = UUgU
∗U∗g = Uβ
U
g (U)
∗.
So the claim follows directly from (i). 
Definition 6.10. For two actions α : G y A and β : G y B on separable
C∗-algebras, let EG(α, β) denote the set of all (α, β)-Cuntz pairs, and let
DG(α, β) denote the subset of those pairs (ϕ±,u±) with ϕ+ = ϕ−, the
degenerate Cuntz pairs.
Two elements (ϕ±,u±) and (ψ±,v±) in EG(α, β) are called homotopic, if
there exists an (α, β[0, 1])-Cuntz pair (Φ±,U±) which restricts to (ϕ±,u±)
upon evaluation at 0 ∈ [0, 1], and restrict to (ψ±,v±) upon evaluation at
1 ∈ [0, 1].
For any unital inclusion O2 ⊆M(B
s)β
s
with generating isometries s1, s2,
one can perform the Cuntz addition for two (α, β)-Cuntz pairs as
(ϕ±,u±)⊕s1,s2 (ψ
±,v±) =
(
s1ϕ
±(•)s∗1 + s2ψ
±(•)s∗2, s1u
±
• s
∗
1 + s2v
±
• s
∗
2
)
,
which is independent of the choice of s1, s2 up to homotopy.
Finally, one may define an equivalence relation ∼ on EG(α, β) whereby
one has x ∼ y if there are d1, d2 ∈ DG(α, β) such that x⊕ d1 and y⊕ d2 are
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homotopic. The quotient EG(α, β)/ ∼ then becomes an abelian monoid via
Cuntz addition.
Definition 6.11. Let α : G y A and β : G y B be actions on separable
C∗-algebras. For an (α, β)-Cuntz pair (ϕ±,u±), one may construct an α-
βs-equivariant Kasparov triple (E,κ, F ) =: Φ(ϕ±,u±) as follows. One sets
E = (Bs)u
+
⊕ (Bs)u
−
=: Bs+⊕Bs− as a right Hilbert (Bs, βs)-module with
grading (x, y) 7→ (x,−y). One defines κ : A→ LBs(E) via
κ(a)(x, y) = (ϕ+(a)x, ϕ−(a)y)
and F ∈ LBs(E) via F (x, y) = (y, x). We denote by [Φ(ϕ
±,u±)] its induced
equivalence class in KKG(α, βs).
Notation 6.12. Let α : Gy A be an action on a separable C∗-algebra. As
KKG is a stable functor in both variables, one has that the equivariant cor-
ner embedding idA⊗e11 : (A,α) → (A
s, αs) is always a KKG-equivalence,
and we will denote its induced element by Sα ∈ KK
G(α,αs). Note that this
defines a natural transformation on the category kkG consisting of isomor-
phisms.
Theorem 6.13. For any two actions α : G y A and β : G y B on
separable C∗-algebras, one has that EG(α, β)/ ∼ is in fact a group, and the
assignment [ϕ±,u±] 7→ [Φ(ϕ±,u±)] ⊗ S−1β defines a natural isomorphism
onto KKG(α, β).
Proposition 6.14. For a cocycle morphism (ϕ,u) : (A,α) → (B,β) be-
tween separable G-C∗-algebras, the element KKG(ϕ,u) ∈ KKG(α, β) is
represented by any (α, β)-Cuntz pair (ϕ±,u±) of the form
ϕ+ = ϕ⊗ e11, u
+ = (u⊗ e11)⊕ (1− e11) =: u
11, ϕ− = 0.
So in particular one may choose u− = u11.
Proof. By Definition 6.11, the element z ∈ KKG(α, βs) described by such
a Cuntz pair is represented by the equivariant Kaspasparov triple (E,κ, F )
given by
E = Bs+ ⊕Bs−, g · (x, y) =
(
u
11
g β
s
g(x),u
−
g β
s
g(y)
)
,
and
κ(a)(x, y) =
(
(ϕ(a) ⊗ e11)x, 0
)
, F (x, y) = (y, x).
As κ clearly takes values in KBs(E), one may pass to the Kasparov triple
(E,κ, 0) without changing its KKG-class; cf. [77, Paragraph 2.4]. Moreover
we have (E,κ, 0) = (Bs+, (ϕ⊗e11), 0)⊕(B
s−, 0, 0). So z is in fact represented
by the triple (Bs+, (ϕ⊗e11), 0). (We see here already that the specific choice
of the cocycle u− does not matter.)
Next, we use (see [105, Section 2]) that the invertible element S−1β in
KKG(βs, β) is represented by the βs-β-equivariant Kasparov triple of the
form (Bse11, θ, 0). Here B
se11 is viewed as a right Hilbert (B,β)-module in
the obvious way, and θ : Bs → LB(B
se11) is defined by θ(x)y = xy. Hence
z ⊗ S−1β may be represented by the α-β-equivariant Kasparov triple(
Bs+ ⊗θ (B
se11), (ϕ⊗ e11)⊗θ 1, 0
) ∼= (E0, κ0, 0).
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Here one has E0 = ℓ2(N)⊗CB as a right Hilbert (B,β)-module carrying the
action
(g · ξ)(n) =
{
ugβg(ξ(1)) , n = 1
βg(ξ(n)) , n ≥ 2,
and
(κ0(a) · ξ)(n) =
{
ϕ(a)ξ(1) , n = 1
0 , n ≥ 2.
Hence we obtain a direct sum decomposition
(E0, κ0, 0) ∼= (Bu, ϕ, 0) ⊕ (ℓ2(N≥2)⊗C B, 0, 0),
so the element z⊗S−1β is represented by (B
u, ϕ, 0), which is the same triple
representing KKG(ϕ,u) by definition. This shows our claim. 
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