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CONTRIBUTION OF HIGH-FREQUENCY EEG FEATURES TO PHYSIOGICALLYBASED OPERATOR WORKLOAD ESTIMATION
Jason W. Monnin
Air Force Research Laboratory
Wright-Patterson Air Force Base, OH
Justin R. Estepp
Air Force Research Laboratory
Wright-Patterson Air Force Base, OH
Physiologically-based cognitive workload assessment can discriminate changing
levels of operator functional state in complex task environments. In this
paradigm, electroencephalography (EEG) is a commonly used physiological
measure. Spectral power in clinical frequency bands is used to derive features to
train an artificial neural network (ANN) classifier to recognize changes in
cognitive workload. Recent research has suggested that power in high frequency
bands may be influenced by electromyographic artifact. In a previous study,
nineteen channels of EEG were recorded (from 10 participants) during a complex
uninhabited air vehicle (UAV) control simulation in which task difficulty was
manipulated to induce changes in cognitive demand. In offline analysis, an ANN
classifier was trained using feature sets which included and excluded features
from high frequency bands. Excluding the high frequency bands reduced
classification accuracy, suggesting that, while potentially of electromyographic
origin, these features are still important features in physiology-based cognitive
workload assessment.
Current physiologically-based operator workload estimation methods have demonstrated
very high classification accuracy. Physiological data used for workload estimation typically
includes electroencephalogram (EEG), in addition to electrical eye and heart activity (Wilson
and Russell, 2007). However, in several recent works, it has been suggested that scalp EEG is
largely contaminated by electrical musical activity from facial muscle groups (Goncharova et al.,
2003; Whitham et al., 2007; Yong et al, 2008). While the exact nature of this artifact, with
respect to the frequency range of contamination, is somewhat disputed (Yong et al., 2008), it is
widely accepted that high-frequency components of EEG above approximately 20 Hz, especially
in lateral electrode sites (furthest from the midline, are the most heavily influenced by muscle
activity. A further compound of this potential problem is that, while the detection of muscle
artifact through electromyogram (EMG) signals can be reliable and robust (for one example of
many, see van de Velde et al., 1998), the ability to remove muscle artifact from the EEG signal is
not trivial, given that both EMG and EEG share similar statistical properties and overlapping
frequency content (Djuwari et al, 2005). As discovered by Fatourechi et al. (2007) in a metaanalysis of brain-computer interface (BCI) literature, the presence of muscle artifact in EEG is
largely ignored by researchers.
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While the artifact correction problem remains difficult, it is still necessary to be able to
quantify the effect of muscle contamination in EEG-based systems. The term “artifact,” when
taken in the strictest sense, would tend to suggest the presence of an undesirable signal, leading
to poor signal-to-noise ratio (SNR) in an available dataset. The question remains, however,
whether muscle contamination of EEG is truly detrimental in any given application, or whether it
could perhaps be of some benefit (given the specific nature of the application in question). The
purpose of this work is to understand what effect high frequency EEG components, presumably
primarily influenced by muscle artifact, have on the ability to accurately assess cognitive
workload in a dynamic simulation environment. Based on the analysis presented here, the
removal of high-frequency EEG components negatively impacts the accuracy of being able to
discriminate between varying cognitive tasks. These results suggest that, while the source of
muscle artifact may very well contaminate underlying EEG components, these high-frequency
features of the EEG signal are useful in cognitive workload assessment. In addition, this work
tends to agree with others who have shown increased EMG activity in a variety of muscle groups
during periods of high cognitive demand (Whitham et al, 2008) and stress (Lundberg et al,
1994).
Methods
Unmanned Aerial Vehicle (UAV) Simulation Task
Ten participants (7 male, 3 female) ranging from 20 to 24 years of age (mean of 22.6,
standard deviation of 4.3), after providing signed, informed consent, were trained as operators in
an Unmanned Aerial Vehicle (UAV) simulation task. In this task participants were asked to
simultaneously monitor multiple UAVs during four unique task conditions. Since the nature of
the work presented here can be sufficiently described by considering a 2-class pattern
recognition problem, data from only 2 of the 4 task conditions are presented in this analysis.
Both of these task conditions consisted of 4 UAVs during a target identification and weapons
pairing task. In order to increase the cognitive demand on the operator between the first and
second task conditions, the air speed of the UAVs was increased in the difficult task condition, as
previously used by Wilson & Russell (2007) in a similar test-bed environment. To guard against
possible task learning effects during data collection trials, each participant was trained to
asymptotic performance in the simulation. Asymptotic performance was defined by a minimum
performance threshold of 90% target placement.
After asymptotic performance was reached, the participants returned on a separate day
for a series of trials with physiological data collection. While a variety of physiological
measures were recorded, for the purpose of the analysis, only EEG data are reported. EEG was
recorded from 19 electrodes placed on the scalp in accordance to the International 10-20 System
for Electrode Placement. The data was processed via a MicroAmps (SAM Technology, Inc.; San
Francisco, CA) amplifier/filter and software package with a sampling frequency of 256 Hz,
bandpass filtered from 0.5 Hz to 100 Hz. Vertical and horizontal eye artifact were corrected
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using an embedded linear-regression (offline) technique, where vertical electrooculogram
(VEOG) and horizontal electrooculogram (HEOG) were used as representative artifact signals in
the regression. Post-hoc from data collection, the data from 2 of the 10 participants were
excluded from data analysis due to poor data quality.
Artificial Neural Network Training and Feature Reduction
An artificial neural network (ANN) classifier (Wilson and Russell, 2007) was trained
using a feature set composed of data solely from the electroencephalogram (EEG). The EEG
data was post-processed into frequency band power (via a windowed FFT of 10 seconds, with an
overlap of 9 seconds) in the five traditional frequency bands (delta, 1-3 Hz; theta 4-7 Hz; alpha
8-12 Hz; beta 13-31 Hz; and gamma, 31-43 Hz) for each of the 19 electrode sites, yielding a
feature set of 95 features. In order to assess the effects of the high-frequency bands on
classification accuracy, the ANN was trained and tested using three combinations of frequency
bands included in the feature set. The first feature set contained all 95 features, the second
dataset contained the lower three frequency bands (delta, theta, and alpha, for a total of 57
features), and the third dataset included only the higher two frequency bands (beta and gamma,
for a total of 18 features). A total of two-thirds of the available data was used for training the
ANN (of which 25% was used as a separate validation set, independent of the training set), and
the remaining one-third of the data was used as the test set. A top-down feature reduction
technique was implemented using ranked saliency (calculated using a partial derivative saliency
technique, as described in Greene et al. (2000)). The lowest-ranked feature, according to its
calculated saliency, was removed between iterations of ANN training. The smallest feature set
that yielded the highest classification accuracy on the test data was considered to be the
optimally-trained network.
In order to avoid over-training and over-generalization to the provided training set, each
network was verified to ensure the accuracy on the validation set (independent of the training
set) was above 95%. For each network where classification accuracy was reported (the
optimally-trained network), feature count totals (how many times a particular feature was used in
the optimally-trained network) were compiled for each 10-20 electrode location (for all features
included in a particular training set) in order to see the effects of electrode location in each
training set paradigm.
Results
Mean classification accuracy (across participants) for each of the feature sets is shown in
Figure 1. Using all 95 features (all bands) yielded a classification accuracy of 90.96%, which is
similar to other accuracies reported in physiology-based cognitive workload studies (see Wilson
and Russell (2007) for a brief overview). In the feature set containing only the three lower
frequency bands (delta, theta and alpha), the classification accuracy was 76.32%. Using a
feature set of the highest two frequency bands (beta and gamma), classification accuracy was
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87.79%. In each feature set, the mean accuracies reported are well above chance (in a two-class
pattern recognition problem chance would be 50%, like a coin-flip to determine the correct class,
which indicates that the EEG features used in the training sets are sensitive to changes in
cognitive workload between the two tasks).
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Figure 1. Mean classification accuracies (across all participants) for the three feature sets. Note the significant
decrease between using all frequency bands and only using the lowest three frequency bands, as well as the increase
in accuracy between using delta, theta and alpha bands verses beta and gamma.

Feature count (collapsed across 10-20 electrode sites) is shown in Figure 2. Especially in
the training set where only the beta and gamma (high frequency band) features were used to train
the ANN, lateral sites show up as containing the most often used features (in the optimallytrained networks) in this case, with the highest percentage originating from electrode sites: O1,
O2 and T4. In contrast to the all frequency band condition, the percentage of features from the
medial electrode sites showed an increase in the feature set containing the delta, theta and alpha
bands. In the training set containing the beta and gamma (high frequency) bands, the feature
count distribution appears to be very similar to that of the all bands feature set. Lateral sites are
used more often than the central electrode sites; the only centralized site with a percentage
similar to the lateral sites is C3.

Figure 2. Feature topography using All Bands (95 features), Delta – Theta – Alpha bands (57 features), and Beta –
Gamma bands (18 features), mapped to a 10-20 electrode map. Each 10-20 location shows the percentage of
features from that location that were used in the optimally-trained network.
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Discussion
The results obtained in the analysis agree very well with previous findings; namely, that
high-frequency features in lateral electrode sites are often some of the more important features in
cognitive workload classification (Wilson and Fisher, 1995). Training the ANN with the beta
and gamma bands yielded higher classification accuracy over the delta, theta and alpha feature
set; the difference was slightly over 11%, which demonstrates the dependency of classification
accuracy on high-frequency features. However, the all bands condition (the full 95 features set)
yielded the highest classification accuracy of all three feature sets. This suggests that, although
higher classification is primarily driven by the high-frequency band features, the lower frequency
bands still contain useful information needed to obtain the best possible classification accuracy.
The two feature sets that obtained the highest classification accuracy (the all bands
condition, and the beta and gamma bands condition) also showed the highest feature selection
from the lateral electrode sites on the scalp. In contrast, the delta, theta and alpha bands feature
set shows that features from medial electrode sites were selected more often than either case
where the high-frequency features were included in the training set. Yet, classification accuracy
drops when the high-frequency features are not included. This suggests features originating from
lateral sites are more likely to increase the overall classification of the ANN.
Given that the higher-frequency features are most useful in obtaining the optimallytrained network, these features are also most susceptible to muscle artifact. In addition, lateral
sites are most likely to be contaminated with muscle as well, due to their location on the scalp.
Since EEG above 20 Hz is largely contaminated by muscle, it suggests the all bands feature set
and the beta-gamma bands feature set are contaminated with muscle as well.
Based on these results, it would appear that, specifically for the purpose of cognitive
workload detection, the high-frequency features derived from EEG data are highly salient in
correctly assessing levels of workload. While it is largely assumed that these features are highly
driven by facial muscle artifact (especially when taken into consideration that the most likely
candidate features from the high frequency bands were also from lateral electrode sites), the EEG
data itself was not corrected or assessed for the presence of EMG artifact. This, in itself,
suggests that EMG may be affected in a predictable manner during periods of high cognitive
demand or stress, as previously mentioned in Whitham et al (2008) and Lundberg et al (1994),
respectively. Therefore, this “artifact” may actually serve a useful purpose in cognitive
workload classification.
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