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1. Introduction
Two regular metrics on a manifold are said to be pointwise projectively related if they have the same geodesics as point
sets. The projective relation is said to be trivial if the corresponding sprays are equal. Two regular metric spaces are said to
be projectively related if there is a diffeomorphism between them such that the pull-back metric is pointwise projective to
another one. The projective changes between two Finsler spaces have been studied by many geometers [1,5,6,10–15].
(α,β)-metric is an important class of Finsler metrics including Randers metrics as a special case. S. Bácsó and M. Mat-
sumoto considered projective change between Finsler spaces with (α,β)-metric [1]. In [13] projective change between two
Randers metrics is studied and it is obtained that two Randers metrics are projectively related if and only if the corre-
sponding Riemannian metrics are projectively related and they have the same Douglas tensor. Also in [5] projective change
between a Berwald metric and a Randers metric is considered.
The purpose of this paper is to study the projective change between the Matsumoto metric F = α2α−β and Randers metric
F¯ = α¯ + β¯ , where α and α¯ are two Riemannian metrics, β and β¯ are two nonzero one forms. The main results of the
present paper are as follows.
Theorem 1. Let F = α2
(α−β) and F¯ = α¯ + β¯ be two (α,β)-metrics on a manifold M with dimension n  3, where α and α¯ are two
Riemannian metrics, β and β¯ are two nonzero one forms. Then F is projectively related to F¯ if and only if
(a) α is projectively related to α¯.
(b) β is parallel with respect to α, i.e. bi| j = 0.
(c) β¯ is closed.
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(α−β) is a Douglas metric if and only if β to be parallel with respect to α [8].
A Randers metric F¯ = α¯+ β¯ is a Douglas metric if and only if β¯ is closed [6]. Therefore we have immediately from Theorem 1
that
Corollary 1. Let F = α2
(α−β) and F¯ = α¯ + β¯ be two (α,β)-metrics on a manifold M with dimension n  3, where α and α¯ are two
Riemannian metrics, β and β¯ are two nonzero one forms. Then F is projectively related to F¯ if and only if they are Douglas metrics and
α is projectively related to α¯.
A rich and in some sense one of the best classes of Riemannian metrics is Einstein metrics, i.e. the solutions of the
equation Rici j − λgij = 0, for some scalar λ. Projectively related Einstein metrics with the constant Ricci scalar is considered
in [14]. Thus we consider the projective changes of the Einstein Matsumoto metric and Einstein Randers metric. We have
the following
Theorem 2. Let F = α2
(α−β) and F¯ = α¯ + β¯ are two Einstein (α,β)-metrics, then F is projectively related to F¯ if and only if
(a) α is projectively related to α¯.
(b) β is closed.
(c) β¯ is closed.
2. Preliminaries
For a given Finsler metric F = F (x, y), the geodesic of F satisfy the following system of differential equations:
d2xi
dt2
+ 2Gi
(
x,
dx
dt
)
= 0,
where Gi = Gi(x, y) are called the geodesic coeﬃcients, which are given by
Gi = 1
4
gil
{[
F 2
]
xm yl y
m − [F 2]xl}.
Two Finsler metrics F and F¯ on a manifold M are said to be (pointwise) projectively related if they have the same geodesics
as point sets. The equivalent condition has been characterized using spray coeﬃcients.
Theorem 3. (See [12].) Let (M, F¯ ) be a Finsler space. Another Finsler metric F on M is projectively related to F¯ if and only if there
exists a scalar function P (y) on TM\{0}, homogeneous of degree one in y, such that
Gi = G¯ i + P (y)yi, (1)
where Gi and G¯i are the spray coeﬃcients of F and F¯ respectively.
The Riemann curvature R y := Rij(y)dx j ⊗ ∂∂xi |x : TxM → TxM is deﬁned by
Rij(y) := 2
(
Gi
)
x j − yk
(
Gi
)
xk y j + 2Gk
(
Gi
)
yk y j −
(
Gi
)
yk
(
Gk
)
y j . (2)
The Ricci scalar function of F is given by
Ric(x, y) := 1
F 2
Ri i .
Therefore, the Ricci scalar function is positive homogeneous of degree 0 in y. This means Ric(x, y) depends on the direction
of the ﬂag pole y, but not its length. The Ricci tensor of a Finsler metric F is deﬁned by
Rici j :=
{
1
2
Rmm
}
yi y j
.
Ricci-ﬂat manifolds are manifolds whose Ricci tensor vanishes. In physics, Riemannian Ricci-ﬂat manifolds are important,
because they represent vacuum solutions to Einstein’s equations.
Deﬁnition 1. A Finsler metric F is Einstein if the Ricci scalar Ric, is a function of x alone. Equivalently,
Rici j = Ric(x)gij, or Ric00 = Ric(x)F 2.
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in the following form,
F = αφ(s), s = β
α
,
where α =
√
aij(x)yi y j is a Riemannian metric and β = bi(x)yi is a one form with ‖βx‖ < b0, x ∈ M . The function φ(s) is a
C∞ positive function on an open interval (−b0,b0) satisfying
φ(s) − sφ′(s) + (B − s2)φ′′(s) > 0, |s| B < b0. (3)
In this case, the fundamental form of the metric tensor induced by F is positive deﬁnite (see [4]).
Let
ri j := 12 (bi| j + b j|i), si j :=
1
2
(bi| j − b j|i)
where bi| j means the coeﬃcients of the covariant derivative of β with respect to α. Clearly β is closed if and only if si j = 0.
An (α,β)-metric is said to be trivial if ri j = si j = 0. Furthermore, we denote
ri j := aikrkj,
si j := aikskj,
r00 := ri j yi y j, ri0 := ri j y j,
si := b js j i, s0 := si yi,
r := ri jbib j, si0 := si j y j.
The geodesic coeﬃcients Gi of F and geodesic coeﬃcients Giα of α are related as follows
Gi = Giα + αQ si0 + {−2Q αs0 + r00}
{
Ψ bi + Θα−1 yi} (4)
where
Θ = φφ
′ − s(φφ′′ + φ′φ′)
2φ((φ − sφ′) + (B − s2)φ′′) ,
Q = φ
′
φ − sφ′ ,
Ψ = 1
2
φ′′
(φ − sφ′) + (B − s2)φ′′ .
Deﬁnition 2. The tensor D := Di jkl∂i ⊗ dx j ⊗ dxk ⊗ dxl , where
Di jkl := ∂
3
∂ y j∂ yk∂ yl
(
Gi − 1
n + 1
∂Gm
∂ ym
yi
)
(5)
is called the Douglas tensor. A Finsler metric is called Douglas metric if the Douglas tensor vanishes.
One can see that the Douglas tensor is a projective invariant and it is a non-Riemannian quantity, i.e. it is vanishes for
Riemannian metrics.
In [5] the Douglas tensor of a general (α,β)-metric is determine by
Di jkl = ∂
3
∂ y j∂ yk∂ yl
(
T i − 1
n + 1
∂Tm
∂ ym
yi
)
(6)
where
T i = αQ si0 + Ψ {−2Q αs0 + r00}bi (7)
and
Tmym = Q ′s0 + Ψ ′α−1
(
B − s2)[r00 − 2Q αs0] + 2Ψ [r0 − Q ′(B − s2)s0 − Q ss0]. (8)
In the sequel, we use quantities with a bar to denote the corresponding quantities of the metric F¯ .
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we have
∂3
∂ y j∂ yk∂ yl
(
T i − T¯ i − 1
n + 1
(
Tmym − T¯ mym
)
yi
)
= 0.
Then there exists a class of scalar functions Hijk := Hijk(x) such that
T i − T¯ i − 1
n + 1
(
Tmym − T¯ mym
)
yi = Hi00, (9)
where Hi00 := Hijk(x)y j yk , T i and Tmym are given by (7) and (8) respectively.
The Ricci curvature of a general (α,β)-metric is obtained in [16]. It is a very long relation but when β is closed, it
reduced to
Rmm = αRmm + Tmm
where αRmm is Ricci curvature of the Riemannian metric α and
Tmm := r
2
00
α2
(n − 1)( f 2 + 2 f s g(B − s2)− 2sf g − f s)+ r0r00
α
(n − 1)(4 f g − 2 f B)
− r00|0
α
(n − 1) f + r
2
00
α2
((
2ggss − g2s
)(
B − s2)2 − (6ggss + gss)(B − s2)+ 2sgs)
+ r0r00
α
(
(4ggs − 2gBs)
(
B − s2)− 2gs)− r00|0
α
gs
(
B − s2)− r20(4g2 + 4gB)
+ rr00
(
4g2 + 4gB
)+ 2gr00|ibi − 2gri0|0bi + 2gr00ri i − 2gr0iri0. (10)
Here we denote
f (s, B) := Θ, g(s, B) := Ψ,
u(s, B) := −2ΘQ , v(s, B) := −2Ψ Q .
3. Projectively related of two (α,β)-metrics
In this section we focus on projectively related of two special (α,β)-metrics F := α2α−β and F¯ = α¯ + β¯ .
For (α,β)-metric F = α2α−β , it is proven in [7], that F is a regular (α,β)-metric if and only if ‖βx‖ < 12 for any x ∈ M .
The geodesic coeﬃcients are given by (4) with
Q := −1
2s − 1 ,
Θ := −(4s − 1)
2(1− 3s + 2B) ,
Ψ := 1
(1− 3s + 2B) . (11)
For Randers metric F¯ = α¯ + β¯ , we see that by (3) that F is a regular (α,β)-metric if and only if ‖βx‖ < 1 for any x ∈ M .
Therefore the geodesic coeﬃcients are given by (4) with
Q¯ := 1,
Θ¯ := 1
2(1+ s) ,
Ψ¯ := 0. (12)
In this paper we assume that λ := 1n+1 .
Since the Douglas tensor is a projective invariant, we have
Lemma 1. Let F = α2
(α−β) and F¯ = α¯ + β¯ be two (α,β)-metrics on a manifold M with dimension n  3, where α and α¯ are two
Riemannian metrics, β and β¯ are two nonzero one forms. Then they have the same Douglas tensor if and only if F and F¯ are Douglas
metrics.
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holds. Plugging (11) and (12) into (9), we obtain
Aiα5 + Biα4 + Ciα3 + Diα2 + Eiα + F i
Iα4 + Jα3 + Kα2 + Lα − α¯ s¯
i
0 = Hi00, (13)
where
Ai := (1+ 2B)[(1+ 2B)si0 − 2bis0],
Bi := (1+ 2B)[bir00 − 2λyir0]− 2λyis0(1− B) + 6bis0β,
Ci := (4B + 5)β[2λyi(r0 + s0) − bir00]− 3λyi Br00 + 9β2si0,
Di := 6β[λyi(Br00 − β(2r0 + 3s0))+ biβr00],
Ei := 3λyiβ2r00,
F i := −6λyiβ3r00, (14)
and
I := (1+ 2B)2, J := −4β(1+ 2B)(2+ B),
K := 3β2[4(1+ 2B) + 3], L := −18β3. (15)
(13) is equivalent to
Aiα5 + Biα4 + Ciα3 + Diα2 + Eiα + F i
= (Hi00 + α¯ s¯i0)(Iα4 + Jα3 + Kα2 + Lα). (16)
Replacing yi by −yi in (16) yields
−Aiα5 + Biα4 − Ciα3 + Diα2 − Eiα + F i
= (Hi00 − α¯ s¯i0)(Iα4 − Jα3 + Kα2 − Lα) (17)
(16) + (17) yield
Biα4 + Diα2 + F i = Hi00
(
Iα4 + Kα2)+ αα¯ s¯i0( Jα2 + L). (18)
(16), (17) yield
Aiα4 + Ciα2 + Ei = Hi00
(
Jα2 + L)+ αα¯ s¯i0(Iα2 + K ). (19)
We split the proof into two cases.
Case (1): If α¯ 	= μ(x)α, then from (19) we see that αα¯ s¯i0 is a homogeneous polynomial with respect to y. Therefore
s¯i0 = 0, which says that β¯ is closed.
Case (2): If α¯ = μ(x)α, then (18) and (19) reduce to
Biα4 + Diα2 + F i = Hi00
(
Iα4 + Kα2)+ μ(x)α2 s¯i0( Jα2 + L) (20)
and
Aiα4 + Ciα2 + Ei = Hi00
(
Jα2 + L)+ μ(x)α2 s¯i0(Iα2 + K ). (21)
(20) and (21) are equivalent to
F i = [Hi00(Iα2 + K )+ μ(x)s¯i0( Jα2 + L)− Biα2 − Di]α2, (22)
Ei − Hi00L =
[
Hi00 J + μ(x)s¯i0
(
Iα2 + K )− Aiα2 − Ci]α2, (23)
respectively. Thus F i and Ei − Hi00L have the factor α2. From (14) we can see F i = −2βEi , thus Ei has the factor α2 and
therefore Hi00L has factor α
2 and since Hi00L = −18β3Hi00, we conclude that for each i there exists a scalar function σ i(x)
on M such that Hi00 = σ i(x)α2.
From (22) and (14) we can see that
r00 = η(x)α2. (24)
On the other hand from (14), (15), (22), (23) and (24) we have that
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(1+ 2B)2(μ(x)s¯i0 − si0)+ 2(1+ 2B)bis0 + 3λyi Bη(x)]α2
has the factor β , thus
(1+ 2B)2(μ(x)s¯i0 − si0)+ 2(1+ 2B)bis0 + 3λyi Bη(x)
has factor β , i.e. for each i there exists a scalar function ξ i(x) such that
(1+ 2B)2(μ(x)s¯i0 − si0)+ 2(1+ 2B)bis0 + 3λyi Bη(x) = βξ i(x)
by multiplying in aik and then differentiate with respect to y j we obtain
(1+ 2B)2(μ(x)−1 s¯kj − skj)+ 2(1+ 2B)bks j + 3λa jkBη(x) = b jξk(x),
where ξk(x) := ξ i(x)aik . From above we have
b jξk(x) + bkξ j(x) = 6λa jkBη(x) + 2(1+ 2B)(bks j + b jsk).
By multiplying in y j yk
2βξ0 = 6λα2Bη(x) + 2(1+ 2B)βs0,
thus η(x) = 0 and therefore r00 = 0.
Therefore
Ai := (1+ 2B)[(1+ 2B)si0 − 2bis0],
Bi := (−2(1− B)λyi + 6βbi)s0,
Ci := 2λ(4B + 5)β yis0 + 9β2si0,
Di := −18λβ2 yis0,
Ei := 0,
F i := 0. (25)
From (22) and (25) we see that
μ(x)s¯i0L − Di = −18β2
(
μ(x)s¯i0β − λyis0
)
,
has the factor α2, thus for each i there exists a scalar function ρ i(x) on M such that
μ(x)s¯i0β − λyis0 = α2ρ i(x).
By multiplying in yi we have
λs j = −ρ i(x)aij,
and therefore μ(x)s¯i0β − λyis0 = −α2λsi and by multiplying in bi we concluded that
μ(x)s¯i0bi = λs0. (26)
On the other hand from (23) and (25)
Ci − μ(x)s¯i0K − σ i(x)L
= β[2λ(4B + 5)yis0 + 9βsi0 − 3(4(1+ 2B) + 3)μ(x)s¯i0β + 18σ i(x)β2],
has the factor α2, thus for each i there exists a scalar function θ i(x) on M such that
2λ(4B + 5)yis0 + 9βsi0 − 3
(
4(1+ 2B) + 3)μ(x)s¯i0β + 18σ i(x)β2 = α2θ i(x). (27)
By multiplying in yi we have
2λ(4B + 5)α2s0 + 18σ i(x)yiβ2 = α2θ i(x)yi,
therefore
α2
[
2λ(4B + 5)s0 − θ i(x)yi
]= −18σ i(x)yiβ2,
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2λ(4B + 5)yis0 + 9βsi0 − 3
(
4(1+ 2B) + 3)μ(x)s¯i0β = α2θ i(x). (28)
By multiplying in bi and by use of (26) we have[
2λ(4B + 5) + 9− 3(4(1+ 2B) + 3)μ(x)λ]βs0 = α2θ i(x)bi .
Thus θ i(x)bi = 0 and therefore s0 = 0 and we have
Ai := (1+ 2B)[(1+ 2B)si0],
Bi := 0,
Ci := 9β2si0,
Di := 0,
Ei := 0,
F i := 0. (29)
Aiα3 + Ciα
Iα3 + Jα2 + Kα + L − μ(x)s¯
i
0 = 0. (30)
Thus μ(x)s¯i0L = −18β3μ(x)s¯i0 has the factor α. Therefore for each i there exists a scalar function τ i(x) on M such that
μ(x)s¯i0 = ατ i(x),
by multiplying in aij and differentiation with respect to yk we have
18μ(x)−1 s¯ jk = α−1 ykτ j(x),
by multiplying in y j yk we see that
ατ0(x) = 0,
thus τ j(x) = 0, and s¯ jk = 0, therefore β¯ is closed.
Anyway β¯ is closed. It is well known that Randers metric F¯ = α¯ + β¯ is a Douglas metric if and only if β¯ is closed. Since
both F and F¯ are Douglas metrics. We complete the proof. 
3.1. Proof of Theorem 1
Proof. First we prove the necessity. Since Douglas tensor is an invariant under projective change between two Finsler
metrics. If F is projectively related to F¯ , then they have the same Douglas tensor. By Lemma 1, we obtain that both F and
F¯ are Douglas metrics. It is well known that F = α2
(α−β) is a Douglas metric if and only if
bi| j = 0. (31)
Plugging (31) into (4) with (11) yields
Gi = Giα. (32)
It has been proved that F¯ = α¯ + β¯ is a Douglas metric if and only if
s¯i j = 0. (33)
Plugging (33) into (4) with (12) yields
G¯ i = Giα¯ +
r¯00
2(α¯ + β¯) y
i . (34)
Since F is projectively related to F¯ , there is a scalar function P := P (y) on TM\{0} such that
Gi = G¯ i + P yi . (35)
From (32), (34) and (35) we have
Giα − Giα¯ =
[
r¯00
¯ + P
]
yi . (36)2(α¯ + β)
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r¯00
2(α¯ + β¯) + P = θ. (37)
Then we have
Giα = Giα¯ + θ yi . (38)
(31), (33) with (38) complete the proof of necessity.
For the suﬃciency, we notice that β¯ is closed. It suﬃce to prove that F is projectively related to α¯. Plugging (31) into
(4) with (11) yields (32). Plugging (33) into (4) with (12) yields (34). From (32), (34) and (38) we have
Gi = Giα¯ + θ yi, (39)
i.e. F is projectively related to α¯. We complete the proof. 
4. Einstein Matsumoto metric
In this section we consider the Einstein Matsumoto metrics and we characterize this type of (α,β)-metrics when β is
closed.
Theorem 4. If one form β of F = α2
(α−β) is closed, then there is no non-trivial Einstein metric and in this case F is Ricci ﬂat.
Proof. Let F is a Einstein metric, by the same reason in Theorem 5.1 [16] we have that F must satisfy
r00 + 18
(4B − 1)(2B + 1)βs0 = σ
(
(1+ 2B)2α2 − 9β2). (40)
Since β is closed, then
r00 = σ
(
(1+ 2B)2α2 − 9β2).
Hence
r0 = σβ
(
(1+ 2B)2 − 9B),
r = σ ((1+ 2B)2B − 9B),
r00|0 = 2σ
(
4(1+ 2B)α2r0 − 9r00β
)+ σ0((1+ 2B)2α2 − 9β2),
ri i = σ
(
n(1+ 2B)2 − 9B),
r00|ibi = 2σ
(
4(1+ 2B)α2r − 9r0β
)+ σb((1+ 2B)2α2 − 9β2),
ri0|0bi = σ(18B − 1)βr0 − 9σβr00 + σ0β
(
(1+ 2B)2 − 9B),
ri0r
i
0 = σ 2
(
(1+ 2B)4α2 − 18(1+ 2B)2β2 + 81Bβ2).
Substitute these equations to Tmm in (10) and we obtain
Tmm = 9(8n − 11)σ 2 β
4
α2
− 18((5− 4B)n + 6B − 7)σ 2 β3
α
− 3
[((
16B − 50B + 1
4
)
n − 32B + 82B + 7
4
)
σ 2β2 − (2n − 3)σ0 β
2
α
]
×
[
3
2
(
(8B − 36B − 11)n − 32B + 60B + 11)σ 2αβ − 6σbαβ +
((
1
2
+ 4B
)
n − 8B − 5
2
)
β
]
+
[(
16B3 + 33B + 18B + 11
4
)
n + 32B3 − 102B − 24B − 11
4
]
σ 2α2 + 2(1+ 2B)σbα2
+
((
B + 1
2
)
n + 2B − 1
2
)
σ0α. (41)
Because F is an Einstein metric, we have
αRmm + Tmm = Ric(x)F 2 = Ric(x) α
4
(α − β)2 ,
we separate its rational part and irrational part and obtain
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α2 + β2)αRmm + (α2 + β2)Rat(Tmm)− 2αβIrrat(Tmm)= Ric(x)α4, (42)
2αβαRmm + 2αβRat
(
Tmm
)− (α2 + β2)Irrat(Tmm)= 0. (43)
From (43) we have
αRmm = −Rat
(
Tmm
)+ α2 + β2
2αβ
Irrat
(
Tmm
)
,
substituting in (42), we obtain
Ric(x)α4 = (α
2 − β2)2
2αβ
Irrat
(
Tmm
)
.
By use of (41), we conclude that
2α6βRic(x) = (α2 − β2)2σ 2
[
−18((5− 4B)n + 6B − 7)σ 2β3 − 3(2n − 3)σ0β2
−
[
3
2
(
(8B − 36B − 11)n − 32B + 60B + 11)σ 2 − 6σb
]
α2β
+
((
B + 1
2
n + 2B − 1
2
))
σ0α
2
]
. (44)
Since the left-hand side of (44) has the factor β , the right-hand side has factor β also. This means that α6σ 2((B + 12 )n +
2B − 12 )σ0 has the factor β , thus there exists a scalar function μ(x) on M such that
σ0 = μ(x)β.
Substituting in (44) we have
2α6Ric(x) = (α2 − β2)2σ 2
[
−18((5− 4B)n + 6B − 7)σ 2β2 − 3(2n − 3)μ(x)β2
−
[
3
2
(
(8B − 36B − 11)n − 32B + 60B + 11)σ 2 − 6μ(x)B
]
α2
+
((
B + 1
2
n + 2B − 1
2
))
μ(x)α2
]
. (45)
Again the left-hand side of (45) has the factor α2, then the right-hand side has the factor α2. This means that
β6σ 2[−18((5 − 4B)n + 6B − 7)σ 2 − 3(2n − 3)μ(x)] has the factor α2. This is a contraction, therefore we obtain σ = 0.
This means that
ri j = 0,
thus complete the proof. 
Remark 1. From Theorem 4, we know that α is also Ricci-ﬂat.
Remark 2. From Theorems 4 and 1 we have conclude Theorem 2.
We know from [2] that if a Randers metric F¯ = α¯ + β¯ is Einstein, then
r¯00 + 2s0β¯ = c
(
α¯2 − β¯2), (46)
where c is a constant and it is shown in [13] that if β¯ is closed, then α¯ is Einstein metric and F¯ has non-positive Ricci
curvature, i.e.
Ric = −1
4
c2,
α¯Ric = −(n − 1)c2α¯2.
By this fact, Theorems 4, 2 and Corollary 3.2 in [3], we have
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(α−β) and F¯ = α¯ + β¯ are two Einstein (α,β)-metrics and F is projectively related to F¯ , if (M, F ) is complete
then the projective relation is trivial and the Riemann curvatures are equivalent.
From Corollary 2 we have
Gi = G¯ i, (47)
from (47), (35) and (36) we obtain
r¯00
2(α¯ + β¯) y
i = 0. (48)
Since β¯ is closed, from (46) we have
r¯00 = c
(
α¯2 − β¯2). (49)
From (48) and (49) we have c = 0. Thus F¯ is a trivial Ricci-ﬂat Randers metric.
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