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Quantum electrodynamics predicts the vacuum to behave as a non-linear medium, including
effects such as birefringence. However, for experimentally available field strengths, this vacuum
polarizability is extremely small and thus very hard to measure. In analogy to the Heisenberg limit
in quantum metrology, we study the minimum requirements for such a detection in a given strong
field (the pump field). Using a laser pulse as the probe field, we find that its energy must exceed a
certain threshold depending on the interaction time. However, a detection at that threshold, i.e., the
Heisenberg limit, requires highly non-linear measurement schemes – while for ordinary linear-optics
schemes, the required energy (Poisson or shot noise limit) is much larger. Finally, we discuss several
currently considered experimental scenarios from this point of view.
I. INTRODUCTION
Classical electrodynamics is governed by the Maxwell
equations, which are linear in the absence of sources.
Thus electromagnetic waves in vacuum obey the super-
position principle and do not interact [1]. Quantum elec-
trodynamics, on the other hand, predicts deviations from
this behavior: Even the quantum vacuum should be po-
larizable and thus behave as a non-linear medium due to
the coupling to the fermionic modes, see, e.g., [2–11].
However, since this polarizability is extremely weak for
available fields, this fundamental prediction of quantum
electrodynamics has not been experimentally verified yet
for electromagnetic waves in vacuum (i.e., real photons).
Note that an analogous effect has been observed for the
interaction of photons with the Coulomb field of atomic
nuclei (referred to as Delbru¨ck scattering) [12–15].
Partly motivated by the present-day and near-future
experimental facilities aimed at the generation of ultra-
strong electromagnetic fields, there have been several
proposals and initiatives for verifying this fundamental
prediction experimentally [16–34], see also [35–37] and
[38–47]. In order to compare the different proposals and
to sort them into a bigger picture, we address the gen-
eral question of what are the minimum requirements for
detecting the tiny polarizability or non-linearity of the
quantum vacuum.
II. EULER-HEISENBERG LAGRANGIAN
Let us start with a brief recapitulation of the basic
principles. For slowly varying electromagnetic fields E
and B well below the Schwinger critical field determined
by the electron mass m and the elementary charge q
Ecrit =
m2c3
~q
≈ 1.3× 1018 V
m
, (1)
i.e., the range we are interested in, the propagation can
be described by the lowest-order Euler-Heisenberg La-
grangian density [3, 7, 8, 11, 48]
L = ε0
2
(
E
2 − c2B2)
+ξ
[(
E
2 − c2B2)2 + 7c2 (E ·B)2] , (2)
with the vacuum permittivity ε0 and the pre-factor
ξ =
~q4
360π2m4c7
= ε0
αQED
90πE2crit
=
2α2QED
45m4
, (3)
where αQED ≈ 1/137 is the fine-structure constant. From
now on, we shall employ natural units with
~ = c = ε0 = 1 , (4)
in order to simplify the expressions.
A. Pump and probe field
We consider the standard situation where we have a
strong (but sub-critical) pump field E0 and B0 acting
on the vacuum plus a weaker probe pulse E1 and B1 in
order to detect the induced polarizability. The pump field
is supposed to be a solution of the equations of motion
stemming from (2) and we study the propagation of the
probe field in this background. Then, inserting the split
E = E0 + E1 into B = B0 +B1 into (2) and linearizing
the equations of motion in E1 and B1, we obtain the
effective Lagrangian for the probe field
L1 = 1
2
[E1 · (1 + δǫ) · E1 −B1 · (1− δµ) ·B1]
+E1 · δΨ ·B1 . (5)
The polarizability of the vacuum is encoded in the change
of the dielectric permittivity tensor δǫ and the magnetic
permeability tensor δµ as well as the symmetry breaking
tensor δΨ. These quantities depend on the strength of
the pump field E0 and B0 (see the Appendix) and are
2suppressed as O(αQED[E20 + B20]/E2crit). Since they are
very small, we only keep their first order.
Note that we consider the modifications in the prop-
agation of the probe pulse induced by the pump field.
Thus, we do not consider other non-linear QED effects
such as photon splitting or four-wave mixing, see, e.g.
[49–62], which would correspond to linear or cubic pow-
ers of E1 and B1 in (5). In the following, we shall focus
on the probe field and consider the tensors δǫ, δµ and δΨ
as externally given. Thus, we shall drop the sub-scripts
for the probe field E1 and B1 from now on.
B. Interaction Hamiltonian
In terms of the usual vector potential A, the canon-
ically conjugate momentum (which equals the dielectric
displacement field D) reads
Π = D = (1 + δǫ) ·E+ δΨ ·B , (6)
and thus the Hamiltonian density is given by
H = 1
2
[Π · (1− δǫ) ·Π+B · (1− δµ) ·B]
−Π · δΨ ·B . (7)
After splitting off the undisturbed vacuum contribution
H0 = [Π2 + B2]/2, the remaining part describes the in-
teraction between the probe field and the polarizability
δǫ, δµ and δΨ induced by the pump field
Hint = −1
2
Π · δǫ ·Π− 1
2
B · δµ ·B−Π · δΨ ·B . (8)
III. HEISENBERG LIMIT
As announced above, let us now study the question of
which requirements the probe pulse has to fulfill in or-
der to detect the vacuum polarizability δǫ, δµ and δΨ.
According to the laws of quantum mechanics, this effect
is only detectable if the quantum state |ψ〉 of the probe
field after its interaction with the pump field Uˆint |ψ〉 de-
viates sufficiently from the quantum state |ψ〉 without
this interaction. As one possible signature, the no-signal
fidelity given by (see also [63])
〈ψ|Uˆint|ψ〉 = 〈ψ|T exp
{
− i
∫
dt Hˆint(t)
}
|ψ〉 , (9)
should sufficiently deviate from unity (T is the time or-
dering operator). Since the interaction Hamiltonian
Hˆint =
∫
d3r Hˆint , (10)
is linear in the small tensors δǫ, δµ and δΨ, let us apply
first-order perturbation theory
〈ψ|Uˆint|ψ〉 = 1− i
∫
dt 〈ψ|Hˆint(t)|ψ〉+ O(Hˆ2int) . (11)
We see that the lowest-order contribution corresponds to
a phase shift [63]
ϕ = −
∫
dt 〈ψ|Hˆint(t)|ψ〉 , (12)
which could be measured by interferometric means, for
example (see below).
A. Classical fields
Let us estimate the maximum possible phase shift (12)
for a given probe pulse. First, we treat the probe pulse as
a classical field, which should be a good approximation
for laser pulses. Inserting Eqs. (10) and (8) into (12), we
obtain space-time integrals over the terms Π · δǫ ·Π/2,
B ·δµ ·B/2 and Π ·δΨ ·B. Since the tensor δǫ is real and
symmetric, we may diagonalize it and obtain the bound
Π · δǫ ·Π ≤ Π2||δǫ|| , (13)
where the norm ||δǫ|| is the maximum of the absolute
values of the eigenvalues of δǫ. In complete analogy, we
can bound the term B · δµ · B by the same norm ||δµ||
multiplied by B2. Thus, we find
1
2
[Π · δǫ ·Π+B · δµ ·B] ≤ E max {||δǫ||, ||δµ||} , (14)
at each space-time point, where E = (Π2 +B2)/2 is the
(lowest-order) energy density of the probe pulse.
The remaining termΠ·δΨ·B is a bit more complicated
because the tensor δΨ is not symmetric in general. Thus,
we employ the singular value decomposition
δΨ =
∑
I
σIuI ⊗ vI , (15)
with the non-negative singular values σI and the two (left
and right) orthonormal basis sets uI and vI . Then, using
(uI ·Π)(vI ·B) ≤ |Π||B| ≤ (Π2 +B2)/2, we arrive at
ϕ ≤ T maxr
{∑
I
σI +max {||δǫ||, ||δµ||}
}
E , (16)
where T denotes the interaction time and E the total
energy of the probe pulse. The spatial integral can be
bounded from above by the maximum over all positions
r since all the involved quantities, such as the energy
density E , are non-negative (for classical fields, quantum
fields will be discussed in the next section).
Turning the above argument around, we get a mini-
mum energy E of the probe pulse required for detecting
the vacuum polarizability δǫ, δµ and δΨ in a given in-
teraction time T since the phase shift ϕ should not be
too small in order to achieve a measurable effect. Since
the energy E scales linearly with the number N of probe
photons, we refer to (16) as the Heisenberg limit.
3B. Quantum fields
In the previous section, we treated the probe pulse as
a classical field in order to derive the bound (16). In the
following, let us study whether an analogous bound can
be established for quantum fields. As a crucial differ-
ence, expectation values such as 〈Πˆ2〉 or 〈Πˆ · δε · Πˆ〉 are
divergent and thus require renormalization. As usual, we
achieve this by subtracting the vacuum expectation value
〈Πˆ2〉ren = 〈ψ| Πˆ2 |ψ〉 − 〈0| Πˆ2 |0〉 . (17)
Of course, this requires appropriate regularization. Here,
we use the normal mode decomposition. To this end, we
introduce a complete set of orthonormal∫
d3r fI · fJ = δIJ , (18)
and transversal∇·fI = 0 basis functions fI(r) and expand
the field operates into this basis set
Πˆ(t, r) =
∑
I
pˆI(t)fI(r) . (19)
Inserting this normal mode decomposition, we find∫
d3r Πˆ · δε · Πˆ =
∑
IJ
pˆI pˆJ
∫
d3r fI · δε · fI
=
∑
IJ
pˆI pˆJ MIJ . (20)
After diagonalizing this real and symmetric matrix MIJ
via the orthogonal matrix OIJ , we may introduce a new
set of basis functions via FI =
∑
J OIJ fJ and expand the
field operator in this new set Πˆ(t, r) =
∑
I PˆI(t)FI(r)
which gives the simplified expression∫
d3r Πˆ · δε · Πˆ =
∑
I
λI Pˆ
2
I , (21)
where λI are the eigenvalues of the matrixMIJ . Since the
Pˆ 2I are positive operators, we may even derive a (formal)
bound on the operator level∫
d3r Πˆ · δε · Πˆ ≤ ||M ||
∑
I
Pˆ 2I = ||M ||
∑
I
pˆ2I , (22)
where ||M || = maxI |λI | is the norm of the matrix MIJ
in analogy to the previous section. It can be estimated
by the maximum “expectation value”
∫
d3r f · δε · f for
normalized functions f and thus agrees with maxr||δε||.
The above operator-valued bound (22) seems to be
the proper quantum generalization of the Heisenberg
limit (16) since the sums 1
2
∑
I pˆ
2
I and
1
2
∑
I Pˆ
2
I can be
bounded by the total energy of the probe pulse which
reads 1
2
∑
I(pˆ
2
I+Ω
2
I qˆ
2
I ) in terms of the eigenmodes I with
the eigenfrequencies ΩI . However, this bound is of lim-
ited use since the expectation value diverges due to the
infinite zero-point energy (as mentioned above). After
subtracting this zero-point energy (17), we cannot de-
duce the inequality 〈pˆ2I〉ren ≤ 〈pˆ2I〉ren + Ω2I〈qˆ2I 〉ren any-
more since the renormalized expectation values 〈pˆ2I〉ren
and 〈qˆ2I 〉ren can become negative. For example, in a
squeezed state |0〉 → |r〉, we may increase the momentum
variance 〈pˆ2I〉 → exp{+r}〈pˆ2I〉 while decreasing the posi-
tion variance 〈qˆ2I 〉 → exp{−r}〈qˆ2I 〉, such that it is below
its ground-state value 〈qˆ2I 〉 < 〈0| qˆ2I |0〉 which means that
〈qˆ2I 〉ren becomes negative.
Thus, if we naively replace the classical energy E in the
Heisenberg limit (16) by the renormalized expectation
value Eren for quantum fields, it would be possible to
violate this bound by squeezing many modes just a little
bit r ≪ 1 such that their 〈pˆ2I〉ren ∼ r increase while the
growth of the energy Eren ∼ r2 is suppressed. One could
suspect that this enhancement would be compensated by
the other terms such as Bˆ · δµ · Bˆ which contains 〈qˆ2I 〉ren
but this is not the case since different modes contribute
differently to these terms. Thus, one could squeeze those
modes where the first term Πˆ · δε · Πˆ dominates in one
way 〈pˆ2I〉 → exp{+r}〈pˆ2I〉 and the other modes where
the second term Bˆ · δµ · Bˆ dominates in the opposite way
〈pˆ2I〉 → exp{−r}〈pˆ2I〉. For simplicity, we have omitted the
third term ∝ δΨ since it has yet another mode structure,
see also Sec. VA.
In summary, the divergent zero-point energy invali-
dates a bound like (16) for quantum electrodynamics.
To obtain a generalized bound, one would have to limit
the number of involved modes I as well as their eigenfre-
quencies ΩI , which is difficult [84].
IV. COMPARISON TO POISSON LIMIT
Coming back to the Heisenberg limit (16), one might
object that a global phase ϕ cannot be measured. While
this is correct in principle, this objection could be cir-
cumvented by considering a scenario involving a quan-
tum superposition of two paths of the probe pulse, one
interacting with the pump field and the other one not.
This state corresponds to a NOON state [64–66]
|ψ〉NOON =
|N, 0〉+ |0, N〉√
2
, (23)
where either all N probe photons take the one path |N, 0〉
or all N probe photons take the other path |0, N〉. Note
that this is a highly non-classical state, in analogy to the
Greenberger-Horn-Zeilinger (GHZ) state [67, 68]. After
interaction with the pump field (in one path only), this
state evolves into (|N, 0〉+eiϕ |0, N〉)/√2 which becomes
orthogonal to the initial state (23) for ϕ = π. Note,
however, that both, preparing the initial state (23) as
well as measuring the final state (|N, 0〉+ eiϕ |0, N〉)/√2
would require effectively N -photon interactions, i.e., a
highly non-linear optics scheme.
4In a typical linear optics set-up the (coherent) state of
a laser is described by the factorizing state
|ψ〉laser =
N⊗
ℓ=1
|1, 0〉ℓ + |0, 1〉ℓ√
2
, (24)
where each photon ℓ individually either takes the one
path |1, 0〉 or the other path |0, 1〉. In this case, one would
obtain a Poisson distribution of the photon numbers in
the output channel and thus the accuracy scales with
1/
√
N instead of 1/N , which is the well-known classical
Poisson (shot-noise) limit.
Let us illustrate this distinction in terms of the scaling
of the phase with photon number N . According to the
Heisenberg limit (16), we find
∆ϕN = N∆ϕ1 , (25)
where ∆ϕ1 is the phase shift experienced by a single pho-
ton with frequency ω
∆ϕ1 = ωT maxr
{∑
I
σI +max {||δǫ||, ||δµ||}
}
. (26)
Since ∆ϕN must be of order unity to obtain a measurable
detection probability, we get the well-known Heisenberg
scaling ∆ϕ1 ∼ 1/N .
In contrast, the Poisson distribution of the photon
numbers in the classical (i.e., coherent) state (24) re-
sults in a relative accuracy of 1/
√
N which yields the
well-known Poisson limit ∆ϕ1 ∼ 1/
√
N , see [69].
V. EXPERIMENTAL SCENARIOS
A. Static magnetic pump field
There are several running or planned experiments
where the pump field is an approximately constant mag-
netic field of a few Tesla, see, e.g., [36, 70]. For a purely
magnetic field, the symmetry-breaking term δΨ vanishes
(see the Appendix). The maximum eigenvalues of the re-
maining terms δε and δµ are given by 10ξB20 and 12ξB
2
0 ,
respectively, which are then of order 10−22. Thus, the
accuracy requirements are roughly comparable to those
for the detection of gravitational waves at LIGO [71].
As in LIGO, the signal can be amplified by having the
probe photons bounce back and forth many times (in a
cavity, for example), which facilitates a large integration
time T . Assuming an optimized cavity finesse of order
106 and length scales of order meter, we get an integra-
tion time of order ωT = O(1012) periods for optical or
near-optical photons. Again in analogy to LIGO, the
remaining orders of magnitude should be compensated
by a sufficiently large number of probe photons. Using
the Heisenberg limit (16), we would get N = O(1010)
which is a comparably low number. However, as ex-
plained above, this detection scheme would require an
effective N -photon interaction involving this number of
photons, which is currently out of reach.
With laser fields and linear optics schemes, we can only
reach the Poisson limit, which gives N = O(1020) corre-
sponding to a probe pulse energy E in the Joule regime.
This shows that such an experiment is not impossible
with present-day-technology but still quite challenging.
Note that the actual limit is even a bit larger because
these experiments typically do not measure the polariz-
abilities δε and δµ directly, but only the induced rotation
of polarization – which measured their difference in the
different directions. Otherwise, the rotation of polariza-
tion is very similar to an interferometric set-up, where
the two arms correspond to the two polarizations.
B. Optical pump and XFEL probe
Another popular scheme envisions a strongly focused
ultra-strong laser pulse (again in the optical or near-
optical regime) where intensities of order 1022 W/cm2
or more should be reachable with present-day or near-
future technology see, e.g., [72–74]. This corresponds to
electric fields above 1014 V/m which generate polariz-
abilities δǫ, δµ and δΨ of order 10−11. This illustrates a
major advantage in comparison to the static set-up in the
previous section VA, as the pump field is much stronger
in a laser focus. As a drawback, the interaction time T
is limited to the pump pulse length of a few (say ten)
optical cycles.
However, for a probe pulse generated by an x-ray free
electron laser (XFEL) with photon energies in the 10 keV
range, this corresponds to O(105) XFEL cycles, see, e.g.,
[24]. The Heisenberg limit (16) then gives N = O(106)
photons, i.e., an energy of O(1010 eV) or O(10−9 J).
Again, as an N -photon interaction with these numbers
seems unrealistic, the Poisson limit yields N = O(1012)
photons, corresponding to an energy of O(1016 eV) or
O(10−3 J). As before, this shows that the detection is
challenging but not completely out of reach.
In analogy to the previous section VA, the envisioned
scheme is based on the rotation of the polarization which
offers experimental advantages in comparison to an in-
terferometric set-up with x-rays, but decreases the signal
a bit. Note that, with N = O(1011) photons in an ini-
tially polarized probe beam (see also [75–79]), the signal
may consist of a single photon with flipped polarization
after several runs. This necessitates a careful study of
potentially competing effects in order to distinguish the
signal from the background.
C. Optical pump and optical probe
In contrast to the scenario described above, one could
also consider an optical (or near-optical) probe pulse, see
also [28]. Using the same parameters for the pump pulse,
the Heisenberg limit (16) would yield the same energy E
5as in the previous section VB. However, the probe pulse
would now contain N = O(1010) photons because the
interaction time corresponds to a few optical cycles only.
The Poisson limit then yields N = O(1020) correspond-
ing to an energy of O(1020 eV) or O(10 J). The fact
that this is of the same order as the pump pulse itself
shows the challenges of this detection scheme.
On the other hand, for this all-optical scheme, it is
not necessary to have the optical laser close to an XFEL.
Thus, it might be possible to reach even higher inten-
sities in the 1023 W/cm2 regime, which reduces the re-
quirements on the probe pulse to N = O(1018) photons,
i.e., an energy of O(1018 eV) or O(10−1 J). As one
possibility, one could use a dual-beam facility (see, e.g.,
[80]) or spit off a small part of the pump pulse before
focusing and use it as probe pulse. This could help en-
suring the necessary temporal overlap between pump and
probe pulse, which can pose a challenge for the scheme
described in the previous section VB. Still, perform-
ing interference experiments with such O(10−1 J) pulses
containing N = O(1018) photons is highly non-trivial.
Again in analogy to LIGO, it might be advantageous to
operate the interferometer not exactly at the dark spot,
but close to it – corresponding to a small phase mismatch
ϕ0 between the two arms. For example, using a phase
mismatch of ϕ0 = 10
−3 (corresponding to a precision of
placing the mirrors in the nanometer regime), the output
at the darker port would contain O(1012) photons. A
single-photon phase shift of ∆ϕ1 = O(10−9) would then
generate a signal of O(106) photons difference on top of
the background of O(1012) photons. Measuring such a
large photon number with a relative accuracy of O(10−6)
is challenging and probably requires an advanced detec-
tor with many mega-pixels.
On the other hand, this set-up could also offer an ad-
vantage as the signal would now contain many O(106)
coherent photons, which could help distinguishing it from
the background, especially from incoherent noise.
D. Angular dependence
Especially for the latter all-optical scenario, it is prob-
ably unrealistic to assume a head-on collision between
pump and probe pulse. Thus, let us estimate the an-
gular dependence of the phase shift. For simplicity, we
model pump and probe pulse as plane waves (as a first
step). Then, their relative directions can be described in
terms of the three Euler angles ψ, θ, and φ. Without
loss of generality, the pump field is supposed to propa-
gate in z direction with E0 and B0 pointing in x and y
directions, respectively. After starting with the same ori-
entation, the probe field directions are obtained by three
rotations: First, a rotation around the z axis with the
angle φ, second, a rotation around the new x axis with
the angle θ, followed by a third rotation around the new
z axis with the angle ψ.
Then, the interaction Hamiltonian reads
Hint = −2ξE20E21 (11− 3 sin[2ψ − 2φ]) sin4
θ
2
. (27)
For the co-propagating case θ = 0, it vanishes identically
(as is well known). In this case, the angles ψ and φ just
rotate the polarization and one can transform into a co-
moving Lorentz frame where all fields E0 and B0 as well
as E1 and B1 become arbitrarily small. The maximum
is obtained in the counter-propagating case θ = π where
such a Lorentz boost diminishing all fields is not possible.
In this limiting case, the angles ψ and φ again just rotate
the polarization and the maximum signal is obtained by
ψ − φ = −π/4.
Apart from these well-known limiting cases, we see
that this condition ψ−φ = −π/4 does also give the maxi-
mum signal for arbitrary given θ, which may be unavoid-
able due to experimental constraints. For small devia-
tions ∆θ = θ − π from the optimal counter-propagating
case θ = π, we find
Hint = −28ξE20E21
(
1− [∆θ]
2
2
+ O([∆θ]4)
)
. (28)
VI. CONCLUSIONS
We study the general requirements for detecting the
weak vacuum polarizability (5) predicted by quantum
electrodynamics. We find that the lowest-order effect
is a phase shift (12) which could, at least in principle,
be detected by interferometric means. Approximating
the probe pulse by a classical field, we obtain an upper
bound (16) for the phase shift depending on the interac-
tion time T and the total energy E of the probe pulse.
Since this phase shift must be of order unity for a mea-
surable detection probability, this inequality does also
give the Heisenberg limit (note that ET equals the num-
ber of photons N times the number of periods ωT ). How-
ever, such a measurement would require a highly non-
linear optics scheme, which is out of reach for realistic
parameters. For a linear-optics scheme, we recover the
well-known Poisson (shot-noise) limit.
Going beyond the classical field approximation, the
failure of proving a bound as (16) for quantum fields hints
at the interesting (theoretical) possibility to reach an
even higher accuracy by exploiting the zero-point fluctua-
tions. One option could be to squeeze many field modes a
little bit such that their quadratures are modified (in or-
der to increase the sensitivity) while the total energy ex-
pectation value does not change significantly. For optical
frequencies, such a squeezing could be achieved in non-
linear crystals in analogy to parametric down conversion,
while for XFEL frequencies, a corresponding undulator
set-up could serve the same goal, see also [81]. However,
apart from preparing this squeezed state initially, reading
out the final state poses grand experimental challenges.
Altogether, we obtain three regimes: the linear-optics
regime corresponding to the Poisson (shot-noise) limit,
6the Heisenberg limit (16) for (locally) classical fields, and
a regime beyond that limit for quantum fields.
As a demonstration, we apply these limits to three
experimental scenarios, which offer different advantages
(e.g., control of polarization for XFEL fields) and disad-
vantages. For all cases, we find that the detection of the
vacuum polarizability is quite challenging but not com-
pletely out of reach. Note that, apart from the verifica-
tion aspect, the vacuum polarizability could also provide
a clean way to measure the peak intensity of the laser,
which is a highly non-trivial task.
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Appendix A: Vacuum permittivity and permeability tensors
After inserting the split E = E0+E1 into B = B0 +B1 into (2) and keeping the quadratic terms only, we find the
effective Lagrangian for the probe field
L1 = ξ
{
4(E1 · E0 −B1 ·B0)2 + 2(E20 −B20)(E21 −B21) + 7(E1 ·B0 +B1 ·E0)2 + 14(E0 ·B0)(E1 ·B1)
}
. (A1)
This effective Lagrangian provides information about the vacuum polarization tensors (δǫ, δµ and δψ) which can be
extracted after comparing with (5)
L1 = 1
2
E1 · δǫ ·E1 + 1
2
B1 · δµ ·B1 +E1 · δΨ ·B1 . (A2)
Therefore these tensors are given in terms of the electric and magnetic components of the pump pulse
δǫij = 2ξ
(
2(E20 −B20)δij + 4E0iE0j + 7B0iB0j
)
(A3)
which is a symmetric tensor, δµ is obtained from δǫ by interchanging E and B
δµ = (δǫ)
{
Ei ↔ Bi,E↔ B
}
, (A4)
and finally the symmetry-breaking tensor
δΨij = 2ξ
(
7E0 ·B0δij + 7E0jB0i − 4E0iB0j
)
(A5)
As it has been already discussed in Section III, we need
to compute the eigenvalues of δǫ and δµ and the singular
values of δψ since the latter is in general an asymmetric
tensor. It is straightforward to obtain the eigenvalues
λ1,2,3 of the symmetric tensors. For a general pump field,
we obtain for δǫ
λ1,2 = ξ(3B
2
0 + 8E
2
0)
±ξ
√
49B40 + 16E
4
0 − 56B20E20 + 112(E0 ·B0)2
λ3 = 4ξ(E
2
0 −B20) . (A6)
In the limit of constant crossed fields they simplify to
|λ1| = 14ξE20
|λ2| = 8ξE20
λ3 = 0 . (A7)
Then the spectral representation of δǫ is
δǫ =
3∑
I=1
λIvI ⊗ vI , (A8)
where vI are the eigenvectors of δǫ (after a siutable ro-
tation of the coordinate system)
v1 = (1, 0, 0) , v2 = (0, 1, 0) , v3 = (0, 0, 1) ,
and for δµ (with its eigenvalues are denoted by ΛI) the
eigenvalues are simply obtained from the ones for δǫ by
the following replacements
Λ1 = λ1(Ei ↔ Bi)
Λ2 = λ2(Ei ↔ Bi)
Λ3 = λ3(Ei ↔ Bi) . (A9)
7In the limit of plane-wave background (or constant
crossed fields), the two sets of eigenvalues for δǫ and δµ
become equivalent – so to obtain the upper bound, it
suffices to consider the maximum value of one of them.
Bounding the terms in the Hamiltonian with δǫ and δµ
is simple since they have real eigenvalues, therefore one
can consider the maximum value of their eigenvalues
as discussed in Section IIIA. The most nontrivial term
is the one with δψ since it has no symmetry in general
then a direct eigenvalue computation may lead to
imaginary values which correspond to non-orthogonal
set of eigenvectors. Therefore one can rely on singular
value decomposition which are defined based on the
following theorem [82]:
If A is a real m × n matrix then there exist two
orthogonal matrices U = [u1, · · · ,um] ∈ Rm×m and
V = [v1, · · · ,vn] ∈ Rn×n such that
UTAV = diag[σ1, · · · , σp] ∈ Rm×n , (A10)
where p = min{m,n} and
σ1 ≥ σ2 ≥ · · · ≥ σp ≥ 0 . (A11)
In other words the singular values σ1, · · · , σp of a m× n
matrix A are the positive square roots, σI =
√
λI > 0, of
the nonzero eigenvalues of the associated Gram matrix
K = ATA. The corresponding eigenvectors of K are
known as the singular vectors of A (note that for m 6= n
or rectangular matrices there is no eigenvalues in its
general definition and that is why one finds the singular
values).
This theorem lead to the following singular decompo-
sition for a non-symmetric matrix A ∈ Rn×n
A =
n∑
I=1
σIuI ⊗ vI , (A12)
and from here
AAT =
n∑
I=1
σ2IuI ⊗ uI , (A13)
in which σI are the singular values and the left and right
singular vectors uI and vI for I = 1, 2, · · · , n respectively.
Applying this theorem to δψ we get
σ21,2 = 2ξ
2
[
65E20B
2
0 + 84(E0 ·B0)2
]
±6ξ2
√
121B40E
4
0 + 168E
2
0B
2
0(E0 ·B0)2
σ23 = 196ξ
2(E0 ·B0)2 . (A14)
For a constant crossed field they give
|σ1| = 14ξE20
|σ2| = 8ξE20
σ3 = 0 . (A15)
After having the eigenvalues of δǫ and δµ as well as the
singular values of δψ one can easily compute the phase
given in (16).
Appendix B: The rotation matrix
Let us consider two different frames for the pump and
probe pulses in which the former is fixed to be denoted by
xyz and the latter XY Z. We need three Euler angles to
rotate XY Z [83]. The sequence of the rotations are the
following: XY Z rotates by an angle φ about the Z-axis
to obtain ξηζ with corresponding rotation matrix D. For
the second rotation, ξηζ is rotated about the ξ-axes by
an angle θ to obtain new axes called ξ′η′ζ′ with rotation
matrix C. Finally in the last step the later is rotated by
an angle ψ about ζ′ to obtain xyz with rotation matrix B.
The three successive rotations lead to a transformation
matrix A
A = B CD =


cosψ cosφ− cos θ sinφ sinψ cosψ sinφ+ cos θ cosφ sinψ sinψ sin θ
− sinψ cosφ− cos θ sinφ cosψ − sinψ sinφ+ cos θ cosφ cosψ sin θ cosψ
sin θ sinφ − sin θ cosφ cos θ

 . (B1)
Therefore we have the following equation
X = Ax , (B2)
where x = (x, y, z) and X = (X,Y, Z). To obtain a gen-
eral form for the interaction Hamiltonian we need the
8probe electric and magnetic fields (Eω,Bω). For a gen-
eral probe field we have the following transformation
E
x
ω = AEXω
B
x
ω = ABXω , (B3)
if we consider a constant crossed background for the
probe pulse in which the propagation direction lies again
in Z and Eω and Bω in X and Y directions accordingly
then the interaction Hamiltonian defined in (7) with the
polarization tensors obtained in Appendix A one arrives
at
Hint = −2ξE20E2ω
(
11− 3 sin(2ψ − 2φ)
)
sin4
(
θ
2
)
,
(B4)
which has a maximum at (θ = π, ψ − φ = −π/4).
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