Bayes nets (BNs) for relational databases are a major research topic in machine learning and artificial intelligence. When the database exhibits cyclic probabilistic dependencies, measuring the fit of a BN model to relational data with a likelihood function is a challenge [5, 36, 28, 9] . A common approach to difficulties in defining a likelihood function is to employ a pseudo-likelihood; a prominent example is the pseudo likelihood defined for Markov Logic Networks (MLNs 
Introduction
Many real-world applications store data in relational format, with different tables for entities and their links. The field of statistical-relational learning (SRL) aims to extend machine learning algorithms to relational data [10, 4] . An important machine learning task is to use data to build a generative statistical model that represents the joint distribution of the random variables that describe the application domain [10] . One of the most widely used generative model classes are Bayes nets (BNs) [30] . A BN structure is a directed acyclic graph (DAG) whose nodes represent random variables and whose edges represent direct statistical associations. The most common approach to SRL with graphical models is knowledge-based model construction (KBMC) [29, 22, 39] : A 1st-order or class-level model serves as a template, that is instantiated or ground with the information in the database. A major difficulty with KBMC is that the instantiated model may contain cycles even if the class-level model does not [5, 36, 9] . These difficulties have been difficult to solve; Neville and Jensen [28] conclude that "The acyclicity constraints of directed models severely limit their applicability to relational data." A major competitive advantage of undirected models (Markov nets) is that the cyclicity problem does not arise [36, 5] . In this paper we propose a new pseudo likelihood function P * for relational BNs that is well defined even in the presence of cyclic dependencies.
Approach. We define the measure for Parametrized Bayes Nets (PBNs), an extension of BNs for relational data due to Poole [32] . The sum of a pseudo likelihood measure, over all relational database instances, does not add up to 1. It is common in statistics to use pseudo likelihood functions for learning when proper likelihood functions are conceptually or computationally difficult [2, 8, 31, 24] ; see [28, Sec.3.3] for a brief overview. We define the pseudo log-likelihood L * = ln(P * ) as the sum, over all possible parent-child combinations, of the conditional log-probability of the child value given the parent values, multiplied by the frequency of the parent-child combination. Thus L with frequencies in a database replacing row counts in a table. This paper discusses semantics and learning for L * . Semantics. We introduce a new type of semantics based on the concept of random instantiations from classic AI research [12, 1] . In this semantics, an expression such as P (Flies(X )|Bird (X )) > .9 is interpreted as "the probability that a randomly chosen bird will fly is greater than .9". For a PBN B with 1st-order variables, given an instantiation of the 1st-order variables with individual constants, we can compute from B, the log-probability of the attributes and links of the individuals. The pseudo log-likelihood L * is the expected log-likelihood over random instantiations. We also relate the pseudo likelihood to likelihood functions for ground models: The standard moralization method converts a PBN to an MLN [5, 12.5.3] . The measure L * is closely related to the log-likelihood and to the pseudo log-likelihood of the moralized PBN. In this sense our approach combines likelihood measures from the successful MLN paradigm with Bayes nets.
Learning. Parameter Estimation. Like singletable BNs, the maximum L * estimates for the PBN parameters are the empirical conditional frequencies. The conditional frequencies can be computed from the sufficient database statistics. A number of efficient methods for computing sufficient statistics in a database have been developed [42, 26, 17] .
Structure Learning. Given a model selection score S defined for single-table data, the measure L * can be used as a log-likelihood measure with the score to define a relational version S * . Then structure search for relational data with a pseudo likelihood score S * can be implemented using a standard score+search algorithm. An efficient PBN structure learning method is the recent learn-and-join algorithm of Khosravi et al. [18] . The learn-and-join algorithm performs a level-wise model search through the table join lattice associated with a relational database, where the results of BN learning on subjoins constrain learning on larger joins. Empirical evaluation shows that the learn-and-join algorithm is orders of magnitude faster than previous MLN learning methods, and produces substantive improvements in accuracy. (10%-30% depending on the dataset used.) We show that the learn-and-join algorithm implicitly maximizes the pseudo log-likelihood L * . This result provides a theoretical foundation for the algorithm, as well as empirical validation of the usefulness of the L * measure. Thus while this is a conceptual paper that does not report new simulation results, it presents previous empirical results in a new light. Overall our conclusion is that relational Bayes net learning based on the pseudo likelihood measure is tractable, even in the presence of cyclic dependencies.
Paper Organization. We discuss related work and background material/notation for logic, graphical models, Parametrized Bayes Nets and Markov Logic Networks. Then we define the pseudo likelihood, and discuss the computation of its maximizing parameter values. The next section defines the new random selection semantics for PBNs, and describes the relationship to the log-likelihood and pseudo log-likelihood of MLNs. We conclude with a description of the learn-and-join algorithm and its relationship to our pseudo likelihood measure.
Contributions. The main contributions of the paper can be summarized as follows.
A new proposal for a pseudo likelihood function
that measures the fit of a Bayes net to relational data. The function is well defined even when cyclic dependencies are present.
2.
A novel semantics for the pseudo likelihood based on random groundings rather than a ground model.
3. An analytic solution for the parameter values that maximize the pseudo likelihood function. A description of efficient algorithms for parameter and structure learning with the pseudo likelihood, including the state of the art learn-and-join algorithm.
Additional Related Work. While our presentation uses PBNs as a comparatively straightforward generalization of Bayes nets for relational data, our approach applies to directed SRL models generally, such as Probabilistic Relational Models (PRMs) [9] , Bayes Logic Programs (BLPs) [16] , and Logical Bayesian Networks (LBNs) [6] .
Cyclic Directed Models. Directed models with cycles have been studied for single-table data to model feedback effects [34, 23] . These models are based on equilibria in linear dynamic systems and do not directly apply to the discrete attribute datasets we consider, nor do they take account of relational structure. Introducing latent variables is an option for defining directed relational models without cycles [41] . Hidden variable models give rise to challenging parameter estimation problems. Methods for learning PBNs with and without hidden variables can be combined, for instance by using a PBN without hidden variables as an initial starting point for a hidden variable model.
Other Relational Pseudo Likelihood Functions. Other likelihood functions that do not require acyclicity have been developed based on Markov networks and on dependence networks. The Markov pseudo likelihood function [5, Sec.12.8] has played a key role in learning MLNs [20, 25, 21] . A possible approach to defining a PBN pseudo likelihood is therefore to use the Markov function for the moralized PBN. As we show below, the key differences to our likelihood function are as follows.
(1) Our definition uses the probability of a child node conditional on the values of its parents, rather than conditional on the values of its Markov blanket (which includes children and coparents in addition to parents). (2) We use the frequencies of child-parent configurations rather than their counts, and connect this weighting to a novel semantics based on random instantiations. Learning algorithms for MLNs have been based on Markov net methods and on Inductive Logic Programming (ILP) techniques.
Neville and Jensen developed a pseudo likelihood approach for learning relational dependency networks [28, 40] . Dependency networks (DNs) approximate a joint distribution as the product of conditional probabilities of each node given its Markov blanket (which renders the node conditionally independent of all others) [13] . This DN pseudo likelihood is similar to the Markov pseudo likelihood [28, Th.1] , and the differences (1) and (2) above apply. Learning algorithms for dependency networks have been based on learning independent conditional probability models for each node. This requires the specification of a relational classifier to model the conditional distribution of a node given related entities and their attributes [28] , (e.g., relational Naive Bayes or probability tree), often based on aggregate functions. MLNs and our BN pseudo likelihood do not require a separate relational classifier model, nor do they require aggregate functions.
To our knowledge, our proposal is the first pseudo likelihood measure for a Bayes net applied to relational data, rather than for a Markov or dependency network. As we show below, this measure supports the extension of single-table Bayes net learning algorithms to relational data.
Background and Notation
Our work combines concepts from relational databases, graphical models, and Markov Logic networks. As much as possible, we use standard notation in these different areas.
2.1 Logic and Functors. Parametrized Bayes nets are a basic SRL model; we follow the original presentation of Poole [32] . A functor is a function symbol or a predicate symbol. Each functor has a set of values (constants) called the range of the functor. A functor whose range is {T , F } is a predicate, usually written with uppercase letters like P, R. A functor random variable is of the form f (τ 1 , . . . , τ k ) where f is a functor and each term τ i is a first-order variable or a constant. We also refer to functor random variables as functor nodes, or for short fnodes.
1 If an fnode f (τ ) contains no variables, it is ground, or a gnode. If an fnode contains a variable, it is a vnode. An assignment of the form f (τ ) = x, where x is a constant in the range of f , is an atom; if f (τ ) is ground, the assignment is a ground atom. A population is a set of individuals, corresponding to a domain or type in logic. Each firstorder variable X is associated with a population P X of size |P X |. An instantiation or grounding γ for a set of variables X 1 , . . . , X k assigns a constant γ(X i ) from the population of X i to each variable X i .
The functor formalism is rich enough to represent the constraints of an entity-relationship (ER) schema [37] via the following translation: Entity sets correspond to populations, descriptive attributes to functions, relationship tables to predicates, and foreign key constraints to type constraints on the arguments of relationship predicates. Figure 1 shows a simple database instance in the ER format [5] . We assume that a database instance assigns a constant value to each gnode f (a), which we denote by [f (a)] D . The value of descriptive relationship attributes is well defined only for tuples that are linked by the relationship. For example, grade(jack , 101 ) is not well defined in a university database if Registered (jack , 101 ) is false. In this case, we assign the descriptive attribute the special value ⊥ for "undefined". Thus the atom grade(jack , 101 ) = ⊥ is equivalent to the atom Registered (jack , 101 ) = F . Fierens et al. [6] discuss other approaches to this issue. The results in this paper extend to functors built with nested functors, aggregate functions, and quantifiers (e.g., existential); for the sake 1 The term "functor" is used as in Prolog [3] . In Prolog, a functor random variable is called a "structure". Poole [32] refers to a functor random variable as a "parametrized random variable". We use the term "fnode", (1) for brevity, (2) to emphasize the use of function/predicate symbols, (3) to avoid confusion with the statistical sense of "parametrized", meaning that values have been assigned to parameters.
of notational simplicity we do not consider more complex functors explicitly.
Bayes Nets.
We employ notation and terminology from [30, 35] for a Bayesian Network. A Bayes net structure is a directed acyclic graph (DAG) G, whose nodes comprise a set of random variables denoted by V . We consider only discrete finite random variables. The parents of node v i in graph G are denoted by PA i , and an assignment of values to the parents is denoted as pa i . A Bayes net (BN) is a pair G, θ G where θ G is a set of parameter values that specify the probability distributions of children conditional on instantiations of their parents, i.e. all conditional probabilities of the form
where x ik is the k-th possible value of node i and pa ij is the j-th possible configuration of the parents of v i . The conditional probabilities are specified in a conditional probability table for variable v i or CPtable. A Parametrized Bayes net, or PBN, is a Bayes net whose nodes are functor random variables. We use the following notation for describing the CP parameters in a PBN. • Let F ijk be the family formula that expresses that fnode f i is assigned its k-th value, and the state of its parents is assigned its j-th value.
• n ijk (D) is the number of groundings of F ijk that evaluate as true in D.
• If X 1 , . . . , X k are the variables that occur in the family formula F ijk , then its domain is the Cartesian product P X1 × · · · × P X k . Since the domain of F ijk depends only on i (the family formulas F ijk and F ij k contain the same variables), we write
for the domain size of the families of child node i.
• p ijk ≡ n ijk /m i is the empirical frequency of F ijk in database D.
A ground graph B is derived from B by instantiating the functor nodes in B in every possible way. There is a directed edge
Examples. The following examples refer to the DB instance of Figure 1 . Figure 2 illustrates PBN concepts. We use a Prolog-style list notation for a conjunction of atoms. An example of a family formula F ijk with child node
From Figure 2 , the associated conditional probability is θ ijk = 70%. The number of true groundings is n ijk = 2. For the domain size we have
Therefore the database frequency of this formula is
The associated conditional probability parameter is 70%. The number of true groundings is 1. For the domain size m Cancer (Y ) = |P Y | = 2. Therefore the empirical frequency of this formula is 1/2.
Markov Logic Networks.
Our presentation of MLNs follows [5] . The set of first-order formulas is defined by closing the set of atoms under Boolean combinations and quantification. A Markov Logic Network (MLN) M is a set {(φ 1 , w 1 ), . . . , (φ m , w m )} where φ i is a formula, and each w i is a real number called the weight of φ i . We write n i (D) for the number of satisfying instantiations of formula φ i in database D. The log-likelihood of an MLN M is given by Figure 3 shows an MBN and illustrates the Markov network associated with an MLN M . The nodes are the functor nodes that occur in the formulas of M . There is an edge between two fnodes just in case they occur together in some formula φ i . For a given database D, we can construct a ground Markov network just as with a PBN. In this ground network, each instantiation of an MLN formula φ i corresponds to an assignment of values to a clique whose potential is e wi . In the case of an MBN, the nodes are gnodes, the cliques are ground instances f ijk of family formulas, the corresponding clique potential is the conditional probability θ ijk , and the assignment of values to ground nodes is specified by the DB instance D. 
Pseudo-likelihood for Parametrized Bayes Nets
We propose the following pseudo log-likelihood function for a PBN B:
The formula may be read as follows. For each possible parent-child configuration, find the corresponding conditional log-likelihood from the PBN B, multiply it by the frequency of the parent-child configuration in the given database D, and sum the results. This compares to the log-likelihood assigned to a single data table D by a BN G as follows. If V = x is a joint assignment of values to the nodes in a Bayes net G, θ G , its probability P G (V = x) is obtained by multiplying the conditional probabilities of each node value assignment given its parent value assignments. So the log-likelihood of the data table is given by
where Frequencies vs. Counts. If the population size m i for functor node f i is significantly greater than that for f l , the corresponding terms n ijk range over a larger scale than the n ljk terms. Viewing Equation 3.2 as a log-linear model, this means that scales of the independent variables can differ by orders of magnitude, which is undesirable for learning. Since the ln(θ ijk ) weights are negative, using counts for model selection heavily penalizes structures whose families include more firstorder variables. Replacing counts by frequencies puts all factors on the same [0,1] scale. For the same reason, MLN researchers usually scale counts to frequencies in the pseudo likelihood for MLNs [21, 25] (cf. Section 4.3). Raina et al. use a similar normalization in a log-linear classification model [33] . As we show below, using frequencies has the desirable consequence of making the pseudo likelihood invariant under equivalence transformations of the database design such as table normalization.
Likelihood Maximization. The parameter values that maximize Equation (3.2) are the empirical conditional frequencies in a database. 
The result follows because the pseudo likelihood has the same form as the BN log-likelihood, so the standard MLE argument for BN estimation applies. (Replacing counts by frequencies adds a constant factor that does not affect the argument).
Computing MLE Values. The conditional database frequencies for computing θ ijk , can be found from the sufficient database statistics p ijk , the joint frequencies of parent-child combinations. Because they are required in many applications, several practical algorithms for computing sufficient statistics in a database have been developed, as well as techniques for optimizing runtime and memory usage [42, 26] . The unrestricted problem of computing the number of groundings of an arbitrary first-order clause is #P-complete [5, Prop.12.4 ]. However, Vardi shows that the problem is solvable in polynomial time given a constant bound on the number of first-order variables that occur in the formula [38] . This is a natural syntactic complexity measure that bounds the number of (generic) objects that are under consideration in a single formula. In SRL models, it is rare to find more than 3 or 4 variables in a single rule or formula. Khosravi et al. [17] present a dynamic programming algorithm for computing conditional CP-table entries in a PBN and provide empirical evidence for its feasibility. In sum, the PBN pseudo likelihood is analytically and computationally tractable. To gain further theoretical understanding of this measure, we consider several ways to derive Equation (3.2).
Semantics for the Pseudo Likelihood
KBMC or model grounding treats the PBN as specifying a 1st-order pattern of dependencies that is applied to every possible instantiation. Classic AI research by Halpern and Bacchus developed a probabilistic semantics for first-order formulas based on the idea of a random instantiation [12, 1] . In this section we show that random instantiations provide a semantics for the PBN pseudo likelihood (3.2). We also show that the version of Equation (3.2) with counts instead of frequencies can be given several KBMC interpretations.
Random Selection Semantics for the
Pseudo Log-Likelihood. We review the random selection semantics briefly in the context of a functor language; extensive treatment in general 1st-order logic was provided by Halpern and Bacchus [12, 1] . The key idea is to view a first-order logical variable as a random variable (population variable) that selects a member of its population with a given probability. In the remainder we assume that the selection is uniform (cf. [12, fn.1]), so for a single population variable X we have
Different population variables are assumed to be mutually independent, so the joint distribution over population variables is uniform as well. Since a function of a random variable is itself a random variable, a distribution over population variables defines a distribution over assignments of values to functor nodes (i.e., a distribution over vnodes).
We apply the concept of a random instantiation to define a pseudo log-likelihood for a PBN B as follows. Let X 1 , . . . , X k be a list of all variables that occur in the fnodes of B. (1) Randomly select an instance (constant) a i from the population of variable X i , for each i = 1, . . . , k. (2) Replace each variable in B with the corresponding instance so each vnode in B becomes a gnode. (3) For each gnode in the instantiated BN, assign to it the value defined by the database D. (4) Compute the log-likelihood of this joint assignment using the usual product formula; this defines a log-likelihood for the random instantiation a i . The expected value of this log-likelihood is the random log-likelihood of database D given PBN B. Figure 4 shows a random instantiation of the PBN in Figure 2 with the corresponding assignment defined by the DB instance of Figure 1 ; see also For a formal definition, in this section only we use γ to denote a simultaneous substitution of each variable in B. We write Γ for the space of all possible groundings of the variables in B; so Γ = P X1 × · · · × P X k . In the PBN of Figure 2 , there are 4 possible groundings of the two variables X, Y , so we have |Γ| = 4. Applying γ to a vnode f (τ ) defines a gnode γ(f (τ )); to simplify notation, we write γ(f ) when the arguments to the functor are not relevant. Recall that [γ(f (τ ))] D denotes the value determined by D when f is applied to ground term γ(τ ). For instance, [Cancer (Anna)] D = T in our sample DB. So the likelihood of the "database slice" defined by γ is given by
and the expected value of the log-likelihood ln(P Proof. For each family formula F ijk , let γ ijk (D) be the number of simultaneous groundings of all variables in B that satisfy F ijk . Write r i for the size of the Cartesian product of the populations of variables that do not occur in F ijk . For instance, if variables
Therefore p ijk (D) = γ ijk (D)/|Γ| and the pseudo log-likelihood (3.2) can be written as
Each factor ln(θ ijk ) in Equation (4.4) appears in the sum γ∈Γ ln(P γ B (D)) once for each simultaneous grounding γ ∈ Γ that satisfies F ijk in database D. Therefore we have
Equations (4.6) and (4.5) together establish the identity of the pseudo log-likelihoods (4.4) and (3.2). Figure 2 a constant-size hyperunit (similar to a hyperedge in a hypergraph). Then we can think of the values of the ground functor nodes that the data determine for γ as feature values for the hyperunit. Equation (4.7) computes the product over all hyperunits, of the BNprobability of the hyperunit's features, raised to the root of the number of hyperunits. In other words, it is the geometric mean 2 of the product of feature vector probabilities for hyperunits; see Table 1 for illustration. Since hyperunits have individuals in common, they are interdependent. The geometric mean is a smoothed product likelihood that adjusts for the dependencies.
Schema Invariance. The fact that the PBN pseudo likelihood is equivalent to an expression defined in terms of a single (hyper)population has the important consequence that it is invariant under syntactic equivalence transformations of the database. For instance, database normalization operations may move information about a descriptive attribute from one table to another [15] . For any fixed set of populations (entity types), such operations do not affect the pseudo likelihood because they do not change the feature values associated with a hyperunit.
To illustrate, suppose we have a university database with courses and instructors. Course attributes include level and difficulty. There is also a relationship Teaches(C , P ) that records which professor teaches which course; there is a unique instructor for each course. Now a DB design may include the course at-tributes in the Teaches table as descriptive relationship attributes, so they correspond to fnodes level (C , P ) and difficulty(C , P ). If the level of a course predicts its difficulty, a PBN would include an edge
Then the number of groundings of a family formula like level (C , P ) = hi , difficulty(C , P ) = hi will be the number of courses with the corresponding attributes, multiplied by the irrelevant number of professors in the database. In contrast, the frequency of the family formula will be the frequency of courses with the corresponding attributes, since the irrelevant factor cancels out. A similar syntactic invariance holds with respect to transformations of the model, rather than the database: Adding irrelevant parents with additional variables increases the number of satisfying groundings of a family formula but not their frequency.
KBMC/Grounding
Semantics. There does not appear to be a direct KBMC semantics for the PBN pseudo log-likelihood L * with frequencies. But there are several possibilities for the variant with counts:
(1) Product Formula. For a PBN B, we may apply the usual BN product scheme as follows: for each instantiation of a formula formula F ijk , multiply the associated conditional probabilities θ ijk . The logarithm of the product leads to Equation (4.8).
(2) Moralized Markov Log-likelihood. Applying Equation (2.1), the MLN log-likelihood function for the
Omitting the partition function component ln(Z θ ) leads to Equation (4.8). The normalization constant Z is not related to how well the model fits the facts in a database.
(3) Markov Pseudo Likelihood. Because of the intractability of the partition function, MLN researchers have based learning on the Markov network pseudo likelihood [5, Sec.12.8] . Equation (4.8) is related to the MLN pseudo likelihood for M (B) as follows. The Markov pseudo likelihood [2] of an assignment V = x of values to each node is the product, over all nodes v, of the probability that v = x conditional on the neighbors of v, where x is the value of v specified by x. This conditional probability is the product of all clique potentials in which v participates, divided by a local normalization constant Z v . For an MBN, this means that each clique potential is counted once for each clique family member. Given the interpretation of the θ ijk potentials as conditional probabilities, a natural alternative is to count each potential only once overall, as the conditional probability of the family's child. Making this change, omitting the local normalization constants Z v , and taking logarithms leads to Equation (4.8). Intuitively, the Markov pseudo likelihood computes the probability of the value of each node in the ground network given its neighbors (Markov blanket), then multiplies these probabilities. The PBN pseudo likelihood with counts computes the probability of the value of each node in the ground network given its parents, which are a subset of its Markov blanket, then multiplies these probabilities.
Discussion. The semantic interpretations of the PBN pseudo likelihood function indicate that our approach is broadly applicable to Bayes net-like SRL models, either directly or through the connection with the count version (4.8). (i) The pseudo likelihood can be used for any directed SRL model whose structure converts to an MLN structure, and whose conditional probability parameters translate into weights via moralization. As MLNs are intended to be a unifying framework for SRL [5, 12.5] , this includes a large class of SRL models, such as PRMs [9] , BLPs [16] , and LBNs [6] . (ii) At the ground model level, the pseudo likelihood can be used with any directed SRL model that via KBMC defines a ground directed graph with local CP-table parameters, which again includes a large class as KBMC is the dominant type of SRL semantics. (iii) The random selection semantics applies to any logic-based SRL model that includes 1st-order variables, such as BLPs, LBNs, PBNs. In the remainder of the paper we consider structure learning with the PBN pseudo likelihood.
Model Selection with the Pseudo Likelihood
An important role of a likelihood function is to guide model selection. A single-table model selection score has the form S (G, D) where G is a graphical model and D a data table. We consider scores that trade off data fit against model complexity, and that can be computed given the following quantities.
An example is the Bayes Information Criterion (BIC) score [27, Ch.8 
where G is the BN G with its parameters instantiated by the maximum likelihood estimates given the datatable D, and par (G) is the number of free parameters in the structure G. We can define a relational model selection score S * (B, D) by substituting the pseudo log-likelihood L * B for the single-table likelihood. For instance, the relational BIC version would be
Provided that the relational model selection score can be efficiently evaluated, standard BN search+score structure learning algorithms can be applied. We discuss the computation of the components of a relational score S * in turn.
(1) Likelihood Computation. The computation of the pseudo log-likelihood requires only the computation of sufficient DB statistics (Section 3). D) between two PBNs that differ only in a local family, the difference in the sample size term reduces to the difference in the local sample sizes m i . In the next section we show that a state of the art PBN structure learning algorithm maximizes the pseudo likelihood.
Empirical Results:
The Learn-and-Join Algorithm Khosravi et al. present the learn-and-join (LAJ) structure learning algorithm [18] . The algorithm upgrades a single-table BN learner for relational learning. We briefly review the algorithm and its empirical performance, then discuss how it relates to the PBN pseudo likelihood.
Review: The Learn-and-Join Algorithm
The key idea of the algorithm can be explained in terms of the table join lattice. Recall that the (natural) join of two or more tables, written T 1 T 2 · · · T k is a new table that contains the rows in the Cartesian products of the tables whose values match on common fields. A table join corresponds to logical conjunction [37] . Say that a join table J is a subjoin of another join table J if J = J J * for some join table J * . If J is a subjoin of J , then the fields (columns) of J are a subset of those in J . The subjoin relation defines the table join lattice. The basic idea of the learn-and-join algorithm is that join tables should inherit edges between descriptive attributes from their subjoins. This gives rise to the following constraints for two attributes v 1 , v 2 that are both contained in some subjoin of J. Since the dependency represented by this edge is valid only for pairs of people that are friends (i.e., conditional on Friend (X , Y ) = T ), the algorithm adds an edge
The final result is the PBN shown in Figure 2 . Evaluation. Khosravi et al. present a complexity analysis that shows that the edge inheritance constraint keeps the BN model search space roughly constant for each join table. We review briefly the main points of their empirical findings [18] . On benchmark datasets the learn-and-join algorithm produces a PBN 1,000-10,000 times faster than the state-of-the art Markov Logic Network learners; see Table 2 . The table is from [18] . The databases MovieLens and Mutagenesis are standard benchmarks; for details on the datasets and experimental setup see [18] .
To evaluate the predictive accuracy of the learned PBN models, Khosravi et al. applied the learned PBNs with MLN inference techniques: Each PBN structure was converted to an MLN set of formulas using the standard moralization method, and standard weight learning methods were used to estimate the MLN parameters for the MLN structure. In the context of PBN learning with the pseudo-likelihood, applying MLN inference is natural since the pseudo-likelihood function for the PBN is similar to the likelihood function of the converted MLN (Section 4.3). Moreover, MLN inference techniques are among the state-of-the-art in SRL, so this experiment compares the predictive performance of the learned JBNs with a high-quality competitor. The predictive accuracy of the MBN models using MLN inference was substantially higher than that of the models learned with MLN methods. Depending on the dataset used, improvement ranged from 15% to 25%. Table 3 from [18] provides details for the benchmark datasets MovieLens and Mutagenesis. Other standard measures, such as CLL, the average log-likelihood of database facts (ground atoms) predicted by the model, and area-undercurve show similar improvement.
6.2 Relationship to Pseudo Likelihood Learning. We now discuss how the learn-and-join algorithm may be viewed as an instance of context-specific BN learning with the pseudo likelihood. In the BN learning literature, a context is a specification of values for some of the variables in the BN [7] . A contextspecific dependence between variables v 1 and v 2 is one that holds conditional on a context. Several BN learning method for context-specific dependencies have been developed [7] . Extending our previous notation, we write n ijk (D)|(V = x) for the number of groundings in database D that satisfy both the family formula F ijk and the context V = x, and p ijk (D)|(V = x) for the frequency of F ijk in database D conditional on the context. The LAJ algorithm can be seen as learning with the PBN pseudo likelihood in a context-specific manner, where the contexts are conjunctions (joins) of the form
(1) Sufficient Statistics. We observe that for a join table J, the sufficient statistics computed from J are the sufficient database statistics conditional on the corresponding relationship(s) being true. For instance, consider the Friend table with corresponding fnode Friend (X , Y ) or F (X, Y ) for short. The LAJ algorithm uses the join table
For a family formula F ijk involving only variables X, Y and the atom F (X, Y ) = T , such as
the number of rows in the join table satisfying F ijk is the number of instantiations that satisfy the conjunction in the data base. Therefore we have n ijk (D) = n ijk (Friend ). The equivalence of the sufficient statistics for relationship tables holds also for larger joins of relationship tables. The data join table J is equivalent to restricting the Grounding Table 1 to the rows with Friend (X , Y ) = T .
(2) Parameter Complexity. The learn-and-join algorithm computes the parameter count as the number of CP-table entries without the Boolean relationship indicator R. Therefore it is equivalent to the number of CP-table entries with R = T , which is the local parameter count for that context.
(3) Sample Size. The learn-and-join algorithm treats the sample size as the number of rows in the current join table, which is the number of groundings that satisfy the specified relational context. (3.2) . Nonetheless, the empirical results of Khosravi et al. are a positive test for both the count version and the frequency version, for the following reasons. (i) Because the BN learner is applied to a join table J that fixes the local relational context, and with it the 1st-order variables in the PBN, there is no problem with a bias against structures with more 1st-order variables. (ii) The simulations employed the BDeu score with a uniform structure prior. This score represents a likelihood function P B (T ) derived from Bayesian hyperparameters [14] , without any other term, such as an explicit penalty term for free parameters. Therefore dividing the log-likelihood ln(P B (J)) by the join table size does not make a difference to BDeu maximization, that is, for this score database counts and database frequencies are equivalent.
In sum, we may view the learn-and-join algorithm as an context-specific structure learning method for the pseudo log-likelihood (3.2), where the contexts considered are joins of relationship tables.
Conclusion
We proposed a new pseudo likelihood function P * to measure the fit of a Bayes net to relational data. This function is well-defined even in the presence of cyclic dependencies. The form of the pseudo likelihood function P * is very similar to that of the standard singletable BN likelihood, replacing counts in a data table by frequencies in a database. The function P * has several attractive theoretical and computational properties. (1) Parameter learning is efficient as the P * maximizing estimates are the empirical conditional frequencies. (2) There is a new type of semantics for P * in terms of random instantiations. The function is also closely related to the log-likelihood of Markov Logic Networks. (3) The fast Learn-and-Join Algorithm for BN structure learning in relational data is a context-specific learner for P * , where the contexts considered specify the existence of various relationship chains between entities.
