Simulations of events for the LUX-ZEPLIN (LZ) dark matter experiment by Collaboration, TLUX-ZEPLIN et al.
This is a repository copy of Simulations of events for the LUX-ZEPLIN (LZ) dark matter 
experiment.
White Rose Research Online URL for this paper:
http://eprints.whiterose.ac.uk/162463/
Version: Submitted Version
Article:
Collaboration, TLUX-ZEPLIN, Akerib, DS, Akerlof, CW et al. (193 more authors) 
(Submitted: 2020) Simulations of events for the LUX-ZEPLIN (LZ) dark matter experiment. 
arXiv. (Submitted) 
© 2020 The Author(s). For reuse permissions, please contact the Author(s). 
eprints@whiterose.ac.uk
https://eprints.whiterose.ac.uk/
Reuse 
Items deposited in White Rose Research Online are protected by copyright, with all rights reserved unless 
indicated otherwise. They may be downloaded and/or printed for private study, or other acts as permitted by 
national copyright laws. The publisher or other rights holders may allow further reproduction and re-use of 
the full text version. This is indicated by the licence information on the White Rose Research Online record 
for the item. 
Takedown 
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 
Simulations of Events for the LUX-ZEPLIN (LZ) Dark Matter Experiment
D.S. Akerib,1, 2 C.W. Akerlof,3 A. Alqahtani,4 S.K. Alsum,5 T.J. Anderson,1, 2 N. Angelides,6 H.M. Arau´jo,7
J.E. Armstrong,8 M. Arthurs,3 X. Bai,9 J. Balajthy,10 S. Balashov,11 J. Bang,4 D. Bauer,7 A. Baxter,12
J. Bensinger,13 E.P. Bernard,14, 15 A. Bernstein,16 A. Bhatti,8 A. Biekert,14, 15 T.P. Biesiadzinski,1, 2 H.J. Birch,12
K.E. Boast,17 B. Boxer,12 P. Bra´s,18 J.H. Buckley,19 V.V. Bugaev,19 S. Burdin,12 J.K. Busenitz,20 R. Cabrita,18
C. Carels,17 D.L. Carlsmith,5 M.C. Carmona-Benitez,21 M. Cascella,6 C. Chan,4 N.I. Chott,9 A. Cole,15
A. Cottle,17, 22, a J.E. Cutter,10 C.E. Dahl,23, 22 L. de Viveiros,21 J.E.Y. Dobson,6 E. Druszkiewicz,24 T.K. Edberg,8
S.R. Eriksen,25 A. Fan,1, 2 S. Fayer,7 S. Fiorucci,15 H. Flaecher,25 E.D. Fraser,12 T. Fruth,17, 6 R.J. Gaitskell,4
J. Genovesi,9 C. Ghag,6 E. Gibson,17 M.G.D. Gilchriese,15 S. Gokhale,26 M.G.D.van der Grinten,11 C.R. Hall,8
A. Harrison,9 S.J. Haselschwardt,27 S.A. Hertel,28 J.Y-K. Hor,20 M. Horn,29 D.Q. Huang,4 C.M. Ignarra,1, 2
O. Jahangir,6 W. Ji,1, 2 J. Johnson,10 A.C. Kaboth,30, 11 A.C. Kamaha,31 K. Kamdin,15, 14 K. Kazkaz,16
D. Khaitan,24 A. Khazov,11 I. Khurana,6 C.D. Kocher,4 L. Korley,13 E.V. Korolkova,32 J. Kras,5 H. Kraus,17
S. Kravitz,15 L. Kreczko,25 B. Krikler,25 V.A. Kudryavtsev,32, b E.A. Leason,33 J. Lee,34 D.S. Leonard,34
K.T. Lesko,15 C. Levy,31 J. Li,34 J. Liao,4 F.-T. Liao,17 J. Lin,14, 15 A. Lindote,18 R. Linehan,1, 2
W.H. Lippincott,22, 27 R. Liu,4 X. Liu,33 C. Loniewski,24 M.I. Lopes,18 B. Lo´pez Paredes,7 W. Lorenzon,3
S. Luitz,1 J.M. Lyle,4 P.A. Majewski,11 A. Manalaysay,10 L. Manenti,6 R.L. Mannino,5 N. Marangou,7
M.F. Marzioni,33 D.N. McKinsey,14, 15 J. McLaughlin,23 Y. Meng,20 E.H. Miller,1, 2 E. Mizrachi,8 A. Monte,22, 27
M.E. Monzani,1, 2 J.A. Morad,10 E. Morrison,9 B.J. Mount,35 A.St.J. Murphy,33 D. Naim,10 A. Naylor,32
C. Nedlik,28 C. Nehrkorn,27 H.N. Nelson,27 F. Neves,18 J.A. Nikoleyczik,5 A. Nilima,33 I. Olcina,7
K.C. Oliver-Mallory,15, 14 S. Pal,18 K.J. Palladino,5 J. Palmer,30 N. Parveen,31 E.K. Pease,15 B. Penning,13
G. Pereira,18 A. Piepke,20 K. Pushkin,3 J. Reichenbacher,9 C.A. Rhyne,4 A. Richards,7 Q. Riffard,14, 15
G.R.C. Rischbieter,31 R. Rosero,26 P. Rossiter,32 G. Rutherford,4 D. Santone,30 A.B.M.R. Sazzad,20 R.W. Schnee,9
M. Schubnell,3 P.R Scovell,11 D. Seymour,4 S. Shaw,27 T.A. Shutt,1, 2 J.J. Silk,8 C. Silva,18 R. Smith,14, 15
M. Solmaz,27 V.N. Solovov,18 P. Sorensen,15 I. Stancu,20 A. Stevens,17 K. Stifter,1, 2 T.J. Sumner,7
N. Swanson,4 M. Szydagis,31 M. Tan,17 W.C. Taylor,4 R. Taylor,7 D.J. Temples,23 P.A. Terman,36
D.R. Tiedt,8 M. Timalsina,9 A. Toma´s,7 M. Tripathi,10 D.R. Tronstad,9 W. Turner,12 L. Tvrznikova,37, 14
U. Utku,6 A. Vacheret,7 A. Vaitkus,4 J.J. Wang,13 W. Wang,28 J.R. Watson,14, 15 R.C. Webb,36 R.G. White,1, 2
T.J. Whitis,27, 1 F.L.H. Wolfs,24 D. Woodward,21, c X. Xiang,4 J. Xu,16 M. Yeh,26 and P. Zarzhitsky20
(The LUX-ZEPLIN (LZ) Collaboration)
1
SLAC National Accelerator Laboratory, Menlo Park, CA 94025-7015, USA
2
Kavli Institute for Particle Astrophysics and Cosmology,
Stanford University, Stanford, CA 94305-4085 USA
3
University of Michigan, Randall Laboratory of Physics, Ann Arbor, MI 48109-1040, USA
4
Brown University, Department of Physics, Providence, RI 02912-9037, USA
5
University of Wisconsin-Madison, Department of Physics, Madison, WI 53706-1390, USA
6
University College London (UCL), Department of Physics and Astronomy, London WC1E 6BT, UK
7
Imperial College London, Physics Department, Blackett Laboratory, London SW7 2AZ, UK
8
University of Maryland, Department of Physics, College Park, MD 20742-4111, USA
9
South Dakota School of Mines and Technology, Rapid City, SD 57701-3901, USA
10
University of California, Davis, Department of Physics, Davis, CA 95616-5270, USA
11
STFC Rutherford Appleton Laboratory (RAL), Didcot, OX11 0QX, UK
12
University of Liverpool, Department of Physics, Liverpool L69 7ZE, UK
13
Brandeis University, Department of Physics, Waltham, MA 02453, USA
14
University of California, Berkeley, Department of Physics, Berkeley, CA 94720-7300, USA
15
Lawrence Berkeley National Laboratory (LBNL), Berkeley, CA 94720-8099, USA
16
Lawrence Livermore National Laboratory (LLNL), Livermore, CA 94550-9698, USA
17
University of Oxford, Department of Physics, Oxford OX1 3RH, UK
18
Laborato´rio de Instrumentac¸a˜o e F´ısica Experimental de Part´ıculas (LIP),
University of Coimbra, P-3004 516 Coimbra, Portugal
19
Washington University in St. Louis, Department of Physics, St. Louis, MO 63130-4862, USA
20
University of Alabama, Department of Physics & Astronomy, Tuscaloosa, AL 34587-0324, USA
21
Pennsylvania State University, Department of Physics, University Park, PA 16802-6300, USA
22
Fermi National Accelerator Laboratory (FNAL), Batavia, IL 60510-5011, USA
23
Northwestern University, Department of Physics & Astronomy, Evanston, IL 60208-3112, USA
24
University of Rochester, Department of Physics and Astronomy, Rochester, NY 14627-0171, USA
25
University of Bristol, H.H. Wills Physics Laboratory, Bristol, BS8 1TL, UK
ar
X
iv
:2
00
1.
09
36
3v
2 
 [p
hy
sic
s.i
ns
-d
et]
  2
3 J
un
 20
20
226
Brookhaven National Laboratory (BNL), Upton, NY 11973-5000, USA
27
University of California, Santa Barbara, Department of Physics, Santa Barbara, CA 93106-9530, USA
28
University of Massachusetts, Department of Physics, Amherst, MA 01003-9337, USA
29
South Dakota Science and Technology Authority (SDSTA),
Sanford Underground Research Facility, Lead, SD 57754-1700, USA
30
Royal Holloway, University of London, Department of Physics, Egham, TW20 0EX, UK
31
University at Albany (SUNY), Department of Physics, Albany, NY 12222-1000, USA
32
University of Sheffield, Department of Physics and Astronomy, Sheffield S3 7RH, UK
33
University of Edinburgh, SUPA, School of Physics and Astronomy, Edinburgh EH9 3FD, UK
34
IBS Center for Underground Physics (CUP), Yuseong-gu, Daejeon, KOR
35
Black Hills State University, School of Natural Sciences, Spearfish, SD 57799-0002, USA
36
Texas A&M University, Department of Physics and Astronomy, College Station, TX 77843-4242, USA
37
Yale University, Department of Physics, New Haven, CT 06511-8499, USA
(Dated: June 25, 2020)
The LUX-ZEPLIN dark matter search aims to achieve a sensitivity to the WIMP-nucleon spin-
independent cross-section down to (1–2)×10
−12
pb at a WIMP mass of 40 GeV/c
2
. This paper de-
scribes the simulations framework that, along with radioactivity measurements, was used to support
this projection, and also to provide mock data for validating reconstruction and analysis software.
Of particular note are the event generators, which allow us to model the background radiation, and
the detector response physics used in the production of raw signals, which can be converted into
digitized waveforms similar to data from the operational detector. Inclusion of the detector response
allows us to process simulated data using the same analysis routines as developed to process the
experimental data.
I. INTRODUCTION
The LUX-ZEPLIN (LZ) dark matter direct detection
experiment [1–4] will use a dual-phase, 7 tonne liquid-gas
xenon time projection chamber (TPC). The goals of LZ
encompass primarily the pursuit of Weakly Interacting
Massive Particles (WIMPs) through spin-independent
and spin-dependent interactions with target xenon nu-
clei, but also axions and axion-like particles, searches
for additional dark matter candidates using effective field
theory (EFT), and neutrino-less double-beta decay. The
signal for one search is sometimes the background of an-
other. However, common backgrounds arise in the form
of intrinsic radioactivity from detector components (in-
cluding surface contamination), noble radioisotope impu-
rities present in the xenon, and environmental and cos-
mogenic radiation.
To achieve a high sensitivity to rare events, any back-
ground must be heavily suppressed. In this respect, LZ
will benefit from:
a) the underground location of the experiment
(4850 ft below the surface at the Sanford Under-
ground Research Facility (SURF), with a mean
slant depth of about 4.5 km water equivalent);
b) shielding provided by a tank of water surrounding
the detector, of height 591 cm and radius 381 cm;
c) an active veto system including an instrumented
outer layer of about 2 tonnes of liquid xenon (the
a
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LXe skin), around 17 tonnes of gadolinium-doped,
organic liquid scintillator (GdLS) in the outer de-
tector (OD) tanks, and water in the tank mentioned
in b);
d) the self-shielding properties of the xenon and accu-
rate position reconstruction, which allow for fidu-
cialization of the LXe volume;
e) identification and rejection of events with multiple
scatters;
f) accurate energy reconstruction;
g) discrimination between nuclear recoils, as expected
from WIMPs, and electron recoils from gamma in-
teractions, beta-decays and some types of signal
(e.g. axions).
For the main aim of a WIMP search, the sensitivity to
the WIMP-nucleon spin-independent cross-section is pre-
dicted to reach 1.4×10−12 pb at 40 GeV/c2 WIMP mass
[3] due in large part to these features. This represents the
smallest cross-section that will be probed in a direct de-
tection experiment, based on the projected sensitivities
of other experiments in operation or construction.
Simulations play a key role in estimating our back-
ground rejection efficiency, and predicting the residual
background based on radioactivity measurements and
known external sources (e.g. solar neutrinos or cosmic-
ray muons). At their core, they must be capable of cap-
turing any part of the expected particle flux, be it signal
or background, and the response it produces in the detec-
tor media. For LZ, these media consist of the liquid and
gaseous xenon in the TPC and skin, and the GdLS em-
ployed in the outer detector. The skin and OD together
comprise an effective veto system, the former ideal for
tagging scattered γ-rays, the latter highly efficient as a
3neutron veto because of the very high thermal neutron
capture cross-section of gadolinium and the high total en-
ergy released in such captures. The veto system is com-
plemented by the instrumented water, which is able to
catch Cherenkov radiation from muons or muon-induced
cascades if they miss other active media of the detector.
Within the TPC, for low-energy (up to a few MeV) lo-
calized events, a recoil of either a xenon nucleus or an
electron is detected with a prompt scintillation signal
(S1) followed by a delayed charge signal (S2). The S2
is formed by drifted ionization electrons extracted with
high efficiency into the gas phase, where they cause elec-
troluminescence. The ratio of these two signals allows
for discrimination between nuclear and electron recoils,
whilst the time between them provides the depth of the
interaction. The xenon target is viewed by 253 photomul-
tiplier tubes (PMTs) at the top of the cryostat, and 241
PMTs on the bottom. The hit pattern of light on these
PMTs, particularly the localization of the S2 signal on
the top array, allows for effective 3D position reconstruc-
tion of the interaction vertices. The main design features
of the LZ detector are described in greater detail in [1–4].
In this paper we focus on the method of simulating
signals for different types of particles. Such simulations
are based on an in-house software package, BACCARAT
(Section II B), that tracks particles using Geant4 [5].
Various features have been added to BACCARAT to bet-
ter model the xenon and GdLS response (Section IIC). A
second package, the DER (Section IID) exists to repro-
duce the signal processing done on the resulting PMT
hits. Primary particles are specified using generators,
be they for backgrounds, calibration or physics sources.
Sections III,IV,VIB) discuss the simulations and studies
done with a number of these generators, which have been
incorporated into the backgrounds model and sensitivity
analyses.
II. SIMULATIONS FRAMEWORK
A. Overview
Monte Carlo modeling of events for LZ serves several
purposes: the assessment of design features of the detec-
tor through, for example, efforts to maximize the light
collection efficiency; the calculation of the rate of back-
ground events in LZ with input from radioactivity mea-
surements; the prediction of the sensitivity of the exper-
iment to various rare event searches based on the back-
ground rate and Profile Likelihood Ratio analysis (PLR);
the simulation of the whole event processing chain for
future reconstruction validation and tests. All of these
simulations begin with BACCARAT, which tracks parti-
cles using Geant4 and identifies their interaction points
in the detector (Section II B). From there, two separate
chains exist for consuming this information (Figure 1).
The first chain records the energy deposits in the de-
tector and passes them to NEST (Section IIC 1) to gen-
BACCARAT
Record energy 
deposits in liquid 
xenon and 
scintillator volumes
Sensitivity  
analysis
Detector response, 
returning S1 and 
S2 signal sizes 
LZap
Event processing 
(similar to real data) 
MDC analysis
NEST
DER
BACCARAT  
+ G4S1(S2)Light
Optical simulations 
of light/charge, 
collecting hits on 
PMTs 
Generate 
waveforms per 
DAQ event from 
PMT hit 
information  
FIG. 1. Processing chain for simulations used to generate data
for the background model (sensitivity analyses) and Mock
Data Challenges (MDCs).
erate S1 and S2 signals. This enables large statistics
datasets to be generated, which can be bulk analyzed to
assess, for example, background rates and inform sensi-
tivity estimates. The downside is that these results rely
on detector-averaged quantities and do not contain infor-
mation on the times of interactions or of photon hits on
PMTs.
The second chain enables a full simulation of the VUV
photons and ionization electrons that are produced dur-
ing xenon interactions, as well as the scintillation light
generated in the OD. The majority of the physics in-
volved is not well-modeled in Geant4, and thus exter-
nal models have been added into BACCARAT to capture
these phenomena (Section IIC). NEST is then referenced
in BACCARAT solely to calculate the raw photons and
electrons emerging from an interaction.
The PMT hits recorded in the BACCARAT output
are then translated into waveforms by the DER (Sec-
tion IID), which simulates the PMT response and trans-
forms the signal as if it had been transferred through the
various stages of the read-out electronics. The result-
ing data are organised in the DAQ event format, which
means they can be passed through the event process-
ing framework and analyzed much like real data. Whilst
this chain is more computationally intensive, it allows for
more realistic, event-by-event analysis.
Simulations with the second chain are carried out for
Mock Data Challenges (MDCs), in which analyzers are
presented with data designed to mimic what is expected
in commissioning and science run periods. The sources
simulated are the major radioactive components, with
their activities set to approximate the expected back-
ground event rate, calibration sources, and potentially
WIMP and non-WIMP physics signals (Sections III–
VIB). Detector parameters, such as the optical reflec-
tivities of different surfaces and the attenuation length
of drifting electrons, are also defined and may be time
dependent. The ultimate goal of the MDCs is to ensure
physics readiness when data-taking commences through
the development of data analysis methods and recon-
4struction tools.
B. Particle Generation and Tracking: BACCARAT
The LZ code for simulating particles and their inter-
actions, BACCARAT (Basically, A Component-Centric
Analog Response to AnyThing), builds upon that devel-
oped for LUX [6], which sought to provide a more use-
ful interface toGeant4 for low-background experiments.
Central to this interface is the shift of focus towards in-
dividual volumes in the geometry (components). A C++
detector component object was implemented that inher-
its from the underlying Geant4 structure with the goal
of making the code familiar to users of this software, but
also providing additional functionality. This functional-
ity includes macro-level control to set a component as
a three-dimensional source of radioactivity for modeling
impurities in the materials or surface contaminants, as
well as the ability to record varying levels of information
about what occurs in each component, such as the total
energy deposited. Figure 2 illustrates the geometry of
the LZ detector components defined with BACCARAT.
FIG. 2. Visualization of the LZ detector in Geant4-based
BACCARAT. The TPC (magenta) within the cryostat (light
green) is surrounded by the GdLS outer detector tanks (yel-
low) that are immersed in a water tank. The inner part of
the water tank within the PMT structure is shown in blue.
A suite of custom-built generators, based on the
standard framework and generators available within
Geant4, is used to produce the various types of par-
ticles that might interact in the detector, including those
from radiogenic decay and cosmic ray events. They al-
low for the simultaneous and time-delayed emission of
multiple primary particles from a given source. Several
sources may be loaded onto the same or different compo-
nents, and with arbitrary activities, to replicate the total
expected particle flux in a single simulation run. The
primary particles are pre-determined in time and loca-
tion and chronologically ordered at the beginning of the
simulation, allowing for realistic position and time-based
analysis of the output data stream. A similar approach
is described in Ref. [7]. The resultant particles can go on
to interact in the detector media and form a single event.
The beginning time of each event is recorded to allow for
higher-level analysis, such as event pile-up.
The Geant4 toolkit contains pre-defined physics lists
that provide options for modeling various processes, in-
tended to align with a specific application. The toolkit
also contains the functionality to allow user-defined pro-
cesses to be integrated into the physics of the simula-
tion. The prominent modules that are deployed in BAC-
CARAT are:
1. G4EMLivermorePhysics, which covers electro-
magnetic interactions using Livermore models for
gamma and electron cross-sections [8] [9], extending
the validity of the physics down to 10 eV. This has
a particular focus on low energy processes, such as
Rayleigh and Compton scattering, bremsstrahlung
and the photoelectric effect;
2. G4HadronPhysicsQGSP BIC HP Gd, which
uses the Binary Cascade (BIC) intra-nuclear model
[10] for certain lower energy inelastic interactions,
and adds several community modifications that
better model nuclear processes on Gd: this includes
the DICEBOX neutron capture model described in
Section III C 4;
3. G4S1Light & G4S2Light, which have been de-
veloped by LZ collaborators to integrate NEST
physics into BACCARAT (Section IIC 1), and
which govern the generation of light and charge
quanta in the xenon.
These are in addition to a set of standard reference
physics lists that determine, amongst other things, the
production of light via scintillation and Cherenkov pro-
cesses in non-xenon materials; the at rest and in-flight
decay of radioactive nuclei via α, β±, γ emission or elec-
tron capture; the emission of electrons and X-rays due to
the relaxation of excited atomic states; the hadronic in-
teractions of photons, electrons and positrons. Both the
generators and the physics lists have been substantially
developed since the advent of BACCARAT in an effort
to better construct events that might be seen in LZ. Ex-
amples of custom-built generators include muon events,
wall events, coincident neutrons and gammas from (α, n)
reactions, a number of calibration sources etc. Some of
them will be described in more detail below.
5The code base continues to be expanded and main-
tained via a Git version control system, and tested
against newer versions of Geant4, with BACCARAT
verified against 10.3 at the time of writing. Given the
goal of increased realism of the simulations through the
incorporation of the latest physics models and under-
standing, and to provide added functionality and stream-
line the process for users, we periodically evaluate addi-
tional releases of Geant4 for production running of of-
ficial simulations. In addition, background pathologies
which cannot be simulated by a simple event generator
are also considered, such as single-electron backgrounds
(Section IIC 3).
C. Simulating Light and Charge Response
1. Noble Element Simulation Technique (NEST)
The production of both VUV scintillation photons
and thermal ionization electrons is modeled with the
NEST [11–14] formalism, a semi-empirical collection of
models based on past and present detectors’ calibration
and science data sets, as well as on the specific mea-
surements from purpose-built instruments. NEST is fre-
quently updated based on the most up-to-date published
data, with new features/tools also added regularly; it is
both postdictive and predictive [15–17].
NEST simulates the excitation, ionization, electron re-
capture (“recombination”), and electron electrolumines-
cence processes in liquid or in gaseous xenon, as a func-
tion of particle and interaction type, energy, ionization
density, stopping power, electric field [18, 19], and fluid
density, via the temperature and pressure. NEST also
models S1 and S2 pulse shape profiles versus time, based
on known light and charge yields [20, 21]. The contem-
porary NEST version, v2.0, uses simple sigmoidal-class
functions to model yields as functions of energy inspired
by the Doke modification to Birks’ law [22] at high ener-
gies and the Thomas-Imel box recombination model [23]
at low energies, with coefficients as functions of field.
The quantum generation is vetted against data from 1
to 1000 keV for betas, 0.1–5000 keV for gammas, 0.5–
300 keV for neutron-induced xenon recoils, and fields
from 0 to more than 10000 V/cm.
Multiple steps determine how simulated quanta are
translated into the observables of primary (S1) and sec-
ondary (S2) scintillation light. The exciton-to-ion ratio
first determines how many excitons, leading to S1, and
ion-electron pairs are initially generated by an energy
deposit. Low-energy electrons recombine to produce ad-
ditional excitons, which add to the S1 signal after de-
excitation. A third possible channel is also taken into
account: energy loss into heat, not visible in a TPC.
This is represented by a simple power law that closely
approximates the Lindhard factor [24, 25].
The electrons which instead escape are drifted to the
liquid-gas interface. NEST can handle transportation un-
der a parameterized electric field applying diffusion and
a finite mean free path, which stems from the concen-
tration of impurities; a separate set of drift simulations
was devised to examine this with a variable electric field
model, as described in Section IIC 2. Surviving electrons,
successfully extracted into the gas, will produce electro-
luminescence (S2), with the amount of light being a func-
tion of electric field and pressure in the gas phase. The
probability of extraction is quantified in NEST via an
extraction efficiency, although there are theorized mech-
anisms that can delay the emission and thus affect the
S2 signal (Section IIC 3).
NEST can be run both within BACCARAT, or as a
standalone executable (fastNEST). To generate the fi-
nal signals, raw photons and electrons can be passed
back to BACCARAT for transport (Section IIC 2) and
ray-tracing propagation to the PMTs (Section IIC 5), or
translated into S1 and S2 signals using detection efficien-
cies derived from BACCARAT in fastNEST. fastNEST
bypasses the processing chain of full mock data, and thus
enables rapid generation of high-statistics simulated data
for the signal and background models [18, 26, 27] entering
into sensitivity, limit, or discovery calculations.
In summary, NEST creates non-analytical NR and
ER yield probability distribution functions with high-
precision S1/S2 means and energy resolution [28], as illus-
trated in Figure 3, which compares NEST with selected
pre-LZ empirical data.
2. Charge Transport
The positional distribution of the S2 light depends
upon the trajectories of the ionization electrons that
cause the electroluminescence. These electrons have too
low a kinetic energy for their drift to be handled effi-
ciently by Geant4 transportation processes. Therefore
a bespoke simulation of the electron drift was devised,
whose results are used in BACCARAT to predict the
drift time and radial locations of the electrons on the
liquid-gas surface.
A radially symmetric QuickField model [29] of the
TPC electric field was used as input for the drift calcula-
tion. Different electric field configurations can be consid-
ered by modifying the grid potentials. The electric field
strength at any point along the electron trajectory can
be found by sampling the QuickField map. The electron
drift velocity can be found from the field strength using a
function determined by the EXO collaboration [30]. This
allowed for the evaluation of the instantaneous drift ve-
locity of an electron at any given location in the LXe. For
the particular field strengths simulated, this saw an av-
erage drift velocity of 1.6 mm/µs in the bulk. Thus the
average drift path of electrons from an initial position
(sampled at 1 mm intervals throughout the LXe), to a
final position at the phase boundary was calculated. The
velocity of the virtual electron was updated every 1 µs in
order to closely approximate the true mean velocity and
61 10 210 310
Energy [keV]
1
10
210
M
ea
n 
Y
ie
ld
s [
qu
an
ta/
ke
V]
NESTv2 ER: Light Yield 310 V/cm
NESTv2 ER: Charge Yield 310 V/cm
NESTv2 NR: Light Yield 310 V/cm
NESTv2 NR: Charge Yield 310 V/cm
Xe: 180 V/cm127LUX  
NerIX: 480 V/cm
Doke et. al: 300 V/cm 
LUX D-D: 180 V/cm
ZEPLIN-III AmBe: 3.5 kV/cm
XENON10 AmBe: 730 V/cm
Beta/Compton Recoils
Nuclear Recoils
1 10 210 310
Energy [keV]
2−10
1−10
1
R
es
ol
ut
io
n 
[W
idt
h/M
ea
n]
NESTv2 NR (LZ Conditions): 310 V/cm
NESTv2 ER (LZ Conditions): 310 V/cm
 = 86.8
2
 = 0.119, g
1
LZ Conditions: g
NESTv2 NR (LUX Conditions): 180 V/cm
NESTv2 ER beta-particle (LUX Conditions): 180 V/cm
NESTv2 ER gamma-ray (LUX Conditions): 180 V/cm
 = 12.2
2
 = 0.1165, g
1
LUX Conditions: g
Plante Thesis: 0 V/cm
Xe: 180 V/cm127LUX  
LUX D-D: 180 V/cm
LUX ER BG and Calibrations: 180 V/cm
XENON1T: 117 V/cm
MiX: 200 V/cm
FIG. 3. Top: the derived average ionization charge (full
markers) and scintillation light (open markers) yields from
representative world calibration and background data sets.
NEST v2.0 detector-independent yields for NR (red) and ER
(blue) are shown for the baseline LZ drift field of 310 V/cm,
with bands indicating the estimated 1 and 2 σ systematic
uncertainty. Bottom: the energy resolution from NEST for
NR (red), β-only ER (blue) and γ/X-ray (green) under LZ
(dashed) and LUX (solid) conditions, again compared to ex-
perimental data (solid markers). Resolutions in NEST follow
a 1/
√
(E), with the cut-off at low energy corresponding to de-
tector threshold, and the S1 able to remain above threshold
down to lower energies.
path of an electron traversing the LXe.
The simulations resulted in a look-up table giving the
electron drift time and final radial location for given po-
sitions of origin in the LXe. This map was interpolated
in BACCARAT to fold the field into the simulated S2
signals. To validate this procedure, the data was un-
folded using the same step-wise method to reconstruct
the original positions of each interaction in the TPC.
This initial calculation disregarded the stochastic pro-
cess of electron diffusion which was handled within
NEST. Diffusion during drift will perturb the trajecto-
ries of the electrons: non-uniformities in the field lead
to a non-Gaussian final position distribution of electrons
originating from the same interaction point.
3. Electron Pathologies
Delayed, spontaneous and induced emissions of elec-
trons can produce pathological features in the data. Tails
of single electrons (SEs) following an S2 signal can alter
the reconstructed parameters of an event, leak into suc-
cessive events producing pile-up or even be triggered on
as standalone events. They can also create a consider-
able background to S2-only analyses focused on low-mass
WIMPs. Several sources of SEs have been identified and
introduced in the simulation.
Firstly, VUV light from Xe scintillation or electrolumi-
nescence is energetic enough to extract electrons from the
grid wires via the photoelectric effect. The hit pattern
of S2 photons on the wires was modeled and introduced
into the simulation. The average number of S2 photons
per electron and an estimate of the grid wire QE [31]
are used in a Poisson random number generator. The
number of produced SEs drawn are then placed at the
appropriate locations according to the hit distribution.
VUV photons may also ionize impurities dispersed in
the liquid xenon. An estimate from LUX of the bulk pho-
toionization yield of 5 × 10−5 SEs per detected photon
[32] was scaled by the LUX photon detection efficiency
and the ratio of expected impurity levels in LZ with re-
spect to that inferred in LUX. This gives an estimated
bulk photoionization probability of 7× 10−5 per photon
in LZ, again used in a Poisson distribution to determine
the number of SEs generated from S2 light. These were
placed homogeneously throughout the LXe following the
original S2 signal.
Next, two exponential tails following an S2 signal have
recently been characterized [33]. The fast component,
with a time-constant of ∼30 µs, is attributed to electrons
trapped at the liquid-gas interface due to an extraction
efficiency smaller than unity. A random 3% of ionization
electrons pick up a time delay to follow this exponential.
The slow component has been simulated with a time con-
stant of ∼20 ms and is applied to 1% of ionization elec-
trons. Several explanations for this effect can be found
in [33].
Other effects that could cause electron backgrounds
exist but have not yet been implemented due to their
smaller contributions, for example: electrons from field
emission from the grid wires and photoionization of im-
purities due to PTFE fluorescence. The total rate of SEs
from these sources is expected to be O(1 Hz), based on
observations from ZEPLIN-III [34].
7TABLE I. Parameters used for various particles in production
of scintillation photons in the GdLS of the Outer Detector.
Y kB C
(photons/MeV) (g/MeV/cm
2
) (g/MeV/cm
2
)
2
α 9× 10
3
4.63× 10
−3
1.77× 10
−6
γ/e
−
9× 10
3
0.03 0
Proton 9× 10
3
8.26× 10
−3
0
4. GdLS Optical Physics
Optical simulation of the outer detector is non-trivial
due to the complex geometry of the 10 segmented acrylic
tanks and scintillation properties of the GdLS. The scin-
tillation light, which ranges in wavelength from 350 nm
to 550 nm, can travel through the acrylic and be collected
by 120 PMTs situated on a tyvek curtain 115 cm from the
outer radius of the tanks. Data from a small prototype
detector, the LS Screener [35], which was calibrated with
various α-decays, β-decays and γ-rays, was used to fine-
tune a modified version of the Geant4 G4Scintillation
code.
Firstly, generation of photons from energy deposits in
the scintillator is implemented using a modified Birk’s
law formula [36]. The mean number of photons emitted
along the particle track, dL/dx, is given by:
dL
dx
= Y
dE
dx
1 + kB
(
1
ρ
dE
dx
)
+ C
(
1
ρ
dE
dx
)2 (1)
where ρ is the density of the GdLS, 0.86 g/cm3, dE/dx
is the energy loss per unit path length, Y is the scintil-
lator light yield (i.e. photons/MeV), kB and C are the
first and second Birk’s law parameters that describe the
quenching process for heavily ionizing particles. The pa-
rameters used for α-particles, γ-rays and electrons, and
the light yield were obtained using the LS Screener cal-
ibration data [35]; external 137Cs and 228Th γ sources
were used to fix Y for all particles and to determine kB
for γ/e−, and a 220Rn source was bubbled through the
GdLS to obtain kB and C for α-particles. Parameters
for protons were taken from [37], and all are shown in
Table I.
The number of photons calculated using Eq. 1 is
smeared using a Gaussian (> 10 photons) or a Poisson
(< 10 photons) distribution. Photons are produced at
positions scattered around the energy depositing track,
and with a time distribution according to fast and slow
time constants that are chosen based on particle type.
Once produced, optical photons may be absorbed by
the wavelength shifter within the scintillator, after which
they have a wavelength-dependent probability to be re-
emitted at a longer wavelength [35].
The three key optical properties of the LS are the
emission spectrum, the absorption spectrum and the re-
emission probability; these are shown as implemented for
optical simulation of the OD in Figure 4. The shifted
spectrum was sampled independently of the absorbed
photon wavelength, with the final intensities tuned to
measurements made on the liquid scintillator [35].
0.0
0.2
0.4
0.6
0.8
E
m
is
si
on
 [A
U
]
10 2
100
102
Ab
so
rp
tio
n
Le
ng
th
 [c
m
]
300 350 400 450 500 550
Wavelength [nm]
0.0
0.2
0.4
0.6
0.8
1.0
R
ee
m
is
si
on
Pr
ob
ab
ili
ty
FIG. 4. Emission spectrum probability of optical photons
(top), absorption lengths (middle) and re-emission probabil-
ity (bottom, plotted as a function of the wavelength of the
absorbed photon) of the liquid scintillator used in simulation
of the LZ OD [35].
5. Photon Tracking
Photons produced through interactions in the xenon
and liquid scintillator are tracked to give the measured
signal. A number of parameters affect the light collec-
tion efficiency. Most notable are the PTFE reflectivity
in liquid and gaseous xenon, for which the latest mea-
surements are used [38], and the properties of the liquid
xenon: both the refractive index [39] and Rayleigh scat-
tering length [40] are encoded with dependence on the
photon wavelength and the thermodynamic properties of
the medium. The UNIFIED optical reflection model [41]
is adopted for all surfaces, and the reflectance and rough-
ness are specified for each. The estimated PTFE cover-
age of a surface is taken into account when assigning its
reflectivity.
Optical tracking in Geant4 was found to be computa-
tionally expensive, given the millions of resulting S2 pho-
tons routinely generated in background simulations. Sim-
ulations with full optics were seen to be many-fold slower
than their energy-deposition only counterparts, with the
ray-tracing estimated to consume>95% of the CPU time.
This hinders the production of large-scale datasets, which
are needed for both background estimates and analysis
development.
Solutions to this problem involve high statistics ap-
proaches. One uses detector-averaged quantities and
8computes signal sizes via the fastNEST package, de-
scribed in Section IIC 1. These quantities include the
gains g1 and g2, which stipulate the number of photons
detected per S1 photon and per ionization electron, re-
spectively. Optical simulations, in which VUV photons
are emitted from random positions in both the liquid bulk
of the TPC and the gas gap between phase boundary and
anode, are used to inform the values chosen for g1 and
g2.
These simulations can be further analyzed to extract
the hit pattern and times of arrival on the PMT arrays,
with output encoded into maps giving the probability of
each outcome. This provides information as to how this
light is distributed, but there is a trade-off between map
resolution and size that makes this a less viable approach
for large regions of interest. Fortunately, the S2 signal,
which typically dominates over the S1, lends itself to pa-
rameterization due to a relatively small volume of origin
i.e. the aforementioned gas gap. Suspending tracking of
the S2 photons and using the map formulation speeds up
the simulations by a factor of 20.
D. Simulating Electronics:
Detector Electronics Response
The Detector Electronics Response (DER) is a soft-
ware package designed to simulate the PMT signal gen-
eration and the subsequent signal processing done by
the analogue front-end electronics and digitizers of LZ.
It reads in raw photon hits from BACCARAT to create
mock digitized waveforms, organized and written in an
identical format to output from the planned data acqui-
sition system (DAQ). These can be passed through the
LZ Analysis Package (LZap), which performs pulse and
event reconstruction, to provide practice data for analy-
sis.
The PMT model considers each photon hit in turn: it
first decides whether a photon is detected based on the
efficiencies of photoconversion on the photocathode and
collection of the emergent photoelectron(s), collectively
handled as a quantum efficiency (QE) parameter. This
QE is taken to be uniform across the photocathode, with
the incidence on it, i.e. the photon transport through the
PMT window, handled in BACCARAT.
The single photon response varies, with the gain and
time delay of the signal Gaussianly-distributed about
the average multiplication from the dynode chain, and
the time of flight of the electrons between each stage of
it, respectively. In addition to the standard scenario of
a single photoelectron emerging from the photocathode
and propagating through the entire dynode chain, several
other responses are also accommodated by the model, for
which the gain and transit must be separately considered:
• The double photoelectric (DPE) effect - if the in-
cident photon is energetic enough, two photoelec-
trons may be liberated from the photocathode in-
stead of one.
• First dynode conversion - the photon may be trans-
mitted through the photocathode and instead pho-
toconvert on the first dynode, thus missing one of
the multiplication stages.
• Other undersized signals - photoelectrons can in-
elastically scatter off the first dynode, leading to
a delayed undersized response. Additionally, de-
pending on their trajectories and the internal elec-
tric fields, photoelectrons may miss the first dynode
and collect on the second dynode instead.
The probability of each mode, as well as the QE, may be
individual to each PMT, and dependent upon the wave-
length of the impingent photon. An example of the sin-
gle photon response distribution for an LZ TPC PMT
is given in Figure 5. The response has been validated
against measurements in [42].
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FIG. 5. Simulated distribution of single photon response pulse
areas for a typical R11410-2 Hamamatsu PMT for 175 nm
photons. The single photoelectron (SPE) peak is visible, fol-
lowed by the DPE peak at roughly 20% the height [42]. First
dynode collection leads to the first, low pulse area peak, whilst
other effects lead to undersized pulses that govern the peak-
to-valley ratios.
Photoelectrons may ionize trace amounts of gas as they
accelerate through the PMT, with the ions then stimulat-
ing new photoelectron cascades. These afterpulses have
a time delay distribution relative to the primary signal
and a defined size dependent upon the type of ion. The
simulation encodes a variety of common ions, including
xenon that may leak into the PMT body. The assumed
per ion afterpulsing rates are taken from room tempera-
ture measurements of each PMT.
Signals may be produced in PMTs that are indepen-
dent of photon hits. These so-called dark counts arise
from spontaneous thermionic emission from the photo-
cathode or initial stage dynodes, and look identical to a
single photoelectron pulse. The dark rate may be spec-
ified separately for each PMT in the simulation, and is
typically dependent on temperature. The default values
9used for this effect (as well as QE, DPE and gain) for
each PMT in the DER are informed by tests conducted
at the expected LZ operating temperature of 175K. The
average measured dark noise rate for TPC PMTs is 34
Hz, with a spread of approximately 10 Hz either side.
Analytical models are included for the cabling, dual-
gain amplifiers and digitizers, based on extensive circuit
analysis to derive frequency-dependent transfer functions
for each device. These are then approximated by a series
of digital filters and gains, which model how the pulses
are scaled and shaped in the time-domain [43].
Lastly, the DER also captures the LZ data extrac-
tion and sparsification schemes i.e. the logic to decide
when to save data and how to build events. The software
presently implements a finite impulse response filter that
can be tuned and passed over any waveform, following
the prescription used for LUX [44]. The threshold and
coincidence requirements for an event trigger based on
the output from applying this filter can be configured.
The simulations are thus useful in assessing trigger ef-
ficiencies and event data volumes for science data and
calibration sources.
III. SIMULATIONS OF BACKGROUND
SOURCES
A. Overview
All materials used in the detector construction con-
tain some level of naturally occurring radioactive iso-
topes, such as 238U, 232Th, 40K and 60Co, all of which
contribute to the electron recoil (ER) background com-
ponent of the experiment via the emission of γ-rays and
electrons that may interact and deposit energy in the
active xenon volume (Section III B). Moreover, the first
two are also responsible for the production of neutrons
through spontaneous fission and (α, n) reactions in the
materials (Section III C), leading to nuclear recoils (NRs)
in the xenon. These NRs mimic the expected WIMP
signal if singular in the TPC and not observed with an
associated energy deposition in the veto volumes.
Neutrons and gammas are also produced in the cavern
walls surrounding the experiment, originating either from
uranium and thorium decay chains in the rock formations
(Section III B 2), or induced by atmospheric muons pass-
ing through the rock and detector (Section IIID 2). The
vetoes are critical in suppressing both of these contri-
butions. The neutron flux from radioactivity in rock is
efficiently suppressed by at least 6 orders of magnitude
by a hydrogeneous shielding (water and scintillator) [2]
and will not be considered here.
A fraction of the 222Rn (220Rn) in the decay chain of
238U (232Th) present in materials and residual dust on
surfaces in direct contact with liquid or gaseous xenon
will escape and mix in the xenon, contributing to the ER
background (Section III B 3). Plate-out (surface deposi-
tion) of 210Pb (in the 222Rn chain) on all surfaces due to
exposure to air during manufacture and assembly is also
considered (Section III E) and leads to an additional NR
background due to (α, n) reactions or recoiling nuclei in
α-decays if an alpha is lost in a wall or a dust particu-
late. Daughters of this 210Pb, in particular the β emitter
210Bi, may constitute an additional source of ER back-
ground if they detach from the internal TPC walls and
mix in the xenon.
To mimic the preliminary selections that will be ap-
plied to LZ data for a WIMP search, simulated events
not meeting all of the following criteria (hereafter called
‘standard cuts’) are automatically rejected (see Ref. [3]
for details):
1. Single scatter - σr < 3 cm and σz < 0.2 cm, where
σr and σz are the energy-weighted standard devi-
ations of hit positions in radial and vertical direc-
tions respectively. These cuts are based on the ex-
pected position reconstruction resolution from pre-
vious experience with LUX data [45].
2. Fiducial events - those that occur within a cen-
tral cylinder of xenon, defined as having energy-
weighted positions with a radius r < 68.8 cm (from
the center of the active xenon volume) and a verti-
cal coordinate of 1.5 < z < 132.1 cm (counted up-
wards from the cathode, and where z = 146.1 cm is
the liquid surface). The fiducial mass of LXe after
this cut is about 5.6 tons.
3. Non-vetoed events - any interactions in the xenon
volume that are not within 500 µs (800 µs) of a total
energy deposition greater than 200 keV (100 keV)
in the GdLS (LXe skin). The choice of the time
window for anti-coincidence with the OD is driven
by the neutron capture time (a non-negligible frac-
tion of neutrons are captured on hydrogen in acrylic
tanks) but limited by a random coincidence rate in
the OD to reduce dead time. The time window for
the LXe skin is determined by the maximum drift
time of the TPC.
In addition, results are often narrowed to the WIMP en-
ergy region of interest (ROI): 1.5–6.5 keVee for ERs and
6–30 keVnr for NRs.
B. Gamma-Rays, Betas and Alphas
1. Decay Chains and Single Decays
Materials used during the construction of the LZ de-
tector will contain trace amounts of radioactivity, even
after a campaign of screening and material selection [46].
These radioactive sources constitute a major part of the
LZ background [3] and their simulation is therefore cru-
cial in any background estimation.
Gammas and betas from the decays of radioactive iso-
topes are modeled using generators within the BAC-
CARAT framework. Alpha particles are also simulated,
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but they are only relevant for sources inside xenon due to
their short range in most materials. The contribution of
alphas to the neutron background is modeled separately,
and is discussed in more detail in Section III C 1.
The Geant4 code provides functionality to simulate
radioactive decays, using data libraries from the Evalu-
ated Nuclear Structure Data File (ENSDF) [47], which
describes the nuclear decays, and from the Livermore
Evaluated Atomic Data Library (EADL) [9], which de-
scribes any subsequent atomic transitions. Two gener-
ators have been written that modify the Geant4 algo-
rithm in several ways to optimize background simula-
tions.
The first lets entire decay chains, or single decays
within that chain be simulated. In the former case, the
parent isotope and all subsequent decays are processed
within a single Geant4 ‘event’. In the latter scenario,
this event is split into ‘sub-events,’ one for each decay,
to provide a clearer association between the decay par-
ent, marked as the progenitor of the sub-event, and the
energy depositions by betas/gammas in the detector vol-
umes. This allows for the renormalization of (sub-)event
rates in post-processing to reflect measured source activ-
ities, which is particularly important in cases where the
chain is not in equilibrium. Time is reset for each sub-
event such that particle interactions are recorded with
sufficient timing precision to ensure data selections can
be made based on the relative timing of events in the
xenon TPC and veto regions. This is the preferred gen-
erator for studies assessing the background contribution
of a given decay chain.
The second generator takes as an input the age of a
given radioactive source and uses recursive solutions to
Bateman equations [48] to compute the relative popula-
tions of radioisotopes in the corresponding decay chain.
The goal is to generate events with realistic starting time
stamps, given both the source activity and source age.
This accurately mimics the real-time acquisition of data,
and enables information from timing or position correla-
tions in the detector to be identified using simulations.
This generator has therefore been used extensively in
MDCs, where relative timing is paramount and data sets
contain events from a mixture of different sources. A
similar approach has been used in Ref. [7].
For both generators, special consideration is also given
to radioactive decays with short half-lives, for example
212Po in the 232Th decay chain and 214Po in the 238U
decay chain. Given the time duration of an LZ event is
about 1 ms, as limited by the maximum drift time, these
fast decays may produce signals that overlap with those
from a previous decay, and they are therefore recorded
in the same BACCARAT event.
2. Gammas from Rock
Gamma-rays produced from trace radioisotopes in the
rock around the cavern are an external source of back-
ground to the LZ experiment. The γ-flux is effectively
attenuated by water, scintillator and the steel pyramid
beneath the water tank, with a significant part of the
remaining background further suppressed by event selec-
tion cuts. Consequently, O(1015) initial decays in the
rock need to be simulated to fully characterize this back-
ground [49]. To make this computationally feasible, the
simulation is divided into several stages. In the first
stage, γ-rays are produced in the rock using the gen-
erator described in Section III B 1, and those that enter
the water tank are saved to file. Concentric cylindrical
‘shells’ are then defined in the simulation geometry, as
shown in Figure 6. In successive stages of the simula-
tion, γ-rays are transported to the next shell boundary,
and those that survive are passed to the next simula-
tion stage to be re-propagated multiple times with the
same initial position and momentum. Using this scheme
with n shells, each with a multiplication factor mi = 100,
the starting number of decays is effectively increased by
a factor fb =
∏n
i=1mi. The systematic uncertainty in-
troduced by this simulation setup dominates the overall
uncertainty in the final result, and will be discussed later
in this section.
Simulations of 232Th, 238U and 40K decays were under-
taken as their daughters dominate the cavern wall γ-rays.
Full decay chains for all isotopes were simulated assuming
secular equilibrium and normalized to the following activ-
ities taken from the measurements of gamma-ray spectra
in the cavern: 232Th - 13 Bq/kg, 238U - 29 Bq/kg and 40K
- 220 Bq/kg [50]. Figures 7 and 8 display the resulting
energy spectrum and spatial distribution, respectively,
of the remaining events within the TPC after standard
analysis cuts (Section IIIA). Figure 7 also presents the
energy spectrum of the remaining events before the stan-
dard analysis cuts are applied. Energy depositions in the
OD were recorded only after stage 4 (see Figure 6) to
reduce the disk space required for the simulation output.
This means the result is conservative since some gammas
could trigger the OD on their way to the TPC at stage
4.
Figure 8 favors a non-cylindrical shape for the opti-
mum fiducial volume. However, the total background
in LZ will likely be dominated by uniformly distributed
222Rn decay (see Section III B 3) whereas the shape and
size of the fiducial volume is driven by the wall and de-
tector component backgrounds. There is only a small
contribution to the total background from the environ-
ment (see Ref. [3] for more details).
The simulations predict 1.81±0.19 (stat) background
events in 1000 live days for a 5.6 ton fiducial mass af-
ter standard analysis cuts and before any ER/NR dis-
crimination. Further cuts are also made to select events
with S1 signals present in three individual PMTs, and
with size greater than 20 detected photons. This approx-
imately corresponds to energy deposits in the range 1.5
- 6.5 keVee, the WIMP ROI. The event rate from cavern
walls is sub-dominant to the internal backgrounds, high-
lighting the effectiveness of the water/scintillator and
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steel pyramid shielding.
The systematic uncertainty of these simulations is
dominated by a potential biasing of the results when
propagating surviving gamma-rays multiple times. How-
ever, the consistency of the results has been tested by
running simulations several times with different positions
of the surfaces for the individual stages, with the conclu-
sion that the results are consistent within 20%.
FIG. 6. A schematic drawing of the event biasing method
implemented into BACCARAT allowing the simulations of
the cavern rock γ-rays. The relative dimensions of the cavern,
water tank, LS veto, and TPC are not to scale.
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FIG. 7. The energy spectra of simulated rock gamma events
located within the TPC before the application of standard
analysis cuts (Section IIIA). The insert presents the energy
spectrum at low energies (0-100 keV) and after cuts have been
applied.
3. Radon
Simulations of radon and its daughters inside the liq-
uid xenon target have been carried out similarly to other
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FIG. 8. Position distribution of single ERs from rock gammas
within the LXe for 1.5-6.5 keV energy depositions. Outer
detector and xenon skin vetoes have been applied. The black
dashed line illustrates the 5.6 tonne fiducial volume. The
cathode is positioned at z = 0.
decay chains, with the primary particles as ions of 222Rn
or 220Rn. Radon is emanated from detector materials
and, despite its expected low concentration in the xenon
thanks to purification [2], constitutes a significant back-
ground to dark matter searches in LZ. This background is
dominated by the “naked” beta decay of 214Pb to 214Bi
in the 222Rn sub-chain. The 214Bi beta decay will be
tagged by the subsequent 214Po alpha decay, whilst other
transitions to excited states can be identified by coinci-
dences between betas and gammas. Similar considera-
tions apply to the 220Rn sub-chain. ER interactions in
the TPC from Bi-Po delayed coincidences were assumed
to be captured within a single event since only 3.4% of
214Po decays will happen outside of the time window of
800 microseconds (corresponding to the expected maxi-
mum drift time) opened by the preceding 214Bi decay.
210Pb and its progeny’s decays are not included in the
simulations as they are presumed to be removed by the
continuous recirculation and purification of the xenon.
For those daughters that adhere to the surfaces, and
therefore cannot be eliminated via purification, a fiducial
volume cut is highly efficient in reducing the background
from those decays.
Figure 9 shows the energy spectra of events from 222Rn
sub-chain before and after standard cuts (Section IIIA).
The radioactivity level of 1 µBq/kg of 222Rn was used
to normalise the curves in Figure 9. The LZ background
model assumes 1.8 µBq/kg of 222Rn [3] based on mea-
sured emanation rates, giving 681 events in the fiducial
volume in 1000 days. This background is expected to
dominate in the science runs of LZ. In the calculation
of the background rate in the range of interest (1.5 –
6.5 keV) the branching ratio of 9.2% for the decay of
214Pb into the ground state of 214Bi was used [51], in-
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stead of the default Geant4 value of 6.3% (this addi-
tional scaling of BACCARAT simulations has not been
applied to the curves in Figure 9). Similarly, a 13.3%
probability of 212Pb decaying into the ground state of
212Bi was assumed [51]. Events above 1 MeV are very
unlikely to be single scatters causing a significant reduc-
tion of the event rate at these energies after selecting only
single scatters.
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FIG. 9. Energy spectra of ER events from radon decay. Black
– all events in LXe; red – events with a single scatter in the
TPC; brown – events after all cuts (including veto and fidu-
cial volume cuts, but without NR/ER discrimination). An
initial radioactivity of 1 µBq/kg of radon has been assumed
for normalization.
C. Neutrons from Radioactivity
1. (α, n) Reactions
Neutrons emitted from radioactive processes in mate-
rials near the LXe target can produce isolated nuclear
recoils that can mimic those expected from WIMPs. To
simulate neutron backgrounds from radioactivity (the
238U, 235U and 232Th decay chains), BACCARAT uses
input neutron spectra calculated with the SOURCES4A
package [52].
The SOURCES4A code calculates neutron yields and
spectra from spontaneous fission, (α, n) reactions and de-
layed neutron emission due to the decay of radionuclides.
Its library contains all alpha emission lines from known
radioactive isotopes. The code takes into account the
energy losses of alphas, cross-sections of (α, n) reactions
and the probabilities of nuclear transition to different ex-
cited states (excitation functions). We use an option for
a thick target, allowing for the calculation of neutron
yields and spectra under the assumption that the size of
a material sample significantly exceeds the range of al-
phas. The original SOURCES4A code has been modified
[53–55] to extend the energy range of alpha particles to
10 MeV and to include (α, n) cross-sections and excita-
tion functions for most isotopes relevant to underground
rare event experiments, based either on measurements or
on EMPIRE2.19 code [56].
The neutron spectra from SOURCES4A are imple-
mented as generators in BACCARAT, allowing any de-
tector component to become a source of neutrons. The
measurements of the radioisotope concentrations or de-
cay rates are used to scale the simulation results to pre-
dict the background rates. The 238U decay chain is
split into the early (before 226Ra) and late (starting from
226Ra) sub-chains, and the 210Pb sub-chain is calculated
separately if required. The 235U decay chain is not split
(due to short lifetimes of all isotopes below 235U) and is
added to the early 238U decay chain. Figure 10 shows
example neutron spectra from PTFE, titanium and ce-
ramics (Al2O3) from the whole uranium chain assumed
to be in equilibrium. These materials have been chosen
as examples because they either have a high mass or a
significant neutron yield per unit activity. Both sponta-
neous fission and (α, n) reactions are shown on this plot
but spontaneous fission is not included in the background
estimate due to the predicted high efficiency of simultane-
ous detection of neutrons and gammas from this process
(see Section III C 3).
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FIG. 10. Neutron spectra from (α, n) reaction from uranium
decay chains in equilibrium (
238
U and
235
U are combined to-
gether) in 3 materials: black - PTFE (C2F4), blue - ceramics
(Al2O3), red - titanium. The green curve shows the spectrum
from spontaneous fission (same for all materials).
Appendix A includes a table with neutron yields as
calculated using SOURCES4A and used in the evaluation
of backgrounds for LZ.
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2. (α,n) Neutrons with Coincident Gammas
A significant contribution to the neutron-induced NR
background in LZ may come from (α, n) reactions in the
PTFE reflector lining the TPC due to the relatively large
(α, n) cross section of fluorine [3]. Uranium and tho-
rium contaminants in the PTFE will produce alpha de-
cays that cause (α, n) reactions. Bulk contamination of
PTFE powder with 210Pb is also expected, thus gener-
ating 210Po that will induce further neutron emission.
Lastly, radon daughters are known to plate out on the
PTFE surfaces and induce these reactions.
The 19F(α, n)22Na reaction often leads to excited
states of 22Na and subsequent de-excitation via γ-ray
emission. Neutrons are usually considered to be pro-
duced within ‘neutron groups’ (nuclear levels associated
with gamma emission), n0, n1, n2 etc., corresponding
to the state of 22Na, with n0 as the ground state. The
peak of the neutron energy distribution shifts to lower
energies as the excitation level of 22Na increases, and
the total emitted γ-ray energy increases. SOURCES4A
provides neutron energy spectra for each α-decay and
each excited state, but no information on the resulting γ-
cascade. Relative populations of each excited state were
calculated using SOURCES4A output for the early chain
of uranium, the late chain of uranium, the thorium chain
and 210Po. These were combined with the energy spec-
tra summed over α-decays for each excited state and data
from Nuclear Data Sheets for 22Na to produce a PTFE
(α, n) generator. This generator first chooses a final state
for 22Na using a random number generator and known
probabilities of transitions to the ground or different ex-
cited states. It then produces a neutron sampled from the
corresponding neutron group energy spectrum, and if the
chosen state is greater than n0, gammas of the appropri-
ate energies and branching ratios will also be generated.
Neutrons and gammas are generated isotropically and
energy-angular correlations are not taken into account.
Angular correlations between neutron and gamma emis-
sions may have only secondary order effects on the effi-
ciency of neutron rejection by simultaneous gamma de-
tection in any active detector volume, due to an almost
4pi coverage of the xenon TPC by the skin and the OD.
Compared to results from simulations with only neu-
trons, significantly more events are rejected because of
detection of a coincident γ-ray by the LXe skin (see Fig-
ure 11). Notably, the rejection factor is also better for
neutrons emitted from the n0 ground state (i.e. with-
out an accompanying γ-ray). The energy spectrum for
the n0 group is harder than the one used when sum-
ming over all neutron groups. This results in fewer n0
neutrons with energies between 0.4–2 MeV, which is the
general range required for neutrons to elastically scatter
from a xenon nucleus and induce an NR in the WIMP
ROI (6–30 keVnr). In all, 60% fewer NRs are now in
the WIMP ROI when using neutron spectra for individ-
ual neutron groups compared with the cumulative spec-
TABLE II. Survival probabilities for all WIMP search back-
ground cuts for neutrons produced by (α, n) reactions in
PTFE. Shown for comparison are single neutrons generated
with an energy spectrum summed over all final state neutron
groups, and the (α, nγ) generator, which produces coincident
γ-rays and samples neutron group energy spectra separately.
The second and third columns show the fraction of surviving
neutrons in the two models, whereas the 4th column shows the
ratio of surviving neutrons in the (α, nγ) generator relative
to the original neutron generator.
α source
Rejection factor Relative
neutrons (α,nγ) Suppression
238
U early chain 1.20× 10
−4
4.65× 10
−5
0.38
238
U late chain 1.08× 10
−4
2.00× 10
−5
0.19
232
Th chain 1.04× 10
−4
1.95× 10
−5
0.19
210
Po 1.00× 10
−4
3.10× 10
−5
0.31
trum over all final states. As a result of all these effects,
the overall cut efficiency increases by 60–80% with better
rejection achieved for chains with the highest energy α-
decays and therefore the higher probability of γ-emission
(see Table II).
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FIG. 11. Energy spectra of nuclear recoils in the 0–150 keV re-
gion produced by single scatter neutrons from (α, n) reactions
in PTFE, before and after application of vetoes. The red and
green histograms use only neutrons from the two generators
described in the text, whilst the blue and yellow include co-
incident γ-rays and correctly populated neutron groups. The
spectra of energy depositions from single scatter neutrons in
red and blue differ due to the method of combining ER and
NR energies in the liquid xenon in the post-processing of sim-
ulations. The blue histogram has more events with a higher
energy due to the inclusion of the γ-rays, which sometimes
scatter in the TPC but may not deposit enough energy to
cause the event to fail the single scatter cut. The difference
between the yellow and green curves demonstrates the in-
creased effectiveness of the vetoes when coincident γ-rays are
included.
In the LZ background model [3] the plate-out of
radon progeny on PTFE surfaces was assumed to be
0.5 mBq/m2 (as a target based on rigorous cleanliness
14
program) resulting in 0.05 NRs in 1000 days from mis-
reconstructed near-surface events leaking into the fidu-
cial volume and neutrons from (α, n) reactions in PTFE
(from 210Po decay). In addition, 10 mBq/kg of 210Pb
accumulated in the bulk of PTFE during the manufac-
turing process will give about 0.12 NRs events in the
fiducial volume in 1000 days.
Simulations using this PTFE (α, n) generator were not
used for LZ sensitivity estimates presented in Ref. [3].
Since we expect (α, n) related background to be lower
due to the detection of coincident gammas, the NR back-
ground rates shown in Ref. [3] are conservative.
However, the reduction in the total NR background
rate due to the detection of coincident gammas from
PTFE only, is quite small because of low radioactive con-
tamination of this material. Nevertheless, this genera-
tor is particularly useful for testing and validating proce-
dures of reconstructing coincident gammas and neutrons.
3. Spontaneous Fission
238U spontaneous fission (t1/2 = 4.468×10
9 years) can
contribute to neutron yields significantly in some mate-
rials where (α,n) yields are low and early U-chain ra-
dioactivity is high. A 238U spontaneous fission event will
have near-simultaneous emission of up to 6 neutrons and
20 γ-rays, with an average yield of about 2.01 neutrons
[57] and 6.36 gammas [58]. In order to evaluate the fis-
sion neutron vetoing efficiency of LZ, an event generator
was developed that produces multiple neutron and γ-rays
sampled from multiplicity and energy distributions from
the Fission Reaction Event Yield Algorithm (FREYA)
software [59]. Since spontaneous fission is material in-
dependent, this generator may be used in any detector
component in the simulation.
Simulations of spontaneous fission events in both the
cryostat and PMTs were performed and compared to re-
sults using neutrons emitted individually with the same
energy spectrum. A notable increase in the vetoing ef-
ficiency of the outer detector was observed; this effect
was expected considering not only the increase in the
number of neutrons but also the accompanying γ-rays of
an energetic fission event. The overall rejection power
of the outer detector was observed to increase by a fac-
tor of 34 for events from the cryostat and 55 for events
from the PMTs (see Appendix A for neutron yields due
to spontaneous fission and (α, n) reactions from different
materials). Spontaneous fission neutrons were therefore
considered vetoed with such a high efficiency that they
were subsequently removed from the background model.
4. Neutrons in the OD: DICEBOX Neutron Capture Model
In pure liquid scintillator, neutrons are captured
mainly on protons with subsequent emission of a sin-
gle 2.22 MeV γ-ray associated with the formation of 2H.
When a neutron is captured on 155Gd or 157Gd, the de-
excitation process is more complex; there are many ex-
cited states of the final Gd isotopes. Energy is released
in a de-excitation cascade of γ-rays, internal conversion
electrons, and X-rays. Modeling of these cascades is com-
plicated and the standard Geant4 toolkit does not pro-
vide full and correct description.
We have incorporated the DICEBOX[60] simulation of
the de-excitation cascade after neutron capture on 155Gd
and 157Gd to incorporate energy conservation and con-
nect the continuum of states to the well-defined discrete
energy levels of excited 156Gd and 158Gd. The DICEBOX
package is a nuclear physics software suite that uses a sta-
tistical approach to model gamma cascade de-excitation
processes. The authors tuned and validated their soft-
ware by comparing with data taken by the DANCE de-
tector [61, 62], which measured gammas emitted in 155Gd
and 157Gd neutron captures.
The integration of DICEBOX into BACCARAT was
performed via look-up tables for Gd isotopes, with en-
tries showing the amount of energy released in each step
of the de-excitation cascade and whether a gamma or
internal conversion electron is ejected. When a neutron
is captured by either of the two Gd isotopes, an entry
from the DICEBOX database is read and post-capture
particles are generated according to the DICEBOX cal-
culated probabilities. The binding energy of the internal
conversion electrons is subtracted from the electron emis-
sion energy, and then an X-ray with the binding energy
is added to the post-capture particle list. The directions
of the particles in the de-excitation cascade are assigned
new random directions without any correlation between
them, and a momentum is assigned to the daughter nu-
cleus to preserve momentum conservation.
To evaluate the impact of DICEBOX on the neutron
veto efficiency of the OD, about 200 million neutron
events coming from LZ detector components were simu-
lated. The yields and the energy spectra of the neutrons
from these components were determined to the best of
our knowledge (see Section III C) and the yields were
weighted properly when calculating efficiencies. All sim-
ulated events include single neutrons only and no coinci-
dences between several neutrons, or neutrons and gam-
mas were considered in these simulations. The neutron
survival probability was calculated as the ratio of events
surviving all cuts as described in Section IIIA, to those
without skin and OD cuts. Figure 12 shows that, due to
an accurate treatment of gamma cascades after neutron
capture, with an OD threshold of 200 keV, the neutron
survival probability evaluated with DICEBOX is 3.8%,
compared to 4.9% evaluated with the default Geant4
neutron capture model.
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FIG. 12. The LZ neutron survival probability versus OD en-
ergy threshold. The solid blue line shows the result using
the DICEBOX simulation for Gd neutron capture, and the
dashed green line shows the result from the default Geant4
Final State (FS) neutron capture model. The baseline thresh-
old for the OD is 200 keV to avoid false vetoes from the decays
of
14
C,
152
Gd, and
147
Sm in the GdLS. Simulations also as-
sume the energy threshold for the LXe skin of 100 keV.
D. Muons and Muon-Induced Neutrons
1. Muon model
Energetic neutrons are produced by atmospheric
muons that penetrate through the rock surrounding
SURF. Evaluations of the impact of these neutrons must
begin with understanding their creation, and therefore
the development of a muon flux model. Atmospheric
muons with different energies were propagated through
rock with known composition and density using the MU-
SIC code [63, 64]. The energy distributions of these
muons were recorded at several depths that cover the
whole range of distances that muons can cross at differ-
ent zenith and azimuthal angles before reaching SURF.
These energy distributions have then been convoluted
with the energy spectra and angular distributions of
muons at the surface, with the surface profile taken into
account (see Ref. [64] for a detailed description of the
procedure). Muon energy spectra and angular distribu-
tions obtained this way were recorded and used to sam-
ple muons at SURF around the cavern (the MUSUN code
[64]). Muons sampled with MUSUN are passed to the LZ
software package for further simulations of muon-induced
effects. To validate the muon model, the vertical and
total muon fluxes were compared with existing measure-
ments in the Davis cavern where LZ will be located. Ver-
tical muon intensity has been measured in early 1980s by
the veto system of the chlorine solar neutrino experiment
giving the value of (5.38±0.07)×10−9 cm−2 s−1 sr−1 [65].
This can be compared with the LZ model, which gives
the vertical muon intensity of 5.18× 10−9 cm−2 s−1 sr−1
(note that the measured vertical intensity of single muons
has been corrected by us to include the reported fraction
of multiple muon events). Recently, the total muon flux
has been measured in another hall at SURF with a veto
system of the Majorana demonstrator. The measured
value of (5.31 ± 0.17) × 10−9 cm−2 s−1 [66] is slightly
lower than our model prediction for the total muon flux
of 6.16 × 10−9 cm−2 s−1. In both measurements only
statistical uncertainties are quoted. Given a (-7+16)%
difference between our model predictions and the two
measurements (one for the vertical muon intensity and
the second one for the total muon flux), we estimate the
accuracy of the model in calculating the muon flux as
about 20%, due primarily to the uncertainty in the rock
density. Validation of the muon propagation code was
reported in [63, 64]. The mean muon energy at SURF is
calculated to be 283 GeV.
Figure 13 shows the surface profile around SURF
(top) and the azimuthal angular distribution of muons
at SURF integrated over zenith angle (bottom). The
open cut in the surface profile (shown as a blue region
on the top plot) results in a peak in muon intensity at
about 170 degrees counted from East to North.
2. Muon-induced neutrons
Recorded energy spectra and angular distributions
of muons were used to generate muon events within
LUXSim [6] (a predecessor of BACCARAT with a sim-
ilar performance; BACCARAT was not available at the
time of these simulations but the physics was the same
in both codes). Muons were sampled on the surface of
a box that encompasses the cavern and a few meters of
rock around it (7 m on top and 5 m from all other sides),
to account for muon-induced cascades that can start in
rock and propagate to the detector. Rock composition
and density were taken from [67] and the detector geom-
etry and physics processes were similar to those in the
current version of BACCARAT.
In total, 2.3 × 108 muons corresponding to ≈120 live
years were simulated and analyzed applying the back-
ground rejection cuts described in Section IIIA. In the
6–30 keVnr energy range, there are 1.4 ± 0.2 ‘pure’ NR
events (i.e. with no other energy deposition) in 1000 days
before any event selections are made. The energy spectra
of all muon-induced events surviving each of the cuts ap-
plied consecutively are shown in Figure 14. Most events
at these energies are single scatters that occur outside
the fiducial volume.
Of the small number of events that remain, all are
removed by the LZ veto systems (the skin and outer de-
tector). In this analysis the water tank, which has a
high probability to veto events by detecting Cherenkov
light, has not been considered. In any case, there are no
events surviving all cuts, which allows a limit to be set
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FIG. 13. Top: surface profile around SURF. The position of
the LZ detector is shown by the black circle in the middle.
The color scheme depicts the altitude above sea level in me-
ters. East direction is to the right. Bottom: azimuthal angle
distribution of 10
7
muons at SURF as generated by MUSUN;
azimuth angle is counted from East to North. Muon intensity
is integrated over zenith angle.
on the number of background events arising from muon-
induced sources. Using a Feldman-Cousins approach [68],
the upper limit is 0.056 muon events at 90% confidence
level in 1000 live days and 5.6 tonnes of fiducial mass of
LXe. This rate is sub-dominant to nuclear recoil back-
grounds from the PTFE walls of the TPC; LZ detector
components such as the cryostat vessels, PMTs and TPC
assemblies; and also from atmospheric and diffuse super-
nova neutrinos.
E. Ion Emission from PTFE Walls
The final stable product in the 222Rn decay chain is
206Pb, which is emitted with 103 keV kinetic energy dur-
ing the α-decay of its parent 210Po. This decay may re-
sult in a continuum spectrum of nuclear-recoil signals up
to around 103 keV depending on the implantation depth
of 210Po into surfaces (e.g. PTFE walls) in contact with
the active LXe volume. The contamination of PTFE by
210Po usually comes from its exposure to air in a clean
room. We are using an extension [69] of the so-called
0 10 20 30 40 50 60 70 80 90 100
Electronic Recoil Energy [keV]
1
10
210
N
um
be
r o
f E
ve
nt
s
All Events
+ Single Scatter
+ Fiducial Volume
+ Skin
+ OD
FIG. 14. Energy spectra of all muon-induced events in the
liquid xenon TPC. The spectra are shown for events surviv-
ing each of the analysis cuts applied consecutively. 2.3× 10
8
muons corresponding to approximately 120 years of live time
were simulated in LUXSim and analysed applying standard
background rejection cuts. No event survived all cuts in the
6 – 30 keVnr range.
‘Jacobi’ model [70, 71] applied to typical clean rooms to
predict the plate-out of radon progeny onto PTFE sur-
faces. SRIM data [72] were used to predict the migration
of the radon progeny due to subsequent decays within,
into, and out of the PTFE. In our toy model, we con-
sider all radon and its progeny decaying consecutively.
Of all 210Po decays, roughly 30% produce 206Pb recoils
that will enter the liquid xenon. Of these, about 67%
have kinetic energy of 103 keV, due to the 210Po atom
starting on the PTFE surface, and the rest < 103 keV,
with the 210Po located tens of nanometres within. The
spectrum of energy deposits is illustrated in Figure 15.
The background from wall events will be rejected with
high efficiency with position cuts.
IV. SIMULATIONS OF CALIBRATION
SOURCES
LZ will be calibrated with a suite of sources producing
both electron and nuclear recoils in the TPC, skin, and
outer detectors. Sources can be deployed as ‘internal’
sources, which are dissolved in the liquid xenon; ‘exter-
nal’ sources, which are encapsulated and introduced via
one of three source tubes; or beam sources that fire en-
ergetic particles from outside the detectors. Table III
contains a list of sources that will be used for LZ calibra-
tion.
Of these sources, 22Na and 57Co are simple nuclear
decay sources that are generated according to Geant4
internal mechanisms, and 220Rn and 228Th are part of
the 232Th decay chain, where the implementation is de-
scribed in Section III. The other sources have custom
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FIG. 15. Spectrum of energy deposits (solid) in LXe from
10,000 recoiling
206
Pb nuclei following
210
Po decays on and
close to the surface of PTFE. Approximately 67% of
206
Pb
recoils start on the PTFE surface resulting in a 103 keV peak
whereas the remaining recoils have a kinetic energy less than
103 keV (flat part of the spectrum) due to
210
Po atoms buried
in the PTFE by some tens of nanometres. The fit (dashed
line) to this spectrum and the peak are used as inputs to the
wall event generator. In practice, the rate of 103 keV events
may be reduced by cleaning
210
Po off the surface of the PTFE.
TABLE III. LZ calibration sources
Source Deployment Type
CH3T Internal β
131m
Xe Internal γ
83m
Kr Internal β/γ
220
Rn Internal α/β
22
Na External β
+
/γ
57
Co External γ
228
Th External γ
AmLi External neutron
88
YBe External neutron
DD Beam neutron
implementations for LZ.
CH3T: Tritiated methane can be dissolved in liquid
xenon to produce a uniformly distributed source of elec-
tron recoil events. This source spans a range of ener-
gies from 0 to the tritium endpoint of 18.6 keV, and the
methane can easily be extracted from the xenon when the
calibration is complete. This source was used to great ef-
fect in LUX [73].
The default behavior in Geant4 is that tritium is sta-
ble, so the decay spectrum for tritium is implemented
by hand according to the standard beta decay spectrum.
The end point used comes from Ref. [74].
83m
Kr: 83mKr is another source that can be dis-
tributed uniformly through the detector and used to cali-
brate position response [75]. It has an additional benefit
of two consecutive decays that can be used to calibrate
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FIG. 16. Photon energy versus electron energy for
131m
Xe
decays. The sum of the two always gives 163.93 keV total
energy deposition. The colour scheme shows the fraction of
events in a particular region. Labels A – E show different pop-
ulations formed by various combinations of conversion elec-
trons, Auger electrons and X-rays.
recombination response and electric field.
This decay occurs in two steps, separated by a short de-
cay half-life (τ = 154 ns): the first transition of 32.1 keV
and the second transition of 9.4 keV, where both steps
can emit internal conversion electrons with or without
Auger electrons, or a single γ.
LZ generator implements the relative branching frac-
tions for these steps according to the calculations from
Ref. [76] and the time separation between the two stages
of decay. This is critical for handling the electron recom-
bination effects in liquid xenon.
131m
Xe: Due to the longer mixing time scales required
for the 10 t of liquid xenon to be used in LZ, and the
relatively short half-life for 83mKr (1.8 hours), the spa-
tial distribution of krypton may not become fully homo-
geneous before completely decaying, which may reduce
its usefulness for position calibration. For this reason
131mXe, with a half life of 11.9 days, has been chosen as
an additional calibration source.
Like 83mKr, 131mXe can emit internal conversion elec-
trons or Auger electrons which are not modeled well by
in-built Geant4 processes. Based on the work reported
in Ref. [77], correct distributions of gamma-rays, conver-
sion and Auger electrons are implemented manually.
The energy difference between the metastable state
and the ground state of 131Xe is 163.93 keV and a single
gamma-ray of this energy is emitted 1.95% of the time.
The remaining cases consist of a combination of conver-
sion electrons, Auger electrons and X-rays from atomic
relaxation. In each case decay products are released in
conjunction to add up to 163.93 keV. Figure 16 shows
the resulting scatter plot of energy deposition from pho-
tons against that from electrons arising from this isomeric
state transition.
The metastable state 131mXe is produced in the decay
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FIG. 17. Measured neutron energy spectrum from a proto-
type AmLi source for the LZ experiment.
of 131I (0.39% of 131I decay to the metastable state of
Xe) available in medical industry.
AmLi: AmLi is a desirable neutron source for dark
matter calibration because the endpoint of the α + 7Li
→
10B + n reaction is relatively low (about 1.5 MeV),
producing nuclear recoils predominantly in the dark mat-
ter search region. The LZ AmLi source is a custom source
built at the University of Alabama. During fabrication,
a prototype neutron spectrum (Figure 17) was measured
with 3He proportional counters. The simulated source is
implemented from the measured spectrum of the proto-
type source, and will be updated to the measured spec-
trum of the production source when it is ready.
Figure 18 shows positions of NRs in the liquid xenon
and organic scintillator caused by irradiation of the de-
tector with neutrons from AmLi sources, assuming an
intensity of 130 n/s. With three sources deployed at dif-
ferent positions inside three tubes, the whole TPC can
be irradiated with neutrons.
88
YBe: 88YBe is a photoneutron source that pro-
duces low energy, almost monoenergetic (153 keV) neu-
trons through the process γ + 9Be → n + 8Be [78].
A very strong 88Y source is needed to give a sufficient
quantity of neutrons for a viable photoneutron source
as the (γ, n) cross section is quite small. For practical
purposes, a large amount of tungsten shielding reduces
the gamma rate in the detector while preserving a use-
ful neutron flux. The current generator in BACCARAT
has two production modes, one which generates gammas
directly from 88Y decays in Geant4 and another which
samples isotropic vectors to produce photoneutrons with
appropriate position, energy, and momentum distribu-
tions. These generator modes can be sampled with the
appropriate ratio according to the (γ, n) cross section, or
they can be sampled independently and scaled as needed
to more efficiently produce photoneutron statistics.
DD: The DD neutron generator produces 2.45 MeV
monoenergetic neutrons. The DD source was a critical
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FIG. 18. Locations of AmLi NRs in the xenon and GdLS
in the XY plane, with a source placed at the mid-height of
the TPC in each of the three source tubes (red crosses). The
TPC is marked in yellow, the skin in pink and the side tanks
of the outer detector in green. Substructure of the bottom
outer detector tank under the TPC can be seen in the yellow-
bounded region.
calibration for LUX [79], providing a source of neutron
scatters with precisely known energy. In LZ, these neu-
trons reach the TPC through one of two tubes that pen-
etrate the outer detectors. The simulation of this source
is implemented very simply: as a fixed-position monoen-
ergetic source of neutrons, which are fired within a small
solid angle along the direction of the tubes.
V. SIMULATIONS OF RARE AND
FORBIDDEN DECAYS OF XE ISOTOPES
136Xe and 134Xe are two naturally occurring isotopes
of xenon that are theoretically predicted to undergo two-
neutrino double beta decay (2νββ), a Standard Model
process involving the emission of two electrons and two
neutrinos. Of these, only the 136Xe decay has been ob-
served, with a measured half-life of 2.165 × 1021 years
[80]. For the full LZ exposure, a total of 67 ER events
are expected in the 1.5-6.5 keVnr WIMP search ROI from
136Xe decay [3], and with a Q-value of 2.458 MeV this
process will also present a non-negligible background in
a number of rare ER event searches, such as neutrinoless
double beta decay (0νββ). 0νββ is an alternative mech-
anism through which these isotopes may decay, where
two electrons are emitted with a combined energy equal
to the Q-value of the decay. Due to the low-background
detector environment, LZ will be able to search for 0νββ
of 136Xe.
In order to understand the detector response and quan-
tify the detection efficiency for 0νββ and 2νββ processes,
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FIG. 19. Summed electron recoil energy spectrum of the
136
Xe 2νββ decay. Theoretical curve (orange) from [81] is
superimposed on the simulated histogram (black) from the
DECAY0 generator [82].
the DECAY0 generator [82] was interfaced with BAC-
CARAT to generate the initial kinematics of the emit-
ted electrons. The 136Xe 2νββ spectrum from [81] (Fig-
ure 19), which was used to characterise this background
in 136Xe 0νββ search ROIs for the LZ sensitivity esti-
mates [3], agrees well with that obtained using the DE-
CAY0 generator.
124Xe and 126Xe are also present in natural xenon and
are also expected to decay, but being on the proton-rich
side of the even-even isobars mass parabola they will un-
dergo double electron capture (2EC). Additionally, the
high Q-value of 124Xe (2.864 MeV) opens up the pos-
sibility for two additional decay modes: 2νβ+β+ and
2νβ+EC. Of these modes only 2ν 2EC has been observed
in xenon, with a half-life of 1.8 × 1022 years [83]. To
study these decays in LZ, generators were developed for
124Xe 2ν 2EC and 2νβ+EC (the half-life for 2νβ+β+ is
expected to be too long to be observable in LZ). In the
former only the atomic de-excitation can be detected, and
this is simulated by generating two isotropic X-rays each
with half of the visible energy. For 2νβ+EC, the identi-
fying feature of the decay will be the unique topology of
the positron signal in the detector, and the energy of the
positron will dominate the atomic de-excitation. There-
fore, the 2νβ+EC simulation is solely of the positron,
with it emitted isotropically with energy following the
spectrum obtained from the Beta Spectrum Generator
[84], eventually annihilating and producing two 511 keV
gamma-rays.
VI. SIMULATIONS OF WIMPS AND
NEUTRINOS
A. WIMPs
The generation of NR events from WIMP spin-
independent interactions for sensitivity studies uses the
‘standard’ isothermal halo model as given in [85] and the
scattering formalism in [86]. Given the expected spatial
uniformity and the clean, ’golden,’ single S1-S2 topology
of the events, a signal PDF could be produced for given
WIMP masses in LZ by passing a parameterization of
the detector response and the derived recoil energies to
NEST for corrected S1 and S2 calculations under its NR
model. Changes to the halo model parameters and nu-
clear physics (for example, in considering spin-dependent
interactions or non-standard WIMP scenarios) can there-
fore be accommodated by propagating the effects through
to the underlying recoil spectrum.
For the end goal of simulating waveforms, that same
recoil spectrum can be first sampled by the spectrum gen-
erator in BACCARAT. The spectrum generator takes as
input a detector volume, spectrum, and type of parti-
cle to generate events. For WIMPs, it can be used to
produce recoiling xenon nuclei, and the resultant energy
depositions can be processed much as described before
for the MDC chain and other generators (Section IIIA).
The ability to generate individual atoms allows us to take
into account the relative isotopic abundances, as would
be important in the case of spin-dependent studies.
B. Astrophysical and Atmospheric Neutrinos
Electron and nuclear recoils will be produced in LZ
by solar neutrinos, diffuse supernova neutrinos and at-
mospheric neutrinos. Coherent elastic neutrino-nucleus
scattering will be responsible for NR events. In calcu-
lating the LZ sensitivity to WIMPs [3], neutrino fluxes
and spectra for solar neutrinos from [87] and oscilla-
tion parameters from [88] were used. As outlined for
WIMPs (Section VIA), this information was used di-
rectly in NEST for signal generation for this application,
but the spectra can also be used as input to the spectrum
generator to simulate waveforms from associated NR and
ER events.
Solar neutrinos do not contribute to the NR back-
ground in LZ for a high-mass WIMP search (>
20GeV/c2). However, atmospheric neutrinos produce
NRs at higher energies and this background constitutes
one of the largest contributions to the total NR back-
ground in LZ.
VII. CONCLUSIONS
The LZ detector is projected to explore new parame-
ter space in the search for WIMPs, as well as other dark
20
matter candidates and various other rare physics phe-
nomena. Monte Carlo simulations, which encapsulate
signal, background and calibration sources and their ef-
fects inside of the LZ detector, are essential to performing
these searches.
The simulations described here utilize a Geant4-
based package called BACCARAT (or its predecessor
LUXSim for muon-induced neutrons). A suite of cus-
tom event generators and physics models have been inte-
grated to accurately describe particle generation, prop-
agation and the subsequent interaction inside of the LZ
detectors.
These features enable LZ to generate a background
model, which has so far been used to assess the sensitivity
for detecting WIMPs [3]. The specific background con-
tributions of various sources have been studied and com-
pared, with radioactivity from radon dispersed within the
liquid xenon the largest contributor to the total back-
ground rate.
Additional software in the form of a Detector Elec-
tronics Response (DER) code is capable of producing
mock waveform data using the BACCARAT output. The
event reconstruction software (LZap, not covered here)
has been developed using this mock data, and ensures
the experiment can be ready for physics analyses as soon
as data-taking begins in 2020.
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Appendix A: Neutron Yields
TABLE IV. Neutron yield from (α, n) reactions in different materials. The column “Abundance” gives the chemical composition
of the source used to calculate neutron spectra with the abundance of elements (by the number of atoms, not mass) given in
brackets. Only elements with the abundance greater than 1% are shown (with the accuracy of 1%). Neutron yield (columns
3–6) is shown as the number of neutrons per gram of material per second per ppb of U and Th concentration. Uranium
and thorium decay chains are assumed to be in equilibrium in columns 3 and 6. In columns 4 and 5 early and late uranium
sub-chains are shown separately.
235
U is added to the early sub-chain. Spontaneous fission is significant for
238
U only and is
independent of the material with a neutron yield of 1.353× 10
−11
n/g/s/ppb.
Neutron yield in n/g/s/ppb
Material Abundance, % U Uearly Ulate Th
PTFE C(33),F(67) 8.72× 10
−10
1.36× 10
−10
7.36× 10
−10
3.50× 10
−10
Aluminum Al(100) 1.69× 10
−10
1.46× 10
−11
1.54× 10
−10
8.59× 10
−11
Ceramics Al(40),O(60) 8.59× 10
−11
7.76× 10
−12
7.81× 10
−11
4.32× 10
−11
Copper Cu(100) 3.11× 10
−13
8.42× 10
−15
3.03× 10
−13
9.70× 10
−13
Titanium Ti(100) 2.55× 10
−11
1.11× 10
−12
2.44× 10
−11
2.15× 10
−11
Acrylic C(13),O(33),H(54) 1.30× 10
−11
2.33× 10
−12
1.07× 10
−11
5.05× 10
−12
Stainless steel Fe(66),Ni(12),Cr(17),Mn(2),Mo(3) 4.93× 10
−12
1.85× 10
−13
4.76× 10
−12
5.77× 10
−12
Quartz Si(33),O(67) 1.59× 10
−11
2.01× 10
−12
1.39× 10
−11
7.02× 10
−12
Polyethylene C(33),H(67) 1.43× 10
−11
2.56× 10
−12
1.18× 10
−11
5.61× 10
−12
