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Abstract
A model of one dimensional fuel cells is investigated, where the
material inhomogeneities in the cathode are taken into account. We
use the results of the preceding studies [5], [11] to describe the dynam-
ics of the chemical reactions and transport of ions. A corresponding
governing equation is derived for the numerical simulations. We ap-
ply an explicit-implicit time integration and Richardson extrapolation
technique to increase the accuracy of the approximations. The effi-
ciency of the method is demonstrated using a non-trivial test problem
with real parameters. Numerical simulations are executed in presence
of inhomogeneous conductivities and their effect on the cell potential
is investigated.
1 Introduction
Fuel cells are devices that convert chemical energy directly into electricity.
The byproduct of hydrogen-feeded fuel cells is water, i.e. no pollutants are
∗The first author was supported by Hungarian National Research Fund OTKA No.
K67819.
†The Financial support of the National Office of Research and Technology (OMFB-
00121-00123/2008) is acknowledged.
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emitted during this process. This feature makes them more and more popular
as an energy source for stationary applications and powertrain for vehicles.
The main advantage of the fuel cells compared to batteries is that they do
not need to be recharged for a long time or even changed. Instead, they can
operate continuously and refill their fuel tank using spare electricity. This
can perfectly balance the difference between the permanent production of
electricity by power plants and the daytime peaks and minimum demands.
Nowadays, the more widespread usage of renewable energy raises a similar
problem: the rate of production is sometimes hardly predictable, which hin-
ders the inclusion of these environment-friendly sources into the large electric
networks. Application of fuel cells offer also solution for these difficulties, if
their operation is optimized in the sense that the transformation between
chemical energy and electricity can be controlled in a dynamic way. A true
model including all of the material properties can be a solid basis of such a
control. At the same time, predictions of the variation of the corresponding
quantities (voltage, hydrogen concentration etc.) should be relatively quick
such that an efficient simulation method is also necessary to implement such
a model. We intend to contribute in this paper to these investigations ex-
tending the recent results with the case of non-constant conductivity in the
cathode, which can vary both spatially and in time.
Parallel with the rapidly growing interest in the usage of fuel cells mathe-
matical simulation of these devices came to the forefront as shown by recent
monographs [6], [3] and review papers [9], [1]. We initiate from the model
developed in [11] coupled with the kinetic approximation described in [5] and
extend the results in [4], where the case of homogeneous material parame-
ters has been investigated. We assume throughout that the temperature of
the cell is constant, and the oxygen at the cathode and the hydrogen at the
anode exsist in a sufficient amount during the reaction. Note that the oxy-
gen concentration can highly be influenced by the involved structure of the
cathode [2]. Also, the temperature can be considered as an unknown and its
variation can be simulated as well.
The outline of the paper is as follows: In section 2, we exhibit a model
of hydrogen-feeded fuel cells and describe all parameters and quantities to
compute. Accordingly, governing equations are formulated for the cell poten-
tial, which are in a raw form, not yet ready for the simulation. In section 3,
we derive an explicit equation, which is solved numerically using an explicit-
implicit time stepping in section 4. Also, a postprocessing technique based
on the Richardson extrapolation is applied for the result. The results are
demonstrated via some numerical simulations. In the first case, the exact
solution is known such that we can check the performance. In the second
case, we simulate an important phenomenon: a jump in the conductivity
2
parameters.
The main result of the article is that we can provide an accurate prediction
of the voltage of the fuel cell in dependence of its total current in case of any
conductivity parameters of the (two phase) cathode. Inhomogeneities in the
conductivity parameters arise in a natural way (see Section 5) and should be
included into the models.
2 Preliminaries: a model of hydrogen-feeded
fuel cells
The structure and operation of a fuel cell is shown in Figure 2, which we
summarize as follows: Hydrogen is invaded into the anode, where it is sep-
arated: the H+ ions are migrated through the neighboring membrane layer
toward to the cathode, while electrons are conducted in an outer circuit. At
the cathode, the reduction of the oxygen occurs, which is assumed to present
here in excess permanently.
Figure 1: Layout of a PEM fuel cell.
In practice, a device is inserted into the outer circuit, which is feeded by
the current arising from the fuel cell. In any case, the current in the outer
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circuit is known and we can control it. The aim of the following investigation
is to calculate the corresponding voltage, which is called the cell potential.
This gives also the electric energy provided by the fuel cell.
According to the Kirchoff law, the cell potential Ecell can be calculated
by the following equation, see also [7]:
Ecell(t) = EOC(t)− η
a(t)−
Wmem
κmem
I(t)− V ∗(t), (1)
where t ∈ (0, tmax) denotes the time. Here EOC denotes the open circuit
potential, which is present between the anode and cathode without the pres-
ence of any fuel.
The potential loss ηa(t) at the anode can be calculated by using the identity
I(t) = iA0 (t)
[
exp
(
αAa F
RT
ηa(t)
)
− exp
(
−
αAc F
RT
ηa(t)
)]
, (2)
where iA0 (t) and T yield the density of the exchange current at the anode and
the temperature of the cell, respectively and the left hand side I(t) refers
to the total current density of the cell. The explanation for the remaining
material coefficients F,R, αAa and α
A
c are summarized in Table 6.
The term
Wmem
κmem
I(t) refers to the potential loss at the membrane, the thick-
ness and the conductivity of which is denoted with Wmem and κmem, respec-
tively.
The calculation of the last quantity V ∗ on the right hand side, which refers
to the potential loss at the cathode, needs a detailed analysis of the reaction
here. In the present one dimensional model the interval (0, L) refers to the
cathode, where two phases are distinguished (see Figure 2):
• the solution phase, where the hydrogen ions are conducted according
to the rate κeff. The potential and the current density in this phase are
denoted with φ2 and i2, respectively.
• In the solid phase of the cathode electrons are conducted according to
the rate σeff. The potential and the current density here are denoted
with φ1 and i1, respectively.
All of these quantities are allowed to depend on time and space corresponding
to the inhomogeneous structure of the fuel cell and the time evolution of the
process. Using these quantities, V ∗ in (1) can be given as
V ∗(t) = φ1(t, L)− φ2(t, 0), t ∈ (0, tmax). (3)
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The quantity we investigate in the governing equations is the overpotential
η(t, x) = φ1(t, x)− φ2(t, x) ≥ 0, x ∈ (0, L), t ∈ (0, tmax). (4)
In the calculation of the potentials, we choose the reference level to be
at the left end of the solution phase, i.e. we define φ2(t, 0) = 0. This is
in a good accordance with the uniqueness of solutions in the corresponding
equations. As we will see, the governing equations depend only of the spatial
derivatives of the potentials, such that the above assumption is necessary to
determine both φ2 and η. Then an immediate consequence of (3) and (4) is
that
V ∗(t) = φ1(t, L) = η(t, L) + φ2(t, L). (5)
Applied the Ohm’s law in both phases we obtain
i1(t, x) = −σeff(t, x)∂xφ1(t, x),
i2(t, x) = −κeff(t, x)∂xφ2(t, x),
(6)
and the principle of the electroneutrality gives
−∂xi1(t, x) = ∂xi2(t, x). (7)
The conservation law for the currents (see [8]) results in the formula
∂x(κeff(t, x)∂xφ2(t, x))︸ ︷︷ ︸
I.
= −aCdl(x)∂tη(t, x)︸ ︷︷ ︸
II.
−aiC0 g
(
α
F
RT
η(t, x)
)
︸ ︷︷ ︸
III.
.
(8)
Here the function Cdl gives the double-layer capacitance at the cathode side,
which can vary spatially. The last term III. yields the faradic current with
iC0 , the exchange current density at the cathode. The function g : R → R
refers to the kinetics of the oxygen reduction reaction here. This should be an
increasing function with g(0) = 0. Among the several approaches we assume
a diffusion kinetics [4] and accordingly, we use
g(u) = jD(x) ·
(
exp(u)
iC0 (x)exp(u) + jD(x)
−
exp(−u)
iC0 (x)exp(−u) + jD(x)
)
(9)
with jD, the limiting current. For the meaning of the material coefficients
we refer to Table 6.
Remarks: 1. The choice of this provides an accurate model of the cathode
reaction. Other possible choices are the following:
• g(u) = c(x) · u - linear kinetics,
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• g(u) = c(x) · (exp(u)− exp(−u)) - Butler - Volmer kinetics [4].
2. With a straightforward modification of the forthcoming derivations one
can treat time dependent double-layer capacitances Cdl as well.
At the left end of the membrane the electrons can not exit and similarly, at
the right end, protons can not exit. Therefore ∂xφ1(t, 0) = 0 and ∂xφ2(t, L) =
0 such that using (4) we have the following boundary conditions
∂xη(t, 0) = −∂xφ2(t, 0) = −
1
κeff(t, 0)
I(t), t ∈ (0, tmax)
∂xη(t, L) = ∂xφ1(t, L) =
1
σeff(t, L)
I(t), t ∈ (0, tmax).
(10)
Although we have listed all physical principles here, the corresponding equa-
tions are not yet ready for the solution, since (8) contains also the unknown
term φ2.
3 The governing equation for the overpoten-
tial
We will obtain an explicit equation for the overpotential η by eliminating the
term φ2 in (8). This generalizes the result in [4], where this has been done
in case of constant coefficients κeff and σeff.
In the major part of the following derivation, for the simplicity, we skip
the variables t and x. Using (6) and taking the derivative of (7) we obtain
that
∂x(σeff∂xφ1) = −∂xi1 = ∂xi2 = −∂x(κeff∂xφ2) (11)
which, together with the definition (4) of η gives
∂x(σeff∂xφ2 + κeff∂xφ2)
= ∂x(σeff∂xφ2)− ∂x(σeff∂xφ1) = −∂x(σeff∂xη).
(12)
Since the two derivatives in (12) are equal, we obtain
(κeff(t, x) + σeff(t, x))∂xφ2(t, x)
= −σeff(t, x)∂xη(t, x) + (κeff(t, 0) + σeff(t, 0))∂xφ2(t, 0) + σeff(t, 0)∂xη(t, 0)
= −σeff(t, x)∂xη(t, x) + κeff(t, 0)∂xφ2(t, 0) = −σeff(t, x)∂xη(t, x) + I(t).,
(13)
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where in the second line the boundary conditions (10) have been used two
times. Using (12) and (13) we rewrite the left hand side of of equation (8) as
∂x(κeff∂xφ2) = ∂x(
κeff
κeff + σeff
κeff∂xφ2 +
κeff
κeff + σeff
σeff∂xφ2)
= ∂x(
κeff
κeff + σeff
)(κeff∂xφ2 + σeff∂xφ2)
+
κeff
κeff + σeff
∂x(κeff∂xφ2 + σeff∂xφ2)
= −∂x(
κeff
κeff + σeff
)(σeff∂xη − I(t))−
κeff
κeff + σeff
∂x(σeff∂xη).
(14)
Substituting (14) into the left hand side of (8) it becomes the explicit equa-
tion
aCdl(x)∂tη(t, x) = ∂x(
κeff
κeff + σeff
) (−I(t) + σeff∂xη(t, x))
+
κeff
κeff + σeff
∂x(σeff∂xη(t, x))− ai0g
(
α
F
RT
η(t, x)
)
.
(15)
for the unknown η, where also the functions κeff and σeff depend on (t, x)
with t ∈ (0, T ) and x ∈ (0, L). For the corresponding initial-boundary value
problem we use the initial value
η(0, x) = 0, x ∈ (0, L) (16)
and the Neumann type boundary conditions:
∂xη(t, 0) = −
1
κeff(t, 0)
I(t), t ∈ (0, tmax)
∂xη(t, L) =
1
σeff(t, L)
I(t), t ∈ (0, tmax).
(17)
Remark: The derivation for the homogeneous conductivity parameters
results after some rescaling of the variables in the explicit governing equation
∂τ η˜(τ, x) = ∂XX η˜(τ, x)− ν
2g(η(τ, x))
for η˜(τ,X) = αF
RT
η(pτ, LX), see [4] for the details. This coincides with (15)
if we take homogeneous conductivity parameters and accordingly, omit the
first term.
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3.1 Potential loss at the cathode
Based on (13), we can express φ2 as
∂xφ2(t, x) =
1
κeff(t, x) + σeff(t, x)
(I(t)− σeff(t, x)∂xη(t, x)), (18)
and consequently, by the assumption φ2(t, 0) = 0 (see the explanation after
(4)) we have
φ2(t, x) =
∫ x
0
(
−
σeff(t, s)
κeff(t, s) + σeff(t, s)
∂sη(t, s) +
1
κeff(t, s) + σeff(t, s)
I(t)
)
ds.
(19)
Therefore, according to (5) we can give the potential loss V ∗ at the anode as
V ∗(t) = η(t, L) + φ2(t, L)
= η(t, L) +
∫ L
0
−
σeff(t, s)
κeff(t, s) + σeff(t, s)
∂sη(t, s) +
1
κeff(t, s) + σeff(t, s)
I(t) ds.
(20)
This completes the computation of the right hand side of (1), and the desired
quantity Ecell(t) can be given.
4 Numerical solution
We discuss in detail the numerical solution of the terms in (1). The most
involved step is the computation of the overpotential η.
4.1 Numerical solution for ηa
To solve (2) numerically, we apply the well-known Newton-Raphson method.
The approximation of ηa(t) is the root of the function fh which is defined by
ft(s) = i
a
0(t)
[
exp
(
αaaF
RT
s
)
− exp
(
−
αacF
RT
s
)]
− I(t). (21)
with the derivative
f ′t(s) =
ia0(t)F
RT
[
αaaexp
(
αaaF
RT
s
)
+ αacexp
(
−
αacF
RT
s
)]
≥ 0. (22)
Let ηaj (t) denote the j
th iteration for ηa initiated from s = ηa0 . To obtain an
initial guess, one can observe (using also the demand that ηa is positive) that
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the second term on the right hand side of (2) is near to zero. Omitting this
term, one can easily express ηa0 as
ηa0 =
αaaF
RT
ln
(
I(t)
ia0
)
. (23)
In each iteration step j = 0, 1, . . . we define ηaj+1 with:
ηaj+1 = η
a
j −
f(ηaj )
f ′(ηaj )
. (24)
4.2 Numerical solution for η
For the numerical solution of (15) we rewrite it by introducing the the func-
tion S and the constant K with
S(t, x) =
κeff(t, x)
κeff(t, x) + σeff(t, x)
and K =
RT
αF
.
With these, one can rewrite (15) as
∂tη(t, x) = ∂x(S(t, x))
1
aCdl(x)
(
−
I(t)
K
+ σeff∂xη(t, x)
)
+
S(t, x)
aCdl(x)
∂x(σeff∂xη(t, x))−
i0
Cdl(x)K
g (η(t, x)) .
(25)
We solve the corresponding initial-boundary value problem applying an
implicit-explicit Euler method. The method is explicit in the source term
such that iterations for solving nonlinear problems can be avoided. At the
same time, the spatial derivative on the right hand side of (25) is approx-
imated using an implicit scheme, which maintains the stability of the time
stepping. This approach provides a good balance between accuracy and rel-
atively low computational costs.
4.2.1 The finite difference scheme
For the discretization of the interval (0, L) we use an equidistant grid of size
h = L
N
and the time step is denoted with ∆t. We use the notation ηnj for
the approximation of η(n∆t, jh). The same convention is used for the other
functions: the upper index n and the lower index j yields the approximation
at time n∆t and at the spatial coordinate jh, respectively. In concrete terms,
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we use the following scheme to discretize (25):
ηnj − η
n−1
j
∆t
=
1
ajCdlj
Snj − S
n
j−1
h
(
−In
1
K
+ σneffj
ηnj − η
n
j−1
h
)
+
Snj
ajCdlj

σneffj+12
[
ηnj+1−η
n
j
h
]
− σneff
j− 1
2
[
ηnj −η
n
j−1
h
]
h

− i0j
CdljK
g
(
ηn−1j
)
,
(26)
where we have used the notation
σneff
j+1
2
=
σeffnj + σeffnj+1
2
. (27)
Based on the first order approximations
hIn
κeff0K
= ηn0 − η
n
1 (28)
and
hIn
σeffNK
= ηnN − η
n
N−1 (29)
for n = 1, 2, . . . , the discretization of the problem in (15)-(17) becomes the
following system of algebraic equations:
(Bn +Dn)ηn = f(ηn−1), (30)
where
f(ηn−1) =


hIn
κn
eff0
K
...
ηn−1j +
∆t
Cdl jK
(
−In(Snj − S
n
j−1)
ajh
− i0jg(η
n−1
j )
)
...
hIn
σn
effN
K


(31)
Bn =


1 −1 0 . . . . . . . . . 0
...
. . .
. . .
. . .
. . .
. . .
...
0 . . . −σneff
j− 1
2
bj 1 + s
n
j bj −σ
n
eff
j+1
2
bj . . . 0
...
. . .
. . .
. . .
. . .
. . .
...
0 . . . . . . . . . 0 −1 1

 (32)
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snj = σ
n
eff
j− 1
2
+ σneff
j+1
2
(33)
bnj =
∆tSnj
ajCdl jh2
(34)
Dn =


0 0 0 . . . . . . . . . 0
dn2 −d
n
2 0 . . . . . . . . . 0
0 dn3 −d
n
3 . . . . . . . . . 0
...
. . .
. . .
. . .
. . .
. . .
...
...
. . .
. . .
. . . dnN−1 −d
n
N−1 0
0 . . . . . . . . . 0 0 0


(35)
dnj =
σneffj∆t(S
n
j − S
n
j−1)
ajCdl jh2
. (36)
4.2.2 Consistency of the scheme
In this subsection we use the assumption that the solution of (15) - (17) is
sufficiently smooth such that the forthcoming Taylor expansions are justified.
To verify the consistency of the scheme in (26), we first use the Taylor
expansion of the left hand side in t about (tn, xj), which gives
ηnj − η
n−1
j
∆t
= ∂tη(tn, xj) +
1
2
∆t∂ttη
n
j +O(∆t
2) (37)
Similarly, the Taylor expansions in x about (tn, xj) imply the identities
Snj − S
n
j−1
h
= ∂xS(tn, xj) +
1
2
h∂xxS(tn, xj) +O(h
2), (38)
and
ηnj − η
n
j−1
h
= ∂xη(tn, xj) +
1
2
h∂xxη(tn, xj) +O(h
2) (39)
such that the first member of the right-hand side of (26) becomes
1
ajCdlj
Snj − S
n
j−1
h
(
−In
1
K
+ σneffj
ηnj − η
n
j−1
h
)
=
1
ajCdl,j
(∂xS(tn, xj) +O(h))
(
−
In
K
+ σeff(tn, xj)∂xη(tn, xj) +O(h)
)
=
1
ajCdl,j
∂xS(tn, xj)
(
−
In
K
+ σeff(tn, xj)∂xη(tn, xj)
)
+O(h).
(40)
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Using Taylor expansions in x about (tn, xj) we also obtain
σneff
j+1
2
= σeff(tn, xj) +
1
2
h∂xσeff(tn, xj) +
1
4
h∂xxσeff(tn, xj) +O(h
3), (41)
σneff
j− 1
2
= σeff(tn, xj)−
1
2
h∂xσeff(tn, xj) +
1
4
h∂xxσeff(tn, xj) +O(h
3), (42)
ηnj+1 − η
n
j
h
= ∂xη(tn, xj) +
1
2
h∂xxη(tn, xj) +
1
6
h2∂xxxη(tn, xj) +O(h
3), (43)
ηnj − η
n
j−1
h
= ∂xη(tn, xj)−
1
2
h∂xxη(tn, xj) +
1
6
h2∂xxxη(tn, xj) +O(h
3), (44)
which can be used to rewrite the second term on the right hand side of (26)
as
Snj
ajCdlj

σneffj+12
[
ηnj+1−η
n
j
h
]
− σneff
j− 1
2
[
ηnj −η
n
j−1
h
]
h


=
Snj
ajCdlj
σeff(tn, xj)∂xxη(tn, xj) + ∂xσeff(tn, xj)∂xη(tn, xj) +O(h
2)
=
Snj
ajCdlj
∂x (σeff(tn, xj)∂xη(tn, xj)) +O(h
2).
(45)
In the same way, the last member of the right hand side of (26) becomes:
S(tj, xn)
aj, Cdl,j
g
(
ηn−1j
)
= g (η(tn, xj))−∆t∂tη(tn, xj)g
′ (η(tn, xj)) +O(∆t
2)
= g (η(tn, xj)) +O(∆t).
(46)
Taking the sum of (40), (45) and (46) we obtain the following expansion for
the right hand side of (26):
1
ajCdl,j
∂xS(tn, xj)
(
−
In
K
+ σeff(tn, xj)∂xη(tn, xj)
)
+
S(tn, xj)
ajCdlj
∂x (σeff(tn, xj)∂xη(tn, xj))
+
S(tj , xn)
aj , Cdl,j
g (η(tn, xj)) +O(h) +O(h
2) +O(∆t),
(47)
which compared with the expansion (39) shows that the approximation error
of the scheme in (26) is of order O(∆t + h). This proves the consistency of
the scheme (26).
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4.2.3 Richardson extrapolation
To highlight the princliple behind this procedure, we consider two approxi-
mations y∆t(tn) and y∆t
2
(tn) of the function y : R → R
n at tn, which have
been obtained using the same convergent numerical method of order p start-
ing from the initial value y(tn − ∆t) in one time step ∆t and in two time
steps ∆t
2
, respectively. If the corresponding numerical method delivers an
approximation of order p then we have
y(tn) = y∆t(tn) + (∆t)
p
· k +O((∆t)p+1) (48)
and similarly,
y(tn) = y∆t(tn) +
(
∆t
2
)p
· k +O((∆t)p+1). (49)
Comparing (48) and (49) we have
y(tn) =
2py∆t
2
(tn)− y∆t(tn)
2p − 1
+O((∆t)p+1)
such that we can increase the order of the approximation to be p+1 by using
y˜(tn) =
2py∆t
2
(tn)− y∆t(tn)
2p − 1
. (50)
This process is applied in each time step during the solution of (31) with
(26).
4.3 Numerical solution for φ2
Based on (19) we apply the existing approximations ηnj in 4.2.1 and numerical
integration on the interval (0, jh) for j = 1, 2, . . . , N and n = 0, 1, 2, ... to
obtain the approximation
φ2(tj , xn) ≈ φ
n
2j
= φ n20 + r
n
j − p
n
j , n = 1, 2, . . . . (51)
Here pnj corresponds to the first term in (19), i.e.
pnj =
j∑
i=1
(ηni − η
n
i−1) ·
1
2
(
zni + z
n
i−1
)
≈
∫ x
0
−
σeff(tj, s)
κeff(tj , s) + σeff(tj, s)
∂sη(tj , s) ds,
where
zni =
σneffi
σn
effi
+ κn
effi
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and similarly, rnj delivers an approximation of the second term in (19) as
rnj =
1
2
j∑
i=2
h(Zni + Z
n
i−1)I
n(tj) ≈
1
κeff(tj , s) + σeff(tj , s)
I(tj) ds,
where
Zni =
1
σn
effi
+ κn
effi
.
5 Numerical experiments
First we have tested the accuracy of the numerical method in Section 4
on a non-trivial model problem with spatially heterogeneous conductivity
parameters. For the simplicity, we did not incorporate time dependence, but
our analysis extends also to this case. Based on real measurements we have
these values of order κeff ≈ 0.002 and σeff ≈ 1.8 and accordingly, we define
κeff(t, x) = 0.002− 0.001x and σeff(t, x) = 1.8 + 0.001x. (52)
Consequently,
κeff + σeff = 1.802 and
κeff
σeff + σeff
(t, x) =
2− x
1802
.
If the analytic solution of the governing equation (15) is
η(t, x) =
1
4
t(1 + (x−
1.801
1.803
)2)⇔ ∂xη(t, x) =
t
2
(x−
1.801
1.803
), (53)
we can verify that the equalities
∂xη(t, 0) = −
1
κeff(t, 0)
I(t) and ∂xη(t, L) =
1
σeff(t, 1)
I(t) (54)
hold true, where I(t) = 1.801
1.803
·10−3t. These show that the boundary conditions
in (17) are satisfied. Inserting (52), (53) and (54) into (15) a straightforward
calculation gives that
Cdl(x) =
4t
a · 3604 ·
(
1 +
(
x− 1.801
1.803
)2)(−0.002x2 − 3.595x+ 5.398)
−
4i0
1 + (x− 1.801
1.803
)2
g
(
α
F
RT
·
t
4
(
1 +
(
x−
1.801
1.803
)2))
.
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Using the above function Cdl and the parameters in Table 6 the governing
equation (15) is given explicitly, which equipped with the boundary condi-
tions (54) and initial condition η(0, x) = 0 has the analytic solution in (53).
The computation has been peformed on 200 grid points over 100 time steps.
In Figure 2 one can compare this analytic solution with the result of the
numerical approximation and the computational error is depicted in Figure
3.
Figure 2: Analytic solution (53) of (15) (continuous line) and the numerical
approximation (dashed line) using the method in Section 4 at t = 1 after 100
time steps. The parameters are given in (52) and in Table 6.
In the remaining numerical simulations, we compared the variation of
the cell potential in case of homogeneous and inhomogeneous conductivity
parameters. If a stack of membranes at the cathode side is assembled, in the
layers near to the central proton exchange membranes more nafion should
be used to support the stream of protons here. At the same time, in the
layers far from the exchange membrane, less nafion is used to support water
removal and oxygen gas diffusion. Consequently, a significant difference in the
conductivities of the different regions in the cathode can arise. In the real
experiments, the solution phase conductivity κeff exhibits more variability,
therefore, we changed this parameter. In each simulation we first applied
constant solution phase conductivity, and then, according to the above real
life situation, κeff was given as a piecewise linear function: with two constant
values and a small transient phase shown in the right hand side of Figure 4.
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Figure 3: Error in the computation shown in Figure 2.
The overpotential at the cathode has been analyzed at t = 1s with a con-
stant current density I(t) = 1 A/cm2. The result in the first part shown in
the top left of Figure 4 is typical for the overpotential with homogeneous con-
ductivity parameters. This behavior is changed by applying inhomogeneous
parameter κeff. The spatial decrease of the overpotential η is stopped where
κeff is increased suddenly, and the decrease goes on when κeff is decreased,
see bottom left in Figure 5.
We investigated the variation of the cell potential Ecell using the same
conductivity parameters κeff as above in dependence of a time dependent
current density: I(t) = t A/cm2.
In case of constant κeff the decrease of the cell potential is approximately
linear after a transient time. Taking the inhomogeneous conductivity param-
eter, which are smaller in average the decrease of the cell potential becomes
faster at relatively large values of the current density. For a comparison, see
the left side in Figure 5.
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Figure 4: t=1s I(t)=1A
Figure 5: I(t)=t A/s
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6 Appendix
Symbol Description Unit
a Specific interfacial area cm−1
Cdl Double-layer capacitance F/cm
2
Ecell Cell potential V
EOC Open circuit potential V
F Faraday constant (96487) C/mol
I Total cell current density A/cm2
i0 Exchange current density at the cathode A/cm
2
ia0 Exchange current density at the anode A/cm
2
i1 Solid phase current density at the cathode A/cm
2
i2 Solution phase current density at the cathode A/cm
2
if Faradaic current density A/cm
3
jD Limiting current at the cathode A/cm
2
L Thickness of the cathode cm
R Universal gas constant (8.3144) J/molK
T Cell temperature K
V ∗ Potential loss at the cathode V
Wmem Membrane thickness cm
α Transfer coefficient in the cathode
αaa Anodic transfer coefficient at the anode
αac Cathodic transfer coefficient at the anode
η Overpotential at the cathode V
ηa Overpotential at the anode V
ν2 Dimensionless Exchange current density
φ1 Solid phase potential V
φ2 Solution phase potential V
κeff Effective solution phase conductivity S/cm
σeff Effective solid phase conductivity S/cm
σmem Membrane conductivity S/cm
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