This paper describes a numerical formulation for calculating wave propagation with high precision in a three-dimensional system. Yee's discretization scheme is used to formulate a frequency domain method that is compatible with the finite-difference time-domain (FDTD) procedure. When the S-matrix satisfies a unitarity (power flow conservation) condition, the method enables arbitrary Smatrix elements to be obtained within a numerical error of less than 10 −8 (2 × 10 −13 ) for double precision format.
I. INTRODUCTION
Numerical simulations are important for studying electromagnetic-wave propagation in optical physics [1] and for designing silicon photonics [2, 3] . One of the most successful numerical methods is the finite-difference timedomain (FDTD) method [4] . It is suitable for visualizing dynamical propagation of electromagnetic waves. Simulations should not only give us a general understanding of the propagation, but also the details of the optical scattering.
Designing chips such as silicon optical interposers [5] requires highly precise simulations including the transmittance and reflectance of the fundamental and higher order modes at each wavelength (i.e., each frequency). Small reflections may cause substantial instability [6] between devices on the optical chip, and the small losses that result may build up (e.g. see Table I in Ref. [5] ). Thus, we need a way to confirm that the numerical results are precise when the scattering properties are simulated.
Here, we should note that the precision of a numerical calculation, which is affected by both numerical method (e.g. numerical stability for the FDTD [7] ) and numerical implementation (e.g. floating-point arithmetic [8] ), is essentially different from the accuracy of numerical modeling that includes both the choice of the fundamental equation (e.g. microscopic nonlocal approach [9] is one such choice) and the discretization of the numerical procedure (e.g. numerical dispersion for the FDTD [7] ). In a scattering simulation, the error related to the accuracy is often explicit and predictable, but the error related to the precision is apt to be implicit and unforeseeable. The S-matrix approach [10] is widely used to study scattering problems [11] , and numerical S-matrices have already been applied to scattering simulations on photonic crystal slabs [12] [13] [14] and metal films [15] . Unfortunately, no For example, the u component of the magnetic field H u (l, m, n) means H u at u = l + 1/2, v = m, w = n in the figure. The electromagnetic field in (x, y, z) coordinates is related to that of the (u, v, w) coordinates in the following manner. From Eqs. (1) and (6), the u and v components of the electromagnetic field satisfỹ
with the 2LM × 2LM matrices,
and the LM × LM diagonal matrices,
The 2LM × 1 column vectors H uv and E vu in Eq. (7) are expressed as
Here,
From Eqs. (1), the w-components H w in Eqs. (2) and E w in Eqs.(3) can be expressed as
B. Wave propagation in ideal waveguides
For the bottom ideal waveguide, M HE , M EH of Eqs. (8) and h j in Eqs. (4) are
For the top ideal waveguide, they are
Since the permittivity in the ideal waveguides is real, we have
for κ = b, t. Figure 4 depicts the arrangement of the above equations. The eigenvalue equation for the optical Figure 4 : Graphic depiction of Eqs. (9)- (19) .
modes of the ideal waveguides is
for 0 ≤ j < LM . Here, u κ are eigenvectors. Appendix B show that all eigenvectors satisfy
where δ jj ′ is Kronecker's delta. The propagation constants β b and β t are given by
and 0 ≤ arg β κ (j) < π. We use an integer J κ to separate the propagating modes and evanescent modes of the above β κ : Imβ κ (j) = 0 as 0 ≤ j < J κ , and Imβ κ (j) = 0 as J κ ≤ j < LM . We build a square matrix consisting of the eigenmodes u κ of Eq. (10), a diagonal matrix θ κ from Eq. (12) consisting of the phases of the modes, and column vectors ψ
consisting of the coefficients c
κ (j) of the j-th mode in the waveguides:
. The H uv (0) and E vu (0) in the bottom ideal waveguide are defined by using Eq. (13):
The H uv (N − 1) and E vu (N − 1) in the top ideal waveguide are defined in the same manner.
C. Power flow with absorption
Let us define the discretized formulation of time averaged power flow [19] :
where " † " denotes the Hermitian conjugate. From Eqs. (12), (13) and (14) , the power flows P bz = P z (0) and P tz = P z (N − 1) for Eq. (15) are given by
where γ κ is real and positive. Equations (7), (15) , and (16) lead to the following relation between power flow and absorption:
D. Transfer matrices
We make 4LM × 1 column vectors Ψ k of the electromagnetic modes and 4LM × 4LM matrices T k , which we call transfer matrices:
Equations (7) and (14) yield the transfer matrices:
,
For T 2N −1 , we have
By using Eqs. (18) and (19), we can obtain the 2LM × 2LM matricest andr from the linear equation:
which is the same as Eq. (2.17) in our previous study [16] .
E. Stable transfer matrix method
To solve the above Eq. (20), we can establish a stable iterative procedure [16, 17] by using the 4LM ×4LM column operator P j . This procedure does not entail solving multi-slice eigenvalue problems for the region with scattering and absorption, which has advantages in both computational time and numerical precision over the other procedure [20, 21] that can be applied to optical scattering [12] [13] [14] [15] . In the following discussion, suppose we have 2LM × 2LM blocks of matrices M and N notated by
and N = N 00 N 01 .
The iterative equations for the 4LM × 4LM matrix C k and the 2LM × 4LM matrix D k can be used to findt andr:
The initial conditions are that
C k always satisfies
because of the column operator P k in Eq. (21) . P k has the following matrix representation:
, (23) and here, the actual numerical procedure uses Gaussian elimination without partial pivoting for P k11 . From Eqs. (22) and (23), we find that iterating Eq. (21) gives uŝ t = C 2N,00 andr = D 2N,00 .
We can compute the electromagnetic field in the scattering region by making 2LM × 4LM matricesÊ (n, k) for E vu andĤ (n, k) for H uv for the n-th cell. The initial conditions arê E (n, 2n + 1) =Ĥ (n, 2n) = 0 1 for 1 ≤ n ≤ N − 2. TheÊ (n, k) andĤ (n, k) are iterated using the column operator P k :
Appendices C and D give two approaches to simulating the reverse scattering process from the top ideal waveguide to the bottom ideal waveguide. We can use either of these approaches to obtaint 
If we only obtain the matrices r and t, we can reduce the matrix sizes of C k and D k : 2LM × J b blocks C k,00 and
. By using the matricesr
In so doing, we obtain a
Let us define
and 2LM × J t matrices E ′ , H ′ only for propagating wave modes. We also define a 4LM × (J b + J t ) matrix ξ n and a 4LM × 4LM matrix α n
From Eqs. (17) and (25), the S-matrix including the case of absorption media satisfies
This equation shows that the S-matrix is unitary when ImM HE (n) = ImM EH (n) = 0 for 0 ≤ n ≤ N − 1.
III. NUMERICAL RESULTS
The method described in the previous section is suitable for analyzing very small scattering coefficients. Here, we will discuss the optical properties of a sidewall grating waveguide (SGW) that is part of a phase shifter in a silicon optical modulator [22] . The grating structure is used to inject free carriers into the waveguide core, but for it to work properly, the reflections of the fundamental mode and radiation loss from the structure have to be suppressed. Figure 5 shows the SGW and its permittivity [23] distribution. The SGW is a silicon waveguide and has a SiO 2 cladding layer on which a vacuum region is set. For the numerical analysis, we set the waveguide core to 440 nm × 220 nm and the grating pitch (width) to 284 (74.5) nm. Before conducting the simulation, we have J b = J t = 125 − 96 at 1.4 − 1.6 µm, because we set four µm periodic boundary conditions along the x and y axes.
The grid parameters of x and y are the same as in Fig.  3 , whereas the grid parameters of z are dz/dw = 28.4 nm and N = 200. Figure 7 shows cross sections of the waveguide modes and radiation modes at a wavelength of 1.55 µm. The three waveguide modes in Fig. 7(a) -(c) are la- [19] . The waveguide modes are clearly localized around the silicon waveguide core. From the x-axis symmetry of the SGW, the fundamental mode E x 11 scattering through the SGW is intra-mode scattering (i.e. reflection) when the scattering only occurs between the waveguide modes. However, the scattering process between the E x 11 and radiation modes is complex. Figure 7(d)-(f) shows three of the 100 radiation modes. The optical power outside the core is dominant for each radiation mode, but remains small inside the core. Therefore, we have to consider not only the reflection within the E x 11 but also scattering between E x 11 and other modes including radiation modes. Figure 8 shows the transmittance and reflectance of the SGW when E x 11 is launched from the bottom. There is a stop band at around 1.45 µm, after which the fundamental-mode reflectance decreases with a periodic modification of increasing wavelength. The reflectance of each radiation mode also has a strong wavelength dependence. In particular, it has a low value at the point of the third mode reflectance in Fig. 8 . The total optical loss, which is caused by E x 11 reflection and radiationmode scattering, is 4.39 % (−13.6 dB) at a wavelength of 1.55 µm. Note that the loss does not have so strong a wavelength dependence. The simulation results clearly show that the sidewall grating does not cause significant losses or reflections for the silicon optical interposer [5] .
In an actual phase shifter [22] , the gratings on either side of the waveguide core are doped with donors or acceptors, and aluminum electrodes are attached to the gratings (see Fig. 9 ). Doped silicon [25, 26] Figure 8 : Optical scattering from the fundamental mode. The SGW has a stop band at 1.45 µm. This is a typical filtering property for |r00| 2 , and it is designed for a modulator with low optical loss in the range of 1531 − 1591 nm [24] . The radiation and reflection loss is about −15 dB respectively. . The electrodes' gap is 2.44 µm. The permittivity of doped silicon is taken from [25, 26] , and the permittivity of aluminum is taken from [27, 28] .
electrodes [27, 28] changes the optical index and absorption properties of the SGW. We calculated the scattering process for absorption at a wavelength of 1.55 µm. Figure 10 shows the distribution of |t j0 | 2 and |t j0 | 2 as 0 ≤ j < 103. The total optical loss is 5.59 % (−12.5 dB), and it consists of E x 11 reflection (see the case of j = 0 in Fig. 10 ), E and the E x 21 scattering are caused by an x-axis asymmetry due to the different optical indexes of the p-doped and n-doped regions [25, 26] .
IV. CONCLUSIONS
This proposed method can calculate scattering coefficients for all incident modes from the bottom waveguide and the top waveguide. To determine the precision numerically, we use the max norm S max on the left side of Eq. (26):
and the max norm U κ max on the left side of Eq. (11) for the propagation modes:
We can estimate the numerical error of the obtained scattering coefficients by performing a double precision calculation of Eqs. (27) and (28) . Figure 11 shows that numerical error of the eigenvalue calculation for ideal waveguide modes causes S max error. Using the Type I reverse propagation described in Appendix C results in an S max value of less than 10 scattering does not depend on U κ max , and it is less than 2 × 10 −13 , as shown in the inset of Fig. 11 . Therefore, our method satisfies the condition placed on the S-matrix (Eq. (27) ) and gives us detailed optical properties with high enough precision for designing silicon photonics devices [5, 22] . For typical simulations, we recommend the Type II in Appendix D, because it takes only about half of the computational effort of Type I.
We will use this method to analyze low and complex optical scattering cases. Furthermore, the discretization of the permittivity distribution on the Yee lattice is compatible with FDTD. By combining this method and FDTD, numerical analyses with an optical propagation model can be made general and detailed.
The function (A1) has several properties:
where δ (ξ) is the Dirac delta function. From Eq. (A1), we obtain an analytical formula for the integral of F (ξ, K).
The integral of F has a staircase shape. For example, we can set x (u) and y (v) by using
given ten parameters L, M , 
Therefore, we can normalize all eigenvectors as For reverse propagation in the same framework as that of forward propagation, we define a
, is defined as
for N > n ≥ 1,
, and
The reverse equation corresponding to the forward Eq. (20) is
Reverse iteration is defined as
with initial conditions,
The column operator P ′ k can be defined in the same manner as Eq. (23); that is, At the n-th cell, we can introduceÊ ′ (n, 2N − k) and H ′ (n, 2N − k). For 1 ≤ n ≤ N − 2, the initial conditions arê E ′ (n, 2N − 2n − 2) =Ĥ ′ (n, 2N − 2n − 1) = 0 1 .
The following iterations deriveÊ ′ (n, 2N ) and H ′ (n, 2N ): 
