INTRODUCTION
Data mining concerns theories, methodologies, and in particular, computer systems for knowledge extraction or mining from large amounts of data (Han, 2000) . The extensive studies on data mining have led to many theories, methodologies, efficient algorithms and tools for the discovery of different kinds of knowledge from different types of data. In spite of their differences, they share the same goal, namely, to discover the new and useful knowledge, in order to gain a better understanding of nature.
The objective of data mining is in fact the goal of scientists when carrying out scientific research, independent of their various disciplines. Data mining, combining research methods and computer technology, by its nature, should be considered as a research support system. This goaloriented view enables us to re-examine data mining in a wider context of scientific research. Such a re-examination leads the new insights into data mining and knowledge discovery.
The consequence after the immediate comparison between scientific research and data mining is that an explanation construction and evaluation task is added to the existing data mining framework. In this chapter, we elaborate the basic concerns and methods of explanation construction and evaluation. Explanation-oriented association mining is employed as a concrete example to show the whole framework.
BACKGROUND
Scientific research and data mining are much in common in terms of their goals, tasks, processes and methodologies. As a recently emerged multi-disciplinary study, data mining and knowledge discovery research can be benefited from the long established studies of scientific research and investigation (Martella et al., 1999) . By viewing data mining in a wider context of scientific research, we can obtain insights into the necessities and benefits of explanation construction. The model of explanation-oriented data mining is a recent result from such an investigation (Yao, 2003; Yao et al., 2003) .
Common Goals of Scientific Research and Data Mining
Scientific research is affected by the perceptions and the purposes of science. Martella et al. summarized the main purposes of science, namely, to describe and predict, to improve or manipulate the world around us, and to explain our world (Martella et al., 1999) . The results of the scientific research process provide a description of an event or a phenomenon. The knowledge obtained from research helps us to make predictions about what will happen in the future. Research findings are useful for us to make an improvement in the subject matter. Research findings can be used to determine the best or the most effective interventions to bring about desirable changes. Finally, scientists develop models and theories to explain why a phenomenon occurs.
Goals similar to those of scientific research have been discussed by many researchers in data mining. For example, Fayyad et al. identified two high-level goals of data mining as prediction and description (Fayyad et al., 1996) . Prediction involves the use of some variables to predict the values of some other variables, and description focuses on patterns that describe the data. Ling et al. studied the issue of manipulation and action based on the discovered knowledge (Ling et al., 2002) . Yao et al. introduced the notion of explanation-oriented data mining, which focuses on constructing models for the explanation of data mining results (Yao et al., 2003) .
Common Processes of Scientific Research and Data Mining
Research is a highly complex and subtle human activity, which is difficult to formulate formally. It seems impossible to give any formal instruction in how to do research. On the other hand, some lessons and general principles can be learnt from the experience of scientists. There are some basic principles and techniques that are commonly used in most types of scientific investigations. We adopt the model of the research process from Garziano and Raulin (2000) , and combine it with other models (Martella et al., 1999) . The basic phases and their objectives are summarized in Table 1 . It is possible to combine several phases into one, or to divide one phase into more detailed steps. The division between phases is not a clear cut. The research process does not follow a rigid sequencing of the phases. Iteration of different phrases may be necessary (Graziano & Raulin, 2000) . Many researchers have proposed and studied models of data mining processes (Fayyad, et al. 1996; Mannila, 1997; Yao et al., 2003; Zhong, et al., 2001) . The model that adds the explanation facility to the commonly used models is recently proposed by Yao et al., it is remarkably similar to the model of scientific research. The basic phases and their objectives are summarized in Table 2 . Like the research process, data mining process is also an iterative process and there is no clear cut between different phases. In fact, Zhong, et al. argued that it should be a dynamically organized process (Zhong, et al., 2001) . The whole framework is illustrated in Figure 1 . Table 2 : The model of data mining processes Data pre-processing phase: to select and clean working data. Data transformation phase: to change the working data into the required form. Pattern discovery and evaluation phase: to apply algorithms to identify knowledge embedded in data, and to evaluate the discovered knowledge. Explanation construction and evaluation phase: to construct plausible explanations for discovered knowledge, and to evaluate different explanations. Pattern presentation: to present the extracted knowledge and explanations. There is a parallel correspondence between the processes of scientific research and data mining. Their main difference lies in the subjects that perform the tasks. Research is carried out by scientists, and data mining is done by computer systems. In particular, data mining may be viewed as a study of domain-independent research methods with emphasis on data analysis. The higher and more abstract level of comparisons of, and connections between, scientific research and data mining may be further studied in levels that are more concrete. There are bi-directional benefits. The experiences and results from the studies of research methods can be applied to data mining problems; the data mining algorithms can be used to support scientific research.
MAIN THRUST OF THE CHAPTER
Explanations of data mining address several important questions. What needs to be explained? How to explain the discovered knowledge? Moreover, is an explanation correct and complete? By answering these questions, one can better understand explanation-oriented data mining. The ideas and processes of explanation construction and explanation evaluation are demonstrated by explanation-oriented association mining.
Basic Issues
Explanation-oriented data mining explains and interprets the knowledge discovered from data. Knowledge can be discovered by unsupervised learning methods. Unsupervised learning studies how systems can learn to represent, summarize, and organize the data in a way that reflects the internal structure (namely, a pattern) of the overall collection. This process does not explain the patterns, but describes them. The primary unsupervised techniques include clustering mining, belief (usually Bayesian) networks learning, and association mining. The criteria for choosing which pattern to be explained are directly related to pattern evaluation step of data mining. Explanation-oriented data mining needs the background knowledge to infer features that can possibly explain a discovered pattern. The theory of explanation can be deeply penetrated by considerations from many branches of inquiry: physics, chemistry, meteorology, human culture, logic, psychology, and the methodology of science above all. In data mining, explanation can be made at a shallow, syntactic level based on statistical information, or at a deep, semantic level based on domain knowledge. The required information and knowledge for explanation may not necessarily be inside the original dataset. One needs to collect additional information for explanation construction. It is argued that the power of explanations involves the power of insight and anticipation. One collects certain features based on the underlying hypothesis that they may provide explanations of the discovered pattern. That something is unexplainable may simply be an expression of the inability to discover an explanation of a desired sort. The process of selecting the relevant and explanatory features may be subjective, and trial-and-error. In general, the better our background knowledge is, the more accurate the inferred explanations are likely to be. Explanation-oriented data mining explains the reasons inductively, namely, drawing an inference from a set of acquired training instances, and justifying or predicting the instances one might observe in the future. Supervised learning methods can be applied for the explanation construction. The goal of supervised learning is to find a model that will correctly associate the input patterns with the classes. In real world applications, supervised learning models are extremely useful analytic techniques. The widely used supervised learning methods include decision tree learning, rule-based learning, and decision graph learning. The learned results are represented as either a tree, or a set of if-then rules. The constructed explanations give some evidence about under what conditions (within the background knowledge) the discovered pattern is most likely to happen, or how the background knowledge is related to the pattern. The role of explanation in data mining is positioned among proper description, relation and causality. Comprehensibility is the key factor in explanations. The accuracy of the constructed explanations relies on the amount of training examples. Explanation-oriented data mining performs poorly with insufficient data or poor presuppositions. Different background knowledge may infer different explanations. There is no reason to believe that only one unique explanation exists. One can use statistical measures and domain knowledge to evaluate different explanations.
A Concrete Example: Explanation-oriented Association Mining
Explanations, also expressed as conditions, can provide additional semantics to a standard association. For example, by adding time, place, and/or customer profiles as conditions, one can identify when, where, and/or to whom an association occurs.
Explanation construction
The approach of explanation-oriented data mining combines unsupervised and supervised learning methods, namely, forming a concept first, and then explaining the concept. Conceptually, this method consists of two main steps and uses two data tables. One table is used to learn a pattern. The other table, an explanation profile constructed with respect to an interesting pattern, is used to search for explanations of the pattern. In the first step, an unsupervised learning algorithm, like the Apriori algorithm (Agrawal, 1993) , can be applied to discover frequent associations. To discover other types of associations, different algorithms can be applied. In the second step, an explanation profile is constructed. Objects in the profile are labelled as positive instance if they satisfy the desired pattern, and negative instances, otherwise. Conditions that explain the pattern are searched by using a supervised learning algorithm. A classical supervised learning algorithm such as ID3 (Quinlan, 1983) , C4.5 (Quinlan, 1993) , or PRISM (Cendrowska, 1987) , may be used to construct explanations.
The Apriori-ID3 algorithm, which can be regarded as an example of explanation-oriented association mining method, is described in Table 3 . 
d. Evaluate the constructed explanation(s).

Explanation evaluation
Once explanations are generated, it is necessary to evaluate them. For explanationoriented association mining, we want to compare a conditional association (explained association) with its unconditional counterpart, as well as to compare different conditions.
Let T be a transaction table, and E be an explanation profile table associated with T.
Suppose that for a desired pattern φ generated by an unsupervised learning algorithm from T, there is a set K of conditions (explanations) discovered by a supervised learning algorithm from E, and is one explanation. Two points are noted: first, the set K of explanations can be different according to various explanation profile tables, or various supervised learning K λ ∈ Encyclopedia of Data Warehousing and Mining, 1st edition, Wang, J. (Ed.), 492-297, Idea Group Inc., 2005. algorithms. Second, not all explanations in K are equally interesting. Different conditions may have different degrees of interestingness.
Suppose is a quantitative measure used to evaluate plausible explanations, which can be the support measure for an undirected association, the confidence or coverage measure for a one-way association, or the similarity measure for a two-way association (refer to Yao & Zhong, 1999) . A condition provides an explanation of a discovered pattern
One can further evaluate explanations quantitatively based on several measures, such as absolute difference (AD), relative difference (RD) and ratio of change (RC):
The absolute difference represents the disparity between the pattern and the pattern under the condition. For a positive value, one may say that the condition supportsφ , for a negative value, one may say that the condition rejects φ . The relative difference is the ratio of absolute difference to the value of the unconditional pattern. The ratio of change compares the actual change and the maximum potential change. Generality is the measure to quantify the size of a condition with respect to the whole data, defined by generality
When the generality of conditions is essential, a compound measure should be applied. For example, one may be interested in discovering an accurate explanation with a high ratio of change and a high generality. However, it often happens that an explanation has a high generality but a low RC value, while another explanation has a low generality but a high RC value. A trade-off between these two explanations does not necessarily exist.
A good explanation system must be able to rank the constructed explanations and to reject bad explanations. It should be realized that evaluation is a difficult process because so many different kinds of knowledge can come into play. In many cases, one must rely on domain experts to reject uninteresting explanations.
FUTURE TRENDS
Considerable research remains to be done for explanation construction and evaluation. In this chapter, rule-based explanation is constructed by inductive supervised learning algorithms. Considering the structure of explanation, case-based explanations need to be addressed too. Based on the case-based explanation, a pattern is explained if an actual prior case is presented to provide compelling support. One of the perceived benefits of case-based explanation is the rule generation effort is saved. Instead, some similarity functions need to be studied to score the distance between the description of the new pattern and an existing case, and retrieve the most similar case as an explanation.
The constructed explanations of the discovered pattern provide conclusive evidence for the new instances. In other words, the new instances can be explained and implied by the explanations. This is normally true when the explanations are sound and complete. However, sometimes, the constructed explanations cannot guarantee a certain instance is perfectly fit it.
Even worse, a new data set as a whole may show a change or a confliction with the learnt explanations. This is because the explanations may be context-dependent on certain spatial and/or temporal interval. To consolidate the explanations we have constructed, we cannot simply logically "and", "or", or ignore the new explanation, instead, a spatial-temporal reasoning model need to be introduced to show the trend and evolution of the pattern to be explained.
The explanations we introduced so far are not necessary the causal interpretation of the discovered pattern, i.e. the relationships expressed in the form of deterministic and functional equations. They can be inductive generalizations, descriptions, or deductive implications. Explanation as causality is the strongest explanation and coherence. We might think of Bayesian networks inference that unveils the internal relationship between attributes. Searching for an optimal model is difficult and NP-hard. Arrows direction is not guaranteed. Expert knowledge could be integrated in the a priori search function, such as presence of links, orders, etc.
CONCLUSION
Explanation-oriented data mining offers a new point of view. It closely relates scientific research and data mining, which have bi-directional benefits. The ideas of explanation-oriented mining may have a significant impact on the understanding of data mining and effective applications of data mining results. 
TERMS AND DEFINITIONS
Goals of scientific research: The purposes of science are to describe and predict, to improve or manipulate the world around us, and to explain our world. One goal of scientific research is to discover new and useful knowledge for the purpose of science. As a specific research field, data mining shares this common goal, and may considered as a research support system. Scientific research processes: A general model consists of the following phases: idea generation, problem definition, procedure design/planning, observation/experimentation, data analysis, results interpretation, and communication. It is possible to combine several phases, or to divide one phase into more detailed steps. The division between phases is not a clear cut. Iteration of different phrases may be necessary. Explanation-oriented data mining: A general framework includes data pre-processing, data transformation, pattern discovery and evaluation, pattern explanation and explanation evaluation, and pattern presentation. This framework is consistent with the general model of scientific research processes. Method of explanation-oriented data mining: The method consists of two main steps and uses two data tables. One table is used to learn a pattern. The other table, an explanation table, is used to explain one desired pattern. In the first step, an unsupervised learning algorithm is used to discover a pattern of interest. In the second step, by treating objects satisfying the pattern as positive instances, and treating the rest as negative instances, one can search for conditions that explain the pattern by a supervised learning algorithm. Absolute difference: A measure that represents the difference between an association and a conditional association based on a given measure. The condition provides a plausible explanation. Relative difference: A measure that represents the difference between an association and a conditional association relative to the association based on a given measure. Ratio of change: A ratio of actual change (absolute difference) to the maximum potential change. Generality: A measure that quantifies the coverage of an explanation in the whole data set.
