We give necessary and sufficient criteria for elementary operations in a two-dimensional terrain to preserve the persistent homology induced by the height function. These operations are edge flips and removals of interior vertices, re-triangulating the link of the removed vertex. This problem is motivated by topological terrain simplification, which means removing as many critical vertices of a terrain as possible while maintaining geometric closeness to the original surface. Existing methods manage to reduce the maximal possible number of critical vertices, but increase thereby the number of regular vertices. Our method can be used to post-process a simplified terrain, drastically reducing its size and preserving its favorable properties.
Introduction
A terrain is a triangulated surfaced described by a scalar function defined on a finite set of points of R 2 and visualized as a height function of some topographic dataset, representing the mountains and valleys of a landscape. Terrains are a popular data structure to represent landscapes and play a fundamental role in areas such as cartography, computer graphics and computer vision. In this work, we consider the problem of terrain simplification, also known as terrain approximation. We refer to [25, 28, 12] for extensive surveys on the topic and focus on the concepts important for our work. Generically, given a terrain T over a domain, it asks for a "simpler" triangulation T of the same domain which constitutes a "good" approximation of the original terrain T . To make this setup concrete, we must specify the meaning of "good" and "simple". For the former, a standard choice (which we also adopt throughout the paper) is to impose a maximal pointwise vertical distance between original and approximate terrain. Formally, for > 0, we want that T − T ∞ < , where T and T are interpreted as scalar functions on a common domain. Another possible choice is to impose a quality criterion on the triangular mesh of T (e.g., being a Delaunay mesh).
For defining "simplicity", a default choice is ask for a terrain with fewer vertices, but natural formulations for this optimization problem are NP-hard (see the related work section below). Topological simplification is an alternative way to define simplicity, where the goal is to reduce the number of critical vertices (minima, maxima, saddles) of the terrain. Unlike in the previous case, the optimization problem is tractable: the algorithm by Bauer, Lange and Wardetzky [9] (called BLW-algorithm from now on) produces an L ∞ -close terrain with the minimal number of critical points; Such a "topologically clean" approximation is useful in many applications: for instance, in order to identify drainage basins, it is desirable to remove spurious minima that lead to a too fine fragmentation of the terrain. However, the drawback of the BLW algorithm is that realizing the topological simplification of a terrain requires a barycentric subdivision of the original triangulation, which increases the size of the terrain by a factor of 6 and thus results in a severe performance penalty of subsequent steps.
The BLW algorithm makes use of the popular concept of persistence diagrams [18] . Such a diagram partitions the critical points into pairs (p, q) such that p and q can both be removed from the terrain using a pointwise perturbation of persistence ∆(p, q), which is the height difference of the two critical points. Bauer et al. show that it is possible to remove all critical pairs with ∆(p, q) ≤ 2 with a single -perturbation. Since critical point pairs with ∆(p, q) > 2 cannot be cancelled in this way due to the stability of persistent homology [13] , this proves the optimality.
Contributions
We investigate the following question: under what conditions does the persistence diagram of the terrain remain the same when (1) flipping an edge, or (2) removing a (regular) vertex and triangulating its link? For both cases, we propose sufficient conditions that can be checked locally (Section 3). While the edge flip condition can be checked in constant time, the vertex removal condition can be implemented with a O(d 3 ) algorithm with dynamic programming, where d is the degree of the removed vertex. Both tests can be easily combined with testing for pointwise closeness, that is, whether an edge flip/a vertex removal yields a L ∞ -close terrain with the same persistence.
Using the above test, we suggest a simple post-processing procedure for the output terrain of the BLW algorithm (Section 4): traverse the regular vertices and greedily remove vertices without changing the persistence diagram, always maintaining an L ∞ -close terrain, until no further vertex can be removed. Note that maintaining the persistence diagram implies that the number of critical points remains the same. Hence, the result of our post-processing still achieves the minimal number of critical points, but is smaller in size.
We experimentally evaluate our method (Section 5). For instance, on a terrain with 100K vertices, the BLW algorithm yields a topologically clean terrain with about 600K vertices. Our post-processing yields a topologically equivalent terrain that only consists of 11K vertices. Hence, our method addresses the major drawback of the BLW algorithm of returning a too large terrain.
The above example can be computed in about 2 minutes on a workstation. Achieving this running time requires several algorithmic ideas. One of them is a heuristic improvement of the BLW algorithm to avoid computing the entire barycentric subdivision. Our implementation is based on Cgal's arrangement package [29] and uses exact number types for numerical computations.
Motivation and further related work Bajaj and Schikore [6] outline a reduction method that is similar to ours: they propose to remove vertices from the terrain and re-triangulate, such that the resulting terrain is L ∞ -close and all vertices retain their "criticality type" (i.e., being regular, a minimum, saddle or maximum). We show that preserving the persistence diagram is equivalent to this condition. While they outline a method for checking whether a re-triangulation meets their conditions, they do not describe how to find such a triangulation efficiently, and they do not report on experimental results.
Our approach is motivated by the area of hierarchical models of terrains, where one aims for a multi-resolution representation of a terrain that should reflect the essential properties of the terrain also on low resolutions. To create such representation, it is useful to act on geometric and topological properties of the terrain separately. Several algorithms for modifying the topology while maintaining the triangulation of the terrain have been proposed [10, 30, 23, 22, 14, 21] ; our approach can be seen as acting in the other direction, maintaining topology and simplifying the triangulation. Formerly proposed methods described in [26, 16] aim for a similar goal, but they focus on the restricted case of edge contractions and on how such operators affect discrete Morse gradient vector fields.
The BLW algorithm is an improvement over previous simplification algorithms by Attali et al. [5] and Edelsbrunner et al. [20] which are not guaranteed to remove all critical points of persistence ≤ 2 . As with the BLW algorithm, these algorithms require a barycentric subdivision, so our method can be combined with these algorithms as well.
Our work investigates the practical aspects of terrain reduction and does not discuss the optimality of our (greedy) removal strategy. Without topological constraint, the problem is already difficult; precisely, the problem of finding the smallest terrain that is L ∞ -close to an input terrain is NP-hard [4] but approximation algorithms [3] and many heuristic approaches with weak or no guarantees on the size of the approximation (e.g., [17] ) exist.
Background notions
Triangulated terrains A terrain T is a triangulation of a compact polygonal region in R 2 , possibly with internal vertices, endowed with an injective scalar function t : P → R called height function defined on its set of vertices P ; the injectivity of t is assumed for simplicity. Using barycentric coordinates, we can piecewise-linearly extend the height function t to the entire domain of T . Based on that, a terrain T is always associated with a triangulated surface in R 3 obtained as the graph of such an extended height function (see Figure 1 for an example). Whenever this will not cause any ambiguity, we will make no distinction between considering a terrain T as a triangulation in R 2 endowed with a height function t or as the corresponding surface. Given two terrains T and T defined on the same polygonal region D, we define T − T ∞ := max p∈D |t(p) − t (p)|. A vertex v is called interior if it is not on the boundary of the triangulated domain. For an interior vertex v, the link Lk(v) of v consists of all the vertices adjacent to v as well as all the edges e = ab of T such that abv is a triangle in T . The lower link Lk − (v) of a vertex v of T is the collection of vertices u and edges e = ab in Lk(v) such that t(u) ≤ t(v) and max{t(a), t(b)} ≤ t(v), respectively. Analogously, the upper link Lk + (v) is the collection of vertices and edges in Lk(v) satisfying the above equations in which ≤ is replaced with ≥. Let us call an interior vertex v ∈ T regular if both Lk − (v) and Lk + (v) are non-empty and connected. Otherwise, v will be called critical. As an example, in Figure 1 (a), vertex 10 is regular and vertices 17 and 24 are critical.
Persistent homology of a terrain Given a value α ∈ R, we write L α for all points in the domain whose height is at most α. Then L α ⊆ L β , and we call (L α ) α∈R the piecewise-linear (PL) filtration of the terrain. The sublevel sets of the PL filtration (in blue) and of the simplex-wise filtration (in red) of a terrain T obtained for values α1 (a) and α2 (b). Independently from the chosen filtration, persistent homology records that the number of connected components of the blue (or red) domain decreases by one passing from α1 to α2.
Persistent homology [19, 27, 18] enables us to study the topological changes occurring during a filtration. In our concrete case, persistence tracks the evolution of connected components and holes in the terrain while the height function is increasing (see Figure  2 ). It can be proven that, modulo a suitable handling of the boundary vertices, there is a one-to-one correspondence between the critical points of T and the homological changes in its filtration [9] . The information gathered by persistent homology is summarized in a combinatorial structure called the persistence diagram (or equivalently, the barcode).
It will be convenient to work with a different filtration in our setting. For each point p of a terrain T , we define σ p as the lowest-dimensional cell (vertex, edge, triangle) that contains p. Assuming that σ p is spanned by boundary vertices v 1 , . . . , v i with i ∈ {1, 2, 3}, we set s p := max{v 1 , . . . , v i }, and S α := {p | s p ≤ α}, and call (S α ) α∈R the simplex-wise filtration of the terrain. Note that s p is not continuous in p, so the sets S α change discontinuously at vertex values. Nevertheless, we still have that S α ⊆ S β , so the persistent homology of the simplex-wise filtration is well-defined. See Figure 2 for an illustration.
It is well-known (e.g., [9] ) that the PL filtration and the simplex-wise filtration yield identical persistence diagrams. This follows from the fact that for every α, S α ⊆ L α and moreover, there is a deformation retraction [24] from L α to S α . This implies that the inclusion map induces an isomorphism of homology groups. We will use the same condition for the equality of persistence diagram several times in this text.
3
Persistence-preserving operations on terrains Persistence-preserving edge flip Given a terrain T and an interior edge e = ab, let abc and abd be the two triangles incident to ab such that the quadrilateral acbd is convex. In that case, we call an edge flip the operation of removing ab and its two adjacent triangles from the terrain and replacing them with the edge cd and the triangles acd and bcd, resulting in a new terrain T (with coincides with T outside the quadrilateral acbd).
For two vertices x, y of T , we define I xy := [min{t(x), t(y)}, max{t(x), t(y)}]. We call the edge ab topologically flippable if I ab ∩ I cd = ∅. See Figure 3 for an example. Proof. We can, without loss of generality, assume that the height values of a, b, c, d in T are {1, 2, 3, 4} and that the height of a is equal to 1. Then, there only exist three combinatorial configurations for the quadrilateral acbd, which are depicted in the leftmost column of rows 1, 3, and 5 of Figure 3 . The edge ab is the vertical edge in each picture. Rows 2, 4, and 6 show the corresponding flipped situation.
Using the fact that the persistence diagram of a terrain is determined by its simplex-wise filtration, it is enough to compare the simplex-wise filtrations at the critical values 1, 2, 3, and 4. The right-hand columns of Figure 3 show the sublevel sets of the filtrations at these values inside the quadrilateral acbd (outside the quadrilateral, both terrains coincide).
Comparing row 1 and 2, we observe that the filtration of T includes in the filtration of T for each critical value (even though that inclusion does not respect the simplicial structure in the rightmost column). We observe that the inclusions from T into T is a deformation retract at value 3, and trivially also at any other position because the filtrations are equal everywhere else. It follows that the two filtrations have the same persistence diagram. The same argument can be applied to row 3 and 4, switching the roles of T and T . This proves the if-part of the statement.
Comparing rows 5 and 6, we observe for critical value 2, the sublevel sets of T and T differ by exactly one edge. By the Euler-Poincaré formula [18] , the homology groups of the two sublevel sets differ, which implies that the persistence diagrams are not equal. This proves the "only if" part.
The proof also reveals that if an edge is not topologically flippable, the two persistence diagrams differ by at most the distance of I ab and I cd in bottleneck distance (see [18] for the definition). This might be of interest in variants of simplification where a small change of persistence is acceptable.
Persistence-preserving vertex removal Given a terrain T and an interior vertex v of T with exactly d incident edges, the vertex removal of v is the operator which removes v from T together with its d incident edges and triangles, and triangulates the link of v using a set of d − 3 diagonals, resulting in the terrain T . See Figure 4 for an illustration. Again, we are interested in circumstances under which the persistence diagrams of T and T coincide. A necessary condition is that v is regular, as one can readily check. If the link of v is a triangle, it is also sufficient:
Let v be a regular vertex of T with three incident edges. Then, the vertex removal of v yields a terrain T with the same persistence diagram as T . Proof. Note that because the link of v is a triangle, no diagonals are necessary for the re-triangulation. Denoting the three adjacent vertices of v as a, b, and c, we can assume that v, a, b, c have heights {1, 2, 3, 4} and since v is regular, its height is either 2 or 3. Figure 5 depicts both possible situations. In both cases, it can be observed, as in the proof of Proposition 1, that the persistence diagrams are the same.
For arbitrary vertex removals, we have generally several choices for triangulating the link. To characterize which triangulations are persistence-preserving, we use the following concept.
Definition 3. Let v be a vertex of T with two adjacent vertices a, b such that t(a) < t(b).
We call the edge ab persistence-aware if one of the following conditions holds:
t(a) < t(v) < t(b) t(b) < t(v), and there is a path on the link of v from a to b with maximal height t(b) t(v) < t(a), and there is a path on the link of v from a to b with minimal height t(a)
An example is depicted in Figure 6 . The proof idea is illustrated in Figure 7 . We point out that the converse is also true, and the condition is also equivalent to the statement that all vertices in the link maintain their criticality status. See Appendix A for the proofs of these statements.
Proof. Without loss of generality, we assume that t(v) = 0. We prove the statement by induction on d. Note that d ≥ 3 because v is not on the boundary. The case d = 3 follows from Proposition 2. For d > 3, we write L for the triangulation of the link of v using the d − 3 persistence-aware diagonals. An ear in a triangulation of a polygon is a triangle acb where both ac and bc are polygon edges, and only ab is a diagonal. It is a well-known fact [15] that every triangulation of a polygon with d ≥ 4 vertices has at least two ears. The link of a vertex with height 0 is displayed. We identify the vertices in the link with their height. The edge (−5)1 is persistence-aware because one height is positive and one negative (first case of Definition 3). The edge 14 is also persistence-aware because on the path 1 → 5 → 2 → 4, 1 has minimal height (second case of Definition 3). The edge 23 is not persistence-aware because 2 is not minimal on either path from 2 to 3. We call an ear acb irregular if t(a) and t(b) have the same sign and t(c) has the opposite sign, and regular otherwise. Note the the presence of an irregular ear implies that either the lower or the upper link of v consists of the vertex c only (because v is regular). Consequently, L can have at most one irregular ear, and hence, must have at least one regular ear. Now, let acb denote a regular ear of L. The idea is to flip the edge cv of T to obtain the edge ab, which results in v losing one vertex in its link, and to use induction. Let us first make the simplifying assumption that v is outside of the triangle acb, hence acbv form a convex quadrilateral. We argue that I ab ∩ I cv = ∅, which implies that flipping cv does not change the persistence diagram by Proposition 1: if the signs of t(a) and t(b) differ, this is clear because t(v) = 0. If the signs of t(a) and t(b) are the same, the sign of t(c) is the same, because the ear is regular. We assume that all signs are positive; the negative case is analogous. Because the edge ab is persistence-aware, there is a path on the link where all height values are at least min{t(a), t(b)}. The path from a to b that does not pass through c passes through the lower link of v and hence contains at least one vertex with negative height. So, the only path that can have the property asserted by persistence-awareness is
Let T denote the terrain obtained from T by flipping cv. As we just argued, T and T have the same persistence diagram. In T , v has degree d − 1. Moreover, the d − 4 remaining diagonals (apart from ab) triangulate the link of v in T , and it can be readily checked that they are all persistence-aware, because they were persistence-aware in T . Hence, by induction, we can re-triangulate the link with changing the persistence diagram, and the claim follows.
It remains to deal with the case that v is inside the (regular) ear. In this situation, the idea is to just relocate v to be outside of the ear. Indeed, the position of v has no effect on the persistence diagram, as long as the combinatorial triangulation and the height values of vertices do not change. Still, this approach has the technical problem that the relocated v might not see all boundary vertices anymore (see Figure 8 ). This issue is resolved by not insisting that the edges of a terrain are straight lines. By defining the (simplex-wise) filtration of such "topological terrains" in the natural way, we see that the persistence diagram does not change when relocating v and "bending" edges. We omit further details. 
Algorithm
Reduction method We give an algorithm for the following problem: given > 0, a base terrain B and a terrain T with B − T ∞ ≤ , compute a terrain S with fewer vertices than T , such that B − S ∞ ≤ and T and S have the same persistence diagram. Note that B = T is allowed, in which case one obtains a L ∞ -close approximation of T with the same topological information. In our application, however, B will be the input terrain, and T will be the result of the BLW algorithm, arising from a subdivision of B. The algorithm idea is to start with S ← T and incrementally removing vertices from S, maintaining the condition on the L ∞ -distance and the persistence diagram as specified above. For that, we proceed as follows: we maintain a set of candidate vertices (initially set to all vertices of T ). While this set is non-empty, we chose a candidate vertex v uniformly at random, remove it from the candidate set and check whether it can be removed and its link can be triangulated maintaining the condition. If yes, we remove v from S and add the edges of the link triangulation. We re-insert the vertices of the link to the candidate set, if not already contained, and start over. This finishes the description of the algorithm.
Testing edges and triangles The major primitive of the above algorithm is to find a triangulation of the link of a vertex that maintains the algorithm's condition (or to output that there is none). We call a vertex removable if such a triangulation exists. To characterize removable vertices, we need the following definitions. let s denote the height function of S and b the height function of B. For two vertices u, v of S (not necessarily connected via an edge), we call the line segment uv L ∞ -aware if for any point x = λu + (1 − λ)v on the line segment uv, we have that |(λs(u)
In other words, if uv was an edge of the terrain S, the L ∞ -distance of S and B is at most along the edge. Similarly, for three vertices u, v, w of S, we call the triangle uvw L ∞ -aware if for any point
Lemma 5.
A vertex v is removable if there is a triangulation of its link such that all diagonals of the triangulation are persistence-aware and L ∞ -aware, and all triangles of the triangulation are L ∞ -aware.
Proof. Let S 1 denote the terrain before the removal of v, and S 2 the terrain when removing v and inserting the triangulation. Since both diagonals and triangles of the link triangulation are L ∞ -aware, S 2 is -close to B in the area enclosed by the link, and hence on the entire domain, because it coincides with S 1 everywhere else. The persistence diagrams of S 1 and S 2 are equal by Theorem 4 because all diagonals are persistence-aware.
Note that checking whether a diagonal is persistence-aware can be done by simply traversing the link once, yielding a O(d) primitive with d the size of the link. The L ∞awareness tests are based on the following results, which reduces the locations where the height difference is maximized to a finite set. Lemma 6. The L ∞ -distance of S to B along an edge uv is maximized at u, at v, at a crossing of uv with an edge of B, or at an intersection of uv with a vertex of B.
The L ∞ -distance of S to B in a triangle uvw is maximized at a boundary edge or vertex of uvw, or at a vertex of B inside the triangle.
We refer to Figure 9 for an illustration and to Appendix B for the (simple) proof. Hence, for checking L ∞ -awareness of edges, it suffices to compute the zone of uv in B (i.e., the set of vertices, edges, and faces of B traversed by uv) and check the height difference at at most one point per element in the zone. The running time is dominated by computing the zone of uv.
For checking the L ∞ -awareness of triangles, it suffices to compute the L ∞ -awareness of its boundary edges and to additionally check the height difference for all vertices of B within uvw. We obtain these vertices by a triangular range query in B, and the running time is dominated by the complexity of this range query.
Finding a triangulation
The above primitives to check persistence-and L ∞ -awareness allow us to investigate a fixed triangulation. However, the naive application of Lemma 5 by just trying all triangulations is prohibitive because of the exponential number of possible triangulations of the link. We describe a simple dynamic programming approach:
Let P denote the link polygon and let its vertices be denoted by 1, . . . , d in counterclockwise order. Let 1 ≤ i < i + 1 < j ≤ d, and define P [i, j] as the subpolygon spanned by vertices i, i + 1, . . . , j. The idea is that any triangulation of P [i, j] has one triangle ikj incident to the edge ij, where i < k < j. To determine whether P [i, j] has a valid triangulation with triangle ikj, it suffices to check whether the edges ik and kj are persistence-and L ∞ -aware, whether the triangle ikj is L ∞ -aware, and whether the subpolygons P [i, k] and P [k, j] admit Figure 9 The maximal difference between the terrain B (in red) and the triangle uvw of S (blue) is attained at one of the marked points (in black). For each boundary edge, the maximum is attained at one of the marked points along this edge. The zone of the edge uv is also marked (darkly shaded). a valid triangulation (if k = i + 1 or j = k + 1, the corresponding test can be skipped). We simply iterate through all k = i + 1, . . . , j − 1 until a valid triangulation is found or all values of k have been tested. Applying this procedure to P = P [1, d] yields an algorithm to check whether a vertex is removable (and computes a valid triangulation in the positive case).
The above procedure operates on subpolygons of the form P [i, j] with 1 ≤ i < j ≤ d and we can thus store all intermediate answers using quadratic space. We also store the persistence-and the L ∞ -awareness of every edge when computed, using quadratic space as well. Hence, the procedure requires a total of O(d 2 ) such awareness tests on edges, and O(d 3 ) L ∞ -awareness tests on triangles in the worst case. 1
Mesh improvement
With similar ideas, we can also describe a greedy procedure to improve the quality of the triangulation of a terrain, without sacrificing its geometric and topological properties. The input are two terrains B and T , and the output is a terrain S, with the same relations as in the reduction phase, with the difference that S has the same number of vertices as T .
The idea is reminiscent of the well-known edge-flipping algorithm for turning an arbitrary triangulation into a Delaunay triangulation just by greedily flipping edges to increase the minimal angle locally [15] : we flip the edge e to the edge e if e is persistence-and L ∞ -aware, the two incident triangles to e are L ∞ -aware, and the flip improves the minimal angle. We maintain a set of candidate edges (initially all edges of T ) and flip a candidate if the described criteria are met. We repeat until no candidate remains.
The BLW algorithm We use the topological simplification algorithm from [9] as described in detail in the PhD thesis of Bauer [8] . We also use the symmetrizing approach [9, Sec 6.2] to reduce the L ∞ perturbation per cell.
The output of the BLW algorithm is a simplex-wise function on the input triangulation B, that is, we obtain a filtration value for each vertex, edge, and face of the triangulation. In order to convert this into a terrain, we pass to the barycentric subdivision T of B, and assign to each vertex of T the filtration value of B as its height. It is known that the terrain obtained in this way has the same persistence diagram as the initial function [9, Thm 7] . However, in order to satisfy the L ∞ -constraint, we might have to place the vertex very close to one of the vertices (see Figure 10 ), which yields a poor quality mesh and numerical instability (if an imprecise number type is used). In general, such a placement might even be impossible (see also [5, Sec 4.3] ), but our solution works under the assumption that is chosen generically, meaning that 2 is not equal to the height difference of any two input vertices. We refer to Appendix B for details of our placement method. Avoiding subdivisions Since our final goal is to remove as many vertices as possible, it is beneficial to avoid subdividing edges and triangles if possible. We devise a simple heuristic for that: if the BLW algorithm assigns to an edge the same value as to one of its boundary vertices, we do not subdivide this edge. Moreover, if the BLW algorithm assigns to a triangle the same value as to one of its corner vertices and none of the three boundary edges is subdivided, the triangle is not subdivided. This procedure can create a situation that a triangle is subdivided, but only some (or none) of its boundary edges are. In that case, the vertex of the face is connected with the corner vertices and the vertices of subdivided boundary edges (see Figure 11 ). The correctness of the method comes from the observation that for each the filtration of the fully subdivided and partially subdivided terrain coincide. The whole pipeline We summarize the entire algorithmic pipeline that we use. The input is a terrain B and some > 0, such that 2 is not equal to the difference of two heights. The output is another terrain S that is -close to B in L ∞ -distance and has the smallest number of critical points possible.
Apply the BLW algorithm on (B, ) to get a terrain T with the specified properties Apply the reduction method on (B, T, ) to get a smaller terrain S with the same properties Apply the mesh improvement algorithm on (B, S, ) and return the output.
Implementation and Experiments
Implementation details We implemented the algorithm described in Section 4 using C++.
The program consists of about 3000 lines of code. Our implementation makes extensive use of the functionality provided by the Cgal library (version 4.14) 2 . For representing terrains, we decided to use Cgal's 2D arrangement package [29] instead of a triangulation data structure, because it provides more flexibility in the removal and re-triangulating procedure. Moreover, it contains the basic functionality to traverse the zone of a line segment in an arrangement, needed for checking the L ∞ -constraint for edges. For triangular range queries, we wrote our own algorithm -see Appendix B.
We point out that our geometric primitives cannot assume generic position of the vertices of the terrain. Even if this was assumed for the input B, subdividing an edge yields a triple of collinear points by design. Moreover, as mentioned above, the subdivision approach might place vertices very close to existing ones. To avoid instabilities due to these effects, our implementation uses exact number types both for the coordinates of points and the height values (provided by Cgal's Exact_predicates_exact_construction_kernel [11] ).
Examples
We demonstrate the various steps of the proposed implementation with some examples. We have considered datasets coming from two different sources: [2] provides an altitude value for each point of a regular grid representing Styria, a state of Austria; [1] contains a collection of terrain models representing the area around some lakes in Italy (see Figure 12 ). For both the classes of terrains, we have studied datasets of various sizes by considering all the provided points or a subsample of them. We focus here on a representation of Styria of 100K vertices (mentioned in the introduction), performing on it the proposed reduction strategy by choosing as L ∞ -constraint = 100. Despite the drastic reduction in size to 11K vertices, the input and the output terrains look pretty similar (see Figure 13 ).
The first step of the proposed simplification strategy consists in performing the BLW algorithm. The topological simplification performed by BLW is based on a barycentric subdivision of the input terrain. As discussed in the previous section, this step can be improved by avoiding a certain number of subdivisions. Figure 14 depicts cutouts of the input terrain, of the fully subdivided, and of the partially subdivided terrain. We observed that triangles involved in subdivisions in Figure 14 (c) tend to form paths in the mesh surface rather than being randomly spread. The last step of our algorithm improves the quality of the reduced terrain by flipping edges to increase the minimal angle. In general, only a rather small fraction of edges is flipped in this step (around 10% in the above example). Nevertheless, we can visually see local improvements, as depicted in Figure 15 . Table 1 Benchmark results for the Styria dataset. I is the size of the input (number of vertices), S is the size of the subdivision structure (the output of the BLW algorithm) using our improved subdivision strategy, C is the number of critical points of the BLW algorithm (and the output), O is the output size of our method (number of vertices), and T is the running time of our method (in seconds). For O and T, we also show that largest deviation from the average.
Performance
We ran our implementation on a workstation with 6 CPU cores with 3.5 GHz per core and 64 GB of RAM, running Ubuntu 16.04.5. Our tests do not exploit the multi-core architecture and run on a single core.
In Table 1 , we present the output size and the running time of our procedure for subsamples of the Styria dataset. The sampled points were chosen uniformly at random. For each size, we ran the algorithm 5 times and display the average of running time and the maximal deviation from the average. For all runs, we picked = 100.
First of all, we see that our method creates terrain of much smaller size compared to the output of the BLW algorithm, and even much smaller than the input terrain. Our sparser subdivision strategy generally decreases the number of points by a factor of about 4 compared to the full barycentric subdivision whose size is around six times as large as the input size. This decrease leads to a a substantial saving of running time. We also see that the output size and the number of critical points in the output terrain increase slowly compared to the input size. This is not surprising because a finer sampling of the landscape is unlikely to create persistent topological features or drastic changes in the L ∞ -distance. Moreover, we observe that the deviation from the average is small in all cases, so the algorithm is rather stable regarding its randomized removal strategy.
The running time of the algorithm splits into about 9-10% for creating the initial arrangement data structure out of the input, 9-10% for computing the BLW simplification, 78-80% for the reduction and around 2% for the final edge flips (for all problem sizes). Hence, the reduction step is the bottleneck of the computation, but its performance is less than an order of magnitude away from the other steps.
We also observe that the running time is slightly super-linear. To further investigate this, we look at the average running time for an attempted vertex removal (successful or not) at various stages of the algorithm. Figure 16 shows the average timings, averaged over around 1000 attempts. We observe three things: first, the time per attempts is almost the same at the beginning of the algorithm, independent of the input size. This shows that the reduction step is indeed a local operation and only depends mildly (i.e., logarithmically) on the size of the terrain. Second, we see that time per attempt gradually increases during the algorithm, which is explained by the increased cost of computing a zone in the arrangement when the edges get longer. Finally, we observe that the running time increases significantly towards the end of the algorithm. This is due to the fact that the algorithm has more failed attempts towards the end, and failed attempts tend to be more costly than successful ones because more triangles need to be checked. We performed more experiments, studying the effect of varying in the experiments, and using an alternative strategy for picking the next point to be removed. We report in Appendix C on the outcome.
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Conclusions and discussion
We presented a method to reduce the total size of a topologically simplified terrain, overcoming a major drawback of previous simplification methods without giving up on its guarantees. We showed experimentally that the performance is satisfying using the Cgal library. We see room for further improvements, for instance, by using better heuristics to avoid subdivisions in the BLW algorithm, by using an inexact, yet numerically robust number type, and by parallelizing our greedy removal procedure. It is quite simple to see that our removal strategy does not always yield the smallest possible terrain. While in practice, many vertices can be removed, the complexity for finding an optimal reduction (for a fixed ) is open. It would also be interesting to investigate how far our output is from an optimal solution, both for the worst case and in expectation.
Since Cgal's arrangement package is able to represent arrangements on surfaces (such as spheres and tori), it will be simple to extend our implementation to run on piecewise-linear functions on triangulated surfaces as well. We pose the question whether there are problems for which a simplification method as described will be useful. 
A Proof details for persistence-aware triangulations
We first show the converse of Theorem 4.
Theorem 7.
Let v be a regular interior vertex of T of degree d. Let T denote the terrain obtained by removing v and re-triangulating its link with d − 3 diagonals. If T and T have the same persistence diagram, all diagonals are persistence-aware.
Proof. By contraposition. Assume that an edge ab is not persistence-aware. That means, a and b are either both in the lower link or the upper link of v. Let us consider the case first that both are in the upper link. On the upper link path from a to b, there must exist a vertex c whose height value t := t(c) is smaller than the height of a and of b. We claim that T and T have different homology in the sublevel set at scale t − or at t. See Figure 17 for an illustration. In general, c is indeed not connected to any link vertex at scale t in T , just because the edge ab separates it from all vertices in the link with smaller height value. On the other hand, c is connected to v in T . Hence, at scale t, the simplex-wise filtration of T adds exactly c and the edge cv, whereas the simplex-wise filtration of T only adds c (and no edge within the link). Both filtrations might add additional edges and triangles outside of the link, but these are the same for both terrains. It follows that the filtration of T adds exactly one more cell at scale t than the simplex-wise filtration of T . It follows (by considering the Euler characteristic and the Euler-Poincaré formula) that the homology groups differ either before t or at t. This proves the statement for the upper link case. For the lower link case, let c be the vertex on the lower link path between a and b with maximal height t := t(c). Similar to the previous case, we claim that the simplex-wise filtrations of T and T add numbers of cells at height t of different parity, implying that the homology groups have to differ before or after t. See Figure 18 for an illustration.
Again, it suffices to count the number of cells added within the link, since both terrains are identical outside the link. For T , at height t, the vertex c and its two incident edges on the link are added, resulting in 3 cells in total. In T , the non-persistence-aware edge ab ensures that c is not adjacent to a link vertex with larger height. It follows that, at height t, the filtration adds all edges incident to c. Let d denote its degree. Also triangles between consecutive edges incident to c get added, because c is the maximal vertex of the triangle. This yields d − 1 triangles in total. It follows that 1 vertex, d edges, and d − 1 triangles are added, resulting in a total of 2d addition, which is an even number.
A vertex of T is a minimum if all its neighbors have larger height, or equivalently, if its upper link is a cycle. It is a maximum if its upper link is empty. It is regular if its upper link is simply-connected. It is a k-saddle with k ≥ 2 if its upper link consists of k connected components. Every vertex is either a minimum, maximum, regular points, or k-saddle, and we call its type the criticality type of the vertex. Note that we consider a 2-saddle and a 3-saddle to be of different criticality type. The following statement shows the connection of our method with the approach by Bajaj and Schikore [6] .
Theorem 8.
Let v be a regular interior vertex of T of degree d. Let T denote the terrain obtained by removing v and re-triangulating its link with d − 3 diagonals. All vertices of T (except v) have the same criticality type in T if and only if all diagonals are persistence-aware. Figures 3 and 5 that flipping a topologically flippable edge and removing a regular vertex with a triangular link does not change the criticality type of any vertex in the link. In the proof of Theorem 4, we showed that we can reduce the link of a regular vertex to a triangle with flips of topologically flippable edges. Hence, in this sequence, no vertex changes the criticality type, proving one direction of the theorem.
Proof. By inspection of
For the other direction, assume that ab is not persistence-aware. If a and b are in the upper link, let c be the vertex on the upper link path between a and b with minimal height. Let u and w denote the two neighbors of c along the link of v. In T , the link of c has a connected component in the lower link that consists only of v because the two neighbors of v on the link of c are u and w, which are both higher than c by the choice of c. In T , v is removed from the link of c, and possibly replaced by a sequence of other vertices in the link of v. However, the presence of the non-persistence-aware edge ab ensures that all vertices that become incident in T have a larger height than c. It follows that the lower link of c loses a connected component from T to T , which means that either also the upper link loses a component or the upper link becomes a cycle. In both cases, the vertex c changes its criticality type. The argument for a non-persistence-aware lower link edge is symmetric.
B Algorithmic details
Proof of Lemma 6 If the first statement was wrong, the only remaining possibilities are that a maximum occurs at a point p in a face of B, or at a point where uv overlaps with an edge of B. In both cases, both s and b along uv around p are constant or linear functions. There difference is either a linear function (which has no local maximum) or constant, in which case the same height difference is also attained at a vertex of either B or S. If the second statement was wrong, the only possibilities are that the maximum occurs at a point p on an edge of B or inside a face of it. In the former case, b is a constant or linear function along the edge, and the same is true for s. This means that the difference is either a linear function (contradicting the assumption of a maximum at p), or constant, in which case the maximum is also achieved at a vertex of B or the boundary of the triangle. The case that p is in a triangle of B work in the same way, choosing an arbitrary line through p.
Placement of subdivision vertices
We describe first the placement of a vertex of T that corresponds to an edge e = uv of B. Let t u , t v , and t e the function values returned by the BLW algorithm for the vertices and the edge. Assume, without loss of generality, that t u ≤ t v . By the filtration property, also t v ≤ t e must hold. With Lemma 6, it suffices to place the vertex of T at point p on the interior of the line segment such that f e − b(p) ≤ , where b(p) denotes the height of p in the terrain B. We try to find such a point p that is as central as possible between u and v.
Note the following problem (also addressed in [5] ): If t e − b(v) = (that is, e is pushed upwards by the full ) and b(u) < b(v) (that is, the height along the edge is not constant), we have that f e − b(p) > for every point p in the interior of uv, and a valid placement of the vertex for e is impossible. We thus assume, for simplicity, that is chosen so that no persistence pair of B has persistence exactly . In that case, there exists < such that the BLW algorithm applied on still removes all persistence points of persistence ≤ 2 , and every cell changes its function value by strictly less than . Now, we are looking for λ ∈ (0, 1) such that t e − (λt v + (1 − λ)t u ) ≤ A simple calculation yields the condition
By assumption, t e − t v < , hence the right hand side is strictly smaller than 1. We choose
and place the subdivision vertex for edge e at λ 0 v + (1 − λ 0 )u. For a triangle uvw, assume that w is the vertex with maximal height. Let m = u+v 2 be the midpoint of uv. We then compute a point p in the interior of the line segment wm (which lies in the interior of the triangle), such that the distance of t(p) and t e is at most , with the same formula as above.
Triangular range queries Given three points u, v, w, we want to report all vertices of B that are on or inside the triangle uvw. We remark that Cgal offers an algorithm for this problem in the 2D range and neighbor search package [7] which is based on Delaunay triangulations. More precisely, this algorithm computes all points in the circumcircle of uvw and checks each encountered point for being inside the triangle or not. This solution is unsatisfying for very flat triangles, where the circumcenter becomes so large that many false positives are found. In that case, the running time of the algorithm depends on the number of vertices of B, in theory and in practice. Instead, we use the following approach: initially, mark all vertices of B as unvisited. Let Q denote a queue that is initially empty. For each boundary edge, we compute its zone in the arrangement B. The zone contains all edges of B that cross the triangle boundary. For every such edge, we check its endpoints whether they are unvisited and in the triangle. If yes, we mark the vertex as visited, put in into Q and report the vertex. For all vertices of B in the zone, we proceed in exactly the same way.
Then, we pop elements from Q. For each vertex, we traverse its neighbors in B. When a neighbor is unvisited an in the triangle, we mark it as visited, add it to Q and report it. We terminate when Q is empty.
For the complexity of this approach, note that computing the zone of a line segment has an (expected) complexity of O(log n + z), where z is the size of the zone, where the logarithmic factor comes from point location for the first endpoint of the line segment in B. Denoting by Z the sum of the zones of the three triangle edges, the complexity is O(log n + Z + r), with r the number of vertices reported.
C
Additional experimental results Figure 19 The size of the output terrain (number of vertices) for the 80K input dataset, depending on . The number is averaged over 5 runs.
The effect of
The output size of our algorithm clearly depends on the chosen . In Figure 19 , we display the size in dependence on the values chosen. For very small values of , the BLW algorithm does not change the height of any vertex, edge, or triangle, meaning that our subdivision strategy keeps the input terrain. For very large values of , the BLW algorithm removes all critical vertices, and our reduction method can remove all interior vertices, only leaving the boundary vertices. For -values in between, we observe that the size is monotonously decreasing. For instance, the terrain size gets halved at around = 30.
Non-greedy vertex removal
Recall that during our removal procedure, we picked a candidate uniformly at random. We have also implemented and tested a more elaborate approach where among all candidates that can be removed, we select the one whose removal causes the smallest L ∞ -perturbation to B. While it appears natural to remove vertices first that cause small geometric distortion, it requires to initially check all vertices of T to determine the best candidate. Experimentally, that strategy leads only to marginal improvements of the final terrain with respect to size. Hence, we do not see a justification for the overhead of initialization.
