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Abstract
Let λ1,μ1 and λ2,μ2 be two pairs of rationally independent real algebraic numbers of degree 2, with
absolute values greater than 1, such that the absolute values of their conjugates are also greater than 1.
Under some additional assumptions, on the relation between λi,μi and their conjugates, we prove that for
any real numbers ξ1, ξ2, with at least one ξi = 0, the set {λn1μm1 ξ1 +λn2μm2 ξ2: n,m ∈ N} is dense modulo 1.
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1. Introduction
In 1967, in his seminal paper [6], Furstenberg proved the following
Theorem 1.1. (See Furstenberg [6].) If p,q > 1 are rationally independent integers (i.e., they
are not both integer powers of the same integer) then for every irrational ξ the set{
pnqmξ : n,m ∈ N} (1.2)
is dense modulo 1.
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that are not necessarily integers. This was done by Berend in [4]. Another interesting generaliza-
tion of Furstenberg’s result has been obtained by Kra in [11] (see the paper of Meiri [14] for an
alternate proof of a part of Kra’s result via measure theoretic methods).
Theorem 1.3. (See Kra [11].) Suppose that the pairs pi, qi ∈ N with 1 < pi < qi for i = 1, . . . , k,
k ∈ N, (pi, qi) = (pj , qj ) for i = j , and p1  p2  · · · pk, are rationally independent. Then
for distinct ξ1, . . . , ξk ∈ [0,1] with at least one ξi /∈ Q the set{
k∑
i=1
pni q
m
i ξi : n,m ∈ N
}
is dense modulo 1.
Inspired by Kra’s theorem, we stated in [17] the following conjecture, which is a generaliza-
tion of Berend’s result [4]. Let K be a real algebraic number field (i.e., a finite extension of Q).
By K∗ we denote the multiplicative group of K . For A ⊂ K, we denote by Q(A) the subfield of
K obtained by adjoining A to Q.
Conjecture 1.4. Let k ∈ N be fixed, and let λi,μi , for 1  i  k, be real algebraic numbers
with absolute values greater than 1. Assume that, for i = 1, . . . , k, the pairs λi,μi are rationally
independent, and (λi,μi) = (λj ,μj ) for i = j . Then for any real numbers ξ1, . . . , ξk with at
least one ξj /∈ Q(⋃ki=1{λi,μi}) the set{
k∑
i=1
λni μ
m
i ξi : n,m ∈ N
}
is dense modulo 1.
The aim of this paper is to prove a result which is an evidence for Conjecture 1.4. Namely,
using some topological dynamics methods in the spirit of Berend [4] and Kra [11], we prove the
following theorem.
Theorem 1.5. Let λ1,μ1 and λ2,μ2 be two distinct pairs of rationally independent real algebraic
numbers of degree 2, with absolute values greater than 1, such that the absolute values of their
conjugates, λ˜1, μ˜1, λ˜2, μ˜2, are also greater than 1. Let
μi = gi(λi), for some gi ∈ Q[x], i = 1,2.
Assume that at least one element in each pair λi,μi has all non-negative powers irrational.
Let S = {∞,p1,p2, . . . , ps}, where for k = 1, . . . , s, pk  2 are the primes appearing in the
denominators of coefficients of g1, g2 ∈ Q[x], and the minimal polynomials Pλ1,Pλ2 ∈ Q[x] of
λ1, and λ2.
Assume that there exist k, l, k′, l′ ∈ N such that
min
(
min
{|λ2|kp|μ2|lp, |λ˜2|kp|μ˜2|lp})> max(max{|λ1|kp|μ1|lp, |λ˜1|kp|μ˜1|lp}) (1.6)
p∈S p∈S
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p∈S
(
min
{|λ1|k′p′ |μ1|l′p′ , |λ˜1|k′p′ |μ˜1|l′p′})> max
p∈S
(
max
{|λ2|k′p′ |μ2|l′p′ , |λ˜2|k′p′ |μ˜2|l′p′}), (1.7)
where | · |p is the p-adic norm, whereas | · |∞ stands for the usual absolute value, and
min
{|λi |p, |μi |p, |λ˜i |p, |μ˜i |p: i = 1,2, p ∈ S}> 1. (1.8)
Then for any pair of real numbers ξ1, ξ2, with at least one ξi non-zero, the set{
λn1μ
m
1 ξ1 + λn2μm2 ξ2: n,m ∈ N
} (1.9)
is dense modulo 1.
It will follow from the proof of Theorem 1.5 that we have the following
Corollary 1.10. Let λ1,μ1 and λ2,μ2 be two distinct pairs of rationally independent real al-
gebraic numbers of degree 1 or 2, with absolute values greater than 1, such that the absolute
values of their conjugates, λ˜1, μ˜1, λ˜2, μ˜2, are also greater than 1 (for an algebraic number λ of
degree 1, i.e., for rational number, we define its conjugate λ˜ to be λ). Assume that for each i, if
λi or μi has degree 2, then at least one of them has all non-negative powers irrational. Assume
further that if λi and μi are both of degree 2 then
μi = gi(λi), for some gi ∈ Q[x].
Assume also that there exist k, l, k′, l′ ∈ N, such that (1.6), (1.7) and (1.8) hold. Moreover, sup-
pose that ξi is irrational, if λi and μi are rational.
Then the conclusion of Theorem 1.5 holds.
The above Theorem 1.5 and Corollary 1.10 extend a recent result on algebraic integers ob-
tained in [17].
A lot of examples illustrating Theorem 1.5 can be constructed if we observe that the following
conditions
• |λ2|∞ > |λ˜2|∞ > |λ1|∞ > |λ˜1|∞ > 1,
• |μ1|∞ > |μ˜1|∞ > |μ2|∞ > |μ˜2|∞ > 1,
• minp =∞|λ2|p > maxp =∞|λ1|p > 1,
• minp =∞|μ1|p > maxp =∞|μ2|p > 1,
• |λi |p = |λ˜i |p and |μi |p = |μ˜i |p, for p = ∞,
imply (1.6), (1.7) and (1.8). As an example, consider the following expression(
1710√
2
+ 1
3 · 5 · 7
)n(11 · 1710√
2
+ 11
3 · 5 · 7 +
171000
73 · 53 · 26 · 34
)m
+
(
17100
2 3
√ + 12 2
)n( 11 · 17100
2 3
√ + 112 2 + 13
)m
.3 · 2 · 5 7 · 5 3 · 2 · 5 7 · 5
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(
13√
2
+ 1
7
)n( 1110
22 · 72
)m
+
(
310
72
+ 1
2
)n( 112
2 · 7
)m√
5. (1.11)
It is easy to check that (1.6), (1.17) and (1.8) hold.
In the proof of Theorem 1.5 we use the result about the action of commutative semigroup of
endomorphisms of an a-adic solenoid, which is the analogue of Furstenberg’s Theorem 1.1 and
is due to Berend [2]. In order to find an appropriate formulation of higher-dimensional analogues
of Theorem 1.1 it is important to notice that, in terms of dynamical systems, Furstenberg’s theo-
rem says that the orbits of the semigroup generated by p and q, and acting on T = R/Z are finite
or dense. Equivalently, see [5] or [8] for details, that the only infinite closed p- and q-invariant
subset of T = R/Z is T itself. Clearly, there are many infinite closed p-invariant (respectively, q-
invariant) proper subsets of T. Hence, Furstenberg’s theorem gives a remarkable rigidity property
of the joint p- and q-action on the one-dimensional torus. A generalization of this rigidity prop-
erty to a commutative semigroup of non-singular d × d-matrices with integer coefficients acting
by endomorphisms on the d-dimensional torus Td = Rd/Zd , and to the commutative semigroups
of endomorphisms acting on other compact abelian groups was given by Berend in [1,2], respec-
tively. Recently some generalizations for non-commutative semigroups of endomorphisms acting
on Td have been obtained in [7,8,15].
The structure of the paper is as follows. In Section 2 we recall some elementary definitions and
notions concerning p-adic numbers, a-adic solenoids. Then, following Berend [1,2], we recall
the definition of an ID-semigroup of endomorphisms of a compact group and state Berend’s the-
orem, [2], which gives conditions that guarantee that a given semigroup of endomorphisms of an
a-adic solenoid Ωda is an ID-semigroup. In Section 3 we consider two commutative semigroups
Σ1 and Σ2 of endomorphisms of Ω2a and study the closed invariant sets for the corresponding
action of Σ1 ×Σ2 on the product Ω2a ×Ω2a . Finally in Section 4 we prove the main result of the
paper, Theorem 1.5, and we sketch the proof of Corollary 1.10.
2. Preliminaries
2.1. p-Adic numbers
The basic references for this section are [10,12,16]. Let p be a prime number. The p-adic
norm | · |p on the field Q is defined by |0|p = 0 and |pk nm |p = p−k for k,n,m ∈ Z and p  nm.
The p-adic field of rational numbers Qp is defined as the completion of Q with respect to the
norm | · |p . It is easy to see that the p-adic norm | · |p on Q and its extension to Qp satisfy:
(i) |x|p ∈ {pk: k ∈ Z} ∪ {0},
(ii) |xy|p = |x|p|y|p ,
(iii) |x + y|p max{|x|p, |y|p} (ultrametric triangle inequality),
for all x, y ∈ Qp .
For notational simplicity we write Q∞ = R and | · |∞ = | · | for the usual absolute value.
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a convergent, in | · |p-norm, sum (Hansel representation),
x =
∞∑
k=t
xkp
k, (2.1)
for some t ∈ Z and xk ∈ {0,1, . . . , p−1}. The fractional part of x ∈ Qp , denoted by {x}p or {x},
is 0 if the number t in the Hansel representation (2.1) is greater than or equal to 0, and equal to∑
k<0 xkp
k
, if t < 0.
The integral part [x]p (or simply [x]) of an element x ∈ Qp is ∑k0 xkpk .
The closure of Z in Qp is the compact ring Zp of p-adic integers. An element x ∈ Qp is a
p-adic integer if it has a Hansel representation (2.1) with t  0, that is, its fractional part {x} = 0.
For a positive integer a, denote by Z[1/a] the ring obtained from Z by adjoining 1/a. Thus,
any x ∈ Qp can be uniquely written as x = [x] + {x}, where [x] ∈ Zp and the fractional part
{x} ∈ Z[1/p] ∩ [0,1).
Define
τp :Qp → C :x → exp
(
2πi{x}p
)
.
It is easy to see that the map τp is a homomorphism and the additive group Qp/Zp is isomorphic
with the group μp∞ of pth power roots of unity in the complex field C (see [16]).
2.2. a-Adic solenoids and Berend’s Theorem
In this section we recall the definition and basic facts about a-adic solenoids. We follow the
presentation of [2] (see also [9]).
Consider Z[1/a] as a topological group with the discrete topology. We assume that a is
square-free, that is a = p1p2 . . . ps . The dual group Ẑ[1/a] of Z[1/a] is called the a-adic
solenoid and we denote it by Ωa (see [9]). The compact abelian group Ωa may be considered as
a quotient group of the additive group R × Qp1 × · · · × Qps by a discrete subgroup
B = {(b, s︷ ︸︸ ︷−b, . . . ,−b): b ∈ Z[1/a]}. (2.2)
That is,
Ωa = R × Qp1 × · · · × Qps /B.
In fact, let
i :Z[1/a] → R × Qp1 × · · · × Qps
be a discrete embedding of Z[1/a] into R × Qp1 × · · · × Qps , given by i(x) = (x, x, . . . , x).
Recall that Rˆ is topologically isomorphic with R. Moreover, Qˆp is topologically isomorphic with
Qp and the action of the character χx ∈ Qˆp corresponding to x ∈ Qp is χx(y) = exp(2πi{xy}),
where {·} stands for the fractional part defined in Section 2.1. (This is very similar to the case of
the action of the character from Rˆ on R.) The dual endomorphism iˆ :R×Qp1 ×· · ·×Qps → Ωa
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that ker iˆ = B (see [2] for details). Since the image of Rd by iˆ is dense in Ωda (see [9]), it follows
that Ωda is connected.
2.2.1. Continuous endomorphism of an a-adic solenoid Ωa
Now, we recall the description of the ring of continuous endomorphisms of an a-adic
solenoid Ωa , a = p1 . . . ps , and its d-fold Cartesian product Ωda . To simplify the notations we
write p0 = ∞. Thus, according to the notations introduced in Section 2.1, Qp0 = Q∞ = R.
Any c ∈ Z[1/a] gives rise to an endomorphism ϕc of ∏sj=0 Qpj defined by
ϕc(x0, x1, . . . , xs) = (cx0, cx1, . . . , cxs),
(x0, x1, . . . , xs) ∈∏sj=0 Qpj . Clearly, ϕc leaves the subgroup B , defined in (2.2), invariant. Thus,
ϕc induces an endomorphism of Ωa . Moreover, all the endomorphisms of Ωa are of this form.
Thus the ring End(Ωda ) of endomorphisms of Ωda is isomorphic to M(d,Z[1/a]), where M(d,R)
denotes the ring of d × d matrices over a ring R. The action of the matrix C ∈ M(d,Z[1/a]) on∏s
j=0 Qdpj is given by
C(x0, x1, . . . , xs) = (Cx0,Cx1, . . . ,Cxs), (2.3)
(x0, x1, . . . , xs) ∈∏sj=0 Qdpj .
If C is an endomorphism of Ωda , then the dual endomorphism Cˆ is given by the same matrix
acting from the right on Z[1/a]d .
2.2.2. ID-semigroups and Berend’s Theorem
Following [1,2], we say that the semigroup Σ of endomorphisms of a compact group G has
the ID-property if the only infinite closed Σ -invariant subset of G is G itself.1 Recall that a
subset A ⊂ G is said to be Σ -invariant if ΣA ⊂ A. Berend in [2] gave necessary and sufficient
conditions in arithmetical terms for a commutative semigroup Σ of endomorphisms of Ωda to
have the ID-property. Namely, he proved the following.
Theorem 2.4. (See Berend [2, Theorem II.1].) A commutative semigroup Σ of endomorphisms
of Ωda has the ID-property if and only if the following hold:
(i) There exists an endomorphism σ ∈ Σ such that the characteristic polynomial fσn of σn is
irreducible over Q for every positive integer n.
(ii) For every common eigenvector v of Σ there exists an endomorphism σv ∈ Σ whose eigen-
value in the direction of v has norm greater than 1.
(iii) Σ contains a pair of rationally independent endomorphisms.
We say, as we do in the case of real numbers, that two endomorphisms σ and τ are rationally
dependent if there exist integers m and n, not simultaneously equal to 0, such that σm = τn.
Otherwise, we say that σ and τ are rationally independent.
1 ID stands for infinite invariant is dense.
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By P ⊂ N we denote the set of primes. For a given positive integer q we denote by Ωda (q) the
subgroup of Ωda consisting of all elements whose order divides q .
Lemma 3.1. For every q ∈ N, the subgroup
Ωda (q)  Z[1/a]d/qZ[1/a]d 
(
Z[1/a]/qZ[1/a])d
is finite.
Proof. (See [2] Lemma II.13.) It is enough to show that Z[1/a]d/qZ[1/a]d is a finite group. Let
γ1, . . . , γr ∈ Z[1/a]d be different elements of Z[1/a]d/qZ[1/a]d . Consider for n = 0,1,2, . . .
the following subgroups Gn = Z[1/a]d ∩ 1n!Zd of Z[1/a]d . Clearly Gn is a rank d subgroup of
1
n!Z
d and so Gn  Zd . Since Gn ⊂ Gn+1 and ⋃∞n=0 Gn = Z[1/a]d , there exists k ∈ N such that
for every 1 i  r , we have γi ∈ Gk . The elements γ1, . . . , γr belong to different classes modulo
qGk . Since Zd/qZd has order qd we get r  qd . 
Lemma 3.2. Let σ be a d × d-invertible matrix with entries from the ring Z[1/a]. Let r ∈
Ω2a (q), q = qα11 qα22 . . . qαmm , qi ∈ P, αi ∈ N, be a torsion element. Assume that for 1  i  m,|detσ |qi = 1. Then there exists a k ∈ N such that
σkr ≡ r (mod Z[1/a]d).
Proof. By Lemma 3.1 we observe that the matrix σ acts naturally on the finite set (Z[1/a]/
qZ[1/a])d . Denote by σ¯ the corresponding endomorphism of the module (Z[1/a]/qZ[1/a])d
over a finite ring Z[1/a]/qZ[1/a]. Thus we have an action of the semigroup N on (Z[1/a]/
qZ[1/a])d , given by k.x = σ¯ kx, k ∈ N, x ∈ (Z[1/a]/qZ[1/a])d . Since |detσ |qi = 1, for 1 
i  m, we conclude that det σ¯ = 0, hence σ¯ ∈ GL(d,Z[1/a]/qZ[1/a]). Thus {σ¯ k: k ∈ N} is a
semigroup contained in the finite group GL(d,Z[1/a]/qZ[1/a]); it follows that {σ¯ k: k ∈ N} is
a group. Thus there exists a k such that σ¯ k = Id, and the lemma is proved. 
Let σ1, τ1 and σ2, τ2 be two pairs of rationally independent and commuting endomorphisms
of Ω2a given by non-singular matrices. We assume that for i = 1,2 the semigroups Σi = 〈σi, τi〉
generated by σi and τi satisfy the conditions of Theorem 2.4. Let Mσ =
( σ1 0
0 σ2
)
and Mτ =
( τ1 0
0 τ2
)
.
We consider the actions of Mσ and Mτ on the product Ω2a ×Ω2a . By M we denote the semigroup
of endomorphisms of Ω2a ×Ω2a generated by Mσ and Mτ . For a given subset A ⊂ Ω2a ×Ω2a and
x ∈ Ω2a , we define the following subset of Ω2a ,
Ax =
{
t ∈ Ω2a : (t, x) ∈ A
}
.
The next two lemmas generalize corresponding results from [11] (resp., [17]), where 2 × 2 di-
agonal matrices with integer entries acting on T×T (resp., block diagonal matrices with integer
entries acting on T2 × T2) were considered, to our situation of the product of two solenoids.
Lemma 3.3. Let A be a non-empty, Mσ - and Mτ -invariant closed subset of Ω2a × Ω2a . Then the
set P = {x ∈ Ω2a : Ax = ∅} is either the whole Ω2a or is a finite set of torsion elements in Ω2a .
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1 i m, and for every 1 i m, |detσ2|qi = |det τ2|qi = 1, then Ar is either empty, a finite
set of torsion elements or is the whole Ω2a .
Proof. Clearly, P is a non-empty, since A is non-empty, and closed subset of Ω2a . Moreover,
since A is Mσ - and Mτ -invariant it follows that the set P is σ2- and τ2-invariant. Hence, by our
assumption that the semigroup Σ2 generated by σ2, τ2 satisfies conditions of Theorem 2.4, we
infer that P is either a finite set of torsion elements or is the whole Ω2a .
Next, given a torsion element r ∈ Ω2a (q), such that q = qα11 qα22 . . . qαmm , qi ∈ P, αi ∈ N,
1  i  m, and for every 1  i  m, |detσ2|qi = |det τ2|qi = 1, and with a non-empty Ar ,
by Lemma 3.2, we can find k1 and k2 ∈ N such that σk12 r ≡ r (mod Z[1/a]2) and τ k22 r ≡ r
(mod Z[1/a]2). Thus we see that Ar is a non-empty, closed, σk12 - and τ k22 -invariant subset of
Ω2a . By Theorem 2.4 we get that Ar is either a finite set of torsion elements or is the whole
Ω2a . 
Denote by Tor(Ω2a × Ω2a ) the subgroup of Ω2a × Ω2a consisting of all torsion elements.
Lemma 3.4. Let A be a closed, Mσ - and Mτ -invariant subset of Ω2a × Ω2a . If all elements of
A ∩ Tor(Ω2a × Ω2a ) are isolated in A, then A is finite.
Proof. Consider A′, the set A with all torsion elements removed. If A′ is empty there is nothing
to do. If A′ is non-empty, then it is also closed and Mσ - and Mτ -invariant subset of Ω2a × Ω2a .
By Lemma 3.3 A′ must contain a torsion element. Thus we get that A is a closed set consisting
of isolated points in the compact space Ω2a × Ω2a . Hence A is finite. 
4. Proof of Theorem 1.5
Let λ > 1 be a real algebraic number of degree 2 with minimal (monic) polynomial Pλ ∈ Q[x],
Pλ(x) = x2 + c1x + c0.
We associate with λ the following companion matrix σλ of Pλ,
σλ =
(
0 1
−c0 −c1
)
. (4.1)
Remark 4.2. We can think of σλ as a matrix of multiplication by λ in the basis of the algebraic
number field Q(λ) consisting of 1 and λ, that is if x has coordinates α = (α0, α1) in the basis
consisting of 1, λ, then λx has coordinates ασλ.
Let μ = g(λ), where g ∈ Q[x] is a polynomial, and define the matrix τμ = g(σλ). Let a be
the product of all primes dividing the denominator of some entry of either σλ or σμ. Then the
matrices σλ and σμ act on Z[1/a]2 by multiplication from the right and on Ω2a = Ẑ[1/a]2 by
multiplication from the left. Denote by Σ the semigroup of endomorphisms of Ω2a generated by
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σλ(1, λ)t = λ(1, λ)t ∈ R2. Since Σ is a commutative semigroup it follows that
v = (1, λ,
2s︷ ︸︸ ︷
0, . . . ,0 )t ∈ R2 × Q2p1 × · · · × Q2ps
is a common eigenvector of Σ acting on R2 × Q2p1 × · · · × Q2ps ; recall that the action is given
by (2.3). In particular,
τμv = g(σλ)v = g(λ)v = μv and σλv = λv. (4.3)
Let λ1,μ1 > 1 and λ2,μ2 > 1 be two distinct pairs of rationally independent algebraic num-
bers of degree 2. Moreover, assume that μi = gi(λi), gi ∈ Q[x]. We assume that the absolute
values of the conjugates λ˜i , μ˜i of λi and μi are also greater than one. Now, we associate with
λi,μi the corresponding matrices σi = σλi , τi = τμi , as described above. Now let a be the prod-
uct of all primes dividing the denominator of some entry of σ1, σ2, τ1, τ2. For i = 1,2, we denote
by Σi = 〈σi, τi〉 the semigroups generated by σi and τi .
Clearly, σ1, τ1 and σ2, τ2 are rationally independent endomorphisms of Ω2a and for i = 1,2,
the characteristic polynomial either of σni or τ
n
i is irreducible over Q for every n ∈ N. Fur-
thermore, since all the | · |p-norms (p ∈ S) of λ˜i , μ˜i are greater than 1, it follows that for the
semigroups Σi , i = 1,2, condition (ii) of Theorem 2.4 is also satisfied. Thus Σ1 and Σ2 are ID-
semigroups of endomorphisms of Ω2a . Hence, if we define Mσ =
( σ1 0
0 σ2
)
and Mτ =
( τ1 0
0 τ2
)
, we
can apply results of Section 3 to the semigroup M = 〈Mσ ,Mτ 〉 of endomorphisms of Ω2a ×Ω2a .
For α = (α1, α2) ∈ Ω2a × Ω2a , let Xα be the orbit of the point α under the action of the semi-
group M generated by Mσ and Mτ , i.e.,
Xα = Mα =
{(
σn1 τ
m
1 α1, σ
n
2 τ
m
2 α2
) ∈ Ω2a × Ω2a : n,m ∈ N}. (4.4)
Let Xacα denote the set of accumulation points of Xα . Clearly, Xα and Xacα are M-invariant.
Furthermore, Xacα is closed.
Proposition 4.5. Under the assumptions of Theorem 1.5, if the point (0,0) belongs to Xacα then
one of the following holds:
(1) The point (0,0) is isolated in Xacα .
(2) The set Xacα contains the whole of Ω2a × {0} or of {0} × Ω2a .
In the proof of Proposition 4.5 we will use the following lemma. Before we state it, we need
to unify the notation. Let k be a local field (in our case k = R or Qp), equipped with a valuation
| · | (| · | = | · |∞ or | · |p , resp.), K be an algebraic closure of k. The unique extension of | · | to
the valuation on K will also be denoted by | · |.
Lemma 4.6. Let A ∈ GL(2, k). Suppose that A has two different eigenvalues η1, η2 ∈ K , such
that |η1| > |η2| > 1. Then there exists a norm ‖ · ‖ in k2 such that
(i) ‖A‖ = |η1| and ‖A−1‖ = 1|η2| ,
(ii) ‖Av‖ |η2|‖v‖ and ‖A−1v‖ 1|η1| ‖v‖.
654 R. Urban / Journal of Number Theory 128 (2008) 645–661Proof. Let T ∈ GL(2,K) be such that TAT −1 = ( η1 00 η2 ). Define ‖v‖ = ‖T v‖∞, where ‖v‖∞ =
max{|v1|, |v2|}. Then
‖A‖ = sup
‖v‖1
‖Av‖ = sup
‖T v‖∞1
‖TAv‖∞ =
∥∥TAT −1∥∥∞
= max{|η1|, |η2|}= |η1|.
Similarly, ‖A−1‖ = max{ 1|η1| , 1|η2| } = 1|η2| .
Since for any norm we have, ‖Av‖ 1‖A−1‖‖v‖, the condition (ii) follows from (i). 
Now we are ready to give
Proof of Proposition 4.5. Consider a general element m of the semigroup M = 〈Mσ ,Mτ 〉,
m = m(k, l) = MkσMlτ =
(
σk1 τ
l
1 0
0 σk2 τ
l
2
)
, for some k, l ∈ N. (4.7)
Denote the diagonal elements of the matrix m, which are 2 × 2-nonsingular matrices from
M(2,Z[1/a]), by m1 and m2. That is, m1 = σk1 τ l1 and m2 = σk2 τ l2. For p = p0,p1, . . . , ps , let
ρp,1  ρ′p,1 (ρp,2  ρ′p,2, resp.) denote the p-adic norms of the eigenvalues of the matrix m1
(m2, resp.). Since σi (τi , resp.) has eigenvalues λi, λ˜i (μi, μ˜i , resp.), we see that
ρp,i = max
{|λi |kp|μi |lp, |λ˜i |kp|μ˜i |lp}
and
ρ′p,i = min
{|λi |kp|μi |lp, |λ˜i |kp|μ˜i |lp}.
Suppose that k and l are fixed (appropriate values of k and l will be chosen later), and consider
m = (m1 00 m2 ) acting on
V1 × V2 :=
s∏
j=0
Q2pj ×
s∏
j=0
Q2pj .
For i = 1,2 we write Vi = (Vi,0,Vi,1, . . . , Vi,s), where Vi,j = Q2pj . By Q2a we denote the “cover-
ing space” of Ω2a , i.e.,
Q2a =
s∏
j=0
Q2pj .
If the spaces Q2pj , j = 0, . . . , s, are equipped with norms ‖ · ‖pj , then, for z = (z0, z1, . . . , zs) ∈
Q2a , we put
‖z‖Ω2a = max ‖zj‖pj .0js
R. Urban / Journal of Number Theory 128 (2008) 645–661 655The space Q2a becomes a metric space with the distance
dQ2a
(z,w) = ‖z − w‖Q2a .
Let
π :Q2a → Ω2a = Q2a/B
be the canonical projection, i.e., π(z) = z + B , where
B = {(b, s︷ ︸︸ ︷−b, . . . ,−b): b ∈ Z[1/a]2},
is a closed discrete subgroup of Q2a . It is easy to check that the following function,
dΩ2a
(z + B,w + B) = inf
h1,h2∈B
dQ2a
(z − h1,w − h2) = inf
h∈B ‖z − w − h‖Q2a
= inf
h∈B max0js
‖zj − wj − hj‖pj , (4.8)
defines the metric on Ω2a .
It follows from Lemma 4.6 that there exist norms ‖ · ‖pj ,i in Vi,j such that, for every y ∈ V2,j ,
‖m2y‖pj ,2  ρ′pj ,2‖y‖pj ,2, (4.9)
and for every x in V1,j we have,
‖m1x‖pj ,1  ρpj ,1‖x‖pj ,1. (4.10)
We consider the product Ω2a × Ω2a endowed with (d1Ω2a , d
2
Ω2a
), where di
Ω2a
’s are defined by (4.8)
with the use of the norms defined in (4.9) for i = 2, and (4.10) for i = 1.
By Lemma 3.3, applied to A = Xacα , we can assume that the intersection of Xacα with {0}×Ω2a
(with Ω2a × {0}, resp.) either contains finitely many torsion elements or is equal to the whole
of {0} × Ω2a (the whole of Ω2a × {0}, resp.) Assume that Xacα contains neither {0} × Ω2a nor
Ω2a × {0}. Then, by removing finitely many isolated torsion elements from the intersection of
Xacα with {0} × Ω2a and Ω2a × {0}, by applying a matrix
( q1Id 0
0 q2Id
)
to Xacα , where q1 and q2 are
appropriately chosen, we may assume that
Xacα ∩
(({0} × Ω2a )∪ (Ω2a × {0}))= ∅. (4.11)
Suppose that (0,0) is not isolated in Xacα . Thus there exists a sequence {(xn +B,yn +B)} ⊂ Xacα
tending to (0,0). By (4.11) it follows that xn +B = 0 and yn +B = 0. Without loss of generality,
choosing an appropriate representative from xn +B (yn +B , resp.), we can assume that xn = 0,
‖xn‖Q2a → 0, and yn = 0, ‖yn‖Q2a → 0. Choosing an appropriate subsequence, we can assume
that
lim
k→∞
d2
Ω2a
(yn + B,0)
d1 2(xn + B,0)
= α ∈ [0,∞) or + ∞. (4.12)
Ωa
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and (1.8) there are k, l ∈ N such that m = m(k, l) satisfies
min
p∈S ρ
′
p,2 > max
p∈S ρp,1 > 1, (4.13)
where S = {p0 = ∞,p1, . . . , ps}.
Lemma 4.14. Let m ∈ M be as above. Then there exist constants ρ > 1 and 1 > γ > 0 such that
for every y + B ∈ Ω2a satisfying d2Ω2a (y + B,0) <
γ
2 , we have
d2
Ω2a
(
m2(y + B),0
)
 ρd2
Ω2a
(y + B,0).
In particular, iterating the above inequality, it follows that m2 is expansive, i.e., there exists an
open ball U (of radius γ /2) around 0 such that for every 0 = y +B ∈ U , there exists l such that
ml2y + B /∈ U .
Proof. Let ε = infh∈B\{0} ‖h‖Q2a , γ = εmaxp∈S ρp,2 , and ρ = minp∈S ρ′p,2. Changing the represen-
tative y, if necessary, we can assume that
‖y‖Q2a < γ/2. (4.15)
By (4.9) and (4.10) we get,
d2
Ω2a
(
m2(y + B),0
)= inf
h∈B max0js
‖m2y − h‖pj ,2
= inf
h∈B max0js
∥∥m2(y − m−12 h)∥∥pj ,2
 inf
h∈B max0js
ρ′pj ,2
∥∥y − m−12 h∥∥pj ,2
 inf
h∈B max0js
(
min
p∈S ρ
′
p,2
)∥∥y − m−12 h∥∥pj ,2
= ρ inf
h∈B
∥∥y − m−12 h∥∥Q2a . (4.16)
It follows from Lemma 4.6 and (4.9) that for every 0 = h = (b,−b, . . . ,−b) ∈ B , we have
∥∥m−12 h∥∥Q2a = max0js ∥∥m−12 b∥∥pj ,2  max0js 1ρpj ,2 ‖b‖pj ,2
 1
maxp∈S ρp,2
‖h‖Q2a 
1
maxp∈S ρp,2
ε = γ. (4.17)
By (4.15) and (4.17) we get
inf
h∈B
∥∥y − m−12 h∥∥Q2a = infh∈B ‖y − h‖Q2a = ‖y‖Q2a = dΩ2a (y + B,0). (4.18)
Now (4.18) and (4.16) imply the conclusion. 
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Ω2a
(y +B,0) < γ/2}. By Lemma 4.14, for each n, there exists the smallest
number ln ∈ N such that
d2
Ω2a
(
m
ln
2 (yn + B),0
)
 ρlnd2
Ω2a
(yn + B,0) and d2Ω2a
(
m
ln
2 (yn + B),0
)
/∈ U, (4.19)
where ρ = minp∈S ρ′p,2. Since Ω2a \ U is compact, we can choose a subsequence {nk} ⊂ N such
that
lim
k→∞
(
m
lnk
2 ynk + B
)= y + B = 0, i.e., y /∈ B. (4.20)
By (4.10) we get, for every l ∈ N,
d1
Ω2a
(
ml1(xn + B),0
)= inf
h∈B max0js
∥∥ml1yn − h∥∥pj ,1
= inf
h∈B max0js
∥∥ml1(xn − m−l1 h)∥∥pj ,1
 inf
h∈B max0js
(ρpj ,1)
l
∥∥xn − m−l1 h∥∥pj ,1

(
max
p∈S ρp,1
)l
inf
h∈B
∥∥xn − m−l1 h∥∥Q2a

(
max
p∈S ρp,1
)l‖xn‖Q2a .
Since ‖xn‖Q2a → 0, we can assume that ‖xn‖Q2a < 12 infh∈B\{0} ‖h‖Q2a . Then ‖xn‖Q2a = d1Ω2a (xn +
B,0), and consequently we have
d1
Ω2a
(
ml1(xn + B),0
)

(
max
p∈S ρp,1
)l
d1
Ω2a
(xn + B,0). (4.21)
By (4.19) and (4.21) we have
d2
Ω2a
(m
lnk
2 ynk + B,0)
d1
Ω2a
(m
lnk
1 xnk + B,0)

(
minp∈S ρ′p,2
maxp∈S ρp,1
)lnk d2Ω2a (yn + B,0)
d1
Ω2a
(xn + B,0)
.
By (4.20) it follows that
0 < lim
k→∞d
2
Ω2a
(
m
lnk
2 ynk ,0
)
< +∞. (4.22)
Hence, by (4.13), and by our assumption that the limit in (4.12) is non-zero or +∞, we get
lim
k→∞
d2
Ω2a
(m
lnk
2 ynk + B,0)
d1 2(m
lnk
1 xnk + B,0)
= +∞. (4.23)
Ωa
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Ω2a
(m
lnk
1 xnk +B,0) → 0 as k → ∞. Thus we have constructed
a sequence {(mlnk1 xnk +B,m
lnk
2 ynk +B)} ⊂ Xacα such that (m
lnk
1 xnk +B,m
lnk
2 ynk +B) → (B,y+
B) ∈ {0} × Ω2a , with y + B = 0. This contradicts (4.11).
Finally, we consider the case when α = 0 in (4.12). By assumptions (1.7) and (1.8) there are
k′, l′ ∈ N such that the corresponding element m = m(k′, l′) in (4.7) satisfies
min
p∈S ρ
′
p,1 > maxρp,2 > 1. (4.24)
By Lemma 4.6, there exist norms ‖ · ‖pj ,i in Vi,j such that, for every x ∈ V1,j ,
‖m1x‖pj ,1  ρ′pj ,1‖x‖pj ,1,
and for every y in V2,j we have,
‖m2y‖pj ,2  ρpj ,2‖y‖pj ,2.
Now we consider di
Ω2a
, i = 1,2, defined by (4.8) with the use of ‖ · ‖pj ,i defined above. We have
the following analogue of Lemma 4.14, which shows the expansiveness of m1.
Lemma 4.25. Let m = m(k′, l′) ∈ M be as above. Then there exist constants ρ > 1 and 1 > γ > 0
such that for every x + B ∈ Ω2a satisfying d1Ω2a (x + B,0) <
γ
2 ,
d1
Ω2a
(
m1(x + B),0
)
 ρd1
Ω2a
(x + B,0).
Proof. We put ε = infh∈B\{0} ‖h‖Q2a , γ = εmaxp∈S ρp,1 , ρ = minp∈S ρ′p,1, and proceed as in the
proof of Lemma 4.14. 
Now we proceed analogously to the previous case exchanging the roles of xn and yn and get
d1
Ω2a
(m
lnk
1 xnk + B,0)
d2
Ω2a
(ml2ynk + B,0)

(
minp∈S ρ′p,1
maxp∈S ρp,2
)lnk d1Ω2a (xn + B,0)
d2
Ω2a
(yn + B,0)
. (4.26)
By Lemma 4.25, 0 < limk→∞ d1Ω2a (m
lnk
1 xnk + B,0) < +∞, whereas the right-hand side of
(4.26) tends to infinity by (4.24) and our assumption α = 0 in (4.12). Thus, we get a sequence
{(mlnk1 xnk + B,m
lnk
2 ynk + B)} ⊂ Xacα such that
lim
k→∞
(
m
lnk
1 xnk + B,m
lnk
2 ynk + B
)= (x + B,B) ∈ Ω2a × {0},
with x + B = 0. This again contradicts (4.11). 
Corollary 4.27. Under the assumptions of Theorem 1.5, either (0,0) is isolated in Xacα or we
have {x + y: (x, y) ∈ Xacα } = Ω2a .
R. Urban / Journal of Number Theory 128 (2008) 645–661 659Proof. Straightforward from Proposition 4.5. 
The next lemma is a classical result (for the proof see e.g. [3]). Consider a semigroup Σ ⊂
End(Ωda ). The d-dimensional solenoid Ωda is endowed with its normalized Haar measure m,
which is Σ -invariant [13].
Lemma 4.28. Consider a semigroup Σ ⊂ End(Ωda ) and its dual semigroup Σˆ . Assume A ⊂ Ωda
is measurable, has positive Haar measure and satisfies ΣA ⊂ A. If any nontrivial character χ
has unbounded Σˆ -orbit, then A has measure 1; in particular Σ is ergodic on Ωda .
Now we are ready to give
Proof of Theorem 1.5. Consider the set Xα , α = (α1, α2) ∈ Ω2a × Ω2a , defined in (4.4), with
α1 = π
(
ξ1(1, λ1,0, . . . ,0)t
)
and α2 = π
(
ξ2(1, λ2,0, . . . ,0)t
)
,
where π :Q2a → Ω2a is the canonical projection. We can assume that both ξ1 and ξ2 are non-zero;
if one of them is zero then Theorem 1.5 follows by result of [4]. By (4.3),
Xα =
{
π
(
λn1μ
m
1 ξ1, λ
n+1
1 μ
m
1 ξ1,
2s︷ ︸︸ ︷
0, . . . ,0, λn2μ
m
2 ξ2, λ
n+1
2 μ
m
2 ξ2,
2s︷ ︸︸ ︷
0, . . . ,0
)
: n,m ∈ N}. (4.29)
We have noticed, after Remark 4.2, that the semigroup Σ1 = 〈σ1, τ1〉 satisfies conditions of
Theorem 2.4, and so it is an ID-semigroup. Without loss of generality we can assume that λ1 is
irrational. Hence, α1 is not a torsion element. Thus for every x ∈ Ω2a there exist sequences {nk}
and {mk}, tending to infinity, such that σnk1 τmk1 α1 → x, as k → ∞. Since Ω2a is compact, we can
assume, choosing a subsequence, that σnk2 τ
mk
2 α2 → y, for some y ∈ Ω2a . Therefore, for every
x ∈ Ω2a there exists y ∈ Ω2a so that (x, y) ∈ Xacα . In particular, we see that Xacα is infinite.
By Lemma 3.4 there is a non-isolated torsion element (q1, q2) in Xacα . For κ, ι ∈ N, define
Jκ,ι =
(
κ Id 0
0 ι Id
)
. Let κ, ι be chosen so that, Jκ,ι
( q1
q2
) = ( 00). Let X˜acα = Jκ,ιXacα . Thus (0,0) is
non-isolated in X˜acα . It is clear that Proposition 4.5 and Corollary 4.27 are valid for X˜acα instead
of Xacα , with the same proofs. Thus, by Corollary 4.27, the set S˜ := {x +y: (x, y) ∈ X˜acα } is equal
to the whole Ω2a . Thus, taking projection π1(S˜) of S˜ on the first coordinate we get π1(S˜) = Ωa .
However, π1(S˜) = κπ1(S), where S = {x + y: (x, y) ∈ Xacα }. Thus, we have
Ωa = κπ1(S).
Hence, a closed Σ1-invariant subset π1(S) of Ωa has positive Haar measure (greater than 1/κ).
By Remark 4.2 and the condition on eigenvalues of σ1 and τ1 it follows that any character χ = Id
has unbounded Σˆ -orbit. Hence, by Lemma 4.28, the semigroup Σ1 is ergodic. Thus we conclude
that π1(S) has measure 1. Since π1(S) is closed, we have π1(S) = Ωa .
Now comparing this with the first and 2s + 3 coordinate of Xα in Ω2a × Ω2a (see (4.29)) we
obtain the result. 
660 R. Urban / Journal of Number Theory 128 (2008) 645–661Sketch of the proof of Corollary 1.10. We proceed exactly like in the proof of Theorem 1.5
modifying it slightly. The only difference is that when, say, λi is of degree 1, that is when λi ∈ Q,
we cannot define σλi as in (4.1). Instead, if the corresponding μi is of degree 2, we define
σλi =
(
λi 0
0 λi
)
,
whereas if the corresponding μi is of degree 1, we define σλi and τμi as the 1-dimensional
matrices,
σλi = (λi) and τμi = (μi).
For example, if we consider the expression (1.11), we have to deal with
Mσ =
⎛⎝ 0 1 0− 17 27 0
0 0 31072 + 12
⎞⎠ and Mτ =
⎛⎜⎝
1110
22·72 0 0
0 111022·72 0
0 0 1122·7
⎞⎟⎠
acting on Ω214 ×Ω14. It is clear that Proposition 4.5 and its Corollary 4.27, with obvious changes
in their conclusions and some cosmetic changes in proofs, work in this situation as well. In
particular, in this example, Proposition 4.5 gives that if (0,0) is not isolated in X˜acα then the set
X˜acα contains Ω214 ×{0} (0 ∈ Ω14) or {0}×Ω14, 0 ∈ Ω214. In Corollary 4.27 we obtain that the set
{x¯ + y: (x, y) ∈ X˜acα } = Ω14, where x¯ is the projection of x ∈ Ω214 on the first coordinate. 
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