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ON LIOUVILLE SYSTEMS AT CRITICAL PARAMETERS, PART 1:
ONE BUBBLE
CHANG-SHOU LIN AND LEI ZHANG
ABSTRACT. In this paper we consider bubbling solutions to the general Liou-
ville system:
(0.1) ∆guki +
n
∑
j=1
ai jρkj
(
h jeu
k
j∫
h jeu
k
j
−1
)
= 0 in M, i = 1, ...,n (n ≥ 2)
where (M,g) is a Riemann surface, and A = (ai j)n×n is a constant non-negative
matrix and ρkj → ρ j as k→∞. Among other things we prove the following sharp
estimates.
(1) The location of the blowup point.
(2) The convergence rate of ρkj −ρ j , j = 1, ..,n.
These results are of fundamental importance for constructing bubbling solutions.
It is interesting to compare the difference between the general Liouville system
and the SU(3) Toda system on estimates (1) and (2).
1. INTRODUCTION
Let (M,g) be a compact Riemann surface whose volume is normalized to be 1,
h1, ...,hn be positive C3 functions on M, ρ1, ..,ρn be nonnegative constants. In this
article we continue our study of the following Liouville system defined on (M,g):
(1.1) ∆gui +
n
∑
j=1
ρ jai j(
h jeu j∫
M h jeu j dVg
−1) = 0, i ∈ I := {1, ..,n}
where dVg is the volume form, A = (ai j) is a non-negative constant matrix, ∆g is
the Laplace-Beltrami operator (−∆g ≥ 0). When n = 1 and a11 = 1, equation (1.1)
is the mean field equation of the Liouville type:
(1.2) ∆gu+ρ
(
heu∫
M heudVg
−1
)
= 0 in M.
Therefore, the Liouville system (1.1) is a natural extension of the classical Liou-
ville equation, which has been extensively studied for the past three decades. Both
the Liouville equation and the Liouville system are related to various fields of ge-
ometry, Physics, Chemistry and Ecology. For example in conformal geometry,
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when ρ = 8pi and M is the sphere S2, equation (1.2) is equivalent to the famous
Nirenberg problem. For a bounded domain in R2 and n = 1, a variant of (1.2) can
be derived from the mean field limit of Euler flows or spherical Onsager vortex the-
ory, as studied by Caglioti, Lions, Marchioro and Pulvirenti [6, 7], Kiessling [28],
Chanillo and Kiessling [9] and Lin [34]. In classical gauge field theory, equation
(1.1) is closely related to the Chern-Simons-Higgs equation for the abelian case,
see [5, 24, 25, 45]. Various Liouville systems are also used to describe models
in the theory of self-gravitating systems [1], Chemotaxis [17, 27], in the physics
of charged particle beams [4, 20, 29, 30], in the non-abelian Chern-Simons-Higgs
theory [21, 26, 45] and other gauge field models [22, 23, 31]. For recent develop-
ments of these subjects or related Liouville systems in more general settings, we
refer the readers to [2, 3, 12, 13, 14, 15, 18, 19, 32, 33, 34, 35, 36, 37, 40, 41, 42,
43, 44, 46, 47] and the references therein.
For any solution u of (1.2), clearly adding any constant to u gives another solu-
tion. So it is nature to assume u ∈ ˚H1(M), where
˚H1(M) =
{
u ∈ L2(M)
∣∣∣ |∇gu| ∈ L2(M) and ∫
M
udVg = 0
}
.
Corresponding to (1.1) we set
˚H1,n = ˚H1(M)×·· ·× ˚H1(M)
to be the space for solutions. For any ρ = (ρ1, · · · ,ρn), ρi > 0(i ∈ I = {1, ...,n}),
let Φρ be a nonlinear functional defined in ˚H1,n by
Φρ(u) =
1
2 ∑i, j∈I a
i j
∫
M
∇gui ·∇gu jdVg−∑
j∈I
ρ j log
∫
M
h jeu j dVg
where (ai j)n×n is the inverse of A = (ai j)n×n. It is easy to see that equation (1.1) is
the Euler-Lagrangian equation of Φρ .
If the matrix A satisfies the following two assumptions:
(H1) : A is symmetric, nonnegative, irreducible and invertible.
(H2) : aii ≤ 0, ∀i ∈ I, ai j ≥ 0, ∀i 6= j, ∑
j∈I
ai j ≥ 0, ∀i ∈ I,
the authors prove in [38] that for ρ satisfying
(1.3) 8piN ∑
i∈I
ρi < ∑
i, j∈I
ai jρiρ j < 8pi(N +1)∑
i∈I
ρi,
there is a priori estimate for all solutions u to (1.1), and the Leray-Schauder degree
dρ for equation (1.1) is
dρ =
1
N!
(
(−χM +1)...(−χM +N)
)
if (1.3) holds
where χM is the Euler characteristic of M. Moreover, if ρk tends to the hyper-
surface {ρ ; 8piN ∑i∈I ρi = ∑i, j∈I ai jρiρ j}, there exist exactly N disjoint blowup
points (see [38]).
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The proof of the a priori bound in [38] relies on the sharp estimate for a sequence
of bubbling solutions to (1.1). Let uk be the blowup solutions corresponding to ρk
and B(pt ,δ0) (t = 1, ..,N) be disjoint balls around distinct blowup points in M.
Then under assumptions (H1) and (H2), the behavior of uk around any pt is fully
bubbling, that is, the maximum values of any components of uk in any of the balls
are of the same magnitude:
max
B(pt ,δ0)
uki = max
B(pt ,δ0)
ukj +O(1), ∀i, j ∈ I.
Moreover, after a suitable scaling around each blowup point pt , uk converges to an
entire solution ˜U = ( ˜U1, .., ˜Un) of the following Liouville system:
(1.4)


∆ ˜Ui +∑nj=1 ai je ˜U j = 0, in R2,
∫
R2 e
˜Ui < ∞, ˜Ui is radial, ∀i ∈ I.
One may expect the limiting entire solution to be different around each blowup
point, however the authors proved that ˜U is independent of blowup points, and only
depends on the ratio of ρk1 −ρ1 : ρk2 −ρ2 : ..ρkn −ρn (see [37]). Naturally it leads to
the question: how to construct bubbling solutions with the help of this information?
In this paper and subsequent ones, we are devoted to study the bubbling phe-
nomenon of Liouville systems: how to accurately estimate the bubbling solutions
of (1.1) and how to construct them. These are quite challenging analytic problems.
In general, blowup analysis for a system of equations is much harder than that for
the single equation. One reason is that the Pohozaev identity, a balancing condition,
is no longer so powerful as in the scalar case. Another reason is that there are too
many entire solutions: the parameter σ = (σ1, ...,σn) (σi = 12pi
∫
R2
eui ), which rep-
resents the energy of the entire solution, forms a submanifold of n−1 dimension.
However, for the Liouville equation, the energy is just one number: ∫R2 eu = 8pi .
In this article we consider the case of one blowup point, and always assume
(H1) only. Let ρ = (ρ1, ...,ρn) and
(1.5) ΛJ(ρ) = 8pi ∑
i∈J
ρi− ∑
i, j∈J
ai jρiρ j
for any J ⊂ I := {1, ...,n}. Define
Γ1 = {ρ ; ΛI(ρ) = 0 and ΛJ(ρ)> 0 for all /0( J ( I }.
Note that if (H2) also holds also, then ΛI(ρ) = 0 implies ΛJ(ρ)> 0 for all J ( I (
see [38]). For any ρ we define (m1, ...,mn) by
(1.6) mi = 12pi ∑j∈I ai jρ j.
The quantity mi can be interpreted by the entire solution ˜U of (1.4). In fact
ρi =
∫
R2
e
˜Uidx, i ∈ I,
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and
(1.7) ˜Ui(x) =−mi log |x|+O(1), for |x| near infinity.
The integrability of e ˜Ui implies mi > 2 for all i. On the other hand ΛI(ρ) = 0 can
be written as ∑i∈I(mi−4)ρi = 0. Thus either min{m1, ...,mn}< 4 or mi = 4 for all
i ∈ I. We also note that (1.7) implies that Γ1 is a smooth submanifold because the
normal vector at ρ ∈ Γ1:
(∑
j∈I
ai jρ j −4pi, ...,∑
j∈I
an jρ j −4pi),
has all its components positive.
The asymptotic behavior of ˜Ui(x) shows that the decay rate of e ˜Ui(x) is O(|x|−m),
where
m = min{m1, ...,mn}.
In this article we define Q ∈ Γ1 with m = 4, i.e. mi = 4 for all i. Thus the decay
rate of e ˜Ui for ρ = Q is O(|x|−4). The difference on the decay rate for Q and ρ 6= Q
will have great effects on bubbling analysis later.
Let uk = (uk1, ...,ukn) be a sequence of blow up solutions to (1.1) with ρ = ρk
such that ρk → ρ ∈ Γ1. The point Q defined above is of particular importance,
the readers will see that in our main theorems below, the asymptotic behavior of
blowup solutions, the nature of ΛI(ρk) and the location of blowup point are all
significantly different depending on ρ = Q or not.
Let p be the blowup point of uk and
(1.8) Mk = max
B(p,δ )
(
uk1(x)− log
∫
M
h1eu
k
1 dVg
)
,
(1.9) εk = e−
1
2 Mk .
Since ρk → Γ1, there is only one blowup point p. It is easy to see that uk fully
blows up at p (see Lemma 6.1):
(1.10) max
B(p,δ0)
(uki (x)− log
∫
M
hieu
k
i dVg) = Mk +O(1), i ∈ I.
Our first result is on the location of the blowup point p. Let pk → p be where
the maximum of {uk1, ..,ukn} is attained, then we have
Theorem 1.1. Let ρk → ρ ∈ Γ1 and all ρki −ρi have the same sign.
(1) If ρ 6= Q, then
(1.11) ∑
i∈I
(
∇(loghi)(pk)+2pim∇1γ(pk, pk)
)
ρi = O(εm−2k ).
(2) If ρ = Q, then
(1.12) ∑
i
(
∇(loghi)(pk)+8pi∇1γ(pk, pk)
)
ρi = O(ε2k logε−1k ).
where ∇1 denotes the derivative with respect to the first variable, and
γ(x,y) stands for the regular part of the Green’s function.
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Our second result is about the decay rate of ΛI(ρk). To state the result, we need
to define the following quantity Di (i ∈ I = {1, ...,n}):
(1.13) Di = limδ0→0
(
δ 2−m0 −
m−2
2pi
∫
M\B(p,δ0)
hi(x)
hi(p)
e2pim(G(x,p)−γ(p,p))dVg
)
provided that m < 4. The limit is well defined if m < 4, see section 6.
Theorem 1.2. Suppose ρk → ρ ∈ Γ1 and ρ 6= Q, if all ρki −ρi have the same sign,
then
ΛI(ρk) = 8pi2 ∑
i∈I1
(eci Di +o(1))εm−2k ,
where I1 is a subset of I where mi = m for all i ∈ I1, ci is a constant determined in
(6.14). o(1)→ 0 as k → ∞.
If M is a flat torus with fundamental cell domain Ω⊂R2, then Di can be written
as
Di =
m−2
2pi
(∫
R2\Ω
1
|x− p|m
dx− lim
δ0→0
∫
Ω\Bδ0
Hi(x, p)
|x− p|m
dx
)
where
Hi(x, p) =
hi(x)
hi(p)
e2pim(γ(x,p)−γ(p,p))−1, i ∈ I.
See [8] and [15] for related discussions.
Remark 1.1. The assumption that all ρki − ρi have the same sign seems due to
some technical difficulties. When n = 2 and ρ 6= Q, this assumption is not needed
for both Theorem 1.1 and Theorem 1.2.
Theorem 1.3. Suppose ρk → ρ ∈ Γ1 and ρ = Q. If all ρki −Qi have the same sign,
then
(1.14) ΛI(ρk) =−16pi2(∑
i∈I
bieci +o(1))ε2k logε−1k .
where
bi =
1
4
(
∆ loghi(p)−2K(p)+8pi + |∇ loghi(p)+8pi∇1γ(p, p)|2
)
,
ci is determined in (6.14).
Important information on bubbling solutions can be observed on the two cases:
ρ 6= Q and ρ = Q. Theorem 1.2, which is on ρ 6= Q, has its leading term in ΛI(ρk)
involved with global information of the manifold, while the leading term in Theo-
rem 1.3, which corresponds to ρ = Q, only depends on the geometric information
at the blowup point. Moreover, the error terms in Theorem 1.2 and Theorem 1.3
respectively also indicate the different asymptotic behaviors of blowup solutions
near the singularity. All these differences in the two cases will lead to separate
strategies in the construction of bubbling solutions in forthcoming works.
Since Liouville systems and Toda systems share a lot of common features, it
is informative to compare our main theorems with the ones for the SU(3) Toda
system. First, the location of the blowup point in Theorem 1.1 is a critical point of
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a combination of loghi, ρi and γ (∇1γ vanishes if the Riemann surface has constant
curvature). However for the SU(3) Toda system, the blowup point p is a critical
point of both logh1 and logh2, i.e. p satisfies (see [36])
∇h1(p) = ∇h2(p) = 0.
Second, for the SU(3) Toda system, the convergence rate of ρki −ρi is estimated to
be
ρki −ρi = (ec˜i bi +o(1))ε2k log ε−1k ,
where bi is the term in (1.14). Nevertheless our result in (1.14) is again a com-
bination of the bis. The comparison of the results reflects some major difference
between the Toda system and our Liouville system:
(1) The dimension of kernel space of the linearized operator at an entire solu-
tion is 8 for SU(3) Toda system, and is 3 for our Liouville system.
(2) The set Γ := {(ρ1, ...,ρn); ρi =
∫
R2 e
ui , (u1, ..,un) is an entire solution }
is only a point for SU(3) Toda system, while for the Liouville system it is
a (n−1) dimensional manifold.
As far as the blowup analysis is concerned, our Liouville system has disadvan-
tages in both respects, as the kernel space is too small and Γ is too large. For a
sequence of bubbling solutions, it is extremely difficult to pin-point suitable ap-
proximating solutions from Γ, because at the beginning, the local energy of bub-
bling solutions could be estimated in some rough way. This rough estimate of
the local energy leads to a small perturbation of global bubbling solutions. This
perturbation on global solutions, albeit small, has a non-negligible effect on the
approximation of blowup solutions. This difficulty is particularly evident when
we study bubbling solutions with multiple blowup points in [39]. Therefore our
method to obtain those sharp results is different from ones in Chen-Lin [12] for
the mean field equations and Lin-Wei-Zhao [36] for the SU(3) Toda system (The
methods in [12] and [36] are similar).
The organization of the paper is as follows. In section two we first prove a
uniqueness theorem for globally defined linearized Liouville systems. This re-
sult plays a central role for the delicate blowup analysis in sections three to five.
The main idea of the proof uses a monotonicity property of solutions and we in-
troduce a way to use maximum principles suitable for Liouville systems. In the
second part of section two, we study the asymptotic behavior of global solutions to
the Liouville system on R2 and obtain some Pohozaev identities. In section three
and section four we obtain a sharp expansion result for blowup solutions around a
blowup point. Then in section five, for local equations we use Pohozaev identity
to determine the locations of blowup points. Then in section six we return to the
equation on manifold and compute the leading term for ρk → ρ in both situations
(ρ 6= Q or ρ = Q) and complete the proofs of the main theorems.
Acknowledgement Part of the paper was finished when the second author was
visiting Taida Institute for Mathematical Sciences (TIMS) in March 2011 and June
2012. He is very grateful to TIMS for their warm hospitality. He also would
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2. PRELIMINARY RESULTS ON THE LIOUVILLE SYSTEMS
In this section we prove two theorems on the Liouville systems with the matrix
A satisfying (H1). They are important for the blowup analysis and the computation
of the leading terms of ρ → Γ1 in this paper and ρ → ΓN in the forthcoming work
[39].
2.1. A uniqueness theorem for the linearized system of n equations. In the first
subsection we prove a uniqueness theorem for the linearized system of n equations.
Theorem 2.1. Let A be a matrix that satisfies (H1), u = (u1, ..,un) be a radial
solution of {
−∆ui = ∑nj=1 ai jeu j in R2, i ∈ I = {1, ..,n}∫
R2 e
ui < ∞.
Suppose φ = (φ1, ..,φn) satisfies
−∆φi =
n
∑
j=1
ai jeu j φ j, i ∈ I.
(1)
(2.1) |φi(x)| ≤C(1+ |x|)τ , x ∈ R2,
for some τ ∈ (0,1) and
φi(0) = 0, i ∈ I.
Then there exist c1,c2 ∈ R such that
φi(x) = c1u′i(r)
x1
r
+ c2u
′
i(r)
x2
r
in R2, i ∈ I.
(2) If |φi(x)| ≤C for all x ∈ R2, then there exist c0,c1,c2 ∈ R such that
φi(x) = c0(ru′i(r)+2)+ c1u′i(r)
x1
r
+ c2u
′
i(r)
x2
r
, R2, i ∈ I.
(3) If φi(x) = O(|x|2) near 0 and |φi(x)| ≤C(1+ |x|)2−ε0 for some ε0 > 0, then
φi ≡ 0.
Before the proof of Theorem 2.1 we first establish
Lemma 2.1. Let A and u be as in Theorem 2.1, let Φ = (Φ1, ..,Φn) solve
(2.2)


Φ′′i (r)+ 1r Φ
′
i(r)−
1
r2
Φi(r)+∑nj=1 ai jeu j Φ j = 0, 0 < r < ∞,
|Φi(r)| ≤Cr/(1+ r)ε0 for some ε0 ∈ (0,1), ∀i ∈ I.
Then there exists a constant C such that Φi(r) =Cu′i(r) for i ∈ I.
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Proof of Lemma 2.1:
The proof is in two steps. First we show that under the assumption of Φi at
infinity we have the following sharper decay estimate:
(2.3) |Φi(r)| ≤Cr(1+ r)−2, 0 < r < ∞, i ∈ I.
Indeed, let ψ¯i(r) = Φi(r)/r. By direct computation we see that ψ¯ = (ψ¯1, ..., ψ¯n)
satisfies
(2.4) ψ¯ ′′i (r)+
3
r
ψ¯ ′i (r)+∑
j
ai jeu j ψ¯ j = 0, 0 < r < ∞.
Clearly in order to show (2.3) we only need to show |ψ¯i(r)| ≤Cr−2 for r > 1 under
the assumption that |ψ¯i(r)| ≤Cr−ε0 for i ∈ I and r > 1. Let
ψ˜i(t) = ψ¯i(et) and u˜i(t) = ui(et)+2t,
it is easy to see that ψ˜(t) = (ψ˜1(t), .., ψ˜n(t)) satisfies
(2.5) ψ˜ ′′i (t)+2ψ˜ ′i (t)+∑
j∈I
ai jeu˜ j(t)ψ˜ j(t) = 0, −∞ < t < ∞
and our goal is to show
(2.6) ψ˜i(t) = O(e−2t)
knowing ψ˜i(t) = O(e−ε0t) for t > 0, i ∈ I. Set
li =
1
2pi ∑j∈I ai j
∫
R2
eu j , l = min{l1, .., ln}.
By Lemma 2.2 below l > 2. Let
hi(t) =−∑
j∈I
ai jeu˜ j(t)ψ˜ j(t) = O(e(2−l−ε0)t), t > 0.
Then
ψ˜i(t) =C0 +C1e−2t +
1
2
∫ t
0
hi(s)ds−
1
2
e−2t
∫ t
0
e2shi(s)ds.
Using the asymptotic rate of hi(t) at infinity we further have
ψ˜i(t) = (C0 +
1
2
∫
∞
0
hi(s)ds)+C1e−2t +O(e(2−l−ε0)t).
Since ψ˜i(t) tends to 0 as t goes to infinity we know ψ˜i(t) = O(e−2t) if l+ε0 ≥ 4, in
which case (2.6) is established. Otherwise we obtain ψ˜i(t) = O(e(2−l−ε0)t). In the
latter case, we apply the same procedure to obtain a better decaying rate of ψ˜i(t) at
infinity. After finite steps, (2.6) is established.
In the second step we complete the proof of the Lemma 2.1. By way of con-
tradiction we suppose there is a solution Φ = (Φ1, ..,Φn) that satisfies (2.2) and
Φ is not a multiple of f = (u′1(r), ..,u′n(r)). Let ψ0i = −u′i(r)/r, then clearly both
ψ0 = (ψ01 , ..,ψ0n ) and ψ¯ = (ψ¯1, .., ψ¯n) satisfy (2.4). We verify by direct computa-
tion that∫ r
0
eu j ψ0j (σ)σ 3ds =−
∫ r
0
(eu j )′σ 2dσ =−eu j(r)r2 +2
∫ r
0
eu j σdσ > 0.
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Note that the last inequality is justified by u′i(r)< 0 for r > 0 and i ∈ I. Also, since
eui ≤ Cr−2−δ for some δ > 0 and r > 1,
∫
∞
0
eui ψ0i (σ)σ 3dσ < ∞. Based on the
computation above we set
S =
{
t|ψ ti = ψ0i + t(ψ0i − ψ¯i)and
∫ r
0
euiψ ti (σ)σ 3dσ > 0, ∀r > 0, i ∈ I
}
.
Let ψ¯ = (ψ¯1, .., ψ¯n) and ψ0 = (ψ01 , ..,ψ0n ). We first observe that ψ0i (0) > 0. Sup-
pose ψ¯ 6≡ ψ0, we can assume that ψ¯1(0) 6= 0 and |ψ¯i(0)|< ψ0i (0) for all i ∈ I.
From the definition of S we immediately see that 0∈ S. Moreover, since |ψ¯i(r)| ≤
Cr−2 near infinity, we can choose |t|< δ with δ small so that all |t|< δ belong to
S. Another immediate observation is that S has a lower bound. Indeed, for T suf-
ficiently negative, ψT1 (0) < 0, which is impossible to have
∫ r
0 e
u1 ψT1 (σ)σ 3dσ > 0
for r small.
Let T = infS and let tm → T+. The sequence ψ tmi obviously converges to a
function ψi, which is just ψ0i +T(ψ0i − ψ¯i). ψ = (ψ1, ..,ψn) satisfies the property
(2.7)
∫ r
0
eui(σ)ψi(σ)σ 3dσ ≥ 0, ∀r > 0, i = 1, ..,n.
On the other hand, from the behavior of ψ¯ and ψ0 at infinity (both are O(r−2)) we
immediately observe that ∫
∞
0
eui(r)ψi(r)r3dr < ∞.
In regard to (2.4) we have
(2.8) r3ψ ′i (r) =−
∫ r
0
∑
j
ai jeu j ψ jσ 3dσ , 0 < r < ∞.
From (2.7) and (2.8) we see that ψi is non-increasing. Since we have known that
|ψi(r)| ≤Cr−2 near infinity we have
(2.9) ψi(r)≥ 0, ∀r > 0, i ∈ I.
It is not possible to have all ψi(0) = 0 because this implies ψi ≡ 0, a contradic-
tion to the assumption that ψ¯ is not a multiple of ψ0. Therefore without loss of
generality we assume ψ1(0) > 0. Then we further claim that ψi is strictly decreas-
ing for all i ∈ I. Indeed, let I1 = { j ∈ I|a1 j > 0}, for each j ∈ I1 we use (2.9) and
ψ1(0) > 0 to obtain
r3ψ ′j(r)≤−
∫ r
0
a1 jeu1 ψ1σ 3dσ < 0, 0 < r < ∞.
Therefore for each j ∈ I1, ψ j is strictly decreasing, which immediately implies that
ψ j(0) > 0. We can further define I2 = {i ∈ I|ai j > 0 for some j ∈ I1.}. Then the
same argument shows that ψi is strictly decreasing for each i ∈ I2 as well. Since
the matrix A = (ai j)n×n is irreducible, this process exhausts all i ∈ I.
(2.8) yields ψ ′i (r)≤−Cr−3 for r > 1 and i ∈ I. Then by using limr→∞ ψi(r) = 0
we further have
(2.10) ψi(r)≥Cr−2, r ≥ 1.
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Then it is easy to see that for t = T − ε with ε > 0 small, we also have∫ r
0
eui ψ ti (σ)σ 3dσ > 0, for all r > 0,
a contradiction to the definition of T . Lemma 2.1 is proved. 
Proof of Theorem 2.1: We first prove the third statement. The following function
plays an important role: Let f = ( f1, .., fn) = (u′1, ..,u′n). Then
(2.11) −∆ fi = ∑
j
ai jeu j f j − 1
r2
fi, i = 1, ..,n.
Let φ k = (φ k1 , ..,φ kn ) be defined as
φ ki (r) =
1
2pi
∫ 2pi
0
φi(r cos θ ,r sin θ)cos kθdθ , i ∈ I.
Then φ k satisfies
(2.12) −∆φ ki = ∑
j
ai jeu j φ kj −
k2
r2
φ ki , i ∈ I, k = 2, ..
Clearly φ ki (r) = o(r) near 0 and φ ki (r) = O(r2−ε0) at ∞. We claim that
(2.13) φ ki (r)≡ 0, ∀k ≥ 2, provided that φ ki (r) = O(rk−1+τ ), r > 1, k ≥ 2.
Note that the growth condition in (2.13) is weaker than what is assumed in the
assumption in Theorem 2.1.
The argument below also applies if φ is projected on sinkθ . First we show that
φ ki = o(r−1) as r → ∞. Indeed, using φ kj (x) ≤ C|x|k−1+τ we write ∑ j ai jeu j φ kj as
O(rk−1+τ−2−δ0) (for some δ0 > 0). Let g(t) = φ ki (et), then from (2.12) g(t) satisfies
g′′(t)− k2g(t) = h(t), t ∈ R
where
(2.14) h(t) = O(e(k−1+τ−δ0)t) t > 0.
Let g1(t) = ekt and g2(t) = e−kt be two fundamental solutions of the homogeneous
equation, a general solution g(t) is of the form
g(t) = c1g1(t)+ c2g2(t)−
g1(t)
2k
∫ t
0
g2(s)h(s)ds+
g2(t)
2k
∫ t
0
g1(s)h(s)ds
where c1,c2 are constants. Using (2.14) in the above we obtain
g(t) = c′1g1(t)+ c
′
2g2(t)+O(e(k−1+τ−δ0)t), for t > 1
where c′1,c′2 are two constants. Since g(t) = O(e(k−1+τ)t) for t → ∞, we see that
c′1 = 0 and therefore g(t) = O(e(k−1+τ−δ0)t) as t → ∞. Equivalently
(2.15) φ ki (r) = O(rk−1+τ−δ0) i ∈ I.
With (2.15) we further obtain
∑
j
ai jeu j φ kj = O(rk−1+τ−2−2δ0).
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Consequently φ ki (x) = O(rk−1+τ−2δ0). Keep doing this for finite steps we obtain
that φ ki decays faster than r−1 at infinity. The asymptotic theory of ODE can be
similarly used to show that φ ki (r) = o(r) as r → 0.
To get a contradiction, without loss of generality, we may assume that some of
φ ki , say φ k1 (r)> 0 for some r > 0 and
max
R+
(φ k1 (r)
f1(r)
)
= max
1≤ j≤n
(
max
R+
φ kj (r)
f j(r)
)
.
By noting φ k1 (r) = o(r) as r → 0 and φ k1 (r) = o(1r ) as r → ∞, φ k1/ f1(r) attains its
maximum at some point r0 ∈ R+. Let w1(r) = φ k1 (r)/ f1(r). By a direct computa-
tion, w1(r) satisfies
(2.16) ∆w1 +2∇w1 · ∇ f1f1 +
1− k2
r2
w1 =
n
∑
j=2
a1 jeu j
(
w1 f j −φ j
f1
)
.
Now we apply the maximum principle at r = r0, and obtain
∆w1(r0)≤ 0, and ∇w1(r0) = 0.
Since k > 1, (2.16) yields
(2.17)
n
∑
j=2
a1 jeu j
(
w1 f j −φ kj
f1
)
(r0)< 0
because w1(r0)> 0. On the other hand, for j ≥ 2,
w1(r0) f j(r0)−φ kj (r0) = f j(r0)(
φ k1 (r0)
f1(r0) −
φ kj (r0)
f j(r0) )≥ 0,
which obviously contradicts (2.17). Therefore (2.13) is established. When k = 1,
φ1i ≡ 0 because by Lemma 2.1, φ1i (r) =Cu′i(r). By the assumption φ1i (x) = O(|x|2)
near 0, C = 0. The third statement of Theorem 2.1 is established.
Again by Lemma 2.1 the first statement of Theorem 2.1 is established.
Finally, the second statement of Theorem 2.1 is an immediate consequence of
Lemma 3.1 of [37]. Theorem 2.1 is established. 
2.2. A Pohozaev identity for global solutions.
Lemma 2.2. Let u = (u1, ...,un) be an entire, radial solution of{
−∆ui = ∑nj=1 ai jeu j , in R2,∫
R2 e
ui < ∞
where A is a constant matrix that satisfies (H1). Let
ci = ui(0)+
1
2pi
∫
R2
log |η |(
n
∑
j=1
ai jeu j(η))dη ,
σi =
1
2pi
∫
R2
eui , li =
n
∑
j=1
ai jσ j, l = min{l1, ..., ln}
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and
σiR =
1
2pi
∫
BR
eui .
Then for some δ0 > 0
(2.18) eui(r) = eci r−li(1+o(r−δ0)), r > 1,
(2.19) 4∑
i∈I
σiR = ∑
i, j∈I
ai jσiRσ jR +2∑
i∈I
eci R2−li +O(R2−l−δ0).
Proof of Lemma 2.2:
It is well known that
(2.20) ui(x) =− 12pi
∫
R2
log |x−η |(
n
∑
j=1
ai jeu j(η))dη + ci.
Indeed, let wi be the function defined by the right hand side of (2.20). Then wi−ui
is a harmonic function. Since they both have logarithmic growth at infinity, wi −
ui = c. Evaluating both functions at 0 we have c = ci.
Clearly
(2.21) ui(x)+ li log |x|=− 12pi
∫
R2
log |x−η |
|x| ∑j ai je
u j(η)dη + ci.
Using ∑ j ai jeu j(r) = O(r−2−δ0) for some δ0 > 0 and r large, we obtain, by elemen-
tary estimates,
ui(r) =−li log r+ ci +o(r−δ0),
which leads to
(2.22) σi = σiR + e
ci
li−2
R2−li +O(R2−li−δ ).
We arrive at (2.19) by using (2.22) in the Pohozaev identity for σ :
4∑
i
σi = ∑
i, j
ai jσiσ j.
Lemma 2.2 is established. .
3. FIRST ORDER ESTIMATES
Let (hk1, ...,hkn) be a family of positive, C3 functions on B1 with a uniform bound
on their positivity and C3 norm:
(3.1) 1
C
≤ hki (x)≤C, ‖hki ‖C3(B1) ≤C, x ∈ B1, i = 1, ..,n.
In the next three sections we consider a sequence of locally defined, fully blown-
up solutions uk = (uk1, ...,ukn) and we shall derive their precise asymptotic behavior
near their singularity and the precise location of their singularity. Here we abuse the
notation uk = (uk1, ...,ukn) and it is independent of the one used in the introduction.
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Specifically we assume that uk satisfies the following equation in B1, the unit
ball:
(3.2) −∆uki =
n
∑
j=1
ai jhkjeu
k
j , i = 1, ..,n, x ∈ B1,
with 0 being the only blowup point in B1:
max
K
uki ≤C(K), ∀K ⊂⊂ ¯B1 \{0}, and maxB1
uki → ∞,
with bounded oscillation on ∂B1:
(3.3) |uki (x)−uki (y)| ≤C,∀x,y ∈ ∂B1, C independent of k
and uniformly bounded energy:
(3.4)
∫
B1
eu
k
i ≤C, C is independent of k.
Finally we assume that uk is a fully blown-up sequence, which means when re-
scaled according its maximum, {uk} converges to a system of n equations: Let
uk1(0) = maxB1 uk1 and εk = e−
1
2 u
k
1(0), and
(3.5) vki (y) = uki (εky)−uk1(0), y ∈ Ωk := B(0,ε−1k ).
Then vk = (vk1, ...,vkn) converges in C2loc(R2) to v = (v1, ..,vn), which satisfies
(3.6)


−∆vi = ∑ j ai j ˜h j(0)ev j , R2, i = 1, ..,n
∫
R2 e
vi < ∞, i = 1, ..,n, v1(0) = 0,
where ˜h j(0) = limk→∞ hkj(0).
For the rest of the paper we set
mi :=
1
2pi
∫
R2
n
∑
j=1
ai j ˜h j(0)ev j > 2, i ∈ I
and m = min{m1, ...,mn}. In this section we derive a first order estimate for vk in
Ωk. In [37] the authors prove that there is a sequence of global radial solutions
U k = (U k1 , ..,U kn ) of (3.6) such that
(3.7) |uki (εky)−U ki (y)| ≤C, for |y| ≤ r0ε−1k .
From (3.7) we have the following spherical Harnack inequality:
(3.8) |uki (εky)−uki (εky′)| ≤C
for all |y|= |y′|= r ≤ r0ε−1k and C is a constant independent of k,r. (3.8) will play
an essential role in the first order estimate. To improve (3.7) we introduce φ ki to be
a harmonic function:
(3.9)


−∆φ ki = 0, B1,
φ ki = uki − 12pi
∫
∂B1 u
k
i , on ∂B1.
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Obviously φ ki (0) = 0 by the mean value theorem and φ ki is uniformly bounded on
B1/2 because of (3.3). Later in section 6, when the results in section 3,4,5 will
be used to prove the main theorems, the function φ ki will be specified when we
consider the system defined on Riemann surface.
Let V k = (V k1 , ..,V kn ) be the radial solutions of
(3.10)


−∆V ki = ∑nj=1 ai jhkj(0)eV
k
j R2, i ∈ I
V ki (0) = vki (0), i ∈ I
where vki is defined in (3.6). It is easy to see that any radial solution V of (3.10)
exists for all r > 0 and eVi ∈ L2(R2). The main result of this section is to prove that
V ki (y)+φ ki (εky) is the first order approximation to vki (y).
Theorem 3.1. Let A, uk, hk = (hk1, ..,hkn) ,φ ki and vk be described as above. Then
for any δ > 0, there exist k0(δ )> 1 and C independent of k and δ such that for all
k ≥ k0,
|Dα(vki (y)−V ki (y)−φ ki (εky))|(3.11)
≤
{
Cεk(1+ |y|)3−m+δ−|α |, m ≤ 3,
Cεk(1+ |y|)δ−l, m > 3,
|y|< ε−1k /2, |α |= 0,1,2.
Definition 3.1.
σ ki =
1
2pi
∫
R2
hki (0)eV
k
i , mki =
n
∑
j=1
ai jσ kj , m
k = min{mk1, ..,mkn}.
From Theorem 3.1 it is easy to see that limk→∞ mki = mi. Thus mki ≥ 2+δ0 for some
δ0 > 0 independent of k.
To prove Theorem 3.1, we have
(3.12) −∆(vki (y)−φ ki (εky)) = ∑
j
ai jHkj (εky)e
vkj(y)−φ kj (εky), in Ωk
(
see (3.5))
where
(3.13) Hki (·) = hki (·)eφ
k
i (·).
Since φ ki (0) = 0 we have Hki (0) = hki (0). Also, the definition of φ ki implies that
vki −φ ki (εk·) is a constant on ∂Ωk.
To estimate the error term wki = vki −φ ki (εk·)−V ki . We find wki satisfies
(3.14)


∆wki (y)+∑ j ai jHkj (εky)eξ
k
j wkj =−∑ j ai j(Hkj (εky)−Hkj (0))eV
k
j ,
wki (0) = 0, i ∈ I, ∇wk1(0) = O(εk),
where ξ ki is defined by
(3.15) eξ ki =
∫ 1
0
etv
k
i +(1−t)V ki dt.
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Since both vk and V k converge to v, wki = o(1) over any compact subset of R2.
The first estimate of wki is the following
Lemma 3.1.
(3.16) wki (y) = o(1) log(1+ |y|)+O(1), for y ∈ Ωk.
Proof: By (3.8)
|vki (y)− v¯
k
i (|y|)| ≤C, ∀y ∈ Ωk
where v¯ki (r) is the average of vki on ∂Br:
v¯ki (r) =
1
2pir
∫
∂Br
vki .
Thus we have evki (y) = O(r−2−δ0) and eV ki (y) = O(r−2−δ0) where r = |y| and δ0 > 0.
Then
r(w¯ki )
′(r) =
1
2pi
(∫
Br
∑
j
ai jHkj (εk·)e
vkj −
∫
Br
∑
j
ai jhkj(0)eV
k
j
)
It is easy to use the decay rate of evki , eV ki and the closeness between vki and V ki
to obtain
r(w¯ki )
′(r) = o(1), r ≥ 1.
Hence w¯ki (r) = o(1) log r and (3.16) follows from this easily. Lemma 3.1 is estab-
lished. 
The following estimate is immediately implied by Lemma 3.1:
eξ ki (y) ≤C(1+ |y|)−m+o(1) for y ∈ Ωk = B(0,ε−1k ).
Before we derive further estimate for wki we establish a useful estimate for the
Green’s function on Ωk with respect to the Dirichlet boundary condition:
Lemma 3.2. Let G(y,η) be the Green’s function with respect to Dirichlet boundary
condition on Ωk. For y ∈ Ωk, let
Σ1 = {η ∈ Ωk; |η |< |y|/2 }
Σ2 = {η ∈ Ωk; |y−η |< |y|/2 }
Σ3 = Ωk \ (Σ1∪Σ2).
Then in addition for |y|> 2,
(3.17) |G(y,η)−G(0,η)| ≤


C(log |y|+ | log |η ||), η ∈ Σ1,
C(log |y|+ | log |y−η ||), η ∈ Σ2,
C|y|/|η |, η ∈ Σ3.
Proof: The expression for G(y,η) is
G(y,η) =− 1
2pi
log |y−η |+ 1
2pi
log( |y|
ε−1k
|
ε−2k y
|y|2
−η |), y,η ∈ Ωk.
In particular
G(0,η) =− 1
2pi
log |η |+ 1
2pi
logε−1k , η ∈ Ωk.
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Therefore we write G(y,η)−G(0,η) as
(3.18) G(y,η)−G(0,η) = 1
2pi
log |η |
|y−η |+
1
2pi
log | y
|y|
−
|y|η
ε−2k
|.
The proof of (3.17) for η ∈ Σ1 is obvious. For η ∈ Σ2, (3.17) also obviously
holds if either |y| or |η | is less than 78ε
−1
k because in this case∣∣∣∣ log ∣∣ y|y| − ε2k |y|η
∣∣∣∣∣∣≤C.
Consequently
|G(y,η)−G(0,η)| ≤ C(log |η |+
∣∣ log |y−η |∣∣+C)
≤ C(log |η |+
∣∣ log |y−η |∣∣).
Therefore for η ∈ Σ2 we only need to consider the case when |y|, |η | > 78ε
−1
k . In
this case it is immediate to observe that∣∣∣∣ log | y|y| − ε2k |y|η |
∣∣∣∣<C, if ∠( y|y , η|η |)> pi8
where ∠(·, ·) is the angle between two unit vectors. Thus for η ∈ Σ2 we only con-
sider the situation when |y|, |η |> 78ε
−1
k , ∠(
y
|y| ,
η
|η |) <
pi
8 . For this case we estimate
G(y,η)−G(0,η) as follows:
|G(y,η)−G(0,η)| ≤ |G(y,η)|+ |G(0,η)|
|G(0,η)| ≤C log |y|.
|G(y,η)| ≤ 1
2pi
∣∣ log |y−η |∣∣+ 1
2pi
log 8
7
+
1
2pi
∣∣ log |ε−2k y
|y|2
−η |
∣∣
≤ C(log |y|+
∣∣ log |y−η |∣∣)
where the last inequality holds because
|y−η | ≤ |ε
−2
k y
|y|2
−η |<C|y|,
which implies
∣∣ log |ε−2k y
|y|2
−η |
∣∣≤C(∣∣ log |y−η |∣∣+ log |y|).
The second case of (3.17) (when η ∈ Σ2) is proved.
For η ∈ Σ3, we first consider when |η |> 2|y|. In this case
| log |η |
|η − y| |= | log |
η
|η | −
y
|η | || ≤C
|y|
|η | .
For the second term, since η ,y ∈Ωk and |η |> 2|y|, we have |y||η |< 12ε
−2
k , conse-
quently ∣∣∣∣ log | y|y| − |y|ηε−2k |
∣∣∣∣≤C|y||η |ε2k ≤C |y||η | .
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So (3.17) is proved in this case. Now we consider |y|2 ≤ |η | ≤ 2|y| and |η−y| ≥ |y|2 .
For the first term we have ∣∣∣∣ log |η ||y−η |
∣∣∣∣≤ log4 ≤C |y||η | .
For the second term, we want to show
(3.19)
∣∣∣∣ log | y|y| − |y|ηε−2k |
∣∣∣∣≤C ≤C |y||η | .
If either |y| ≤ 1516 ε
−1
k or |η | ≤ 1516 ε
−1
k we have
|
y
|y|
−
|y|η
ε−2k
| ≥
1
16 ,
therefore (3.19) obviously holds. For 1516 ε−1k < |y|, |η | ≤ ε−1k , using |y−η | > 12 |y|
we obtain easily ∣∣∣∣ y|y| − |y|ηε−2k
∣∣∣∣≥ 38 .
Therefore (3.17) is proved in all cases. Lemma 3.2 is established. 
Proof of Theorem 3.1: First we prove (3.11) for α = 0. We consider the case
m≤ 3, the proof for the case m > 3 is similar. By way of contradiction, we assume
Λk := max
y∈Ωk
maxi∈I |w
k
i (y)|
εk(1+ |y|)3+δ−m
→ ∞.
Suppose Λk is attained at yk ∈ ¯Ωk for some i0 ∈ I. We thus define
w¯ki (y) =
wki (y)
Λkεk(1+ |yk|)3+δ−m
.
Here we require δ to be small so that m− 2− δ > 0 (Thus 3−m+ δ < 1). It
follows from the definition of Λk that for y ∈ Ωk
(3.20) |w¯ki (y)|=
|wki (y)
Λkδk(1+ |y|)3+δ−m
(1+ |y|)3+δ−m
(1+ |yk|)3+δ−m
≤
(1+ |y|)3+δ−m
(1+ |yk|)3+δ−m
.
The equation for w¯ki is
(3.21) −∆w¯ki (y) = ∑
j
ai jhkj(0)eξ
k
j w¯kj +o(1)
(1+ |y|)1−m
(1+ |yk|)3+δ−m
, Ωk
for i ∈ I. Here ξ ki is given by (3.15). ξ ki converges to vi in C2loc(R2). Besides,
we also have w¯ki (0) = 0 for all i and ∇w¯k1(0) = o(1). If a subsequence of yk stays
bounded, then along a subsequence w¯k = (w¯k1, .., w¯kn) converges to w¯ = (w¯1, ..., w¯n)
that satisfies{
−∆w¯i = ∑ j ai jh j(0)ev j w¯ j, R2, i ∈ I,
w¯i(0) = 0, ∇w¯1(0) = 0, |w¯i(y)| ≤C(1+ |y|)3+δ−m, y ∈R2.
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Thanks to (1) of Theorem 2.1
w¯i(x) = c1
∂vi
∂x1
+ c2
∂vi
∂x2
.
Since ∇w¯1(0) = 0 we have c1 = c2 = 0, thus w¯i ≡ 0 for all i. On the other hand, the
fact that w¯ki0(yk) =±1 for some i0 ∈ I implies that w¯i0(y¯) =±1 where y¯ is the limit
of yk. This contradiction means that yk →∞. Next we shall show a contradiction if
|yk| → ∞. By the Green’s representation formula for w¯ki ,
w¯ki (y) =
∫
Ωk
G(y,η)(−∆w¯ki (η))dη + w¯ki |∂Ωk
where w¯ki |∂Ωk is the boundary value of w¯i on ∂Ωk ( which is a constant). From
(3.20) and (3.21) we have
|−∆w¯ki (η)| ≤
C(1+ |η |)3+δ−2m
(1+ |yk|)3+δ−m
+
C(1+ |η |)1−m+δ
Λk(1+ |yk|)3+δ−m
.
Thus for some i ∈ I we have
1 = |w¯ki (yk)− w¯ki (0)|(3.22)
≤ C
∫
Ωk
|G(yk,η)−G(0,η)|
(
(1+ |η |)3+δ−2m
(1+ |yk|)3+δ−m
+
(1+ |η |)1−m+δ
Λk(1+ |yk|)3+δ−m
)
,
where the constant on the boundary is canceled out. To compute the right hand
side of the above, we decompose the Ωk as Ωk = Σ1 ∪Σ2∪Σ3 as in Lemma 3.2.
Using (3.17) we have∫
Σ1∪Σ2
|G(yk,η)−G(0,η)|(1+ |η |)3+δ−2mdη = O(1)(log |yk|)(1+ |yk|)(5+δ−2m)+
where
(1+ |yk|)α+ =


(1+ |yk|)α , α > 0,
log(1+ |yk|), α = 0,
1, α < 0.∫
Σ3
|G(yk,η)−G(0,η)|(1+ |η |)3+δ−2mdη = O(1)(1+ |yk|)5+δ−2m.
Hence ∫
Ωk
|G(yk,η)−G(0,η)|
(1+ |η |)3+δ−2m
(1+ |yk|)3+δ−m
dη = O(1)(1+ |yk|)2−m.
Similarly we can compute the other term:∫
Ωk
|G(yk,η)−G(0,η)|
(1+ |η |)1−m+δ
Λk(1+ |yk|)3+δ−m
dη = O(1)Λ−1k (log(1+ |yk|))−
δ
2 .
By the computations above we see that the right hand side of (3.22) is o(1), a
contradiction to the left hand side of (3.22). Thus (3.11) is established for α =
0. The estimates for |α | = 1 and 2 follow easily by scaling and standard elliptic
estimates. Therefore Theorem 3.1 is completely proved. 
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4. SECOND ORDER ESTIMATES
In this section we improve the estimates in Theorem 3.1 for m < 4 and m = 4,
respectively. Let pi,k be the maximum point of vki (·)− φ ki (εk·). The following
lemma estimates the location of pi,k.
Lemma 4.1. pi,k = O(εk), i ∈ I.
Proof : Applying Theorem 3.1 to vki −φ ki (δ ·) on B1:
Dα(vki (y)−φ ki (εky))(4.1)
= Dα(V ki (|y|))+O(εk), |y|< 1, |α |= 0,1,2.
The equation for V ki is
(V ki )′′(r)+
1
r
(V ki )′(r)+
n
∑
j=1
ai jHkj (0)eV
k
j (r) = 0, r > 0.
From (V ki )′(0) = 0, we see limr→0(V ki )′(r)/r = (V ki )′′(0). Thus
(4.2) (V ki )′′(0) =−
1
2
n
∑
j=1
ai jHkj (0)eV
k
j (0) <−C
for some C > 0 independent of k. Since pi,k is the maximum point of vki (·)−
φ ki (εk·), we deduce from (4.1) that (V ki )′(|pi,k|) = O(εk), thus from (4.2) we have
pi,k = O(εk). Lemma 4.1 is established. 
The main result in this section is to find the εk approximation to vki (·)−φ ki (εk·).
It is most convenient to write the expansion around one of the pi,ks. We choose
p1,k and shall use Φk = (Φk1, ..,Φkn) to denote the projection of vki (·)−φ ki (εk·) onto
span{sin θ ,cos θ}. i.e.
(4.3) Φki (r cos θ ,r sin θ) = εk(Gk1,i(r)cos θ +Gk2,i(r)sin θ), i ∈ I
with Gkt,i(r) (t = 1,2) satisfying some ordinary differential equations to be specified
later.
Set v1,k = (v1,k1 , ..,v
1,k
n ) as
(4.4) v1,ki (·) = vki (·+ p1,k)−φ ki (εk(·+ p1,k))
in
(4.5) Ω1,k := {η ; η + p1,k ∈Ωk }.
Using ∇vki (0) = O(εk) (by Theorem 3.1) and φ ki (0) = 0 we observe that
v
1,k
i (0) = v
k
i (p1,k)−φ ki (εk p1,k)(4.6)
= vki (0)+∇vki (0) · p1,k +O(|p1,k|2)+O(p1,kεk)
= vki (0)+O(ε2k )
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The equation that v1,k satisfies is (combining (3.11) and (3.12))
(4.7)


∆v1,ki +∑nj=1 ai jH1,kj (y)ev
1,k
j = 0, in Ω1,k
∇v1,k1 (0) = 0, ∇v
1,k
i (0) = O(εk), i = 2, ...,n
where H1,k = (H1,k1 , ...,H
1,k
n ) is defined by (see (3.13))
(4.8) H1,ki (·) = Hki (εk ·+εk p1,k) = hki (εk ·+εk p1,k)eφ
k
i (εk·+εk p1,k).
Trivially
(4.9) H1,ki (0) = hki (0)+O(ε2k ).
In the coordinate around p1,k and we seek to approximate v1,ki in Ω1,k. The first
term in the approximation of v1,k is V k. Here we note that the domain Ω1,k is shifted
from the ball Ωk by p1,k.
We shall use five steps to establish an approximation of v1,ki without distinguish-
ing m = 4 or not.
Step one:
Let w1,k = (w1,k1 , ..,w
1,k
n ) be the difference between vk and V k:
w
1,k
i (y) = v
1,k
i (y)−V
k
i (|y|), y ∈ Ω1k.
Taking the difference between (4.7) and (3.10), we have
∆w1,ki +∑
j
ai jH1,kj (y)e
V kj +w
1,k
j −∑
j
ai jhkj(0)eV
k
j = 0,
which is
∆w1,ki +∑
j
ai jhkj(0)eV
k
j (
ew
1,k
j H1,kj (y)
hkj(0)
−1) = 0.
Here we observe that the oscillation of V ki on ∂Ωk is O(ε2k ). Indeed, recall that Ω1,k
is the shift of the large ball Ωk by p1,k. Let y1,y2 ∈ ∂Ω1,k, one can find y3 such that
|y3|= |y2| and |y3 − y1| ≤Cεk. Since (V ki )′(r) ∼ r−1 for r > 1 and |y1| ∼ ε
−1
k , we
have
(4.10) V ,ki (y1)−V ki (y2) =V ki (y1)−V ki (y3) = O(ε2k ).
With (4.10) we further write the equation for w1,ki as
(4.11)


∆w1,ki +∑ j ai jhkj(0)eV
k
j w
1,k
j = E
k
i , Ω1,k.
w
1,k
i (0) = O(ε2k ), i ∈ I, w¯
1,k
i = O(ε2k ) on ∂Ω1,k,
∇w1,k1 (0) = 0, ∇w
1,k
i (0) = O(εk), i ∈ I \{1}
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where
(4.12) Eki =−∑
j
ai jhkj(0)eV
k
j
(H1,kj (y)
hkj(0)
ew
1,k
j −1−w1,kj
)
.
Similar to Theorem 3.1 we also have
Lemma 4.2. For any δ > 0, there exists k0(δ )> 1 such that for some C > 0 inde-
pendent of k and δ , the following estimate holds for all k ≥ k0:
(4.13) |w1,ki (y)| ≤
{
Cεk(1+ |y|)3−m+δ , m ≤ 3,
Cεk(1+ |y|)δ , m > 3,
y ∈ Ω1,k.
Proof: Using the definition of v1,k and Theorem 3.1 we have
|v1,ki (y)−V
k
i (y+ p1,k)| ≤
{
Cεk(1+ |y|)3−m+δ , m ≤ 3,
Cεk(1+ |y|)δ , m > 3.
On the other hand we clearly have
|V ki (y)−V ki (y+ p1,k)| ≤Cεk(1+ |y|)−1
by mean value theorem and the estimate of ∇V ki . Lemma 4.2 is established. 
Using Lemma 4.2 and (4.9) we now rewrite Eki , clearly
Eki =−∑
j
ai jeV
k
j (H1,kj (y)−h
k
j(0))+ (Hkj (y)−hkj(0))w
1,k
j +O((w
1,k
j )
2).
By Lemma 4.2 and (4.9), the last two terms are O(ε2k (1 + |y|)2−m) regardless
whether m ≥ 3 or not. Thus
Eki = −∑
j
ai jeV
k
j (H1,kj (y)−h
k
j(0))+O(ε2k )(1+ |y|)2−m(4.14)
= −∑
j
ai jeV
k
j (H1,kj (y)−H
1,k
j (0))+O(ε
2
k )(1+ |y|)2−m
where in the last step we used (4.9) again.
Step Two: Estimate of the radial part of w1,k:
Let gk,0 = (gk,01 , ...,g
k,0
n ) be the radial part of w1,k:
gk,0i (r) =
1
2pi
∫ 2pi
0
w
1,k
i (r cos θ ,r sin θ)dθ .
Due to the radial symmetry of V ki , gk,0 satisfies
(4.15)


Ligk,0 =−
ε2k
4 ∑ j ai j∆H1,kj (0)r2eV
k
j +O(ε2k )(1+ r)δ−m
gk,0i (0) = O(ε2k ), i ∈ I,
d
dr g
k,0
1 (0) = 0.
where ( for simplicity we omit k in Li)
Ligk,0 =
d2
dr2 g
k,0
i +
1
r
d
dr g
k,0
i +∑
j
ai jhkj(0)eV
k
j gk,0j
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We claim that for δ > 0, there exists k0(δ )> 1 such that for all k ≥ k0
(4.16) |gk,0i (r)| ≤Cε2k (1+ r)4−m+δ , 0 < r < ε−1k
holds for some C independent of k and δ . So, gk,0i (r) can be discarded as an error
term.
To prove (4.16), we first observe that m ≤ 4 and by (4.15)
|Ligk,0| ≤Cε2k (1+ r)2−m+δ/2.
Let f k = ( f k1 , .., f kn ) be the solution of

d2
dr2 f ki + 1r ddr f ki = Ligk,0,
f ki (0) = ddr f ki (0) = 0.
Then elementary estimate shows
(4.17) | f ki (r)| ≤Cε2k (1+ r)4−m+δ .
If m > 52 , we claim
(4.18) |gk,0i (r)− f ki (r)| ≤Cε2k (1+ r)δ , 0 < r < ε−1k .
Indeed, let g¯k = gk,0− f k, then clearly

Lig¯k = Fki ,
g¯ki (0) = O(ε2k ),
d
dr g¯
k
1(0) = 0,
where
Fki :=−∑
j
ai jhkj(0)eV
k
j f kj = O(ε2k )(1+ r)4−2m+δ .
By considering d2dr2 +
1
r
d
dr as ∆ in R
2 and g¯k a solution with boundary oscillation
0 in B(0,ε−1k ), we obtain (4.18) by the argument for Theorem 3.1. Here we note
that to apply Theorem 2.1, it is essential to require 6− 2m + δ < 1 (it holds if
m > 5/2), the estimate on the Green’s function in Lemma 3.2 and the condition
d
dr g¯
k
1(0) = 0. Since m ≤ 4, O(ε2k )(1+ r)δ is part of the error.
If m ≤ 52 we apply the same ideas by adding more correction functions to g
k,0:
Let N satisfy 2+(2−m)N < 1, we add N correcting functions to make the right
hand side of the equation of the order O(ε2k (1+ r)(2−m)N+δ ). Note that each cor-
rection can be discarded as an error in the sense that they are smaller than the right
hand side of (4.47). Using 2+ 2N −mN < 1 and the argument in the proof of
Theorem 3.1 we obtain (4.16).
Step Three: The projection on sinθ and cosθ
In this step we consider the projection of w1,k over cosθ and sinθ , respectively:
εkGk1,i(r) =
1
2pi
∫ 2pi
0
w
1,k
i (r,θ)cos θdθ , εkGk2,i(r) =
1
2pi
∫ 2pi
0
w
1,k
i (r,θ)sin θdθ .
Let
(4.19) Φki = εkGk1,i(r)cos θ + εkGk2,i(r)sin θ
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clearly Gk1,i and Gk2,i solve the following linear systems: For 0< r < ε
−1
k and t = 1,2
(
d2
dr2 +
1
r
d
dr −
1
r2
)Gkt,i +∑
j
ai jhkj(0)eV
k
j Gkt, j(4.20)
=−∑
j
ai j∂tH1,kj (0)reV
k
j +O(εk)(1+ r)2−m.
Then Φk solves
∆Φki +∑
j
ai jhkj(0)eV
k
j Φkj(4.21)
= −εk ∑
j
ai j(∂1H1,kj (0)y1 +∂2H1,kj (0)y2)eV
k
j +O(ε2k )(1+ |y|)2−m.
By the long behavior of w1,k (Lemma 4.2) we have
(4.22) |Gk1,i(r)|+ |Gk2,i(r)| ≤
{
C(1+ r)3−m+δ , m ≤ 3,
C(1+ r)δ , m > 3.
Note that Gkt,i(0) = 0 and Gkt,i(r) = O(r) near 0.
Step Four: Projection of w1,k onto higher frequencies
Let
gk,l = (gk,l1 , ...,g
k,l
n )
be the projection of w1,k on sin lθ . In this step we first establish a preliminary
estimate for all these projections:
Lemma 4.3. There exist l0 ≥ 3 and C > 0 independent of k, l such that
|gk,li (r)| ≤Cε
2
k r
2, 0 < r < ε−1k , ∀l ≥ l0.
Proof:
By (4.11), (4.14) and Lemma 4.2 gk,l satisfies
(4.23)


( d
2
dr2 +
1
r
d
dr −
l2
r2
)gk,li +∑ j ai jhkj(0)eV
k
j gk,lj = hikl
gk,li (0) = 0.
where, applying the Taylor expansion of H i,kj up to the second order,
(4.24) |hikl(r)| ≤Cε2k (1+ r)2−m+δ/2
for some C independent of k and l. Thus
(4.25) ∆gk,li −
l2
r2
gk,li +∑
j
ai jhkj(0)eV
k
j gk,lj >−c0ε
2
k (1+ r)2−m+δ
for some c0 > 0. Let
g(r) =
r2
4
∫
∞
r
c0
s
(1+ s)2−m+δ ds+ c0
r−2
4
∫ r
0
s3(1+ s)2−m+δ ds+ r2.
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Then clearly g(r) > 0 for r > 0, g solves
(4.26)


g′′+ 1
r
g′− 4
r2
g(r) =−c0r2(1+ r)−m+δ , r > 0,
g(0) = g′(0) = 0.
and
g(r) = r2 +O(r4−m+δ ), r > 1, g(r) ≤Cr2 log(1
r
+1), r ≤ 1.
Clearly by Lemma 4.2
(4.27) ε2k g(ε−1k )> maxy∈∂Ω1,k |w
1,k
i (y)| ≥ |g
k,l
i (ε
−1
k )|.
The reason that we include r2 in the definition of g(·) is because by Lemma 4.2 we
only know w1,ki (x) = O(εk(1+ |x|)δ ) for m > 3. Let gk = (gk1, ..,gkn) = ε2k (g, ..,g),
then it is easy to see that for l0 sufficiently large and l > l0
∆gki −
l2
r2
gki +∑
j
ai jhkj(0)eV
k
j gkj(4.28)
= −ε2k c0(1+ r)2−m+δ +∑
j
ai jhkj(0)eV
k
j gkj −
l2−4
r2
gki
≤ −ε2k c0(1+ r)2−m+δ .
To prove Lemma 4.3 it is enough to show
(4.29) |gk,li (r)| ≤Cgki , 0 < r < ε−1k , l ≥ l0.
with C independent of k and l. To this end, we shall use (4.25) and the initial value
(4.30) gk,li (r) = o(r) near 0.
In the following we use the argument in the proof of Theorem 2.1. Let ψki =
gki −g
k,l
i , by (4.27),(4.28),(4.25) and (4.30)

∆ψki − l
2
r2
ψki +∑ j ai jhkj(0)eV
k
j ψkj < 0, 0 < r < ε−1k ,
ψki (r) = o(r) near 0, ψki (ε−1k )> 0 for all i.
Our goal is to prove ψki (r)> 0 for all 0 < r < ε−1k . To do this, let f k = ( f k1 , ..., f kn )
be the positive solution to the homogeneous system:
∆ f ki −
1
r2
f ki +∑
j
ai jhkj(0)eV
k
j f kj = 0, r > 0
such that
f ki (r)∼ r, near 0, f ki (r)∼
1
r
near ∞, f ki (r) > 0 for all r > 0.
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If ψki is not always non-negative we assume
min
R+
ψk1(r)
f k1 (r)
= min
1≤i≤n
min
R+
ψki (r)
f ki (r)
< 0.
Suppose the minimum is attained at rk. By the behavior of ψki and f ki , we have
0 < rk < ε−1k . Let wk1 = ψk1/ f k1 , then wk1 satisfies
∆wk1 +2∇wk1 ·
∇ f k1
f k1
+
1− l2
r2
wk1 =
n
∑
j=2
a1 jhkj(0)eV
k
j (
wk1 f kj −ψkj
f k1
).
Evaluating both sides at rk, the left hand side is strictly positive while the right
hand side is non-positive by the definition of wk1. This contradiction proves (4.29).
Finally since g(r) = O(r2 log 1
r
) near 0, gk,li (r) = O(ε2k r2) near 0 for l ≥ l0 ≥ 3.
Lemma 4.3 is established. 
Lemma 4.4. Given δ > 0, there exist C(δ ) > 0 independent of k, l and k0(δ ) > 1
such that for l ≥ 3 and k ≥ k0
(4.31) |gk,li (r)| ≤Cε (m−2−δ )
+
k (εkr)
l +
C
l2 ε
2
k r
2(1+ r)2−m+δ , r ≤
1
2
ε−1k
where
(m−2−δ )+ =
{
m−2−δ if m≤ 3
1−δ if m > 3.
Proof:
By Lemma 4.3, (4.23) can be rewritten as as
(
d2
dr2 +
1
r
d
dr −
l2
r2
)gk,li = ¯hikl , g
k,l
i (0) = 0
where
(4.32) |¯hikl(r)| ≤Cε2k (1+ r)2−m+δ , k ≥ k0(δ )
for some C independent of k and l. By standard ODE theory
(4.33) gk,li (r) = ci1klrl + ci2klr−l −
rl
2l
∫ ε−1k
r
s−l+1 ¯hikl(s)ds−
r−l
2l
∫ r
0
sl+1 ¯hikl(s)ds.
When r → 0, it is easy to see that the last two terms in (4.33) both tend to 0. Thus
ci2kl = 0. Let I3 and I4 represent the last two terms in (4.33), respectively. By (4.32),
we have
(4.34) |I3(r)|+ |I4(r)| ≤
Cε2k
l2 (1+ r)
4−m+δ
where C is independent of k and l. On the other hand, using the information of w1,k
for r ∼ ε−1k , we know
(4.35) |gk,li (r)| ≤Cε (m−2−δ )
+
k , r ∼ ε
−1
k .
In regard to (4.34) and (4.33) we have
(4.36) |ci1kl | ≤Cε (m−2−δ )
++l
k .
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Hence (4.31) follows immediately. Lemma 4.4 is established. 
Let zk = (zk1, ...,zkn) be the projection of w1,k to span{sin lθ ,cos lθ , l ≥ 2}, i.e.
zki =
∞
∑
l=2
(
gk,li (r)sin lθ + g˜
k,l
i (r)cos lθ
)
where g˜k,li is the projection of w1,ki on cos lθ . g˜k,li has similar estimates as that for
gk,li . Then Lemma 4.4 leads to
(4.37) |zki (y)| ≤Cε2k (1+ |y|)4−m+δ , |y| ≤
1
2
ε−1k
for m ≤ 3. However for m > 3, Lemma 4.4 only gives
(4.38) |zki (y)| ≤Cε3−δk (1+ |y|)2 +Cε2k (1+ |y|)4−m+δ , |y| ≤
1
2
ε−1k .
In the following we shall get rid of the first term on the right hand side of (4.38).
To this end, we need to evaluate the value of w1,k on ∂Ω1,k.
Lemma 4.5. (a) If m < 4, then
(4.39) |w1,ki (y)| ≤Cεm
k−2
k logε
−1
k , y ∈ ∂Ω1,k.
(b) If m = 4 and |mki −4| ≤C/ log ε−1k for all i, then
(4.40) |w1,ki (y)| ≤Cε2k (log εk)2, y ∈ ∂Ω1,k.
Remark 4.1. The assumption |mki −4| ≤C/ log ε−1k when m= 4 is natural and will
be justified in the proof of the main theorems in section 6. We also remark that in
(4.39) we use εmk−2k log1/εk instead of the crude εm−2−δk as before.
Proof:
The Green’s representation formula for w1,ki gives (see (4.11))
O(ε2k ) = w
1,k
i (0) =
∫
Ω1,k
G(0,η)
(∑
j
ai jh1,kj (0)e
V kj w
1,k
j (η)−Eki (η))dη
−
∫
∂Ω1,k
∂νG(0,η)w1,ki (η)dSη(4.41)
where G(·, ·) is the Green’s function on Ω1,k with respect to the Dirichlet boundary
condition. We observe that
(4.42) G(0,η) =− 1
2pi
log |η |+ 1
2pi
log ε−1k +O(ε
2
k ).
Indeed, since Ω1,k is a translation of Ωk by p1,k ( recall p1,k =O(εk)), the oscillation
of log |η | on ∂Ω1,k is O(ε2k ). Thus the oscillation of the regular part of G(0,η) is
O(ε2k ), which leads to (4.42). On the other hand let w¯1,ki be the average of w1,ki on
∂Ω1,k, using the fact that v1,ki is constant on ∂Ω1,k and V ki has oscillation O(ε2k ) on
∂Ω1,k we have
(4.43) w1,ki (y) = w¯1,ki +O(ε2k ), ∀y ∈ ∂Ω1,k.
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Thus
(4.44) −
∫
∂Ω1,k
∂ν G(0,η)w1,ki (η)dSη = w¯
1,k
i +O(ε
2
k ).
By using (4.42), (4.43) and (4.44) in (4.41) we have
−w¯1,ki +O(ε
2
k ) =
∫
Ω1,k
(
1
2pi
log
ε−1k
|η | )
(
∑
j
ai jhkj(0)e
V kj w1,kj (η)−Eki (η)
)
dη
To evaluate the right hand side, we divide Ω1,k into a symmetric part: D1 :=
B(0,ε−1k − |p1,k|) and a nonsymmetric part: Ω1,k \D1 and use I1 and I2 to rep-
resent the corresponding integrals on them. If η ∈ Ω1,k \D1, it is easy to see from
|p1,k|= O(εk) that
log(
ε−1k
|η | ) = O(ε
2
k ) and |Ω1,k \D1|= O(1).
Moreover for η ∈Ω1,k \D1, by (4.13) and (4.14)
w
1,k
j (η) = O(ε1−εk ), E
k
i (η) = O(εm
k
k ).
Combining these facts we have I2 = O(ε2k ).
To evaluate I1, since log(ε−1k /|η |) is radial, by symmetry only the projections
of w1,kj and Eki onto 1 remain. By (4.16) and (4.14)
|I1| ≤C logε−1k
∫
D1
ε2k (1+ |η |)2−m
k dη .
(Note that we use the fact that eVk(x)≤C(1+ |y|)−mk for C independent of k.) There-
fore if m < 4, I1 = O(εm
k−2
k ) log ε
−1
k . If m = 4 and |mki − 4| ≤ C logε
−1
k we have
(1+ r)−mk ≤C(1+ r)−4, thus by elementary computation
|I1| ≤Cε2k (logεk)2.
Lemma 4.5 is established. 
By Lemma 4.5, (4.35) can be replaced by
|gk,li (r)| ≤Cε
m−2−δ
k , r ∼ ε
−1
k .
Correspondingly, the estimate for ci1kl becomes
|ci1kl | ≤Cεm−2−δ+lk .
Then it is easy to see that the first term in (4.38) can be removed.
Step five:
For the projection on span{sin θ ,cos θ}, we write (4.20) as
(
d2
dr2 +
1
r
d
dr −
1
r2
)Gk1,i = h(r), 0 < r < ε−1k
where h is the collection of other terms. By (4.22)
|h(r)| ≤C(1+ r)1−m+δ .
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Then
(4.45) Gk1,i = c1kr+
c2k
r
−
r
2
∫
∞
r
h(s)ds− r
−1
2
∫ r
0
s2h(s)ds.
Since G1,i is bounded near 0, c2k = 0. Using Gk1,i(ε
−1
k ) = O(ε
m−3−δ
k ) we have
|c1k| ≤Cεm−2−δk .
Then it is easy to see from (4.45) that
(4.46) |Gkt,i(r)| ≤Cr(1+ r)2−m+δ , t = 1,2, when m > 3.
Similarly (4.46) also holds for Gk2,i.
Combining the results in the five steps we arrive at the following estimate with-
out distinguishing m < 4 or not.
Theorem 4.1. Given δ > 0, there exist C(δ ) > 0, k0(δ ) > 1 such that for |y| ≤
ε−1k /2 and |α |= 0,1, the following holds for all k ≥ k0
(4.47) |Dα(v1,ki (y)−V ki (y)−Φki (y))| ≤Cε2k (1+ |y|)4−m−|α |+δ .
where
Φki (y) = εk(Gk1,i(r)cos θ +Gk2,i(r)sin θ)
with
(4.48) |Gkt,i(r)| ≤Cr(1+ r)2−m+δ t = 1,2.
Note that the estimate for |α | = 0 follows directly from the five steps. The
estimate for |α |= 1 follows from standard gradient estimate for elliptic equations.
Theorem 4.1 does not distinguish m < 4 or m = 4. In the following we apply
Theorem 4.1 to obtain more accurate estimates for m < 4 and m = 4, respectively.
Both results in the sequel (Theorem 4.2 and Theorem 4.3) play a crucial role in
determining the location of maximum points of bubbling solutions.
Theorem 4.2. Suppose m < 4, then for |y| ≤ ε−1k /2 and i ∈ I
|Dα
(
vki (y)−φ ki (εky)−V ki (y− p1,k)−Φki (y− p1,k)
)
|(4.49)
≤ Cε2k (1+ |y|)4−m
k−l log(2+ |y|) |α |= 0,1
where vki ,φ ki ,V ki ,Φki are defined by (3.5), (3.9), (3.10) and (4.3), respectively. More-
over Gkt,i (t = 1,2, i ∈ I) satisfy
(4.50) |Gkt,i(r)| ≤Cr(1+ r)2−m
k 0 < r < ε−1k .
Proof:
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We use the same notations as in the proof of Proposition 4.1. First we consider
the radial part of w1,k: Recall m < 4. Using Proposition 4.1 and (4.15) we have
(
d2
dr2 +
1
r
d
dr )g
k,0
i
= −∑
j
ai jhkj(0)eV
k
j gk,0j −
ε2k
4 ∑j ai j∆H
1,k
j (0)r
2eV
k
j +O(ε2k )(1+ r)ε−m
= O(ε2k )(1+ r)2−m
k
, 0 < r < ε−1k ,
and
gk,0i (0) = O(ε
2
k ).
Multiplying r on both sides of the equation and integrating, we obtain
|gk,0i (r)| ≤Cε
2
k log(2+ r).
Next we consider the projection of w1,k on sin θ and cos θ . Let ωk = (ωk1 , ...,ωkn )
be
ωki = w
1,k
i −g
k,0
i .
Then ωk satisfies
∆ωki +
n
∑
j=1
ai jhkj(0)eV
k
j ωkj = Ek1,i, Ω1,i
where Ek1,i is the projection of the original right hand side on the subspace spanned
by sinkθ and cosku (k = 1,2, ..). Since gk,0i is a radial function, from the asymptotic
behavior of gk,0 it is easy to see that the oscillation of it on ∂Ω1,k is O(ε2k ), therefore
the oscillation of ωki on ∂Ω1,k is O(ε2k ). Let ω¯ki be the average of ωki on ∂Ω1,k, then
by ωki (0) = 0 we have
0 =
∫
Ω1,k
G(0,η)(
n
∑
j=1
ai jhkj(0)eV
k
j ωkj (η)−Ek1,i(η))dη + ω¯ki +O(ε2k ).
Using (4.42) in the equation above we have ω¯ki = O(ε2k ), thus
(4.51) ωki = O(ε2k ), on ∂Ω1,k.
Since we have known that εkGkt,i(ε−1k ) = O(ε
mk−2
k ), we can improve the estimate
of Φk using (4.45). The estimate of Gkt,i now is
|Gkt,i(r)| ≤Cr(1+ r)2−m
k
, r < ε−1k
and
|
d
dr G
k
t,i| ≤Cr(1+ r)1−m
k
, 0 < r < ε−1k /2
which leads to
(4.52) |∇Φki (y)| ≤Cεkr(1+ r)1−m
k
, |y|< ε−1k /2.
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As far as the projection of w1,k on higher frequencies is concerned, since we have
(4.51), for gk,l we now have, instead of Lemma 4.4
(4.53) |gk,li (r)| ≤Cεm
k−2
k (εkr)
l +
C
l2 ε
2
k r
2(1+ r)2−m
k
, l ≥ 2.
As before we let zki = w
1,k
i −Φki , then zki satisfies

∆zki = O(ε2k )|y|2(1+ |y|)−m
k
, Ω1,k ⊂ R2,
zki = O(ε2k ) on ∂Ω1,k.
Because of (4.53) we have
|zki (y)| ≤Cε2k (1+ |y|)4−m
k
, |y| ≤ ε−1k .
By standard re-scaling method
(4.54) |∇zki (y)| ≤Cε2k (1+ |y|)3−m
k
, |y|< ε−1k /2.
We have established
|Dα(v1,ki (y)−V
k
i (y)−Φki (y)| ≤Cε2k (1+ |y|)4−m
k−|α | log(2+ |y|)
for |α |= 0,1 and |y| ≤ ε−1k /2. Recall that v
1,k
i is defined in (4.4). Instead of using
the coordinate around p1,k we use the coordinate around the origin to obtain (4.49).
Theorem 4.2 is established. 
Theorem 4.3. If m = 4 and |mki − 4| ≤C/ log ε−1k for all i ∈ I, then we have, for
|y| ≤ ε−1k /2 and i ∈ I
|Dα(vki (y)−φ ki (εky)−V ki (y− p1,k)−Φki (y− p1,k)
)
|(4.55)
≤ Cε2k (1+ |y|)−|α |(log(2+ |y|))2. |α |= 0,1,
where Φk is of the form stated in (4.3) with Gkt,i (t = 1,2) satisfying
(4.56) |Gkt,i(r)| ≤Cr(1+ r)−2, 0 < r < ε−1k , i ∈ I.
Proof:
For m = 4 we use (4.16) to write (4.15) as

( d
2
dr2 +
1
r
d
dr )g
k,0
i =−ε
2
k ∑ j ai j
∆H1,kj (0)
4 r
2eV
k
j +O(ε2k )(1+ r)−4+ε ,
gk,0i (0) = O(ε2k ),
d
dr g
k,0
i (0) = 0.
Note that (1+ r)−mk ≤C(1+ r)−4. Multiplying both sides by r and integrating, we
have
gk,0i (r) =−ε
2
k ∑
j
ai j
∆H1,kj (0)
4
∫ r
0
t3eV
k
j (t)(logr− log t)dt +O(ε2k ) log(1+ r).
To evaluate the integral, we use (2.21) to write
H1,ki (0)e
V ki (t) = ec
k
i t−m
k
+O(t−4−ε0), t > 1
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for some ε0 > 0. Under the assumption of Theorem 4.3: |mki −4| ≤C/ log ε−1k we
have t−mk = O(t−4), thus
|gk,0i (r)| ≤Cε
2
k (log(2+ r))2, 0 < r < ε−1k .
The projection on higher frequencies has the same estimates as in the case for
m < 4. Specifically, let ωki be the same as in Theorem 4.2. Then (4.51) also holds.
Correspondingly (4.52), (4.53) and (4.54) still hold with mk = 4 by the same proof.
Theorem 4.3 is established. 
5. LOCATION OF THE BLOWUP POINTS
In this section we determine the locations of the blowup points in Theorem 4.2
and Theorem 4.3.
Theorem 5.1. Under the same assumptions as in Theorem 4.2
(5.1) |∑
i
(∂lhki (0)
hki (0)
+∂lφ ki (0)
)
σ ki | ≤Cεm
k−2
k , l = 1,2,
where C is independent of k. On the other hand, under the assumptions in Theorem
4.3 we have
(5.2) |∑
i
(∂lhki (0)
hki (0)
+∂lφ ki (0)
)
σ ki | ≤Cε2k logε−1k , l = 1,2,
where σ ki is defined in Definition 3.1.
Proof of Theorem 5.1: Recall Hki (εky) = hki (εky)eφ
k
i (εky) and H1,ki is defined in
(4.8). Let ˜Ωk = B(0,ε−1k /2), we use the following Pohozaev identity for the equa-
tion for v1,k: For ξ ∈ S1,
∑
i
∫
˜Ωk
∂ξ H1,ki (y)ev
1,k
i (y)(5.3)
=
∫
∂ ˜Ωk
(ξ ·ν)∑
i
ev
1,k
i H1,ki +∑
i j
ai j
(
∂νv1,ki ∂ξ v
1,k
j −
1
2
∇v1,ki ∇v
1,k
j (ξ ·ν)
)
According to the definition of H1,ki in (4.8)
∂ξ H1,ki (y) = εk∂ξ Hki (0)+
2
∑
l=1
ε2k ∂ξ lHki (0)yl +O(ε3k (1+ |y|)2).
Using the expansion of v1,ki in Proposition 4.1 ( which holds for m < 4 and m = 4)
we have ∫
˜Ωk
∂ξ H1,ki (y)ev
1,k
i (y)
=
∫
˜Ωk
(εk∂ξ Hki (0)+
2
∑
l=1
ε2k ∂ξ lHki (0)yl +O(ε3k (1+ |y|)2))
·
(
eV
k
i (y)(1+Φki )+O(ε2k )(1+ |y|)4−2m+ε
)
dy.
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By symmetry we have∫
˜Ωk
2
∑
l=1
ε2k ∂ξ lHki (0)yleV
k
i (y) =
∫
˜Ωk
εk∂ξ Hki (0)eV
k
i (y)Φki (y)dy = 0.
Also by elementary estimates we have∫
˜Ωk
( 2∑
l=1
ε2k ∂ξ lHki (0)yl +O(ε3k (1+ |y|)2)
)(
eV
k
i (y)Φki +O(ε2k )(1+ |y|)4−2m+ε
)
=O(εmk−1k )
and ∫
˜Ωk
εk∂ξ Hki (0)O(ε2k )(1+ |y|)4−2m+ε = O(εm
k−1
k ).
Thus ∫
˜Ωk
∂ξ H1,ki (y)ev
1,k
i (y)
=
∫
˜Ωk
εk∂ξ Hki (0)eV
k
i (y)+O(ε3k (1+ |y|)2)eV
k
i (y).
The only difference on whether m < 4 or m = 4 is on this term. For m < 4, direct
computation gives ∫
˜Ωk
∂ξ H1,ki (y)ev
1,k
i (y)
= εk∂ξ Hki (0)
∫
˜Ωk
eV
k
i (y)dy+O(εmk−1k ).
= εk
∂ξ Hki (0)
Hki (0)
∫
˜Ωk
Hki (0)eV
k
i (y)dy+O(εmk−1k )
= 2piεk∂ξ (logHki )(0)σ ki +O(εm
k−1
k ).
On the other hand for m = 4, using the closeness between mki and 4, we have∫
˜Ωk
∂ξ H1,ki (y)ev
1,k
i (y)
= 2piεk∂ξ (log Hki )(0)σ ki +O(ε3k logε−1k ).
Next we estimate the right hand side of the Pohozaev identity. The key point in
this part is that the only difference between Theorem 4.2 and Theorem 4.3 is on the
radial part of w1,ki : g
k,0
i . The projections of w1,ki on higher frequencies (ωki ) have
the same estimates. i.e. (4.51)- (4.54) hold for m < 4 and m = 4. The detail is as
follows: First by the decay rate of v1,ki one sees easily that∫
∂ ˜Ωk
(ξ ·ν)∑
i
ev
1,k
i H1,ki = O(ε
mk−1
k ).
Before evaluating the remaining two terms we first observe that by (4.52) and
(4.54) that
∇v1,ki = ∇V ki +∇g
k,0
i +O(ε
mk−1
k ), y ∈ ∂ ˜Ωk.
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Moreover, by symmetry we have∫
∂ ˜Ωk
∂νV ki ∂ξ gk,0j =
∫
∂ ˜Ωk
∂ξV ki ∂νgk,0j = 0.
Thus
∑
i, j
∫
∂ ˜Ωk
ai j∂νv1,ki ∂ξ v
1,k
j
= ∑
i, j
∫
∂ ˜Ωk
ai j
(
(∂ν(V ki +gk,0i )+O(εm
k−1
k )
)(
∂ξ (V kj +gk,0j )+O(εm
k−1
k )
)
= O(εmk−1k ).
Similarly in the last integral:
∑
i, j
∫
∂ ˜Ωk
ai j∇v1,ki ∇v
1,k
j (ξ ·ν)
= ∑
i, j
∫
∂ ˜Ωk
ai j(
d
dr (V
k
i +g
k,0
i )+O(ε
mk−1
k ))(
d
dr (V
k
j +g
k,0
j )+O(ε
mk−1
k ))(ξ ·ν)
= O(εmk−1k ).
Theorem 5.1 is established. 
6. THE LEADING TERM FOR ρk → ρ ∈ Γ1
In this section we complete the proofs of Theorem 1.2, Theorem 1.3 and Theo-
rem 1.1. The notation uk refer to the one in the introduction. Let
(6.1) Θki = uki − log
∫
M
hieu
k
i dVg, i ∈ I.
Then we have
(6.2) −∆gΘki =
n
∑
j=1
ai jρkj (h jeΘ
k
j −1).
where
(6.3)
∫
M
hieΘ
k
i dVg = 1, Vol(M) = 1.
Θk = (Θk1, ..,Θkn) is a sequence of blow-up solutions. We use pk to denote the point
where the maximum of Θk on M is taken. Take the local coordinates around pk.
Then ds2 has the form eψ(ypk )(dy21 +dy22) where
|∇ψ(0)|= 0, ψ(0) = 0, ∆ψ =−2Keψ ,
K is the Gauss curvature. In local coordinates, (6.2) becomes
(6.4) −∆Θki =
n
∑
j=1
ai jρkj eψ(h jeΘ
k
j −1), in Bδ0
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for some δ0 small. Let f ki solve
(6.5)


∆ f ki = ∑nj=1 ai jρkj eψ , Bδ0
f ki (0) = 0, ∇ f ki (0) = 0.
and f ki has bounded oscillation on ∂Bδ0 . Set
˜Θki = Θki (pk + ·)− f ki and ˜hki = ρki hi(pk + ·)eψ+ f
k
i ,
then ˜Θki satisfies
(6.6) −∆ ˜Θki = ∑
j
ai j ˜hkje
˜Θkj , Bδ0 .
Note that from the definition of ˜hki , f ki and ψ , the following can be verified by direct
computation:
(6.7)


˜hki (0) = ρki hi(pk), ∇˜hki (0) = ρki ∇hi(pk),
∆˜hki (0) = ρki
(
∆hi(pk)+hi(pk)(−2K(pk)+∑nj=1 ai jρkj )
)
.
Let Mk = maxi∈I maxM Θki , εk = e−
1
2 Mk ,
(6.8) v˜ki (y) = ˜Θki (εky)+2logεk = ˜Θki (εky)−Mk,
then we have
(6.9) ∆v˜ki (y)+
n
∑
j=1
ai j ˜hkj(εky)ev˜
k
j (y) = 0, |y| ≤ δ0ε−1k .
The following lemma proves that the Θk is a fully blown up sequence.
Lemma 6.1. Along a subsequence (v˜k1, ..., v˜kn) converge in C2loc(R2) to a system of
n equations.
Proof: By way of contradiction we assume that only l (l < n) components of
(v˜k1, .., v˜
k
n) converge to a system of l equations. Without loss of generality we as-
sume that the first l components of (v˜k1, .., v˜kn) converge to (v˜1, .., v˜l) that satisfies
−∆v˜i =
l
∑
j=1
ai j ˜h jev˜ j , i = 1, .., l. in R2
where ˜hi = ρihi(p). Let
σi,v =
1
2pi
∫
R2
˜hiev˜i .
Then the entire solution (v˜1, ..., v˜l) with finite energy satisfies
l
∑
j=1
ai jσ j,v > 2.
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Let J = {1, ..., l}, then by Theorem C in [38] (v˜1, ..., v˜l) also satisfies
1
4pi2
ΛJ(σv) := 4∑
i∈J
σi,v− ∑
i, j∈J
ai jσi,vσ j,v = 0.
By (6.3)
ρki
2pi
≥
1
2pi
∫
B(pk,δ )
ρki hieΘ
k
i dVg =
1
2pi
∫
Bδ
˜hki e
˜Θki dx.
Thus by letting k → ∞ we have
ρi
2pi
≥ σi,v, i = 1, .., l.
Let si = ρi2pi −σi,v, i ∈ J, then easy to see
(6.10) 1
4pi2
(ΛJ(ρ)−ΛJ(σv)) =−2∑
i∈J
(∑
j∈J
ai jσ j,v−2)si−∑
i, j
ai jsis j ≤ 0.
Since ΛJ(σv) = 0, (6.10) is a violation of the definition of Γ1 in the introduction.
Lemma 6.1 is established. 
Let φ k = (φ k1 , ...,φ kn ) be the harmonic function that takes 0 at 0 and that kills
the oscillation of ˜Θk on ∂Bδ0 . The first term in the expansion of v˜k − φ k(εk·) is
U k(·− p1,k) where U k = (U k1 , ..,U kn ) satisfies
(6.11)
{
−∆U ki = ∑ j ai j ˜hkj(0)eU
k
j R2,
U ki (0) = v˜ki (0), i ∈ I.
Moreover, U ki + log(ρki hi(pk)) satisfies
−∆(U ki + log(ρki hi(pk))) = ∑
j
ai jeU
k
j +log(ρkj h j(pk)) R2.
Set
(6.12) σ¯ ki =
1
2pi
∫
R2
ρki hi(pk)eU
k
i , mki =
n
∑
j=1
ai jσ¯ kj .
Correspondingly
mk = min{mk1, ..,mkn}, m = limk→∞ m
k.
Later we shall show that m is equal to the one defined in (1.6). In regard to Lemma
2.2 we set cki as
cki =U ki (0)+ log(ρki hi(pk))+
1
2pi
∫
R2
log |η |
n
∑
j=1
ai j ˜hkj(0)eU
k
j dη(6.13)
= Θki (pk)−Mk + log(ρki hi(pk))+
1
2pi
∫
R2
log |η |
n
∑
j=1
ai jρkj h j(pk)eU
k
j dη ,
and
(6.14) ci = lim
k→∞
cki .
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According to Proposition 4.1, the expansion of v˜ki can be written as
(6.15) v˜ki (y) =U ki (y− p1,k)+φ ki (εky)+Φki (y− p1,k)+O(ε2k )(1+ |y|)4−m+ε
on B(0,δ0ε−1k ), where p1,k = O(εk),
Φki (y) = εk(Gk1,i(r)cos θ +Gk2,i(r)sin θ)
such that
|Gkt,i(r)| ≤Cr(1+ r)2−m
k
, 0 < r < δ0ε−1k , t = 1,2.
Here we note that the Green’s function is of the form
G(x,η) =− 1
2pi
log |x−η |χ + γ(x,η)
where χ is a cut-off function such that χ ≡ 1 in Bε1 for some ε1 > 0 (2ε1 is less
than the injectivity radius of M) and χ ≡ 0 outside B2ε1 . In the sequel we always
assume δ0 < ε1/4.
The Green’s representation formula for Θki is
(6.16) Θki (x) = ¯Θki +
∫
M
G(x,η)(∑
j
ai jρkj h jeΘ
k
j )dVg.
Next we claim that
| ¯Θki +
mki −2
2
Mk− cki + log(ρki hi(pk))+2piγ(pk, pk)mki |
≤ C0(δ0)εm−2−δk(6.17)
where δ > 0 is small positive number, ¯Θki is the average of Θki on M, C0(·) is a
positive function such that C0(δ0)→ ∞ as δ0 → 0. To see this, let x = pk in (6.16),
Θki (pk) = ¯Θki −
1
2pi
∫
B(pk,δ0)
log |pk −η |∑
j
ai jρkj h jeΘ
k
j dVg
+
∫
B(pk,δ0)
γ(pk,η)∑
j
ai jρkj h jeΘ
k
j dVg
+
∫
M\B(pk ,δ0)
G(pk,η)∑
j
ai jρkj h jeΘ
k
j dVg.(6.18)
Observe that
(6.19) ρkj h jeΘ
k
j dVg(η) = ρkj h je f
k
j +ψeΘ
k
j− f kj dη = ˜hkje
˜Θkj dη .
Then by the definition of εk, v˜k, cki we obtain
−
1
2pi
∫
B(pk,δ0)
log |pk −η |∑
j
ai jρkj h jeΘ
k
j dVg(6.20)
= −
1
2pi
∫
B(0,δ0ε−1k )
(log(εk|η1|))∑
j
ai j(˜hkjeφ
k
j )(εkη1)ev˜
k
j(η1)−φ kj (εkη1)dη1
= −
1
2pi
∫
B(0,δ0ε−1k )
(logεk + log |η1|)∑
j
ai jH1,kj (η)e
v
1,k
j (η1)dη1
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where, by the same kind of notations used in section 3 and section 4,
v
1,k
i (·) = v˜
k
i (p1,k + ·)−φ ki (εk p1,k + εk·)
and
(6.21) H1,ki (·) = ˜hki (εk p1,k + εk·)eφ
k
i (εk p1,k+εk·).
By (6.7) we have
H1,ki (0) = ρki hi(pk)+O(ε2k ), ∇H
1,k
i (0) = εkρki ∇hi(pk)+O(ε3k )
and
H1,ki (η) = ρki hi(pk)+ εkρki ∇hi(pk) ·η +O(ε2k )(1+ |η |)2.
On the other hand by Proposition 4.1
ev
1,k
i (η1) = eU
k
i (1+Φki (η1)+O(ε2k )(1+ |η1|)4−m+δ ).
Hence
H1,ki (η)ev
1,k
i (η)(6.22)
= (ρki hi(pk)+ εkρki ∇hi(pk) ·η +Φki (η))eU
k
i (η)+O(ε2k )(1+ |η |)2−m+δ .
Using (6.22) in the evaluation of (6.20) we have
−
1
2pi
∫
B(pk,δ0)
log |pk −η |∑
j
ai jρkj h jeΘ
k
j dVg
=
Mk
2
mki +Θki (pk)−Mk− cki + log(ρki hi(pk))+C0(δ0)(εm−2−δk ).
Similarly∫
B(pk,δ0)
γ(pk,η)∑
j
ai jρkj h jeΘ
k
j dVg = γ(pk, pk)2pimki +C0(δ0)(εm−2−δk ).
For the final term in (6.18) by the following crude estimate established in [38]
Θki (x) =−
mki −2
2
Mk +O(1), x ∈ M \B(pk,δ0), O(1)→ ∞ if δ0 → 0
it is easy to see∫
M\B(pk ,δ0)
G(pk,η)∑
j
ai jρkj h jeΘ
k
j dVg =C0(δ0)O(εm−2−δk ).
Thus, back to (6.18),
Θki (pk) = ¯Θki +
Mk
2
mki +Θki (pk)−Mk− cki + log(ρki hi(pk))
+γ(pk, pk)2pimki +O(εm−2−δk ).
Then (6.17) follows.
Next for x ∈ M \B(pk,δ0), by (6.16) and standard estimates
(6.23) Θki (x) = ¯Θki +2piG(x, pk)mki +C0(δ0)εm−2−δk .
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Consequently by (6.23) and (6.17)
eΘ
k
i (x) = e
¯Θki +2piG(x,pk)mki +Eδ0, x ∈ M \B(pk,δ0)(6.24)
= ε
mki−2
k
ec
k
i
ρki hi(pk)
e2pim
k
i (G(x,pk)−γ(pk,pk))+Eδ0.
where
(6.25) |Eδ0 | ≤C0(δ0)εm
k−2+δ
k .
In the sequel we shall always use Eδ to represent a term bounded by the right hand
side of (6.25).
6.1. Proof of Theorem 1.2. In this case m < 4. Since
∫
M hieΘ
k
i dVg = 1 we write
ρki =
∫
B(pk,δ0)
ρki hieΘ
k
i dVg +
∫
M\B(pk,δ0)
ρki hieΘ
k
i dVg = ρkia +ρkib.
By (6.19), (6.8)
ρkia =
∫
B(0,δ0)
˜hki e
˜Θki dη =
∫
B(0,δ0ε−1k )
˜hki (εky)ev˜
k
i (y)dy.
Let
I1 = {i ∈ I; lim
k→∞
mki = limk→∞ m
k. }.
Using the expansion of v˜ki in (6.15) we have (since m < 4)
(6.26) ρkia =
∫
B(0,δ0ε−1k )
˜hki (0)eU
k
i (y)dy+o(δ0)εm
k−2
k , i ∈ I1.
Now for i 6∈ I1 we have
(6.27) ρkia =
∫
B(0,δ0ε−1k )
˜hki (0)eU
k
i (y)dy+Eδ0, i 6∈ I1
and
(6.28) |ρkib|= Eδ0 , i 6∈ I1.
It is easy to see from (6.12) and (6.7) that the m defined by (6.12) is the same as
the one in (1.6).
Combining (6.26), (6.27), (6.28) and Lemma 2.2 we have
∑
i
4
2pi
ρkia−∑
i j
ai j
ρkia
2pi
ρkja
2pi
= 2 ∑
i∈I1
ec
k
i δ 2−m
k
i
0 ε
mki−2
k +o(δ0)εm
k−2
k +Eδ0.
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Using (6.27), (6.28) to change from ρkia to ρki ,
4
2pi ∑i ρ
k
i = ∑
i j
ai j
ρki
2pi
ρkj
2pi
+2 ∑
i∈I1
ec
k
i δ 2−m
k
i
0 ε
mki−2
k(6.29)
−2 ∑
i∈I1
(mki −2)
ρkib
2pi
+o(δ0)εm
k−2
k +Eδ0.
Using (6.24) we have
ρkib =
∫
M\B(pk ,δ0)
ρki hieΘ
k
i dVg
= ε
mki−2
k
∫
M\B(pk ,δ0)
hi(x)ec
k
i
hi(pk)
e2pim
k
i (G(x,pk)−γ(pk,pk))dVg +Eδ0, i ∈ I1.
Combining terms we have
4
2pi ∑i ρ
k
i −∑
i, j
ai j
ρki
2pi
ρkj
2pi
= 2 ∑
i∈I1
ec
k
i ε
mki−2
k
(
δ 2−m
k
i
0 −
mki −2
2pi
∫
M\B(pk ,δ0)
hi(x)
hi(pk)
e2pim
k
i (G(x,pk)−γ(pk,pk))dVg
)
+o(δ0)εm
k−2
k +Eδ0.(6.30)
We claim that for fixed k the following limit exists:
(6.31) lim
δ0→0
(
δ 2−m
k
i
0 −
mki −2
2pi
∫
M\B(pk ,δ0)
e2pim
k
i (G(x,pk)−γ(pk,pk)) hi
hi(pk)
dVg
)
Indeed, write the second integral as the sum of one integral over B(pk,δ1)\B(pk,δ0)
and the other over M \ B(pk,δ1), where δ1 is chosen small enough so that in
B(pk,δ1),
(6.32) dVg = eψ dx where ψ(x) = O(|x|2) in Bδ1 .
In the local coordinate at pk, it suffices to prove
lim
δ0→0
(
δ 2−m
k
i
0 −
mki −2
2pi
∫
Bδ1\Bδ0
e2pim
k
i (G(pk+x,pk)−γ(pk,pk))hi(pk + x)
hi(pk)
dVg(x)
)
exists. Since
G(pk + x, pk) =−
1
2pi
log |x|+ γ(pk + x, pk),
we use (6.32) and the Taylor expansions of hi and γ(pk+x, pk)−γ(pk, pk) to obtain
e2pim
k
i (G(pk+x,pk)−γ(pk,pk))hi(x+ pk)/hi(pk)dVg
= |x|−m
k
i (1+
2
∑
l=1
clx
l +O(|x|2))dx.
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where c1,c2 are some constants. Observe that the terms with c1,c2 disappear in the
integration and mki < 4− ε1 for some ε1 > 0 for all i ∈ I1, thus the limits in (6.31)
exists.
The following lemma states the closeness between ρk to ρ if m < 4. It will be
used to simplify the leading terms in the statements of main theorems.
Lemma 6.2. Let ρk → ρ ∈ Γ1 (ρ 6= Q) such that all ρki −ρi have the same sign,
then
(6.33) ρki −ρi = O(εm−2−εk ) and mki −mi = O(εm−2−εk ).
Proof of Lemma 6.2: Let ski = ρi−ρki . Then all ski are of the same sign. By (6.30)
we have
∑
i
(mi−2)ski = O(εm−2−εk ).
Thus (6.33) holds and Lemma 6.2 is established. 
Using (6.33) in (6.30) we can rewrite the leading term as
4
2pi ∑i ρ
k
i −∑
i, j
ai j
ρki
2pi
ρkj
2pi
= 2 ∑
i∈I1
ec
k
i εm−2k
(
δ 2−m0 −
m−2
2pi
∫
M\B(pk ,δ0)
hi(x)
hi(pk)
e2pim(G(x,pk)−γ(pk,pk))dVg
)
+o(δ0)εm−2k +Eδ0.
Since cki → ci, the cki can be replaced by ci in (6.14). Theorem 1.2 is established. 
Next we establish the following lemma regardless of m = 4 or not.
Lemma 6.3.
(6.34) ∇φ ki (0) = 2pimki ∇1γ(pk, pk)+O(εm−2−εk ).
where ∇1 means the differentiation with respect to the first component.
Proof of Lemma 6.3:
First from (6.23), for x ∈ ∂B(pk,δ0)
˜Θki (x) = Θki (x)− f ki (x)
= ¯Θki −mki log |x− pk|+2pimki γ(x, pk)− f ki (x)+O(εm−2−εk ).
For the first derivative, by standard estimates
|Dl( ˜Θki )(x)−Dl(−mki log |x− pk|+2pimki γ(x, pk)− f ki (x))| ≤Cεm−2−εk , l = 0,1
for x ∈ B(pk,δ0). On the other hand, we recall that v˜ki (y) = ˜Θki (εky) + 2log εk.
According to Proposition 4.1
|Dl(v˜ki (y)−U ki (y− p1,k)−φ ki (εky)−Φki (y− p1,k)| ≤Cε2k (1+ |y|)4−m+ε−l
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for l = 0,1 and |y| ≤ 2δ0ε−1k . Using the asymptotic behavior U ki for |y| ∼ ε−1k
(2.18) we have
U ki (y− p1,k)+ log(ρki hi(pk)) =−
mki
2
Mk−mki log |x|+ cki +O(εm
k−2
k )
where |x| = εk|y|. Thus by (6.17) for l = 0 we have
(6.35)
φ ki (x)= 2pimki (γ(x, pk)−γ(pk, pk))− f ki (x)+O(ε2−εk ), x∈B(pk,2δ0)\B(pk,δ0/2).
Thus the comparison on l = 1 and (6.5) yield (6.34). Lemma 6.3 is established. 
6.2. Proof of Theorem 1.3. In this case m = 4, we first give a rough estimate of
ρki −ρi.
Lemma 6.4. Let ρk tend to Q such that all ρki −Qi have the same sign. Then
(6.36) mki −4 = O(ε2−εk ), ρki −ρi = O(ε2−εk ) ∀i ∈ I.
Proof of Lemma 6.4: Since ρk → Q, m = 4, then all mki → 4. Recall that ρki =
2piσ¯ ki +O(ε2−εk ), The rest of the proof is the same as that in the proof of Lemma
6.2. Lemma 6.4 is established. 
By (5.2)
∑
i
(∂l log ˜hki (0)+∂lφ ki (pk))σ¯ ki = O(ε2k logε−1k ),
then by (6.7)
(6.37)
n
∑
i=1
(
∂l(log hi +φ ki )(pk)
)
σ¯ ki = O(ε2k ) log ε−1k , l = 1,2.
The distance from ρk to Γ1 can be computed as follows:
ρki =
∫
B(pk,δ0)
ρki hieΘ
k
i dVg +
∫
M\B(pk ,δ0)
ρki hieΘ
k
i dVg.
By (6.36) and Theorem 4.3 the second integral is O(ε2k ), this is the same as the
computation for the single equation [12]. Therefore
ρki =
∫
B(pk,δ0)
ρki hieΘ
k
i dVg +O(ε2k )(6.38)
=
∫
B(0,δ0)
˜hki eφ
k
i e
˜Θki−φ ki dη +O(ε2k )
=
∫
B(0,δ0ε−1k )
H1,ki (η)ev
1,k
i (η)dη +O(ε2k )
=
∫
B(0,δ0ε−1k )
ρki hi(pk)eU
k
i (η)dη +
∫
B(0,δ0ε−1k )
1
4
∆H1,ki (0)|η |2eU
k
i (η)dη
+O(ε2k ).
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The first integral on the right hand side of the above is 2piσ¯ ki +O(ε2k ). To evaluate
the second term on the right hand side, we first use the definition of the H1,ki in
(6.21), (6.36), (6.7) and (6.34) to have
∆H1,ki (0) = ρki hi(pk)
(
∆hi(pk)
hi(pk)
−2K(pk)+8pi(6.39)
+16pi ∇hi(pk)hi(pk)
·∇1γ(pk, pk)+64pi2|∇1γ(pk, pk)|2
)
ε2k +O(ε4−εk ).
For eUki we use the definition of cki in (6.13) and (2.18) to have
(6.40) ρki hi(pk)eU
k
i (η) = ec
k
i |η |−4 +O(|η |−4−δ0), |η |> 1
for some δ0 > 0 independent of k. Using (6.39) and (6.40) in the computation of
the second integral of ρki we have
ρki = 2piσ¯ ki +2piε2k log ε−1k bki ec
k
i +O(ε2k ).
where
bki =
1
4
(
∆hi(pk)
hi(pk)
−2K(pk)+8pi +16pi
∇hi(pk)
hi(pk)
∇1γ(pk, pk)+64pi2|∇1γ(pk, pk)|2
)
=
1
4
(
∆ loghi(pk)−2K(pk)+8pi + |∇ loghi(pk)+8pi∇1γ(pk, pk)|2
)
Consequently,
4∑
i
ρki
2pi
−∑
i, j
ai j
ρki
2pi
ρkj
2pi
(6.41)
= ε2k logε−1k (∑
i
(4−2mki )bki ec
k
i )+O(ε2k ).
= −4ε2k logε−1k ∑
i
bki ec
k
i +O(ε2k ).
Theorem 1.3 is established. 
Remark 6.1. Even though there is a cut-off function in the definition of χ , changing
the domain of this cut-off function does not change ∇1γ(pk, pk).
Proof of Theorem 1.1:
By going through the proof of Lemma 6.3 using Theorem 1.2 for ρ 6= Q or
Theorem 1.3 for ρ = Q instead of Proposition 4.1 one sees easily that
φ ki (x) = 2pimki (γ(pk + x, pk)− γ(pk, pk))− cki − f ki (x)+O(εm
k−2
k )
if ρ 6= Q. On the other hand
φ ki (x) = 2pimki (γ(pk + x, pk)− γ(pk, pk))− cki − f ki (x)+O(ε2k logε−1k )
if ρ = Q. Correspondingly
(6.42) ∇φ ki (0) = 2pimki ∇1γ(pk, pk)+O(εm
k−2
k )
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if ρ 6= Q and
(6.43) ∇φ ki (0) = 2pimki ∇1γ(pk, pk)+O(ε2k logε−1k )
if ρ = Q. Theorem 5.1 yields
|∑
i
(∂l(log hki )(0)+∂lφ ki (0))σ ki | ≤Cεm
k−2
k if ρ 6= Q
and
|∑
i
(∂l(log hki )(0)+∂lφ ki (0))σ ki | ≤Cε2k log ε−1k if ρ = Q.
Also the proofs of Theorem 1.2 and Theorem 1.3 give
ρki −ρi = O(εm
k−2
k ) = O(ε
m−2
k ), m < 4
and
ρki −ρi = O(εm
k−2
k ) logε
−1
k = O(ε
2
k logε−1k ), m = 4.
So
σ¯ ki −
ρi
2pi
=
{
O(εm−2k ) m < 4,
O(ε2k logε
−1
k ) m = 4.
By (6.42) and (6.43) we obtain (1.11) and (1.12) in Theorem 1.1. Theorem 1.1
is established 
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