Mobile-edge computing (MEC) has emerged as a prominent technique to provide mobile services with high computation requirement, by migrating the computation-intensive tasks from the mobile devices to the nearby MEC servers. To reduce the execution latency and device energy consumption, in this paper, we jointly optimize task offloading scheduling and transmit power allocation for MEC systems with multiple independent tasks. A low-complexity sub-optimal algorithm is proposed to minimize the weighted sum of the execution delay and device energy consumption based on alternating minimization. Specifically, given the transmit power allocation, the optimal task offloading scheduling, i.e., to determine the order of offloading, is obtained with the help of flow shop scheduling theory. Besides, the optimal transmit power allocation with a given task offloading scheduling decision will be determined using convex optimization techniques. Simulation results show that task offloading scheduling is more critical when the available radio and computational resources in MEC systems are relatively balanced. In addition, it is shown that the proposed algorithm achieves near-optimal execution delay along with a substantial device energy saving.
I. INTRODUCTION
The rapid development of mobile applications with advanced features has brought great pressure on mobile computing systems. However, the limited processing capability of mobile devices becomes an obstacle to fulfill such a requirement. Mobile-edge computing (MEC) has emerged as a promising technique to resolve this issue, which offers computation capability within the radio access network in contrast to conventional cloud computing systems that use remote public clouds [1] , [2] . By offloading the computationintensive tasks from the mobile devices to the nearby MEC servers, the quality of computation experience, including the latency and device energy consumption, could be greatly improved [3] .
Nevertheless, the efficiency of an MEC system largely depends on the adopted computation offloading policy, which should be carefully designed by taking the characteristics of the computation tasks and wireless channels into account [5] - [14] . In [5] , energy consumption for mobile execution and computation offloading for single-user MEC systems was minimized via dynamic voltage frequency scaling and data transmission scheduling, respectively. A delay-optimal task scheduling algorithm for single-user MEC systems was This work is supported by the Hong Kong Research Grants Council under Grant No. 16200214. proposed in [6] . For multi-user MEC systems, a decentralized computation offloading policy was proposed in [7] , and joint sub-carrier and CPU time allocation was investigated in [8] .
Inspired by the fact that many applications can be divided into a set of dependent sub-tasks, fine-grained computation offloading (a.k.a. code partitioning) has also been widely studied most recently [9] - [14] . Assuming serial implementation of communication and computation, a heuristic offloading algorithm was proposed in [9] , while the joint optimization of radio resource and code partitioning was investigated in [10] . Besides, a dynamic code partitioning algorithm was proposed in [11] , which is adaptive to the time-varying wireless data rate and the random application requests. In order to reduce the execution latency, parallel implementation of communication and computation was adopted in [12] - [14] , where the code partitioning policy design becomes much more challenging. In [12] , a code partitioning algorithm was developed based on dynamic programming for applications with a tree topology. This study was extended to applications with general topologies in [13] , where the solution has exponential complexity. By leveraging the structures of the application topology, a code partitioning algorithm was proposed to reduce the computation complexity based on message passing in [14] . However, these studies assume that each offloaded sub-task is allocated with certain amount of communication bandwidth and computation resource at the MEC server, i.e., transmitting the input data of multiple tasks (executing multiple tasks at the MEC server) concurrently is allowed. Although such assumption makes the design more tractable, it may be impractical for MEC systems with limited resources, e.g., for MEC servers with a single communication channel and a single-core CPU.
In this paper, we consider a single-user MEC system with multiple independent computation tasks requesting for mobileedge execution, assuming parallel implementation of task offloading and execution. A radio resource limited system is considered, where each time the input data of only one task can be offloaded, while different tasks are executed by the MEC server sequentially. In this case, the transmission and execution processes of different tasks are coupled, and the task offloading scheduling, i.e., the order of the tasks to be offloaded, becomes a new design dimension. We formulate a joint task offloading scheduling and transmit power allocation problem with the objective of minimizing the weighted sum of the execution delay and device energy consumption, which is a highly non-trivial mixed integer nonlinear programming 978-1-5090-4183-1/17/$31.00 ©2017 IEEE (MINLP) problem. A low-complexity sub-optimal algorithm is proposed based on alternating minimization. In particular, the optimal task offloading scheduling with a given transmit power allocation is obtained with the aid of flow shop scheduling theory, while the optimal transmit power allocation with a given task offloading scheduling decision is determined based on convex optimization. Simulation results shall show that task offloading scheduling is more critical when the radio and computational resources are relatively balanced. Besides, nearoptimal execution delay along with a substantial device energy saving can be achieved by the proposed algorithm. We consider a single-user mobile-edge computing (MEC) system as shown in Fig. 1 , which consists of a mobile device and an MEC server. The MEC server is a small-scale data center deployed by the telecom operator and communicates with the mobile device through the wireless channel. A cloudclone associated with the mobile device is running at the MEC server. Hence, the MEC server can execute the computation tasks on behalf of the mobile device [4] . Besides, the distance between the mobile device and the MEC server is denoted as , and the system bandwidth is represented by .
II. SYSTEM MODEL

A. Computation Task Model
We assume that the mobile device has independent computation tasks that need to be executed, where the set of tasks is denoted as ≜ {T 1 , ⋅ ⋅ ⋅ , T }. Each computation task is characterized by a two-tuple of parameters, ⟨ , ⟩, where (in bits) is the amount of task input data, and (in CPU cycles/bit) is the workload. The values of and depend on the nature of the computation tasks and can be obtained through off-line measurements [15] .
In this paper, we focus on the scenarios that the mobile device has very limited computational resource, and hence all the computation tasks should be offloaded to the MEC server for mobile-edge execution [16] . The scenarios that the mobile device has more powerful computation capability will be handled in our future work.
B. Task Offloading and Mobile-Edge Execution Model
In order to offload the computation tasks for mobile-edge execution, the task input data should be transmitted to the MEC server. We denote the task offloading scheduling decision for the tasks as ≜ [ 1 , 2 , ⋅ ⋅ ⋅ , ], which is a permutation of the task indices and T is the th task being offloaded to the MEC server. Hence, satisfies ∈ {1, ⋅ ⋅ ⋅ , } and ∕ = , ∕ = , ∀ , = 1, ⋅ ⋅ ⋅ , . The mobile device is equipped with a single antenna and it can transmit the input data of one computation task at each time. Thus, the transmission rate for task T can be expressed as
where is the transmit power for task T , 0 is the pathloss constant, is the path-loss exponent, 0 is the reference distance, and 0 is the noise power spectral density at the receiver of the MEC server.
The MEC server has a single-core CPU and executes the offloaded tasks one after another. A task buffer is employed at the MEC server to store the tasks that have been offloaded but not yet executed, which is assumed to be sufficiently large for simplicity. Besides, it executes the computation task with a first-come-first-serve (FCFS) fashion. Thus, the execution order of the tasks is the same as the task offloading order. The CPU-cycle frequency at the MEC server is denoted as ser (in Hz). Besides, the computation results are assumed to be of small size and thus the feedback delay is ignored.
The execution delay and device energy consumption are two critical design considerations in MEC systems, and both of them depend on the adopted task offloading scheduling and transmit power allocation policy. In the next section, we will formulate an optimization problem to minimize the weighted sum of the execution delay and device energy consumption, by jointly designing the offloading scheduling and transmit power allocation for the computation tasks.
III. PROBLEM FORMULATION
In this section, we will first analyze the execution delay and device energy consumption with given task offloading scheduling decision and transmit power allocation vector p = [ 1 , ⋅ ⋅ ⋅ , ]. The joint task offloading scheduling and transmit power allocation problem will then be formulated.
The mobile-edge execution for a computation task cannot be started until the following two conditions are satisfied: First, the task input data is ready at the MEC server. Second, the CPU at the MEC server is available for executing a new task. Denote the ready time of the task input data and the completion time for the th task being offloaded (i.e., T ) as ready ( , p) and comp ( , p), respectively. Thus, ready ( , p) is given by
which is the sum transmission time of tasks T 1 , ⋅ ⋅ ⋅ , T . The completion time of task T not only depends on the ready time of its task input data, but also couples with the completion time of the task being offloaded previously, i.e., T −1 . Consequently, comp ( , p) can be expressed as the following recursive form:
where −1 ser is the mobile-edge execution time of task T , and comp ( , p) is the execution delay for .
The device energy consumption for offloading the computation tasks is simply the transmit energy consumption, which is independent with the task offloading scheduling decision and can be written as
Consequently, the joint task offloading scheduling and transmit power allocation problem can be formulated as
The objective function in 1 is the weighted sum of the execution delay and device energy consumption with (in sec ⋅ J −1 ) as the weighting factor, which is able to adjust the tradeoff between the execution delay and device energy consumption performance. (6) guarantees the task offloading scheduling decision is valid, and (7) stands for the peak and non-negative transmit power constraints for the mobile device. It can be easily noticed that 1 is an MINLP problem as both the integer variables and the continuous variables p need to be optimized, which is very challenging to solve. In principle, the optimal solution for 1 can be obtained via exhaustive search, which, however, is practically infeasible due to high complexity. For instance, there will be 20! ≈ 2.43 × 10 18 different permutations for = 20, and for each permutation, the optimal transmit power allocation needs to be determined. As a result, instead of finding the optimal solution, we will propose a low-complexity sub-optimal algorithm for 1 based on alternating minimization in the next section.
IV. SUB-OPTIMAL JOINT TASK OFFLOADING SCHEDULING AND TRANSMIT POWER ALLOCATION In this section, we will propose a low-complexity suboptimal algorithm for 1 based on the idea of optimizing the task offloading scheduling and the transmit power allocation alternately.
A. Optimal Task Offloading Scheduling
We first develop an optimal task offloading scheduling algorithm for a given transmit power allocation vector by invoking techniques from flow shop scheduling theory [17] . To begin with, we introduce a notation for a type of two-machine flow shop scheduling problems in the following definition.
Definition 1: 2|( ), ( )| max denotes the type of flow shop scheduling problems that satisfy the following properties:
a) There are independent jobs and each of them should be processed sequentially by two machines 1 and 2 . b) All jobs are available for 1 from the beginning, and they will be available for 2 immediately after the completion of the processing at 1 . c) Each machine can only process one job at each time. d) Permutation scheduling is considered, i.e., the jobs go through the two machines in the same order, which is encoded as ( ) in the notation. e) Non-preemptive processing is enforced, i.e., interruption is not allowed once the processing of a job starts, which is encoded as ( ) in the notation. f) Each machine has a buffer with infinite capacity to store the arrived but not yet processed jobs. g) The goal is to minimize the makespan of the jobs, which is encoded as max in the notation. We find that the task offloading scheduling problem is a two-machine flow shop scheduling problem, as demonstrated in the follow lemma.
Lemma 1: For a given transmit power allocation vector p, 1 is an 2|( ), ( )| max type of flow shop scheduling problem. Proof: In the task offloading scheduling problem, each computation task needs to go through two procedures before its completion, which are the transmission of the task input data and the mobile-edge execution at the MEC server. Hence, the transmitter of the mobile device and the MEC server can be regarded as 1 and 2 in Definition 1, respectively. Thus, the job processing time in the two machines correspond to the transmission time and mobile-edge execution time, respectively. By analogy, it can be checked that the properties in Definition 1 also holds for the task offloading scheduling problem. As a result, 1 with a given p is an 2|( ), ( )| max type of flow shop scheduling problem.
Since the task offloading scheduling problem is an 2|( ), ( )| max type of flow shop scheduling problem, the Johnson's Algorithm can be applied to find the optimal solution [17] . In the Johnson's Algorithm, the task set is partitioned into two disjoint subsets ℱ and , where
The tasks in set ℱ will be scheduled before those in according to the ascending order of the value of / ( ) , T ∈ ℱ, and the tasks in set will be scheduled according to the descending order of / ser , T ∈ . Details of the Johnson's Algorithm are summarized in Algorithm 1, where the computation overhead mainly comes from the sorting procedures in Line 4. Hence, if the Quicksort Algorithm is used as the sorting algorithm, the complexity of Algorithm 1 is ( log ) [18] , i.e., the task offloading scheduling problem can be solved optimally in polynomial time.
B. Optimal Transmit Power Allocation
In this subsection, we investigate the optimal transmit power allocation for the computation tasks with a given task offloading scheduling decision . Note that both the execution delay and the device energy consumption depend on the transmit power allocation vector p, and comp ( , p) is given in a recursive form, while the objective function in 1 given is non-differentiable, which makes it difficult to solve. To overcome this issue, we introduce a set of auxiliary variables t ≜ [˜1 , ⋅ ⋅ ⋅ ,˜] and formulate a modified version of the 4 : Sort the computation tasks in set ℱ and set according to the ascending order of the transmission time and the descending order of the execution time at the MEC server, respectively, i.e., [1] / (
,
transmit power allocation problem as
which is a relaxed version of 1 given as˜≥ max{
In the following lemma, we show such a relaxation is tight.
Lemma 2: If ⟨p opt ,t opt ⟩ is an optimal solution for 2 , then p opt is also optimal for 1 with a given task offloading scheduling decision , and˜o pt is the corresponding execution delay.
Proof: With the optimal transmit power allocation vector p opt , we can construct a new feasiblet ′ for 2 as
where˜′ is no larger than any of the feasible˜'s for 2 given p opt , i.e.,˜o pt =˜′ and ⟨p opt ,t ′ ⟩ is also optimal for 2 . Therefore, by applying p opt to 1 given , the value of the objective function Val 1 equals Val opt 2 , where Val opt 2 is the optimal value for 2 . Since 2 is a relaxation of 1 given the task offloading scheduling decision, i.e., Val opt 1 ≥ Val opt 2 with Val opt 1 as the optimal value for 1 given , we have Val 1 = Val opt 1 , i.e., p opt is optimal for 1 given . Thus, we may concentrate on 2 in order to obtain the optimal transmit power allocation vector. Nevertheless, 2 is still difficult to solve due to its non-convexity, which is shown in the following lemma.
Lemma 3: 2 is a non-convex optimization problem. Proof: The proof can be obtained by verifying the concavity of ( ) ( > 0), which is omitted for brevity.
Fortunately, we are able to transform 2 into a convex optimization problem with the change-of-variable technique similar to the one used in [10] . In particular, by introducing a set of new variables = 1/ ( ) , = 1, ⋅ ⋅ ⋅ , , 2 can be rephrased as
where ≜ 0 0( 0 / ) and ≜ 1 log 2
) . In the following lemma, we show that 3 is a convex problem. Lemma 4: 3 is a convex optimization problem.
. The second-order derivative of ( ) is given by
, ( ) is a convex function of ( > 0). Since the objective function is a summation of convex and linear functions, and the constraints are linear, 3 is a convex optimization problem [19] .
Hence, the optimal transmit power allocation vector can be obtained numerically using convex optimization solvers such as CVX [20] . Interestingly, we find that the optimal transmit power allocation vector, i.e., opt 1 , ⋅ ⋅ ⋅ , opt , is a non-increasing sequence, as demonstrated in the following corollary.
Corollary 1: Suppose 1 ≤ < ≤ , then opt ≥ opt , where p opt is the optimal power allocation vector for 2 (also for 1 given ).
Proof: Let ⟨ opt ,t opt ⟩ be the optimal solution for 3 . Since = 1/ ( ), it is equivalent to show opt ≤ opt , 1 ≤ < ≤ . We first write the partial Lagrangian for 3 as
] ર 0 are the Lagrangian multipliers for constraints (14) and (10) , respectively. Define ≜ [ , ]. Since 3 is a convex problem, we consider its dual problem max ર0 ( ), where ( ) = inf˜, ≥ ,∀ ℒ ( ,t , )
. If the optimal dual variables are given by opt , the optimal primal variables opt can be obtained by solving
for which the optimal solution is given by
Here, when = 0, ( ) ≜ +∞, and when > 0, ( ) denotes the root of equation
is an increasing function of ( > 0), lim →0 ( ) / = −∞ and lim →+∞ ( ) / = 0, we can show that for < , opt ≤ opt as opt ≥ 0, ∀ = 1, ⋅ ⋅ ⋅ , , which completes the proof. An intuitive explanation for Corollary 1 is that the completion time of T will affect those of all the subsequent tasks, i.e., T +1 , ⋅ ⋅ ⋅ , T . Thus, it is desirable to allocate a higher transmit power in order to reduce its transmission time.
C. The Alternating Minimization Algorithm
In the proposed algorithm, the task offloading scheduling decision and the transmit power allocation vector will be updated in an alternating manner, for which, the key steps are summarized in Algorithm 2. Since the Johnson's Algorithm determines the optimal task offloading scheduling with a given transmit power allocation vector, and the solution for 3 offers the optimal transmit power allocation with a given task offloading scheduling decision, the value of the objective function in 1 decreases after each update, i.e., the convergence of Algorithm 2 is guaranteed. In this section, we first investigate the impact of the optimal task offloading scheduling on the delay performance. The proposed joint task offloading scheduling and transmit power allocation algorithm will then be evaluated. In simulations, the task input data size and the task workload are assumed to be uniformly distributed, i.e., ∼ Unif ([0, 2 avg ]) and ∼ Unif ([0, 2 avg ]) where avg = 1 kbits and avg = 797.5 cycles/ bit [15] . The CPU speed at the MEC server is set to be ser = 1 GHz unless otherwise specified.
A. Impact of The Optimal Task Offloading Scheduling
We investigate the impact of the optimal task offloading scheduling on the execution delay by setting = 0 sec ⋅ J −1 , which is obtained by Algorithm 1. A random scheduling algorithm is adopted as the performance benchmark, where the task offloading scheduling decision is a random permutation of the task indices. Three scenarios with = ser avg ≈ 1.25 Mbps, = 2 ser avg ≈ 2.51 Mbps, and = ser 2 avg ≈ 0.63 Mbps, are considered, where the average transmission time of the task input data equals the average processing time at the MEC server in the first case. In Fig. 2 , we show the relationship between the execution delay and the number of computation tasks. It can be seen that the execution delay increases linearly with the number of tasks, and a larger transmission rate results in a lower execution delay, which agree with intuitions. However, increasing the transmission rate from 0.63 to 1.25 Mbps brings a significant delay reduction, while the delay reduction by further doubling the transmission rate shrinks. This is because in the latter case, the system bottleneck turns into the limited computational resource at the MEC server. Besides, the proposed optimal task offloading scheduling algorithm outperforms the random task offloading scheduling for all cases, while the performance gain achieved by the optimal algorithm is most obvious when = ser avg (e.g. 6.1% for = 35). In other words, the optimal task offloading scheduling is more critical when the available radio resource and computational resource are relatively balanced, i.e., neither of them dominates the other.
B. Joint Task Offloading Scheduling and Transmit Power Allocation
We evaluate the proposed joint task offloading scheduling and transmit power allocation algorithm by setting 0 = −40 dB, 0 = 1 m, = 100 m, = 4, = 1 MHz, 0 = −174 dBm/Hz, max = 100 mW, and = 20. By varying , the values of the objective function in 1 under the proposed algorithm and a benchmark algorithm with random task offloading scheduling and maximum transmit power are shown in Fig. 3 . From the curves, we see a significant performance improvement achieved by the proposed algorithm. Besides, the performance gain becomes more dramatic as increases since the transmit power allocation vector used in the benchmark scheme is non-adaptive to .
The relationship between the device energy consumption and the execution delay is shown in Fig. 4 , from which, we see the device energy consumption decreases while the execution delay increases with . It is also shown that allocating the transmission energy beyond a threshold has no effect on improving the delay performance. This indicates that a large device energy consumption reduction can be achieved without loss of the optimal delay performance under the proposed algorithm with a suitable choice of . For instance, with = 100 sec ⋅ J −1 , 78% of the device energy consumption is saved for ser = 1 GHz. This is due to the fact that the delay performance is limited by the computational resource, similar to what was observed in Fig. 2 . In addition, when the device energy consumption becomes sufficiently small ( becomes large enough), the curves for different CPU speeds at the MEC sever converge, i.e., the delay performance is constrained by the radio resource. This reveals a fundamental design principle for MEC systems: Once the system is constrained by the available radio resource, there is no need to deploy too much computational resources.
VI. CONCLUSIONS
In this paper, we investigated joint task offloading scheduling and transmit power allocation for MEC systems with multiple independent tasks. Based on flow shop scheduling and convex optimization, we proposed a low-complexity sub-optimal algorithm to minimize the weighted sum of the execution delay and device energy consumption. It was found that the optimal task offloading scheduling achieves the most noticeable delay performance improvement when the available radio and computational resources are relatively balanced. Also, near-optimal delay performance together with a large device energy consumption reduction can be achieved by the proposed algorithm. For future investigation, it would be interesting to extend this work for mobile devices with certain computation capability, where the task offloading decision, i.e., whether to offload a task or not, the task offloading scheduling decision, as well as the transmit power allocation need to be jointly optimized.
