Abstract-Implementation of receivers for spatial multiplexing multiple-input multiple-output (MIMO) orthogonal-frequencydivision-multiplexing (OFDM) systems is considered. The linear minimum mean-square error (LMMSE) and the -best list sphere detector (LSD) are compared to the iterative successive interference cancellation (SIC) detector and the iterative -best LSD. The performance of the algorithms is evaluated in 3G long-term evolution (LTE) system. The SIC algorithm is found to perform worse than the -best LSD when the MIMO channels are highly correlated, while the performance difference diminishes when the correlation decreases. The receivers are designed for 2 2 and 4 4 antenna systems and three different modulation schemes. Complexity results for FPGA and ASIC implementations are found. A modification to the -best LSD which increases its detection rate is introduced. The ASIC receivers are designed to meet the decoding throughput requirements in LTE and the -best LSD is found to be the most complex receiver although it gives the best reliable data transmission throughput. The SIC receiver has the best performance-complexity tradeoff in the 2 2 system but in the 4 4 case, the -best LSD is the most efficient. A receiver architecture which could be reconfigured to using a simple or a more complex detector as the channel conditions change would achieve the best performance while consuming the least amount of power in the receiver.
Performance-Complexity Comparison of Receivers
for a LTE MIMO-OFDM System fading subchannels. The combination of MIMO and OFDM is a promising wireless access scheme [1] . Timely examples of MIMO-OFDM applications include the evolving thirdgeneration (3G) cellular systems known as long-term evolution (LTE) and worldwide interoperability for microwave access (WiMAX) system. Transmission of independent data streams from different antennae in SM-MIMO systems usually causes spatial multiplexing interference (SMI) or inter-antenna interference. This calls for sophisticated receiver designs to cope with the interference. The optimal detector would be the maximum a posteriori probability (MAP) symbol detector providing soft outputs or log-likelihood ratio (LLR) values to the forward error control (FEC) decoder. Since the computational complexity of both MAP and maximum likelihood (ML) detectors depends exponentially on the number of spatial channels and modulation symbol levels, several suboptimal solutions have been proposed and studied.
Linear minimum mean-square error (LMMSE) or zero-forcing (ZF) detection principles can be straightforwardly applied in MIMO detection. However, the linear detectors can suffer a significant performance loss in fading channels, in particular with spatial correlation between the antenna elements [2] . Ordered serial interference cancellation (OSIC) was proposed already in the original papers considering the Bell Laboratories layered space-time (BLAST) architecture [3] - [5] . Therein, instead of jointly detecting signals from all the antennas, the strongest signal can be detected first and its interference can be cancelled from each received signal. In FEC encoded systems, the detected symbols are decoded before cancellation. The soft bit decisions from the turbo decoder are used to calculate symbol expectations which are cancelled from the remaining layers [6] , [7] .
Sphere detectors (SDs) calculate the ML solution by taking into account only the lattice points that are inside a sphere of a given radius [8] , [9] . A list sphere detector (LSD) approximates the MAP detector and provides soft outputs for the FEC decoder [10] . The breadth-first tree search based -best LSD algorithm is a modification of the -best algorithm [11] , [12] . The depth-first [13] and metric-first [14] sphere detectors have a closer to optimal search strategy and achieve a lower bit error rate than the breadth-first detector. However, the -best LSD is considered in this paper because it can be easily pipelined and parallelized and provides a fixed detection rate. The breadth-first -best LSD can also be more easily implemented and provide the high and constant detection rates required in the LTE.
Sphere detector implementations for mostly a 4 4 antenna system and 16-quadrature amplitude modulation (QAM) have been reported in the literature. Application-specific integrated circuit (ASIC) implementation of a soft output -best sphere decoding algorithm has been presented in [12] , a fixed sphere decoder in [15] and optimizations of a hard-output -best in [16] . An application-specific instruction set processor (ASIP) has been designed for a 2 2 64-QAM system -best LSD with transport triggered architecture (TTA) in [17] . An FPGA implementation of a hard output breadth-first sphere detector can be found in [18] . ASIC implementations of depth-first and -best sphere decoding algorithms have been presented in [19] . We compared the SIC and -best LSD implementations for a field-programmable gate array (FPGA) in [20] . The receivers were designed for 2 2 4-QAM, 16-QAM, and 64-QAM and implemented with the Xilinx System Generator. The SIC receiver was found to be slightly more complex than the -best LSD receiver, but the latency of the SIC receiver was lower with all modulations. However, a complete analysis of the achievable communication performance and required implementation complexity with various detectors in the evolving LTE standard has received very little if any attention in the open literature.
In this paper, we analyze the performance-complexity tradeoff of various soft-output MIMO detectors in the LTE system downlink context. More specifically, the performances, implementation complexities and latencies of the plain LMMSE, the LMMSE based SIC receiver and the -best LSD receiver are studied and compared to each other; a modification to the tree search of the -best LSD is also introduced to simplify its implementation. FPGA and ASIC implementation results are presented for 2 2 and 4 4 MIMO configurations with QPSK, 16-QAM, and 64-QAM. Their communication system performances are compared via computer simulations with LTE parameters [21] and realistic channel models. The latency of the entire receiver is considered and the iterative (turbo) versions of the SIC and -best LSD are compared to the noniterative LMMSE and -best LSD receivers.
The results provide a solid basis for systematic complexity-performance tradeoff of different detection algorithms for application in the evolving next generation cellular access standard. The communication system performance is characterized by frame error rate (FER), which is usually transformed to data transmission throughput. The transmission throughput is defined to be equal to the nominal information transmission rate of information bits times . In other words, the throughput measure characterizes the rate and the reliability. The implementation complexity is characterized as the numbers of FPGA slices, 18-kbit blocks of random access memory (BRAM) and dedicated digital signal processor (DSP) slices as well as equivalent gates. The latency of the implementation is also analyzed, and reflected as detection rate of a particular implementation. The detection rate refers to the nominal rate by which the algorithm can make data decisions, but it differs from the transmission throughput in the sense that it tells nothing about the reliability of the decisions. The measure which combines both the hardware limitations and the reliability is called goodput, i.e., the minimum of the transmission throughput and hardware detection rate of information bits.
The paper is organized as follows. The system model is presented in Section II-A. The -best LSD algorithm is introduced in Section II-B. The SIC algorithm is introduced in Section II-C. Some performance examples are presented in Section III. The complexities and latencies are compared in Section IV. Discussion and conclusions are presented in Sections V and VI.
II. RECEIVER ALGORITHMS

A. System Model
An OFDM based MIMO transmission system with transmit (TX) and receive (RX) antennas, where , is considered in this paper. A layered space-time architecture with horizontal encoding is applied. The cyclic prefix of an OFDM symbol is assumed to be long enough to eliminate intersymbol interference. The system model is illustrated in Fig. 1 . The received signal can be described with the equation (1) where is the number of subcarriers, is the transmitted signal on th subcarrier, is a vector containing identically distributed complex Gaussian noise with variance and is the channel matrix containing complex Gaussian fading coefficients. Bit-interleaved coded modulation (BICM) is applied. The entries of are drawn from a complex QAM constellation and , where is the number of bits per symbol. The set of possible transmitted symbol vectors is . The binary vector corresponding to has elements , where with the th element of .
B. The -Best LSD Algorithm
The ML detection method minimizes the average error probability and it is the optimal method for finding the closest lattice point. The ML detector calculates the Euclidean distances (EDs) between the received signal vector and lattice points , and returns the vector with the smallest distance, i.e., it minimizes (2) The SD algorithms solve the ML solution with a reduced number of considered candidate symbol vectors. They take into account only the lattice points that are inside a sphere of a given radius. The condition that the lattice point lies inside the sphere can be written as (3) After QR decomposition (QRD) of the channel matrix in (3), it can be rewritten as (4) where is an upper triangular matrix with positive diagonal elements, and are orthogonal matrices. The squared partial Euclidean distance (PED) of , i.e., the square of the distance between the partial candidate symbol vector and the partial received vector, can be calculated as (5) where and denotes the last components of vector [8] .
LSD can be used to approximate the MAP detector and to provide soft outputs for the decoder [10] . A list of candidates and their Euclidean distances are used to calculate the a posteriori probabilities of the coded bits in .
The -best algorithm [11] is a breadth-first search based algorithm, which keeps the nodes which have the smallest accumulated Euclidean distances at each level. If the PED is larger than the squared sphere radius , the corresponding node will not be expanded. We assume no sphere constraint or , but set the value for instead, as is common with the -best algorithms.
A LSD structure is presented in Fig. 2 . The channel matrix is first decomposed as in the QR-decomposition block. The Euclidean distances between the received signal vector and the possible transmitted symbol vectors are calculated in the LSD block. The candidate symbol list from the LSD block is demapped to a binary form.
The LLRs are calculated from the list of Euclidean distances in the LLR block. The log-likelihood ratio for the transmitted bit can be determined as (6) The approximation of in (6) is calculated using a small lookup table and the Jacobian logarithm
The Jacobian logarithm in (7) can be computed without the logarithm or exponential functions by storing in a lookup table, where is a refinement of the approximation Fig. 3 . The modified tree search. [10] . Limiting the range of LLRs reduces the required list size [22] . The output of the turbo decoder can also be utilized in the LSD receiver. The LLRs on the first iteration are calculated also as previously presented. On the second iteration, the soft bit LLRs from the decoder are used to update the LLRs with (8) where (9) and is a priori information from the decoder, is a vector of and is a vector corresponding to from [23] .
1) Enhanced Tree Search:
The breadth-first tree search can be modified to decrease the latency. With our novel search strategy [24] , two or more PEDs can be calculated in parallel and the largest ones are discarded. With 64-QAM, instead of having to sort 64 PEDs, there are only 32 PEDs to be sorted on each level when two PEDs are calculated in parallel. On the first level, the PEDs are calculated as with the original breadth-first search as shown in Fig. 3 , where the nodes with red paths are discarded.
C. The SIC Algorithm
Instead of jointly detecting signals from all the antennas, the strongest signal is detected first and its interference is cancelled from each received signal in the SIC receiver. Then the second strongest signal is detected and cancelled from the remaining signals and so on. The detection method is called successive nulling and interference cancellation [4] . Due to the horizontal layering of the encoded streams in LTE, the detected layers can be decoded separately. Therefore, decoding can be performed only on the strongest layer first and on the remaining layers after interference cancellation.
The soft SIC receiver is illustrated in Fig. 4 . The first layer is detected with the LMMSE detector. The LLR block calculates LLRs from the LMMSE equalizer outputs. The deinterleaved stream is decoded with a turbo decoder and symbol expectations are calculated. The expectations are cancelled from the second layer, which is then decoded. The layer detected in the first iteration is not updated during the second iteration.
The weight matrix is calculated with the LMMSE algorithm (10) where is the channel matrix, is the noise variance, is the complex conjugate transpose and is a identity matrix. The layer for detection is chosen according to the postdetection SNR and the corresponding nulling vector is chosen from the weight matrix [4] . All the weight matrices in an OFDM symbol are calculated and the layer to be detected is chosen according to the average over all the subcarriers.
After the first iteration, the cancelled symbol expectation is used to update the weight matrix. The weight matrix on the second iteration is calculated as (11) where is the th vector from matrix is the layer to be detected, is matrix with the vectors from previously detected layers removed and is the symbol expectation. The LLRs can be calculated from the LMMSE equalizer outputs as presented in [25] by using an approximate log-likelihood criterion. Instead of calculating the Euclidean distance between the LMMSE equalizer output and the possible transmitted symbols, Gray labeling of the signal points is exploited. This reduces the latency and complexity but was shown to have a minor impact on the performance. The bit-metric approximations in [25] are calculated as (12) where is the subset of hypersymbols for which the th bit of label is and is the signal-to-interference-and-noise ratio (SINR) of layer .
can be simplified by considering in only one quadrature dimension given by .
The detected layer is decoded and symbol expectations from the soft decoder outputs are calculated as [26] (13) (13) can be simplified to the form (14) The constellation point is chosen from depending on the signs of and .
III. PERFORMANCE COMPARISONS
The communication system, i.e., the transmission throughput performance of the SIC detector is compared to that of the -best LSD and the LMMSE detectors. The simulation parameters are based on the LTE standard [21] and are summarized in Table I . In the horizontally encoded LTE system, two data streams are encoded separately and then mapped onto different layers. The strongest layer can be detected and decoded first and then cancelled from the remaining layer. In the 4 4 antenna system, each of the two streams are multiplexed onto two antennas; the first stream is multiplexed onto the first and second antenna and the second stream onto the third and fourth antenna. The most recent versions of the 3G LTE specifications also include the 2 2 vertically encoded case, where a single code word is multiplexed on to two layers. In this scenario, decoding of the layers cannot be performed separately.
The transmission throughput is calculated as the nominal information transmission rate of information bits times . A 5-MHz bandwidth was assumed in the simulations. The signal-to-noise ratio (SNR) represents , where is the symbol energy. Each SNR point includes transmission of 1000 frames. Perfect channel state information was assumed in the receiver. The typical urban (TU) channel [27] with BS azimuth spread of 2 degrees was applied. The normalized correlation between the spatial channels is about 0.8. There are six paths in the channel with the largest delay of 5000 ns. The base station (BS) antenna separation is 4 . Parameters of the used channel models are shown in Table II . In addition, a spatially uncorrelated channel was considered as well. The number of turbo decoder iterations in the simulations was 8. 
A. 2 2 MIMO System
The throughput performances of the LMMSE, SIC and -best detectors with 4-QAM, 16-QAM, and 64-QAM and two transmit and receive antennas is illustrated in Figs. 5-7. The highly correlated TU channel is applied in 5 and a spatially uncorrelated channel in 6; both figures assume horizontal encoding denoted as H-BLAST. A moderately correlated channel and vertical coding (denoted as V-BLAST) was assumed in Fig. 7 . A real valued signal model was assumed in the -best LSD and QRD of the channel matrix with no sorting of the layers was used.
The results in Fig. 5 show that the -best LSD outperforms the SIC receiver with all modulations under high correlation. Only the 8-best LSD with 64-QAM performs worse than the SIC in low SNRs. Using the turbo decoder outputs to update the LLRs in the LSD receiver improves the performance by roughly 1 dB compared to the LSD without any iterations. With 64-QAM, approximately the same performance is achieved with 8-best and two iterations as with 16-best without iterations. Performing interference cancellation improves the performance up to 4 dB compared to the LMMSE receiver. Turbo decoding for the bit LLRs is performed once both in the SIC receiver and the -best receiver with no iterations. The iterative -best LSD includes turbo decoding the bit LLRs twice.
The SIC receiver also outperforms the -best LSD when the channel has no correlation as presented in Fig. 6 . With highly correlated channels, the initial decisions in the SIC receiver are more likely to be incorrect which is found to lead to error propagation.
The SIC receiver improves the performance of the LMMSE receiver only very marginally in the vertically encoded system, as illustrated in Fig. 7 . This is understandable and not surprising at all, because both layers have to be decoded before soft interference cancellation can be performed. Thus, the SIC receiver provides no benefit compared to the plain LMMSE receiver in the vertically encoded case, and it will be considered for the horizontally encoded case only in the sequel. The -best LSD, on the other hand, performs similarly to the horizontally encoded case.
B. 4 4 MIMO System
The data transmission throughput versus SNR with four transmit and receive antennas is presented in Fig. 8 . Two streams are encoded separately and the first stream is multiplexed onto the first two antennas and the second stream onto the third and fourth antenna [21] . Two iterations are performed with the SIC receiver. The symbols from the strongest layers are detected and decoded first and then cancelled from the remaining layers. The streams from the spatially multiplexed layers are separated only with the LMMSE equalizer in the SIC receiver. Interference cancellation is performed only between the two horizontally encoded streams. The correlation of the channels used in the simulations depends on the BS azimuth spreads of 2 degrees and 5 degrees, and it varied from 0.7 in Fig. 8(a) to 0.4 in Fig. 8(b) . In the correlated TU channel, the -best LSD outperforms the SIC and the LMMSE receivers. In the uncorrelated channel, the difference in performance is smaller and the SIC receiver outperforms the -best LSD. With moderate correlation, the SIC performance is close to that of the -best LSD. The performance of the SIC receiver is worse in the 4 4 antenna case than in the 2 2 case because cancellation is performed between the two streams and only LMMSE detection is used in the vertically encoded streams. This is due to the LTE encoding structure, which was described in the beginning of Section III.
C. Enhanced Tree Search and LLR Calculation
The impact of the enhanced tree search described in Section II-B-1) on the performance in a 2 2 64-QAM case is shown in Fig. 9 . It can be seen that the performance degradation is minimal but the detection rate will be doubled. The new strategy is the most beneficial with high order modulations, when the nodes have several branches. When a lower order modulation is used, the performance degrades more with the new strategy.
The LLR calculation in the -best LSD is simplified from (7) by leaving out the refinement part from (7). The impact of using the simplified LLR calculation is presented in Fig. 10 . The simplification has again only a small impact on the performance. Comparison of implementations done with the Catapult tool showed that the FPGA complexity is reduced approximately four times with the simplified LLR calculation. Also the SIC receiver is simplified from using soft demodulation for LLR calculation to using the approximate log-likelihood criterion. The symbol expectations are also calculated with (14) .
IV. IMPLEMENTATION COMPARISONS
The theoretical complexity of the receivers with is presented in Table III , where the number of multiplication, addition, and comparison operations are specified. The memory is the number of bits used in each block. In the squared Givens rotations (SGR) and the Gram-Schmidt based QRD, the division and square root were approximated with additions and shifts [28] . The term in the SGR comes from matrix multiplications and in the QRD from multiple iterations of vector multiplications. The number of operations in the -best algorithm depends on the list size . If is larger than , it is used as . In the first level , the number of multiplications is and additions . The LLR calculation operations for the linear receivers depend on the modulation. The constant multiplications with a power of 2 were calculated as shifts. The number of multiplications is lower in the -best LSD than in the SIC with 4 4 QPSK. The number of multiplications in the -best algorithm increases with the list size and modulation. The modulation order does not have a major impact on the complexity with the SIC receiver. The impact of this can be seen later in the implementation results. The SIC receiver includes more multiplications than the -best algorithm with 4 4 QPSK and the implementation gate count is also higher. With 64-QAM, the number of multiplications and gates is higher with the -best.
Catapult C Synthesis tool [29] was used in the implementation of the receivers. It synthesizes algorithms written in ANSI C into high-performance, concurrent hardware. This single source methodology allows designers to pick the best architecture for a given performance/area/power specification while minimizing design errors and reducing the overall verification burden. While the results may not always be as optimal as with hand-coded HDL, the tool allows experimenting with different architectures in a short amount of time and the comparison of different algorithms can be made, provided they are implemented with the same tool. The complexity results seem to be Fig. 9 . Data transmission throughput versus SNR in a 2 2 2 system in a highly correlated channel with the modified tree search. close to the hand-coded results with small designs. There can be more difference with large designs.
The FPGA complexity results are presented in slices, 18-kbit BRAM and dedicated DSP slices. The DSP slices include an 18 18-bit multiplier. The VHDL from Catapult C was synthesized to a Xilinx Virtex-4 FPGA with Mentor Graphics Precision Synthesis. The ASIC results are presented in gate A.
-Best LSD
The -best LSD receiver includes the QRD block, the -best LSD block and the LLR calculation block. The QR decomposition block is based on the QRD algorithm from [30] . Ordering of the channel matrix is not utilized in the architecture. The top level architecture of the -best LSD for a 2 2 antenna system is shown in Fig. 11 . The 4 4 antenna system LSD is based on the same architecture but four more PED calculation blocks and sorters are added to the design.
The -best LSD architecture is modified from [20] . A 2 2 and a 4 4 antenna system with a real signal model [31] is assumed. The received signal vector is multiplied with matrix in the matrix multiplication block. Matrix is multiplied with the possible transmitted symbols after the QRD is performed, i.e., when the channel realization changes. Euclidean distances between the last symbol in vector and possible transmitted symbols are calculated in block PED1 in a 2 2 antenna system with . The resulting lists of symbols and Euclidean distances are not sorted at the first stage. The distances are added to the Euclidean distances calculated in the PED2 block. The lists are sorted and partial symbol vectors with the smallest Euclidean distances are kept. PED3 block calculates which are added to the previous distance and sorted. The last PED block calculates the partial Euclidean distances . After adding the previous distances to , the lists are sorted The modified -best LSD tree search was used in the implementation in the 64-QAM case. The architecture of the second stage parallel Euclidean distance calculation and insertion sorting is illustrated in Fig. 12 . Two PEDs are calculated in parallel and the smallest one is added to the list.
The 2 2 -best LSD receiver complexity is shown in Table IV and the 4 4 receiver complexity in Table V . Seven BRAMs are needed to store the results of the QRD in a 5-MHz bandwidth. In the iterative 2 2 64-QAM 16-best LSD, additional 9 BRAMs are needed to store the list and LLRs from the previous iteration. The clock frequency in the ASIC implementation is 140 MHz and in the FPGA implementation from 100 MHz to 94 MHz depending on the modulation.
The word lengths for the -best LSD and LLR calculation are mainly 16 bits and computer simulations have been performed to confirm that there is no performance degradation [24] . The sorters are insertion sorters. The list size values of 16 and 8 are used in the implementation. The sorters have 16 or 8 registers in which the smallest Euclidean distances are kept during the sorting depending on the list size. A full list is used in the QPSK case and no sorting is required. This decreases the complexity of the detector. The LLR calculation block was designed both for the iterative and noniterative receiver. The iterative LLR block was designed to have a low latency in order to perform additional global iterations quickly. The complexity of the block is therefore high. Using the decoder soft outputs in calculating the LLRs also adds to the complexity. If extra iterations are not needed, the LLR block can be scheduled to have the same latency as the -best LSD and have a lower complexity.
B. Soft Interference Cancellation
The SIC receiver consists of a LMMSE detector, a LLR calculation block, a symbol expectation calculation block and an interference cancellation block as presented in Fig. 4 . The top level architecture of the LMMSE detector for a 2 2 antenna system is presented in Fig. 13 . The channel matrix is first multiplied by its complex conjugate transpose and the noise variance is added to the diagonal elements. The resulting 2 2 matrix is positive definite and symmetric. This simplifies the matrix inversion, which is performed by dividing the elements with the determinant, switching the diagonals and negating the off-diagonal elements. The determinant is real valued and the off-diagonal elements are complex conjugates. Therefore, less operations are needed.
The architecture for the real part of the symbol expectation calculation in the 16-QAM case is presented in Fig. 14 . The imaginary part is calculated in parallel in the same manner from 
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and from the decoder. The lookup table (LUT) is used to find the value. The complexity of the SIC receiver for a 2 2 system is presented in Table VI . The word lengths were determined with computer simulations. In symbol expectation and LLR calculation blocks, the word lengths range from 6 to 16 bits. In the LMMSE block, word lengths up to 22 bits were used. In addition, four 18-kbit block RAMs are used to store the channel matrix and the received symbol vector and 1 BRAM is used in the interleaver. The LLR calculation block also includes detection, i.e., multiplying the received signal with the weight matrix . There are two ASIC implementations of the LMMSE block. The other one is used for the SIC receiver and has a lower latency and higher complexity. The clock frequency in the ASIC implementation is 100 MHz and from 105 MHz to 95 MHz in the FPGA implementation.
The complexity of the SIC receiver for a 4 4 system is presented in Table VII . The LMMSE detector is the most complex part of the receiver taking 95% of the slices and almost 80% of the gates. Performing a 4 4 matrix inversion in 4 clock cycles consumes a large portion of the resources. The LMMSE detector is based on the SGR [32] . The number of BRAMs needed to store the channel matrix, the weight matrix and the received signal is 11. There are two LLR calculation blocks in the ASIC receiver, where the first one performs also detection and the other one is used to calculate only the LLRs in the second iteration. The decoder is not included in the total complexity. 
C. Latency Comparison
The processing latency of a receiver can be expressed as (15) where is the latency of the detector, is the latency of LLR calculation, is the latency of the decoder and is the number of iterations. If and are small enough compared to , LLR calculation and decoding can be performed simultaneously with detection and their latency does not have to be included in the total latency.
The detection rate of a receiver can be calculated as (16) where is the number of bits per symbol. The latencies presented in the following tables express the total latency of the block in clock cycles and the throughput period, i.e., the number of clock cycles in which each subcarrier is processed after the initial latency.
1) -Best LSD:
The latency estimations of the -best LSD receiver are presented in Table VIII . The LSD is the timing bottleneck in the receiver. The QRD has the highest latency, but it is performed only once in the channel coherence time. The list from the first iteration is used in calculating the LLRs in the second iteration. The second iteration can be performed while calculating the list for the next received symbol. Therefore, the detection rate of the iterative and noniterative -best LSD is the same. The noniterative LLR block has the same latency as the -best block. As the iterative 8-best LSD has the same performance as the noniterative 16-best LSD with 64-QAM, a higher goodput and lower complexity is achieved using the iterative 8-best LSD. In the ASIC implementation, the processing latency was set to 8 clock cycles. However, with the list size 16, scheduling was done to 16 clock cycles.
2) SIC: The latency estimations of the SIC receiver are presented in Table IX . The timing is further illustrated in Fig. 15 , where the block latencies are presented in clock cycles. The throughput period is shown as the time after processing of the next subcarrier can begin. All the weight matrices in an OFDM symbol have to be calculated before a decision is made on which layer to detect first. The weight matrices are calculated when the channel realization changes, i.e., once in the channel coherence time. The latency of the LMMSE receiver does not depend on the modulation. The latency of turbo decoding is included in the total latency estimate and it is calculated from the results given in [33] , where the decoding rate is 711 Mb/s. The turbo decoder limits pipelining in the SIC receiver in a way that all the subcarriers have to be decoded before moving to the symbol expectation calculation. The LLR1 block includes detection and LLR calculation and it can start to process the next OFDM symbol while the second layer in the previous symbol is being calculated.
The LLR calculation block produces bit LLRs in the given latency period. Symbol expectations for a subcarrier are calculated in the given period. The latencies in the ASIC implementation were set to achieve the detection rates needed to process the data according LTE time frames in a 20-MHz bandwidth. 20 MHz is the maximum bandwidth in LTE, but lower bandwidths, such as the 5 MHz bandwidth used in the simulations, are also possible.
In the LTE specifications, a 0.5-ms slot has been allocated for 7 or 6 (depending on the length of the cyclic prefix length) OFDM symbols [21] . In the SIC receiver, seven OFDM symbols are processed in 0.46 ms when the MMSE weights are not calculated. Including the MMSE weight matrix calculation when the channel realization changes, averages the processing time to 0.5 ms. The slot time translates to detection rate with (0.5 ms). The required detection rates in the 20-MHz bandwidth and a 2 2 antenna system are 68 Mb/s for QPSK, 136 Mb/s for 16-QAM, and 203 Mb/s for 64-QAM. The required rates are doubled in the 4 4 antenna case. The LMMSE receiver is fast enough to be used in all antenna and modulation cases. The SIC receiver does not achieve the required rates in the 4 4 case on FPGA but in other cases the requirements are met. The -best LSD meets the requirements only in the 2 2 QPSK case on FPGA with the used technology. However, the -best LSD could be used for a 5-MHz bandwidth. The ASIC implementations meet the requirements except with the 4 4 64-QAM and list size 16 in the 4 4 16-QAM case.
V. DISCUSSION
The theoretical complexities of the algorithms were presented. The complexity of the -best algorithm is close to that of the SIC algorithm with low order modulations but the difference is greater with higher modulations. The implementation results in Section IV support the theoretical results in Table III: the receivers have similar complexities with low order modulations but the complexity of the -best LSD increases with the modulation order. The LMMSE calculation was implemented as a direct matrix inversion in the 2 2 case which made the SIC less complex even with low order modulations.
The performance-complexity tradeoff of the ASIC implementations in a 2 2 16-QAM in a correlated channel is summarized in Table X and in the 4 4 16-QAM case in Table XI . The detection rates of the receivers are the same. Even though the detection rate of the LMMSE receiver is high, the performance degradation in terms of reliable transmission throughput is considerable in particular at the cell edge, where the available SNR is often low. Thus, the term goodput is defined to be the minimum of the hardware detection rate times the 1/2 code rate and the reliable transmission throughput (which, on the other hand, was defined in Section III as transmission rate of information bits over the 20-MHz bandwidth times ). The goodput now encapsulates performances of both the implementation and the transmission.
The LMMSE receiver would require almost 10 dB more transmit power in order to achieve the goodput of the -best LSD but the complexity is much higher with the -best LSD. The SIC receiver does not achieve the goodput of the -best LSD but has a much lower complexity. In the 4 4 antenna case, the SIC and LMMSE receivers do not give much goodput at lower SNRs but all the receivers have a high goodput when the SNR is high enough. If the channel is less correlated, the receivers have a more similar performance and less transmit power is needed to achieve a high goodput. The SIC receiver produces the most bits per gate equivalent in the 2 2 antenna system but at the 4 4 system, the -best LSD is the most efficient. A part of the performance degradation of the SIC receiver in the 4 4 antenna system is due to the encoding of the streams in LTE, which leads to interference cancellation being performed between two layer pairs and the two layer pairs being separated only by the LMMSE equalizer. The SIC receiver would still provide a higher goodput than the LMMSE receiver with a lower power consumption than the -best LSD, thus offering a compromise between performance and complexity.
As a final illustration of the performance-complexity tradeoff, the required transmit power to satisfy the rate and quality requirements is considered in a simple example case. The power efficiency of the transmitter in transmit power/transmission rate in a 4 4 antenna system with a 20 MHz bandwidth is presented in Fig. 16 . The needed transmit power was obtained from , where is the free space path loss is the receiver noise floor ( Receiver noise figure of 6 dB) and FM is a 30-dB fade margin ( is the wavelength, is the distance from the base station, is Boltzmann's constant, is the temperature [K] and is the bandwidth). The SNR is the signal strength at the receiver required to achieve the maximum goodput. A simple path loss model without shadowing or reflections was chosen for simplicity. The required transmit power of the LMMSE receiver is at least twice of that of the -best LSD. The transmit energy per bit grows with the modulation order and is the same with 64-QAM -best LSD and 16-QAM LMMSE. The -best LSD can receive data reliably from a higher distance than the SIC or LMMSE receiver with a fixed transmit power. With 4 4 64-QAM, the LMMSE receiver can receive data at only very short distances with a reasonable transmit power. Therefore, a more complex receiver is needed to receive data from also larger distances.
Comparison of both performance and implementation to literature can be difficult as the used channel models, methods and the implementation technologies may be different. Many of the implementations in the literature consider an uncoded system or an uncorrelated channel, where also simple receivers perform well, which can lead to different parameters in the implementation. Depth-first sphere detector implementations in the literature usually report an SNR dependent throughput which makes the implementation comparison more challenging. The hard-output -norm -best detectors in [19] have a lower complexity but were implemented with different list sizes and CMOS technology from our work. The complexity of the receiver increases by roughly 30% both in [19] and this work when the list size is doubled. However, the detection rate decreases almost five times in [19] but is only halved in our work. The soft output -best implementation in [12] with a list size of 5 in a 4 4 16-QAM system has almost a three times lower throughput and half the complexity of our implementation with a list size 8. A soft output -best detector is presented in [34] . It achieves a 50-Mb/s throughput with 4 4 64-QAM, list size 256 and a silicon area of 20 mm . The silicon area of our implementation is four times smaller with the same CMOS technology and the throughput is 210 Mb/s with a list size 16.
VI. CONCLUSION
The performances and implementation complexities of the LMMSE, SIC, noniterative and iterative -best LSD receivers for MIMO-OFDM communications were compared. The emphasis was on LTE specific system parameters and latency requirements. The SIC receiver was shown to outperform the -best LSD with horizontal encoding in channels with low spatial correlation, but the result is reversed in channels with significant spatial correlation; the SIC receiver is not practically suitable for vertically encoded MIMO communications. Soft information feedback from the FEC decoder to the -best LSD stage was also considered as a strategy to improve the performance. It provides up to 2-dB performance improvement. The choice of the receiver algorithm is emphasized when the number of antennas increases and the channel condition number is high. There the nonlinear ML or MAP based receivers clearly outperform the linear receivers, but the price is remarkably increased computational complexity.
The considered receivers were synthesized to a Xilinx FPGA to get a solid ground for implementation complexity comparison. A modification on the tree search of the -best LSD was presented to simplify its implementation with no compromise in its error rate performance. Thus, it can achieve double detection rate compared to the original -best algorithm. On the selected FPGA, the SIC receiver is fast enough to process the number of subcarriers defined in the LTE standard for 5-MHz bandwidth with all modulations and 2 2 and 4 4 antenna configurations. ASIC implementation results were also provided. The receivers were designed to have the same detection rate, which would be enough for the LTE 20-MHz bandwidth. The -best LSD was found to be more than twice as complex as the SIC receiver in the 2 2 antenna case but in the 4 4 case the complexity difference was smaller. The latency of the SIC receiver does not depend on the used modulation and it can be used with higher order modulations. The latency of the -best LSD increases with the modulation and the list size in both FPGA and ASIC implementations. The maximum detection rates in the ASIC implementations were 420 Mb/s with the SIC receiver and 280 Mb/s with the -best LSD.
The receivers with the highest goodput and the lowest complexity on ASIC with correlated, moderately correlated and uncorrelated channels with a given SNR are presented in Table XII . It can be seen that the simpler LMMSE and SIC receivers can be used in the uncorrelated channel but in the correlated channel, the -best LSD gives the best goodput. The receiver and the modulation order could be changed adaptively with the channel conditions and SNR in order to achieve the best possible goodput with the least amount of receive power.
Some open research problems still remain. The system we studied assumed that there is no channel state information at the transmitter. With full or partial transmitter channel state information, low mobility appropriate feedback schemes combined with transmitter precoding could change the conclusions and would be an interesting line of further work. Also adding channel estimation to the performance and complexity evaluation would be an interesting topic. One further promising topic would be the design and implementation of a reconfigurable overall architecture which would adaptively switch using a simple or a more complex detector depending on the transmission requirements, available SNR, channel properties, etc. Some preliminary results for the study of receivers for adaptive modulation and coding can be found in [35] .
