Abstract-We propose a decision-feedback decoder for coded signals transmitted over finite-state Markov channels. The decoder achieves maximum-likelihood sequence detection (in the absence of feedback errors) with very low complexity by exploiting previous bit decisions and the Markov structure of the channel. We also propose a similar decoder, the output-feedback decoder, that does not use previous bit decisions and therefore does not suffer from error propagation. The decoders' performance is determined using a new sliding window analysis technique as well as by simulation. Both decoders exhibit excellent bit error rate performance with a relatively low complexity that is independent of the channel decorrelation time.
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I. INTRODUCTION

D
ETECTION of coded signals transmitted over flat-fading channels is complicated by the channel memory imposed by the fading correlation. This memory dictates that maximumlikelihood (ML) sequence detection must consider all past received symbols to obtain the best possible channel estimate [1] , which entails prohibitive complexity. In this work, we propose a new decoding technique, the decision-feedback decoder, that yields ML sequence detection of coded PSK or QAM modulation transmitted over finite-state Markov channels, assuming there are no decision errors in the decoder output. This decoder does not use pilot symbols for channel estimation: the channel is estimated based on channel outputs, past decisions, and the channel statistics, which are assumed to be known. We also propose a similar technique, the output-feedback decoder, that uses the channel output but not past decisions in its channel estimation: this is to avoid error propagation. Both decoders exhibit excellent bit error rate (BER) performance with significantly less complexity than other state-of-the-art techniques.
The low complexity of our decoders is obtained by exploiting the Markov structure of the finite-state Markov channel (FSMC). This structure along with the assumption of perfect feedback decisions allows ML decoding to be implemented via a simple recursive calculation. FSMCs have been used extensively in recent literature to model both mathematical and experimental fading models, including satellite channels [2] , indoor channels [3] , Rayleigh fading channels [4] - [7] , Ricean fading channels [8] , and Nakagami-fading channels [9] . They have also been used for system design and system performance analysis in [5] , [6] , [10] , and [11] . The FSMC models for fading typically model amplitude variations only. While there has been some recent work on FSMC models for phase in fading [12] or phase-noisy channels [13] , accurate FSMC models for both amplitude and phase variations under typical fading channel models are not yet available. Therefore, in our numerical results, we use amplitude-only fading models and restrict our attention to amplitude and differential phase-modulation techniques. However, our approach is valid for more general FSMC fading models that include both amplitude and phase. We study the performance of our decoders using both analysis and simulations. It is difficult to analyze the performance of our proposed decoders directly, due to the time-varying nature of their path metrics. Therefore, we approximate their performance with that of a sliding window decoder (SWD) that uses the same path metrics. The SWD provides a good approximation to ML decoding and its BER can be calculated in closed form for our feedback decoder metrics using a limiting Markov chain analysis.
There has been extensive work over the last 30 years on receiver designs for detecting coded sequences in Rayleigh fading ([14] - [21] and the references therein). Since true ML detection of coded signals in Rayleigh fading is intractable [15] , most previous approaches to this problem either: 1) use pilot symbols to estimate the channel [16] - [18] ; 2) approximate the ML metric [14] , [15] , [19] , [20] ; or 3) approximate the Rayleigh fading channel and use an exact ML decoding metric for the approximate channel [21] . The pilot symbol approach can entail significant overhead and the metric approximation approach can be highly complex and often performs poorly at low SNRs. Our approach falls in the last category under the assumption of perfect feedback decisions. It differs from the work in [21] in that we use an FSMC channel approximation instead of a high-order AR approximation. For the channel models we consider, the FSMC provides a more accurate model than a high-order AR approximation and also allows significant complexity reduction in the decoder due to the Markov channel structure.
The remainder of this paper is organized as follows. In Section II, we present the system model. The decision-feedback decoder and output-feedback decoder, along with their decoding metrics, are described in Section III. Several comparison decoders along with their decoding metrics are also described in this section. In Section IV, we derive closed-form expressions for the BER of the feedback decoders based on an SWD approximation. Analytical and simulation results for the BER of the feedback decoders and comparison decoders are given in Section V for several different coding, modulation, and channel models. II. SYSTEM MODEL Our baseband system model is shown in Fig. 1 . At the transmitter, the input binary data is first convolutionally encoded. The coded bits are interleaved by a block interleaver and mapped to a PSK or QAM constellation. The resulting sequence is square-root Nyquist filtered to obtain the baseband transmit signal . This signal goes through the channel with multiplicative complex gain and zero-mean additive Gaussian noise . The received baseband signal is matched filtered and then sampled at the symbol rate . Assuming the is roughly constant over a symbol time, the sampler output is , where is the th sample of and are statistically independent complex Gaussian variables with zero-mean and variance . After deinterleaving, the symbol sequence is denoted as . Since the fading channel has finite memory, the symbols within any row of the deinterleaver become independent as the interleaving depth becomes large. However, the symbols within any column of the deinterleaver are received from consecutive channel uses and are thus dependent due to channel correlation. This dependence will be used in the feedback decoders for channel state estimation.
In each of the two feedback decoders, the channel state estimator computes an estimate of the channel fade distribution conditioned on past channel outputs. For the decision-feedback decoder, this conditional fade distribution at time is computed from past received symbols and the feedback decisions which are obtained by re-encoding the corresponding bit decisions from the ML sequence detector. For the output-feedback decoder, only the past received symbols are used to compute the conditional distribution. We call this the output-feedback decoder since channel outputs are fed back into the decoder for channel estimation. The conditional distribution based on these channel outputs are sufficient statistics for the channel fade given past channel outputs and, for the decision-feedback decoder, past bit decisions. In the case of perfect channel state information (CSI), the state estimator output at time is assumed to be the exact fade value. More details on the state estimators and the corresponding ML sequence detectors will be given in Section III.
Our baseband system model for transmitting and receiving differentially phase-encoded signals is the same as in Fig. 1 except that at the transmitter a differential phase-encoder is added after the signal mapper, and at the receiver a differential phase-decoder is added after the sampler. In the modified transmitter model, we denote the output of the signal mapper as , where and represent, respectively, the amplitude and phase of the selected constellation point at time . The output of the differential encoder (input to the square-root Nyquist filter) at time is then , where . In the corresponding receiver model, we denote the output of the sampler as with and representing, respectively, the amplitude and phase of the received symbol at time . The output of the differential decoder (input to the deinterleaver) at time is then , where .
III. DECODER STRUCTURES AND METRICS
A. Decision-Feedback Decoder
The decision-feedback decoder is shown in Fig. 2 . The channel is assumed to follow an FSMC model with statistics (i.e., the transition matrix ) known at the receiver. 1 In the FSMC model, the channel varies over states according to a Markov process. Based on this channel model, the decoder consists of a channel state estimator and a soft-decision ML sequence detector. The state estimator computes the conditional distribution of the channel state based on past channel outputs and feedback decisions.
Let denote the sequence of transmitted symbols and denote the sequence of sampled outputs from the matched filter. Then the conditional state distribution based on past channel outputs and perfect feedback decisions is . For an FSMC channel model, can be computed recursively [1] as where is the matrix of transition probabilities for the channel states with . This recursion can be written in vector form as (1) where , is a diagonal matrix with the th diagonal term , and is a -dimensional vector. The value of is calculated recursively in the state estimator, as shown in Fig. 2 . Note that, although are received subsequently over the channel, the deinterleaver delays subsequent channel outputs by (the number of interleaver columns). Therefore, the calculation of in our state estimator requires a delay of in the deinterleaver output , and a corresponding delay in the state estimator output and feedback decision . These delays are indicated in Fig. 2 , where explicitly denotes that is in the th row and th column of the deinterleaver, and and denote, respectively, the state estimate and feedback decision corresponding to . With this notation, the recursive calculation (1) becomes (2) It is shown in [1] that, assuming perfect feedback decisions and with asymptotically deep interleaving, the conditional distribution is a sufficient statistic for the channel state given all past channel outputs and corresponding feedback decisions. Thus, the decoder metric given this sufficient statistic, which is updated at each , is , where
and (4) In (4), is the stationary distribution of the channel fading. The decoder metric (3) this complicates the decoder performance analysis, as we will see in Section IV. The Viterbi decoder, after a decoding delay , outputs the bit decisions corresponding to the path with the smallest metric, which are then re-encoded to obtain the feedback decisions . In all of the above formulas, if the channel fading is real instead of complex, then the channel gain is real and the channel states are subsets of the real line. Such a model is appropriate when only the real part of the channel fading impacts decoder performance, e.g., when the modulation is differential or one-dimensional (BPSK or -AM), when the coding is rotationally invariant, or when the channel phase is well-estimated in the receiver in a manner separate from the decoding (for example, using a phsae-locked loop).
B. Output-Feedback Decoder
The structure of the output-feedback decoder, shown in Fig. 3 , is similar to that of the decision-feedback decoder, except that the state estimator computes the conditional distribution of the channel state based only on past channel output observations:
. Since no feedback decisions are used by the state estimator, the estimator can operate on received symbols prior to deinterleaving. If we denote the channel input alphabet by and the distribution of by , can also be calculated recursively as [1] ( 5) where is a diagonal matrix with th diagonal term
The metric in this decoder is similar to the one used for the decision-feedback decoder (3), with the sufficient statistic replaced by . Specifically, the output feedback decoder metric, which is updated at each , is where This decoder metric is also time-varying since evolves as a Markov process (5).
C. Other Common Decoding Strategies
The simplest decoder for a fading channel uses an interleaver/deinterleaver pair to break up error bursts and then treats the channel as an AWGN channel [22] , [23] . The corresponding decoding metric, which we call conventional decoding, is , where is based on a memoryless AWGN channel with SNR equal to the average SNR of the fading channel [24] .
As discussed in the introduction, the conventional decoder does not represent the state of the art in decoding for fading channels: there are many decoding techniques with better performance, although typically with much higher complexity as well. We can improve the performance of the conventional decoder with little complexity increase by using the stationary fading distribution in the metric calculation. This will not be as accurate as using the conditional distribution computed by either the decision-feedback or the output-feedback decoder, but will at least use some information about the channel statistics and can be easily implemented in existing conventional decoders with a simple software change. This weighted metric, which we call conventional decoding with weighting, is given by . Note that this decoding metric is equivalent to the feedback decoders designed for a single channel state , where is the range of all fading values.
We also consider ML decoding with perfect CSI to give a lower bound on the BER performance of our feedback decoders. When the channel fading is known at the receiver [25] , this decoding metric is given as .
IV. PERFORMANCE ANALYSIS
There is much previous work on determining the BER of convolutional codes and trellis-coded modulation on fading channels (e.g., [26] and references therein). All of these papers evaluate the decoder BER performance directly, typically using Chernoff upper bounds or exact expressions for the pairwise error probabilities of the codes and the well-known transfer function method [26] . It is difficult to obtain similar bounds or expressions for our feedback decoders due to the time-varying nature of their decision metrics. We therefore use a different analysis approach based on the sliding window decoder (SWD) [27] . The SWD approaches an optimal ML symbol decoder as its window size increases. Since an optimal ML symbol decoder and an optimal ML sequence decoder have similar performance at high SNRs [27] , we can approximate the performance of our feedback decoders with that of an SWD with a large window size and large SNR. We now show that the BER of our feedback decoders using an SWD can be obtained in closed-form even with their time-varying decision metrics.
We will illustrate the SWD and its performance analysis for a (2, 1, 1) convolutional code with QPSK modulation, and then discuss extensions to more general convolutional codes and trellis-coded modulations. We assume the encoded bits of the (2, 1, 1) code are mapped to a QPSK signal constellation through Gray encoding. There are only two states in the (2, 1, 1) code. Therefore, at each stage of the decoding process, the decoder will either remain in its current state or transition to the other state. The state transition depends on symbols of the received sequence, where is the sliding window size. Consider an example with sliding window size taken from [27] . Starting from an initial encoder state of 0 and labeling the QPSK symbols as , there are four possible transmitted symbol sequences of length : , , , . Let and . Denote the received symbol sequence as and denote the distance of to sets and as and , respectively, where is the distance between two sequences according to the decoder metric. Specifically, for sequences and ,
, where is the metric of the specific decoder under consideration, as defined in Section III-A-C for the different decoders. If is closer to set than to set , i.e., , then the decoder starting from state 0 will remain in state 0 and the information bit will be decoded as 0. Otherwise, the decoder will go to state 1 and the bit will be decoded as 1. Assuming that state 1 is chosen as the next starting node, the four possible transmitted symbol sequences of length are: , , , and and we define the new sets and . Now sliding the window by one symbol, the received sequence becomes . If is closer to set than to set then the decoder will go to state 0 and decode as 0, otherwise it will remain in state 1 and decode as 1. Clearly the BER of this SWD decreases as becomes large, since a longer symbol sequence is used to decode each bit. Moreover, as approaches infinity, this SWD becomes the optimal ML symbol decoder since the entire sequence is used to decode each bit.
It is shown in [27] that the SWD for this simple two-state code and for more general -state convolution codes or trellis-coded modulation can be modeled as an -state Markov chain. Given an code with decoder states, let be the decoder transition probability from state to state , , and let be the stationary probability for decoder state . Assume that the all-zero codeword sequence is transmitted and let be the -tuple of input bits associated with a decoder transition from state to state . The decoded BER will then be [27] (7) where denotes the Hamming weight of . Note that and , , and the stationary probabilities can be derived in terms of the transition probabilities . These transition probabilities are derived from the decoder metric and are then used in (7) along with the Hamming weights of the code to obtain the decoder performance, as we now illustrate for the (2, 1, 1 , where is a lengthvector where each of its elements is one of the channel states . There are such vectors. In addition, since we assume ideal interleaving, the adjacent channel states and received symbols after deinterleaving are independent. Therefore, and , where is the stationary probability of the channel being in state . From Section III-C, the conventional decoder metric at any stage of the decoding process is independent of the channel state or its distribution. Similarly, the metric for the conventional decoder with weighting depends on the a priori channel fading distribution but not on the channel state. Therefore, for the (2,1,1) code, the distances and are straightforward to calculate for these conventional decoder metrics. The decoder metric for the ideal decoder with perfect CSI assumes that the current channel state is known. Therefore, its decoder distances are computed by first finding the distances conditioned on a channel state vector and then deconditioning based on the stationary channel state distribtution given above. Since the transition probabilities for all three of these decoding metrics, as described above, are simple functions of the distances and , and these transition probabilities also determine the stationary distributions and , we now have a closed-form analytical expression for . The transition probabilities for more complex convolutional or trellis-coded modulations under these same decoder metrics are obtained in a similar manner.
However, for the decision-feedback decoder, its metric is a function of the channel state distribution, which is calculated recursively from all past channel observations and is therefore changing from symbol to symbol. The same is true for the output-feedback decoder metric. Therefore, since the decision metrics of these decoders are time-varying, the decoder transition probabilities are more difficult to obtain. It is shown in [28, Chapter 3] that closed-form expressions for the transition probabilities of a general -state convolutional codes or trellis-coded modulation for both the decision-feedback and output-feedback decoder can be obtained using the limiting probabilities of the channel state distributions (if feedback errors in the decision-feedback decoder are neglected). In particular, for the decision-feedback decoder with no feedback decision errors, the transition probabilities of the convolutional code are derived in [28] as (8) (9) where with , , denoting the channel state distributions, and . The conditional probability is the limiting conditional probability that the distribution for the channel state will be vector given that the current channel is in state . The corresponding transition probabilities for the output feedback decoder are the same except that the vector is substituted for in (8) and (9) [28].
V. NUMERICAL RESULTS
In this section, we describe our analytical and simulation results for the five decoders: decision-feedback, output-feedback, conventional, conventional with weighting, and ML with perfect CSI. The analytical results are obtained based on the sliding window method of Section IV and assume asymptotically deep (ideal) interleaving. Under this assumption, the recursive calculations for
(1) and (5) start over at each column with no loss in optimality, since the channel is independent from column to column. However, our simulations require a finite interleaver. In this case, there is some loss in optimality if the decoders restart the recursions for each new interleaver column, since there is dependence of the channel between columns. Therefore, in our simulations, the decoders compute the recursions (1) and (5) by "wrapping around" columns, i.e., the recursions are the same even if the symbols used in the recursion correspond to symbols in different interleaver columns. Using this "wrap around" recursion in the simulations, the decoders' performance was determined using the commercial simulator COSSAP [29] , where the channel simulation used either the standard COSSAP Rayleigh channel module or a new module developed for the two-state channel described below.
We first determine the performance of all the decoders for the (2,1,1) code described above transmitted over a two-state amplitude fading channel. The channel consists of two memoryless AWGN channel states, a "good" state with a channel SNR of 10 dB and a "bad" state with a channel SNR of 5 dB. The channel state varies between the good and bad states according to a stationary Markov process, with transition probabilities , , , and . The stationary distribution of this channel is and . We assume QPSK modulation and soft-decision decoding with four level quantization of the received symbol. 2 The analysis neglects feedback decision errors and uses a sliding window size of . The simulations compute the BER of ML decoding also assuming no feedback errors to facilitate comparison of the analytical and simulation results: the impact of feedback errors will be demonstrated in subsequent results. The BER performance of the different decoders is shown in Fig. 4 for fixed and a range of values. 3 As increases, the channel spends more time in the good channel state, and the BER decreases accordingly. A larger number of soft-decision quantization level will improve the performance of the feedback decoders. However, even with a two-bit quantizer, the decision-feedback decoder with perfect feedback decisions performs almost as well as the ideal decoder with exact CSI. also indicates good agreement between the analytical and simulation results. Fig. 5 shows the analytical and simulation results for a 4-state TC-4AM code [30] in Rayleigh fading with normalized fade rate , where is the channel Doppler and is the symbol duration. We again assume perfect decisions in the decision-feedback decoder for both analysis and simulations. The feedback decoders model the Rayleigh fading as a two-state FSMC, with the channel transition matrix computed based on the method described in [4] for approximating a Rayleigh channel as an FSMC. The analytical BER results are derived based on the two-state FSMC approximation to the Rayleigh channel and the state transition probabilities of the corresponding SWD. Details can be found in [28] , where the is found as for state transition probabilities . The transition probabilities for the feedback decoders are functions of the limiting channel state distribution or , whereas the transition probabilities for the other decoders are functions of the stationary state distribution
. The received signals are quantized to ten levels, the sliding window size is again , and the interleaver size is 150 30. Both the analytical and simulation results show that the output-feedback decoder and the perfect decision-feedback decoder have very similar performance: 4 this is because both decoders use the same coarse two-state FSMC approximation for the Rayleigh fading. Nevertheless, the feedback decoders under this coarse approximation show performance close to that of a decoder with perfect CSI. Note that, in both Figs. 4 and 5, the decision-feedback decoder always out- 4 The analytical results show a higher BER than the simulations due to the approximation of the SWD analysis and the fact that the analytical P results assume the two-state FSMC approximation to the Rayleigh channel. performs the output-feedback decoder since feedback decisions are assumed perfect. We investigate the performance of the five decoders for more complicated codes using simulation alone, due to the computational complexity of the analysis. In these simulations, we use the actual feedback decisions of the decoder, so the decision-feedback decoder will exhibit error propagation. Fig. 6 shows the simulated BER for differentially phase-encoded 8-state TC-16QAM signals applied to a Rayleigh fading channel. In these simulations the normalized fading rate is , the interleaver depth is 300 18, the decoding depth is 18, and soft-decisions are used in the decoding. The trellis code, described in more detail in [31] , is designed specifically for fading channels. The decision-feedback and output-feedback decoders operating over the Rayleigh channel assume an FSMC model of the channel and our BER results are given for two different FSMC models in these decoders: a 4-state model and an 8-state model, with fading regions and transition probabilities computed as in [4] . Note that the performance under the 4-state and 8-state models is roughly the same, so the feedback decoders are relatively robust to approximations and inaccuracies in the FSMC model. The conventional decoders with and without weighting and the ML decoder with perfect CSI do not approximate the fading channel so their BER performance is not parameterized by a FSMC approximation. Phase distortion caused by the fading is not totally compensated for by differential phase encoding and decoding. This distortion increases the BER by roughly an order of magnitude over perfect phase compensation [28] .
Additional simulation results for other coded modulations and channel models can be found in [28] . Although the decision-feedback and output-feedback decoders in all our simula- tions exhibit similar performance, the channel state estimator in the decision-feedback decoder occasionally diverges (i.e., loses track of the fading channel) in the simulations due to a burst of decision errors. To prevent this divergence, we use a header of 3000 data bits at the beginning of each simulation. In practice, a known header may be required for each interleaving block of data in order to guarantee reliable performance of the decision-feedback decoder. Since no feedback decisions are used in the output-feedback decoder, it does not have this divergent behavior and therefore does not need any header.
VI. CONCLUSION
We propose two feedback decoders, a decision-feedback decoder and an output-feedback decoder, for coded signals or coded modulations transmitted over finite-state Markov channels. These decoders recursively compute the channel fade distribution conditioned on past received symbols and, for the decision-feedback decoder, on past feedback decisions as well. The decoders have significantly less complexity than current state-of-the-art decoders for channels with correlated fading, yet their BER performance is within an order of magnitude of the BER performance of ML decoders with perfect CSI. We also propose a simple weighting technique to improve conventional decoding metrics that rely on interleaving to break up error bursts and otherwise ignore fading statistics: this weighting significantly improves performance and entails just a simple software change in existing decoders. The BER performance of each decoder is investigated by both analysis and simulation. The performance analysis of the feedback decoders is complicated by their time-varying decoding metrics. Therefore, we analyze this performance based on a sliding window decoder. This decoding method provides an accurate approximation to ML decoding and its BER can be calculated in closed-form, even under complex or time-varying metrics. Additional results in [28] indicate that, as expected, the decision-feedback decoder does slightly worse than the output-feedback decoder on channels with low SNR due to error propagation. In general, the two decoders have very similar performance at all SNR values. However, the decision-feedback decoder occasionally loses track of the channel due to error bursts, while the output-feedback decoder does not suffer from decision errors in its channel estimation and is therefore robust at low SNRs.
