buyer.'' 5 Thus, for these authors, it is the degree of linguistic homogeneity that determines economic performance.
There are two famous studies that set out to test the correlation between linguistic fragmentation and poverty. Joshua Fishman, drawing on earlier cross-national studies, used a global sample of countries that were divided into a linguistically homogeneous group and a linguistically heterogeneous group. The two groups were then compared using a large number of social and economic indicators. The results are fairly overwhelming: linguistically heterogeneous countries are found, on average, to have higher death rates, higher infant mortality rates, lower female life expectancy, lower gross national products (GNP), lower government revenues, fewer students enrolled in higher education, lower literacy, more totalitarian and less participatory government, and fewer TVs, radios, and newspapers per capita than linguistically homogeneous ones. Fishman concludes that ''one cannot help but come away from this recitation of findings with the decided impression that linguistic homogeneity is currently related to many more of the 'good' and 'desirable' characteristics of polities than is linguistic heterogeneity. . . . All in all, linguistic homogeneity characterizes the state in which primordial ties and passions are more likely to be under control, cultural-religious homogeneity and enlightenment are advanced, more modern forms of heterogeneity via associational, institutional, and political groups are fostered, and in which the good life is within reach of a greater proportion of the populace'' (emphasis added). 6 In the second study, Jonathan Pool correlated countries' per capita gross domestic product (GDP) with their degree of linguistic heterogeneity and concluded that while linguistically homogeneous countries could be poor, heterogeneous ones could never be rich. 7 A number of other cross-national studies using diverse data sets have supported Fishman and Pool's basic hypothesis. 8 It should be noted that these latter studies have been carried out by economists interested in understanding the causes of economic development rather than linguists interested in the causes of linguistic diversity, and so the causal interpretation of the results has been that the linguistic matrix determines the economic trajectory, rather than the other way around. I return to the issue of the appropriate causal interpretation of such correlations in the general discussion section below.
More recently, a thorough study by Brad Lian and John Oneal addressed the same issue with contemporary data. 9 They found, for a 98 country data set, no residual relationship between linguistic fragmentation and economic growth once the influences of some known correlates of growth had been factored out. There are two issues that make Lian and Oneal's study somewhat ambiguous as a test of the Fishman-Pool hypothesis. First, their economic measure was not the level of economic activity, which Fishman and Pool had used, but the rate of economic growth over a 25 year period . 10 Clearly, there must be a relationship between the long-run rate of economic growth of a country and its level of economic activity at the present day. However, over periods of a few decades, cross-country differences in growth rates will be partly due to what amount to stochastic fluctuations around the underlying balanced-growth trajectory.
11 If linguistic fragmentation has an effect on the rate of economic growth, it will be a very small one, which may only be visible over periods of hundreds of years where these short-term fluctuations have been averaged out. For this reason, R. E. Hall and C. I. Jones suggest that those interested in the long-run correlates or determinants of economic outcomes work with levels of activity (GDP or GNP) rather than growth rates.
Second, and more important, Lian and Oneal's study looks for a residual effect of fragmentation on economic growth once well-known predictive factors are controlled for. These factors, whose importance had been previously determined by the cross-national regressions of R. J. Barro, included the level of GDP in 1960, rates of school enrollment, estimates of political instability, and of government market distortion. 12 While the validity of these factors as correlates of economic growth is not in question, their inclusion does somewhat beg the question of the status of the Fishman-Pool hypothesis. This is because political instability, low school enrollments, and low starting GDP could be ex hypothesi consequences or at least correlates of fragmentation. Controlling for their influence may indirectly amount to controlling for the influence of fragmentation itself, and thus a finding of no additional influence is no great surprise. Although Lian and Oneal's study is valid as a demonstration that the inclusion of ethnolinguistic fragmentation does not improve Barro's economic growth model, it is not valid as a refutation of the Fishman-Pool hypothesis; fragmentation could be acting via such intervening variables as low school enrollments, corruption, low starting growth rates, and so on.
In this article, then, I set out to directly retest the Fishman-Pool hypothesis, using data on the level of economic activity rather than the rate of growth over some short period of time, and without including any factors that may themselves be consequences of fragmentation. First I attempt to reproduce the original correlation from Pool's study with a more comprehensive and accurate data set and to control for several possible intervening variables. I then consider the results, their causal interpretation, and their implications for economic development and language shift.
II. Linguistic Homogeneity and GDP per Capita

A. Methods
In this section I attempt to replicate Pool's findings using contemporary global data. Social and economic indicators for most of the world's countries are given by the World Bank's World Development Report 1993. 13 The GDP data from this source are calculated in U.S. dollars at market exchange rates. This is a key weakness, since exchange rates do not reflect real wealth parities. I have therefore used data from the Penn World Tables (Mark 5) instead. 14 These data are calculated in international prices using purchasing power parities. The variable I have used is real GDP per capita for 1985 at 1985 prices (henceforth GDPPC).
Pool measured the linguistic homogeneity of a country by the percentage of the national population who were native speakers of the most widespread language (henceforth %FL). Fishman categorized countries dichotomously on the same basis, using 85% speakers of the first language as the criterion for his linguistically homogeneous category. I have also gathered this percentage for each country from the computer package by PC Globe. 15 The percentages range from 9% for Cameroon to 100% for Rwanda and several others countries.
The %FL indicator is a useful measure of linguistic homogeneity, but it has two main drawbacks. First, it fails to distinguish between countries like Rwanda, which is uniform simply because it is very small, and those countries that are uniform despite being large. In fact, in my data set, %FL is weakly negatively correlated with the size of the country (Spearman correlation: r s ϭ Ϫ0.23, N ϭ 107, P Ͻ .05), introducing a source of potential error. Second, %FL is much lower in countries that were recently created by colonial powers who did not respect traditional social boundaries. Niger, for example, has rather low linguistic diversity by African standards, certainly lower than Rwanda's, in that it contains very large ethnolinguistic groups. However, it has the first-language percentage of 46% (i.e., heterogeneous in Pool's and Fishman's terms) because it is so large, and its frontiers do not correspond to the historical territories of any of those groups but, rather, represent the place where French expansion met British in the colonization of Africa. The %FL measure is therefore likely to overestimate the linguistic fragmentation of recently created postcolonial states, which also tend to be poor.
To ensure that these factors do not distort the conclusions, I have adopted, alongside %FL, a measure of languages per million capita (LPC), which is the number of languages spoken in the country divided by the population in millions. This is not a measure of the linguistic homogeneity as such. It is, rather, a measure of language diversity, similar to those measures I have used in other studies, in that it reflects the average size of the ethnolinguistic groups in a country. 16 It is independent of country size and so, taken alongside %FL, is a useful variable. The numbers of living languages per country are from the linguist's database Ethnologue, and the population figures are 1991 midyear estimates from the Demographic Yearbook, 1993. the one hand, a country might have many small languages, but widespread multilingualism might mean considerable interaction between the different groups. On the other hand, a country might have a few large languages with sharp communicative cleavages between them. Such a country would be low in diversity on the two measures advanced here but, in fact, highly fractionalized in a way relevant to the Fishman-Pool hypothesis.
It is unfortunate that there is no way of remedying this problem at present, since cross-national data on language use of the required degree of detail cannot be found. For the present purposes, then, we are limited to the %FL and LPC measures, and we have to assume that these broadly reflect linguistic fragmentation, which seems a reasonable assumption.
There are no reliable data for the former Soviet Republics, and I have excluded countries under 10,000 km 2 . This leaves 107 countries in the data set. The GDPPC and languages per capita (LPC) figures have been logged to reduce their skew and kurtosis.
B. Results and Discussion
The data set is not reproduced here but is available on request from me. There is a significant correlation between %FL and ln GDPPC (r ϭ 0.56, df ϭ 106, P Ͻ .01). Figure 1 shows this relationship. It is clearly a weak one, but it does illustrate Pool's conclusion: there are countries in the bottom right quadrant, which shows that linguistically homogeneous countries can be poor, but there are no countries in the top left quadrant, which shows that no linguistically fragmented countries are rich.
There is a significant though less strong negative correlation between ln LPC and ln GDPPC (r ϭ Ϫ0.29, df ϭ106, P Ͻ .01). Pool's result, therefore, is not simply due to the particular measure of diversity he used. By either measure, high diversity correlates with low GDPPC. As one would expect, the two linguistic diversity measures are themselves significantly correlated (r ϭ Ϫ0.56, N ϭ 106, P Ͻ .01).
This result agrees with Pool's. However, there are a number of problems with its interpretation. In particular, it is quite possible that the inhabitants of linguistically heterogeneous countries have lower per capita GDP without having a lower quality of life, since the extent to which GDP genuinely reflects human welfare has been frequently questioned in the literature. 18 Some of the theoretical problems with it are overcome by using figures derived from purchasing power parity rates rather than currency exchange rates, as I have done here. Other problems are not directly relevant to the current comparison. For example, GDP assigns no value to environmental resources except when they are liquidated. Logging a forest and selling the timber will always increase GDP in the short term, as no account is taken of the fact that the capacity for future revenue-through hunting, gathering, sustainable forestry, and so onis thereby reduced. A more accurate measure of long-term wealth would subtract an amount for deterioration in environmental resources, just as the conventional net national product makes deductions for the depreciation of capital. 19 This distortion is unlikely to affect the present results, however, as the concern here is the relationship between linguistic diversity and the quality of life across societies, and the environmental problem, though important, is mainly a failing of GDP as an indicator of wealth within a society through time.
Still other problems with GDP as a measure of development are directly relevant to the present case and may distort the results. The GDP measures the total income generated by the inhabitants of a country in a given year. It is, therefore, primarily a measure of the extent of monetized exchange. It does not record transactions that are nonmonetized, such as gifts, barter, help given to kin or neighbors, and so on. Furthermore, it tends to miss or underestimate the value of domestic production that never enters the market but is consumed at home. The inclusion of these activities would make a very large difference to the economic profile of even the industrialized countries. 20 I have argued elsewhere that linguistic groups should be seen as systems of generalized exchange, and that linguistic diversity arises precisely where the scope of such exchange is limited. 21 Money is another system of exchange, analogous to language in many ways, and we should not be surprised to find that the scope of the one system is related to that of another. 22 GDP will tend to be low where the economy is very local, people are self-sufficient, and transactions are nonmonetized. These are precisely the conditions required for high linguistic diversity. Large linguistic groups arise where there is more intense exchange over longer distances; GDP will be higher under such circumstances because more of the goods produced will enter the monetized market, and they will tend to travel further and to pass through more intermediaries, with the corresponding additions of value.
In sum, GDP per capita does not necessarily relate directly to human welfare, as it does not account for the nonmonetary economic strategies people may employ to procure their livelihoods. As John Davies has stated, ''Successive governments-over several centuries-have found it easier to collect statistics in the marketplaces rather than round the dinner-tables of the nations . . . it is easier to describe market transactions . . . than it is to measure Sunday lunch.'' 23 The correlation with GDPPC may not, then, mean that linguistic diversity is associated with a low quality of life. Economists have attempted to overcome the limitations of GDP accounting either by producing composite indexes, which combine GDP with other variables pertaining directly to the quality of life, or by bypassing monetary statistics altogether and examining the relevant social indicators directly. 24 Such an examination is the aim of the next section.
III. Language Diversity and Social Indicators
A. Methods
The best universally applicable indicators of long-term well-being are health statistics. Among these, the life expectancy at birth (LE) is one of the most informative and widely available and has been proposed as a direct measure of socioeconomic development. 25 To test whether there was any relationship between life expectancy and linguistic diversity, I gathered data on them from the World Bank's World Development Report, 1993 for the same 107 countries as in the previous analysis. The data were logged to reduce skewness and kurtosis.
B. Results
Ln GDPPC in fact correlates extremely highly with the logged life expectancy, ln LE (r ϭ 0.88, df ϭ 106, P Ͻ .01). It is known that within the developing countries, as GDPPC increases, health care expenditure increases, and child health improves. 26 These findings support the view that despite the theoretical problems, GDPPC may be a useful indicator of socioeconomic development when comparisons are made at very macroscopic scales. 27 The Pearson correlation coefficient between ln LE and %FL (the percentage of the population speaking the country's first language) is 0.60 (df ϭ 106, P Ͻ .01). That between ln LE and ln LPC (languages per million capita) is Ϫ0.41 (df ϭ 106, P Ͻ .01). Both correlations are thus highly significant and in the direction predicted by the FishmanPool hypothesis-that higher linguistic diversity is related to lower life expectancy. What is more, the correlations are actually stronger than those between GDPPC and linguistic diversity.
This result might seem to be rather strong support for the FishmanPool hypothesis. However, there is another type of methodological problem in analyses such as these. Countries are not really statistically independent examples of economic evolution. On the contrary, the economic development of neighbors is often closely linked. The distribution in figure 1 is actually made up of clusters of geographically close countries. In the top right-hand corner, there is the high income cluster of Western Europe. Economic takeoff in this region occurred through a regionwide, self-reinforcing process involving population growth, agricultural intensification, the creation and investment of surplus wealth, and technological change. 28 Although one can argue about when the critical changes really took place, it is clear that this series of revolutions was in some sense a unitary phenomenon rather than a set of independent events in different countries. Europe was also a region of low linguistic diversity. It has been argued that the two facts were connected, and of course, such a connection is what is at issue in this investigation. 29 The point is, however, that the European countries only constitute a single data cluster.
In addition to the Western Europe cluster, there is a mid-income cluster in South America. These countries have similar GDPs due to their common history and articulation with the world economy and similar, rather low linguistic diversity due to their geographical position and the effect of disease on the indigenous inhabitants. Most of the rest of the countries in the world are rather poor in GDP terms. Thus, there may be in reality as few as three clusters of economies in the data, and even these are not statistically independent, considering the role of European expansion in the (lack of) development of the rest of the world. Thus a correlation analysis, which assumes the complete independence of the 107 cases, may be, strictly speaking, invalid. In the next section, I use two different methods to attempt to defuse this problem.
C. Controlling for Artifacts
The problem of the statistical nonindependence of countries is rarely considered in cross-national economic studies, though it should be, since it can inflate apparent significance levels. The same problem is encountered by linguists comparing related languages and anthropologists comparing related cultures, and in those disciplines, statistical techniques have been developed to compensate. 30 There are a number of possible approaches. One approach is to divide the countries of the world into the bands conventionally used by economists and found in the World Development Report: (1) low income, (2) lower-middle income, (3) upper- Note.-LPC ϭ languages per million capita; LE ϭ life expectancy at birth; %FL ϭ percentage of the national population who were native speakers of the most widespread language.
* P Ͻ .05. ** P Ͻ .01.
middle income, and (4) high income. Neighboring countries with shared economic histories will tend to fall into the same band. If there is any genuine relationship between linguistic diversity and living standard, it should be detectable within the bands. Another method is to try to control for the economic development itself and look for relationships between linguistic diversity and social welfare in the residual differences between countries. I will carry out each analysis in turn. The correlation coefficients between linguistic diversity and the social indicators for the countries split into the four income bands are shown in table 1. Six of the eight correlation coefficients are significant individually, and seven out of eight are in the direction predicted by the Fishman-Pool hypothesis. Considering them collectively by using Fisher's procedure for combining probabilities, both correlations are highly significant. 31 Thus there is strong evidence that the same relationships obtain within the bands as in the sample as a whole.
The second method of controlling for artifacts is to control for economic development, which in practice means controlling for GDPPC and looking for residual correlations between linguistic diversity and social indicators. Fishman employed this strategy in his original paper. It may seem rather an odd one; I began this section with the claim that linguistic diversity and GDPPC were causally linked and then showed that GDPPC predicts social indicators very well. To control for it, therefore, seems like eliminating what is at issue. However, if there were a residual correlation, it would be strong evidence of a real relationship between social welfare and linguistic diversity, as most of the differences between the developing world and the developed world by which an artifactual result might be produced would have been statistically eliminated.
The partial correlations between the lnLE and the linguistic indica-tors once ln GDPPC has been controlled for are as follows: ln LE/%FL: 0.27 (df ϭ 105, P Ͻ .01); ln LE/ln LPC: Ϫ0.35 (df ϭ 105; P Ͻ 0.01).
There is still a significant negative relationship, albeit a weaker one, between linguistic diversity and life expectancy when economic development is controlled for. The outcomes of these two procedures tend to suggest that the evidence supporting the Fishman-Pool hypothesis is not simply an artifact. There seems to be a robust, though weak, negative correlation between linguistic heterogeneity and the quality of life, which support's Fishman's claim. However, the correct causal interpretation of this correlation, and its implications for economic development, are complex issues.
IV. General Discussion
The preceding analysis shows that there is indeed some evidence of an inverse relationship between linguistic heterogeneity and the level of economic development. The question remains of how we should interpret this correlation. Of course, the importance of the correlation should not be overstated. An r value of 0.6 (the best obtained) means that only 36% of the variance in one variable is related to variance in the other. This, and the complexity of individual economic trajectories, must always be borne in mind in studies such as this one. None the less, any robust correlation deserves proper consideration.
One interpretation, which is implicit in Pool's original paper, is that there is a direct causal linkage between linguistic fragmentation and poor economic performance, since linguistic fragmentation leads to social division conflict, factionalism, and corruption.
This interpretation takes the degree of ethnolinguistic fragmentation as a given, which in turn affects economic outcomes. A more thoroughgoing anthropological perspective acknowledges that the ethnolinguistic situation is not fixed from the outset but is itself the outcome of larger social and geographical processes. 32 Areas are divided into many small languages as a result of such factors as the scale and nature of the traditional economy and the degree of isolation and mobility of the population. Thus, taking a longer view, the correlation between linguistic heterogeneity and economic performance may simply stem from the fact that both are conditioned by similar geographical factors. For example, latitude is one of the best predictors of both the level of economic development and the degree of linguistic diversity. 33 Jeffrey Sachs cautions us against a simplistic direct causal interpretation of the Fishman-Pool correlation for this reason. 34 No data thus far produced give unequivocal evidence of a link between language and economy above and beyond that explained by their codetermination by geographical factors.
A more realistic interpretation of the correlation would therefore stress that languages and economies coevolve under the constraints of physical and human geography. This does not rule out the possibility that linguistic heterogeneity per se has some causal influence on economic performance. That is a matter to be determined by other types of studies. However, it should be acknowledged that there is an important link from economic performance back to the linguistic situation. F. Coulmas, for example, considers the argument that it was the takeoff of the national economies of European countries that brought about the homogenization and standardization of the European languages. 35 Today, across the developing world, we see a massive movement from minority languages to national and international languages, leading to widespread concern among linguists and anthropologists about the future of much of our linguistic heritage. 36 In many of these cases, adoption of the national language is seen as a way of accessing the wider economy, with all the services and status that it can provide. Thus it is the economic incentives available to people that determine choice of language more than the other way around.
Consider a specific example of geographical codetermination: the finding that language diversity is particularly high in equatorial climates the world over. Examples of equatorial ecosystems are New Guinea, island Southeast Asia, and West-Central Africa. These lowincome regions harbor a small proportion of the human population but the great majority of all human languages. In a recent book, I argued that this is a consequence of the ecological regime in which equatorial peoples produce their livelihood. 37 There is relatively little spatial or temporal variation in the food supply in equatorial farming societies, and so very small groups of people can easily be self-sufficient. This possibility, coupled with low population densities and limited infrastructure for storage and transport, means that equatorial societies often find an equilibrium of local self-sufficiency, limited trade (at least in foodstuffs), and minimal surplus production. It is this economic situation that has led to the evolution of so many local languages in the equatorial regions. In short, both the linguistic and the economic situation seem to be results of the geographical matrix within which societies are operating. Now, with greater interchange with an ever larger developed world economy, many of these regions seem to be going through an equilibrium shift toward more trade and external integration. This has caused the rapid spread of languages of wider communication all around the equator: Bahasa, Tagalog, and English in Southeast Asia, Tok Pisin in New Guinea, French and English in tropical Africa. These are increasing at the expense of numerous local vernaculars that are associated with local exchange systems.
Given the lack of evidence for a direct causal interpretation, I would resist any argument on the basis of the Fishman-Pool result that language diversity should be discouraged. The fact that two variables have coevolved in no way implies that manipulating one will affect the other in the desired direction. In this respect, I agree with Lian and Oneal's con-clusion that attempts to enforce linguistic homogeneity cannot be justified on economic terms. 38 Furthermore, there is little evidence that the ethnolinguistic situation of a country can be effectively manipulated, even if this is thought desirable and ethical; the experience of language planning is that it often fails and only succeeds where it is concordant with the spontaneous sociolinguistic preferences of most of the people. 39 Indeed, it is likely that the economic situation will ultimately determine the linguistic one, since people respond to economic incentives not just in narrow monetary terms, but with broad patterns of often unconscious social-cultural choices that involve shifting their patterns of language use.
