Abstract-Complex network analysis begins in the 1930s, and the community structure in complex networks is a major characteristic that has been widely concerned. This paper introduces the basic and core ideas of several typical clustering algorithms in community detecting, and analyzes the advantages and disadvantages of each one. And it also reviews the background, the significance and the performance of these algorithms. Some algorithms may perform well in some specific areas but not in community detecting, while the newest algorithms still need to be tested in the future.
I. INTRODUCTION
Networks, which is called graph in mathematics, was studied by Euler in 1736 on the Konigsberg's seven bridges problem [1] . However, the research about graph developed slowly until 1936, in which the first book about Graph Theory was published.
In 1960s, two Hungarian mathematicians Erdos and Renyi set up a random graph theory [2] , which was regarded as a systematic study of complex networks theory in mathematics. In the next 40 years, people had been using random graph theory as the basic theory of complex networks research. However, most of the real networks are not completely random. In 1998, Watts and Strogatz [3] revealed the "small world" character of complex networks. Subsequently, in 1999, Dr. Barabasi and Albert [4] revealed the feature "scalefree" and from then on a new era started in the study of complex networks. Fig. 1 shows a kind of scientific collaboration networks (SCN).
With further study, more and more properties of complex networks were found out. One of the most important is Girvan and Newman's research [5] which pointed out that the clustering is ubiquitous in complex networks and each cluster could be regarded as a community. The community detection problem has been studied a lot after that and a large number of algorithms have been generated.
A simple principle of judging the quality of the detection on the community is to determine the edges in the community as much as possible. Another complex but common method is the modularity proposed by Newman [6] . The basic idea is that the summation of the dissimilarity between the values of all the sub networks is called modularity of this complex network. The formula is expressed as follows:
where A is the adjacency matrix, is the degree of point i , m is the number of edges, k * k /2m is the expectation between the edges of point i and point j. Further, the modular degree can be changed into the form of the right side of the equation, where n is the total number of associations, l is the number of edges in the community, and d is the sum of the degree of points in the community.
For different clustering, the states and requirements must be figured out before the selection of algorithm such as  The clustering is exclusive or overlapping.  Based on hierarchy or partitioning.  The number of cluster is fixed or unlimited.  Based on distance or distribution model.
II. CLASSIFICATION OF CLUSTERING ALGORITHMS

A. Based on Hierarchy(Agglomerative)
The hierarchical method calculates the distance among samples first. Based on the distance, it merges the nearest points to the same class every time. Then, calculate the distance between two classes, and merge the nearest classes into a larger class. The combination will not stop until the synthesis of all the classes. To calculate the distance between the classes, there are several methods such as the shortest distance method, the longest distance method, the middle distance method, the class average method, etc.
1) Newman Algorithm:
It is a kind of aggregation algorithm based on the greedy algorithm, which can be used to analyze the complex network with 1 million nodes. a) Basic idea: choose the two communities ceaselessly which influence the modularity most. Q represents the change of modularity. The time complexity is O(m(m+n)). We can get a tree structure of the decomposition from the community. Choosing breakpoints in different positions can generate different community structure. b) Optimization: merging multiple communities at each iteration, normalize ΔQ, and eliminate the impact of community size. Clause, Newman and Moore reduced the time complexity to ( 2 ) [7] c) Advantages: It reduces the time complexity and does not need to specify the number of communities in advance.
d) Disadvantages: the merging process is irreversible and the algorithm tends to be more sensitive to some single points. Due to the lack of global objective function like Kmeans, there is no local minimum problem or the difficulty to choose the initial point. The operation of the merging is often the final, once the merging of two clusters are not revoked. Of course, the cost of storage is expensive.
2) BRICH Algorithm [8] : It is mainly used to process a large amount of numeral data. Firstly, the object set is partitioned by the tree structure, and then other clustering methods are applied to optimize the clustering.
3) ROCK Algorithm [9] : Mainly used for the categorical data type with a random sampling technology.
B. Based on Hierarchy(Divisive)
The basic idea is to find out the edges that most likely to be located in the edge of the community. Removing these edges will naturally produce a different community. The representative algorithm is proposed by Girvan and Newman [10] .
1) GN Algorithm: First of all, the edge betweenness refers to the number of the shortest path through the edge. The GN algorithm is a typical divisive hierarchical clustering algorithm. The basic idea is to remove the edge with the greatest betweenness continuously.
 Calculate each betweenness of edges in the network  Remove the edge with the greatest betweenness  Recalculate the remaining betwenness  Repeat 2 and 3 until each node is a single community 2) CURE Algorithm [11] : In this algorithm, each data point is considered as a cluster, and then merge the nearest cluster until the number of clusters is required. CURE algorithm extract points with a fixed number and better distribution as representative points rather than the traditional representation, such as the center, radius or points. These points are multiplied by a proper contraction factor, which makes them closer to the center of the cluster. CURE algorithm uses random sampling and segmentation method to improve the space and time efficiency, and the algorithm used in the heap and K-d tree structure to promote the efficiency of the algorithm.
3) Chameleon Algorithm [12] : It configures a K-nearest neighbor graph by the data set, then a graph partitioning algorithm is applied to map into a large number of subgraphs. Each subgraph represents an initial sub cluster, finally an agglomerative hierarchical clustering algorithm is used to generate composite anti sub clusters and find the real result of the cluster. The clustering effect of Chameleon is considered to be very powerful, and it is better than BIRCH, but the computational complexity is ( 2 ) , higher than BIRCH.
4) Pros&Cons: a) Advantages:
 Clustering granularity can be controlled flexibly.  Doesn't need specify the number of clustering in advance  The hierarchical relationship among clusters can be easily detected  Suitable for the data set with arbitrary shape and attribute of arbitrary type, relatively high scalability in general. b) Disadvantages:
 Relatively high in time complexity in general  Singular value make a big dissimilarity  No backtracking  The number of clusters needed to be preset 5) Comparision: The agglomerative and divisive algorithm are corresponding, one is bottom-up and the other is top-down; one merge points together and another remove the edge to divide points. The pros and cons of divisive clustering are similar to the agglomerative clustering.
C. Based on Partition
The basic idea of partitioning clustering algorithms is to regard the center of data points as the center of the corresponding cluster. Besides K-means [13] and K-medoids [14] , the typical clustering algorithms based on partition include PAM [15] , CLARA [16] , CLARANS [17] . Recalculate the cluster centroids:
∑ 1 =1 { ( ) = } This process will be repeated constantly until the convergence and the centroid does not change significantly.
K is the number of cluster centroids specified in advance, ( ) represents the nearest cluster to cluster centroids in rest clusters and its value is between 1 and k. represents the conjecture at the center of a sample of the same cluster. When the result is dense and the dissimilarity between the clusters is obvious, K-means performs better. It is relatively scalable and efficient when processing large-scale data sets. The time complexity is O(nkt) . Usually k << n and t << n (t represents iterations) which means the algorithm often ends with a local optimal result. b) Advantages:  Easy to understand and implement  Low time complexity c) Disadvantages: the initial value of is very sensitive to noise and outliers and only applicable for the numerical datatype and convex data. Among these shortcomes, the sensitivity of the value of is the most important. Users must determine the number of in advance. The choice of is generally based on the previous experiences and results of different experiments, the value of is not available for reference on different data sets d) Optimization: Each of optimization is corresponding to the disadvantages and there is no necessity to determine K in advance: such as K-means++, intelligent K-means, genetic K-means; K-medoids, K-medians, K-modes and kernel Kmeans.
2) K-medoids: a) Basic idea: K-medoids is the cure of sensitivity to noise and outliers in K-means. It proposes a new way to select cluster centroids(which is named medoid here). After each iteration, the medoid is selected from the sample points of the cluster, and the selection depends on that whether the new medoid can improve the clustering quality and make the cluster more compact, and the absolute error of new medoid tends to reduce constantly before stabilization.
b) Comparsion:
The difference between k-means and kmedoids is similar to the difference between the mean and the median of a data sample: the former's range can be any value in a continuous space, and the latter can only be selected at the point where the sample is given. One of the most direct reason is that the K-means is too strict with the data, because it uses the Euclidean distance to describe the dissimilarity between data points, which can be directly calculated by the center point. However, most data set cannot meet such requirements. For example, height can be very natural to deal with in this method, but categorical type cannot. Therefore, the Euclidean distance of the original objective function is changed to an arbitrary measure dissimilarity function :
In addition, since the medoid is selected in the existing data points, it is unlikely to be affected by error, make it more robust.
3) Some other algorithm: PAM is a typical k-medoids algorithm. CLARA can handle larger data sets than PAM and its effectiveness depends on the size of the samples. However, when the center of a sample is not the best center point, CLARA cannot generate the global best results. CLARANS is proposed on the basis of the CLARA algorithm. Being different with CLARA, CLARANS is not in any given time limited to any sample, but in the search for each step with a certain random selection of a sample.
D. Based on Density
The hierarchical clustering algorithm and partition clustering algorithm are only suitable for convex cluster. In order to make up for this deficiency, the density algorithm was proposed to find clusters of arbitrary shapes. Density-based algorithm is not sensitive to noise and is capable to filter the low density area and find the dense sample point.
1) DBSCAN: DBSCAN [18] is a traditional algorithm which is sensitive to the main two parameters (ε and
). a) Basic idea: DBSCAN requires that the number of objects (points or other spatial objects) in a cluster and not smaller than a given value, which is a density threshold. DBSCAN is not sensitive to the order of the samples in the database, which means the input sequence of patterns has little impact on the final results. However, it depends on the order how the boundary clusters are detected. b) Advantages: Comparing with K-means, DBSCAN doesn't require the number of clusters in advance. The clustering is fast and can effectively deal with the noise points and find the spatial clustering of arbitrary shape. c) Disadvantages: DBSCAN cannot be a good reflection of high dimensional data or the density of the data set and its consumption of memory and I/O is considerable when data scale is huge. The point is extremely sparse in high dimensional data, and the density is difficult to define. When the density of spatial clustering is not uniform, and the dissimilarity of the distance between clusters is very quite obvious. Therefore, some points may be mistaken for outliers or boundary points.
2) OPTICS [19] : This algorithm overcomes the biggest shortcoming in DBSCAN-the sensitivity to parameters. a) Basic idea: OPTICS algorithm generates an ordered list of objects, and each object has two properties-the core distance and reachable distance. Using this list, we can get the clustering of any radius smaller than the ε.In other words, the clustering results from this list can be obtained based on anyεand . b) Optimization: There are many types of optimizations for DBSCAN, such as DENCLUE [20] and DBCLASD [21] . They all improve the DBSCAN for the different density distribution of the data.
3) CFSFDP [22] : This algorithm is based on the idea that cluster centers are characterized by a higher density than their neighbors and by a relatively large distance from points with higher densities. And it forms the basis of a clustering procedure in which the number of clusters arises intuitively. Outliers are automatically spotted and excluded from the analysis, and clusters are recognized regardless of their shape and of the dimensionality of the space in which they are embedded. This algorithm can achieve a very good clustering result for all kinds of data scale.
E. Based on Spectral Graph Theory
Spectral clustering is a clustering method based on graph theory. The weighted undirected graph is divided into two or more of the optimal sub graphs. Making sure that the interior of the sub graph is as similar as possible, while the distance between the subgraphs are as far as possible. The above clustering is capable of identifying any shape of the sample space and converging to the global optimal solution.
The computational bottleneck of the spectral algorithm is the characteristic value of the matrix, and the essence of the spectral algorithm is matrix decomposition. The basic idea of matrix decomposition is to map the point from one space to another, and to cluster in the new space using the traditional clustering method 1) SM [23] : The core idea of SM which is usually used for image segmentation and it minimizes the normalized cut by heuristic method, based on the eigenvector.
2) NJW [24] : NJW carries out the clustering analysis in the feature space constructed by the eigenvectors corresponding to the k largest eigenvalues of the Laplacian matrix. Laplacian matrix transforms the discrete clustering into continuous feature vectors, and the smallest series of feature vectors correspond to the graph optimal series partition method.
F. Based on Distribution
The basic idea is that the data, generated from the same distribution, belongs to the same cluster if there exists several distributions in the original data. The typical algorithms are DBCLASD and GMM [25] . DBCLASD has been discussed in the density-based algorithm.
The basic idea of GMM is that GMM consists of several Gaussian distributions from which the original data is generated and the data, obeying the same independent Gaussian distribution, is considered to belong to the same cluster. In fact, GMM is similar to K-means. In short, in Kmeans, each data points will be assigned into one of the cluster, but in GMM, the possibility of these data points being assigned into each cluster is figured out, so it's called soft assignment.
III. COMPREHENSIVE PERFORMANCE EVALUATION
The detailed and comprehensive comparisons of all the discussed clustering algorithms are listed in Table 1 . 
IV. CONCLUSION
The main purpose of the paper is to introduce the basic and core idea of each commonly used clustering algorithm, specify the source, and analyze the advantages and disadvantages of each one. The mentioned clustering algorithms above, with high practical value and well studied, are discussed in detail so as to give readers a systematical and clear view of the important data analysis method in community detection.
Many algorithms are currently the only discussed theoritically, based certain assumptions, such as clustering can be separated, no prominent outlier data. However, the reality is usually very complicated and noisy. How to effectively eliminate the influence of noise and improve the ability of processing real data remains to be further to improved.
