Introduction
Let C k (Ω) be the set of all k times continuously differentiable functions on Ω, C 0 (Ω) = C(Ω) In many practical applications (see, for example, [3, 5] ) there arise integral equations of the form
with f ∈ C m [0, b], K(x, y) = g(x, y)(x − y) −ν , 0 < ν < 1, g ∈ C m (D b ), m ∈ N = {1, 2, . . .}. The solution u(x) to (1.1) is typically non-smooth at x = 0 where its derivatives become unbounded (see, for example, [3, 4, 5, 9] ). In collocation methods the singular behaviour of the solution u(x) can be taken into account by using polynomial splines on special graded grids [3, 4, 5] . However, although the piecewise polynomial collocation method on ∆ r N turns out to be stable for solving weakly singular integral equations (see [8] ), the realization of this method in case of strongly graded grids ∆ r N by large values of r may lead to unstable behaviour of numerical results.
To avoid problems associated with the use of strongly graded grids the following approach for solving (1.1) can be used: first we perform in (1.1) a change of variables so that the singularities of the derivatives of the solution will be milder or disappear and after that we solve the transformed equation by a collocation method on a mildly graded or uniform grid. We refer to [13] for details (see also [2, 7, 12] ). Note that in [10, 15] similar ideas for solving Fredholm integral equations have been used (see also [6, 11, 16] ).
In the present paper we extend the domain of applicability of this approach. To this aim, we examine a more complicated situation for equation (1.1) where the kernel K(x, y), in addition to a diagonal singularity (a singularity as y → x), may have a boundary singularity (a singularity as y → 0). Actually, we assume that the kernel K(x, y) has the form
where g ∈ C m (D b ), m ∈ {0} ∪ N. The set of kernels satisfying (1.3) will be denoted by W m,ν,λ (D b ). Throughout the paper c denotes a positive constant which may have different values by different occurrences.
Regularity of the Solution
For given m ∈ N and 0 < θ < 1 let
It follows from [14] that the regularity of the solution to (1.1) can be characterized by the following result.
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Smoothing Transformation
Note that ϕ(s) ≡ s for ̺ = 1. We are interested in a transformation (3.1) with ̺ > 1 since it possesses a smoothing property for u(ϕ(s)) with singularities of
, m ∈ N, 0 < θ < 1, and let ϕ be the transformation (3.1). Furthermore, let
Proof. The smoothness claim is clear. Further, for the derivatives of the composite function u ϕ = u • ϕ, we have the Faà di Bruno's representation
where 0 < s ≤ b, n = n 1 + . . . + n j and the sum is taken over all n 1 , . . . , n j ∈ {0} ∪ N for which n 1 + 2n 2 + . . . + jn j = j, j = 1, . . . , m. It follows from (2.1), (3.1), n = n 1 + . . . + n j and n 1 + 2n 2 + . . .
This together with (3.3) yields (3.2). ⊓ ⊔ Remark 1. Instead of (3.1) other transformations are possible. We refer to [13] for a general discussion in this connection.
Numerical Method
Using (3.1) we introduce in (1.1) the change of variables
. We obtain an integral equation of the form
where
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are given functions and u ϕ (t) = u(ϕ(t)) is a function which we have to find. For given integers m, N ∈ N let 
where η 1 , . . . ., η m are some fixed (collocation) parameters such that
We find an approximation v N = v N,m,r,ϕ to u ϕ , the solution of equation (4.1) (under the conditions of Theorem 1 below the equations (1.1) and (4.1) are uniquely solvable), by collocation method from the following conditions:
with x jl , l = 1, . . . , m; j = 1, . . . , N , given by formula (4.2).
Having determined the approximation v N for u ϕ , we determine an approximation u N = u N,m,r,ϕ for u, the solution of equation (1.1), setting . We refer to [13] for a convenient choice of it.
Convergence Results
Let X and Y be Banach spaces. By L(X, Y ) we denote the Banach space of all linear continuous operators A : X → Y with the norm 
Proof. We write (4.1) in the form u ϕ = T ϕ u ϕ + f ϕ where T ϕ is defined by formula
It follows from (1.3) and (3.1) that K ϕ (t, s) is continuous in D b and [14] . This together with f ϕ ∈ C[0, b] yields that equation
Further, conditions (4.4), (4.5) have the operator equation representation 
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Theorem 2. Let the following conditions be fulfilled:
2. ϕ is the transformation (3.1); 3. the interpolation nodes (4.2) with grid points (1.2) and parameters (4.3) are used.
Then the settings (4.4)-(4.6) determine for N ≥ N 0 a unique approximation u N to u, the solution to (1.1), and 
with a positive constant c which is independent of N . We fix w N,j as a Taylor polynomial for u ϕ (x) at x = x j :
The integral form of the reminder term of the (m − 1)th order Taylor approximation of u ϕ (x) at x = x j and the estimate (5.8) gives us for all x ∈ [x j−1 , x j ] (j = 1, . . . , N ) the inequality
If m ≤ ̺(1 − ν − λ), then we obtain from (5.10) and (5.11) that
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where c is a positive constant not depending on N . In the case m > ̺(1 − ν − λ) we have
where c 1 and c 2 are some positive constants not depending on N . It follows from (5.9), (5.10) and (5.12)-(5.14) that
with a positive constant c which is independent of N . This together with (5.5) and (5.6) yields (5.7). ⊓ ⊔ Remark 4. It follows from Theorem 2 that the accuracy u N −u ∞ ≤ cN −m can be achieved on a mildly graded or uniform grid. As an example, if we assume that ν = 2/5, λ = 1/5, m = 3 (the case of piecewise quadratic polynomials), ̺ ≥ 15/2, the maximal convergence order u N − u ∞ ≤ cN −3 is available for r ≥ 1. In particular, the uniform grid with nodes (1.2), r = 1, may be used.
Remark 5. In addition to Theorem 2, assuming some additional smoothness of f and g (see (1.3)) and choosing more carefully the collocation parameters (4.3), the superconvergence of v N at the collocation points (4.2) can be established, cf. [1, 3, 4, 5, 13, 17] . More precisely, let
and let the interpolation nodes (4.2) be generated by the grid points (1.2) and by the node points η 1 , . . . , η m of a quadrature approximation 15) which, with appropriate weights {w l }, is exact for all polynomials of degree m.
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Then it turns out that for sufficiently large N ,
(5.16)
We will investigate this question in a forthcoming paper where a more general class of integral equations with diagonal and boundary singularities will be discussed.
Numerical Example
Let us consider the following equation:
where 0 < ν < 1 , 0 ≤ λ < 1, ν + λ < 1. The forcing function f is selected so that u(x) = x 1−ν−λ is the exact solution to (6.1). Actually, this is a problem of the form (1.1), (1.3) where
It is easy to check that in this case K ∈ W m,ν,λ (D 1 ) and f ∈ C m,ν+λ (0, 1] for arbitrary m ∈ N.
Equation ( In Tables 1 and 2 some results for different values of the parameters N , ̺ and r are presented. The quantities ε (̺,r) N in Table 1 are approximate values of the norm u N − u ∞ , calculated as follows:
jl = x j−1 + l(x j − x j−1 )/10, l = 0, . . . , 10; j = 1, . . . , N, with the grid points x j , defined by formula (1.2) for b = 1. Table 2 shows the dependence of , Due to (6.2), the ratio δ Table 2 .
As we can see from Tables 1 and 2 , the numerical results are in good agreement with the theoretical estimates. In Table 2 only the decrease of γ (1,1) N is faster than it is indicated by theoretical estimates: the predicted value for δ (1, 1 ) N is equal to 1.74, but the current experiment gave for δ (1, 1 ) N a stable value 2.30. This phenomenon notifies that the local order of convergence of proposed algorithms needs further theoretical and numerical study.
