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Abstract
A probabilistic model describes a system in its observational state. In many situations, however,
we are interested in the system’s response under interventions. The class of structural causal models
provides a language that allows us to model the behaviour under interventions. It can been taken as
a starting point to answer a plethora of causal questions, including the identification of causal effects
or causal structure learning. In this chapter, we provide a natural and straight-forward extension of
this concept to dynamical systems, focusing on continuous time models. In particular, we introduce two
types of causal kinetic models that differ in how the randomness enters into the model: it may either be
considered as observational noise or as systematic driving noise. In both cases, we define interventions
and therefore provide a possible starting point for causal inference. In this sense, the book chapter
provides more questions than answers. The focus of the proposed causal kinetic models lies on the
dynamics themselves rather than corresponding stationary distributions, for example. We believe that
this is beneficial when the aim is to model the full time evolution of the system and data are measured at
different time points. Under this focus, it is natural to consider interventions in the differential equations
themselves.
We wholeheartedly congratulate Judea Pearl on winning the Turing Award. His groundbreaking work
has inspired much of our work, with this book chapter being only one of several examples.
1 Introduction
In causality, we aim to understand how a system reacts under interventions, e.g., in gene knock-out
experiments. There are different interventions we can perform (including none at all), and we therefore
require different descriptions of the data generating process. Some systems may be adequately described
by deterministic equations, but if the system possesses observational noise, unobserved factors or intrinsic
randomness, data generating processes are more appropriately modeled using the language of probability.
In data-driven sciences, we are used to model the data generating process with a single probability
distribution, e.g., using a multivariate Gaussian with a certain covariance matrix. As argued above,
however, causal models come with a plethora of distributions: one distribution for each type of modeled
intervention.
In general, the intervention distributions are not arbitrarily different as it would be meaningless to
talk about a single underlying system otherwise. It is a key challenge to describe which parts of the
distribution change and which parts remain invariant when considering different interventions. Many
researchers from various disciplines engaged in this question and developed the fundamental assumptions
that are often referred to as invariance, autonomy or modularity [Wright, 1921, Haavelmo, 1944, Aldrich,
1989, Hoover, 1990, Imbens and Rubin, 2015, Richardson and Robins, 2013]. The concept of invariance
relies heavily on what it means to intervene on a system, making a precise formulation of interventions
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crucial for causal modeling. Arguably one of the clearest formulation of interventions is Judea Pearl’s do-
formalism [Pearl, 2009, Chapter 1]. One starts with a fixed reference distribution called the observational
distribution; one may think of it as describing the system in its natural state with no intervention being
performed. The system and its corresponding distribution is assumed to have a modular structure, and
performing a do-intervention means changing some of the modules. This process yields an intervention
distribution, often denoted by a do(.) subscript. While this description can be made formal in various
ways, we focus on one that is based on structural causal models [Wright, 1921, Bollen, 1989, Pearl, 2009].
Usually, the formulation of structural causal models, or SCMs, include random variables. We believe,
however, that the descriptive power of SCMs lies in their modular structure, which can be separated
from randomness. We therefore introduce two different versions of SCMs: a deterministic version with
measurement noise and a version containing random variables.
1.1 Structural causal models with measurement noise
A deterministic structural causal model (SCM) over d variables x1, . . . , xd is a collection of d assignments
xk := fk(xPAk ), k = 1, . . . , d, (1)
where for any k ∈ {1, . . . , d}, PAk ⊆ {1, . . . , d} \ {k} is called the set of direct parents of xk, and
fk is a real-valued function. If PAk = ∅, then fk(xPAk ) should be interpreted as a constant. For
each SCM, we obtain a corresponding graphical representation of the causal structure over the vertices1
(1, . . . , d) by drawing directed edges from PAk to k for all k ∈ {1, . . . , d}. We further assume that the
system (1) is uniquely solvable, which may be the case, even if the graph contains directed cycles, such
as 3 → 1 → 4 → 3. Each SCM then induces a state of the system characterized by a single point in
Rd. We will see in Section 1.3 that the modular structure of (1) is key to the ability to serve as a causal
model. The assignments in (1) can be thought of as lines in a computer program that generate a specific
state of the system. Interventions will be modeled as replacements of some of these lines.
We may now assume to obtain noisy observations of the system, e.g., for each k ∈ {1, . . . , d}, we may
have
Xk := xk + εk, (2)
where ε1, . . . , εd are jointly independent random variables. Instead of a single point, this model now
induces a joint distribution over the observed random variables X1, . . . , Xd.
1.2 Structural causal models with driving noise
More common than the above approach is the assumption that the randomness enters inside the structural
assignments. Formally, a stochastic structural causal model over d random variables X1, . . . , Xd is a
collection of d assignments
Xk := fk(XPAk , εk), k = 1, . . . , d, (3)
together with a distribution over the noise variables ε1, . . . , εd. As above, we obtain a corresponding
graphical representation of the causal structure over the vertices (1, . . . , d) by drawing directed edges
from PAk to k for all k ∈ {1, . . . , d}. We further assume that the joint noise distribution is absolutely
continuous with respect to a product measure and that it factorizes, i.e., the noise components are
assumed to be jointly independent. As before, we require the system (3) to be uniquely solvable, which is
always satisfied if the graph is acyclic, for example. An SCM induces a unique joint distribution over the
variables X1, . . . , Xd [e.g., Bongers et al., 2016], and an observed data set may be modeled as a collection
of i.i.d. realizations from that distribution.
The two approaches described above serve different purposes. The model described in (2) might be
helpful when the underlying system is assumed to be deterministic and all randomness can be thought
of as measurement noise, for example. While this might be a realistic assumption in many applications,
the approach comes with various statistical difficulties, including the famous errors-in-variables problem
[Carroll et al., 2006] and an increased difficulty when identifying parameters or causal structure from
data [Zhang et al., 2018]. We speculate that this is one of the reasons, why less work seems to be
1By slight abuse of notation, we identify (x1, . . . , xd) with its indices (1, . . . , d).
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devoted to the first approach. The second approach is better understood but assumes that the noise is
not purely measurement noise, but enters into the causal mechanism. It depends on the application at
hand, whether this assumption is reasonable.
1.3 Interventions
SCMs allow us to define interventions. For any j ∈ {1, . . . , d}, we can replace one of the assignments
in (1) or (3). In the former case, we could replace the assignment with xj := f˜ j(xP˜Aj ) and in the latter
case with Xj := f˜ j(XP˜Aj , ε˜j), for example. Usually, we restrict ourselves to interventions that yield
a new SCM, so the interventions must respect unique solvability. If that is the case, the intervention
induces a new state of the system, that we denote by do(xj := f˜ j(xP˜Aj )) or do(Xj := f˜ j(XP˜Aj , ε˜j)),
respectively. An intervention on one of the variables propagates through the system, possibly affecting
many other variables that are graphical descendants of the targeted node. For the stochastic SCMs from
Section 1.2, one may think about randomized experiments as a do-intervention and the well-known hard
(or point) interventions do(Xj := 4) appear as a special case. Pearl [2009] provides many insightful
examples of SCMs and interventions throughout his book. Bongers et al. [2016] give measure theoretic
details underlying the construction of SCMs. Below, we extend the concept of SCMs to dynamical
systems and give a concrete example of an SCM, a graph, and interventions in that context, see Figure 2.
The above definition clarifies which parts of the distribution remain invariant under interventions.
In the case of Section 1.2, each conditional distribution Xk, given XPAk = x, is determined by the
structural assignment for Xk. Thus, two distributions induce the same conditionals Xk |XPAk = x if
one of the distributions is induced by an SCM and the other one is induced by the same SCM after
intervening on a fixed j 6= k, for example.
It may further be instructive to think about equivalence of two causal models. They may be called
observationally equivalent if they induce the same observational distribution and interventionally equiva-
lent if they induce the same observational distribution as well as the same intervention distributions [e.g.,
Peters et al., 2017, Section 6.8]. One of the fundamental problems when learning causal structures from
data is that two causal models may be observationally equivalent, but not interventionally equivalent.
1.4 Time dependent data
In many practical applications, an i.i.d. data set does not provide an adequate description for the data
sample at hand. In particular, the concepts above are lacking the notion of time. Different causal
methodology and several extensions of SCMs have been proposed [Wiener, 1956, Granger, 1969, Schreiber,
2000, White and Lu, 2010, Hyttinen et al., 2013, Peters et al., 2013, Pfister et al., 2018b], mostly
considering discrete time models such as vector autoregressive models [Lu¨tkepohl, 2007], for example.
Peters et al. [2009], Bauer et al. [2016] discuss the relation between causality and the arrow of time.
Causal inference for longitudinal studies has been studied extensively, too [e.g. Vanderweele, 2015, Aalen
et al., 2008, Robins, 1997], where the results are often formulated in the language of potential outcomes
[Imbens and Rubin, 2015], rather than SCMs. In this article, we focus on continuous time systems that
are governed by ordinary differential equations. In particular, we propose a natural and straight-forward
extension of the notion of SCM to dynamical systems. The construction closely follows the existing ideas
of SCMs and interventions. Similar constructions have been suggested elsewhere, and we try our best to
provide the relevant references and point out existing differences. Parts of this book chapter are taken
from Pfister et al. [2018a, 2019], where we focus on model selection and parameter inference.
2 Chemical reaction networks and ordinary differential equa-
tions
In many natural sciences and even some social sciences, there are processes that can be modeled by a
set of governing differential equations. Examples are found in diverse areas such as bioprocessing [e.g.
Ogunnaike and Ray, 1994], economics [e.g. Zhang, 2005], genetics [e.g. Chen et al., 1999], neuroscience
[e.g. Friston et al., 2003] or robotics [e.g. Murray, 2017]. Below, we provide two examples that come
from a subclass of dynamical models, namely those that are driven by chemical reactions and connect
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Figure 1. Example trajectories for the basic Lotka-Volterra model given in (7) and (8). Left plot correspond
to observation setting with rates k1 = 0.1, k2 = 0.05 and k3 = 0.05 and initial values [A]0 = 1 and [B]0 = 1.5
and right plot to an intervention where we set k1 = 0.05 and [B]0 = 2.
to ordinary differential equation (ODE) based models by mass action kinetics. The general principles,
however, can readily be extended to more complex model classes. Formally, a general reaction [e.g.
Wilkinson, 2006] takes the form
m1R1 +m2R2 + . . .+mrRr → n1P1 + n2P2 + . . .+ npPp,
where r is the number of reactants and p the number of products. Both Ri and Pj can be thought
of as molecules and are often called species. The coefficients mi and nj are positive integers, called
stochiometries. We now provide two examples: (1) a famous and often used model that describes the
abundance of predators and prey, illustrating the law of mass-action kinetics and (2) Michaelis-Menten
kinetics which results in nonlinear ODEs.
Lotka-Volterra model The Lotka-Volterra model [Lotka, 1909] takes the form
A
k1−→ 2A (4)
A+B
k2−→ 2B (5)
B
k3−→ ∅, (6)
where A and B describe abundance of prey and predators, respectively. In this model, the prey reproduce
by themselves, but the predators require abundance of prey for reproduction. The coefficients k1, k2, and
k3 indicate the rates, with which the reactions happen.
In mass-action kinetics [Waage and Guldberg, 1864], one usually considers the concentration [X] of
a species X, the square parentheses indicating that one refers to the concentration rather than to the
integer number of abundant species or molecules. The law of mass-action states that the instantaneous
rate of each reaction is proportional to the product of each of its reactants raised to the power of its
stochiometry. For the Lotka-Volterra model this yields
d
dt
[A] = k1[A]− k2[A][B] (7)
d
dt
[B] = k2[A][B]− k3[B]. (8)
Figure 1 shows solutions for these differential equations for both an observational setting (left plot) with
rates k1 = 0.1, k2 = 0.05 and k3 = 0.05 and initial values [A]0 = 1 and [B]0 = 1.5 as well as an
interventional setting (right plot) where we set k1 = 0.05 and [B]0 = 2. Even though equations (7)
and (8) contain interaction terms of the concentration of the different species, they are linear in the
model parameters, a property that is exploited by many practical methods.
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Michaelis-Menten kinetics In Michaelis-Menten kinetics [Michaelis and Menten, 1913], the start-
ing point is a specific enzyme reaction given by the equations
E + S
k1−→ ES
ES
k2−→ E + S
ES
k3−→ E + P,
where the enzyme E binds to a substrate S and finally releases a product P . Under some simplifying
assumptions regarding the relation of rates of the reactions, this yields the equation
d
dt
[P ] = c1
[S]
c2 + [S]
, (9)
where c1, c2 are constants. There are many reactions that can be described by this model; Michaelis
and Menten [1913] used it to describe how the enzyme invertase catalyzes the hydrolysis of sucrose into
glucose and fructose.
3 Causal kinetic models
We now define a causal model class for dynamical systems. The reader may think about the example
of a Lotka-Volterra model as described in (7) and (8) or Michaelis-Menten kinetics (9), both of which
fit into the general framework described below. In analogy to Sections 1.1 and 1.2, we first consider a
deterministic version with measurement noise and secondly a version where the randomness enters inside
the structural equations.
3.1 Causal kinetic models with measurement noise
We regard the following definition as a natural and straight-forward extension of SCMs, even though we
have not seen it in this form before. A deterministic causal kinetic model over processes x := (xt)t :=
(x1t , . . . , x
d
t )t is a collection of d ODEs and initial value assignments
d
dt
x
1
t
:= f1(x
PA1
t ), x
1
0 := ξ
1
0 ,
d
dt
x
2
t
:= f2(x
PA2
t ), x
2
0 := ξ
2
0 ,
...
d
dt
x
d
t
:= fd(x
PAd
t ), x
d
0 := ξ
d
0 .
Here, for any k ∈ {1, . . . , d}, d
dt
x
k
t
denotes the time derivative of the component xk at time t and
PAk ⊆ {1, . . . , d} is called the set of direct parents of xk (and may include xk itself). We require that
the system of initial value problems is uniquely solvable. For each causal kinetic model, we can obtain a
corresponding graph over the vertices (1, . . . , d) by drawing edges from PAk to k, for k ∈ {1, . . . , d} (see
Figure 2). If we consider the initial values as random variables, this induces a distribution over x = (xt)t.
Similarly as in the case of deterministic SCMs, causal kinetic models are deterministic models de-
scribing an underlying causal structure. The observed data can then be modeled as noisy observations
of the system, i.e.,2
Xt = xt + εt, (10)
where one may assume for simplicity that each noise component of εt is i.i.d., for example. This induces
a distribution over X = (Xt)t.
2Alternatively, one may add the noise variables only at observed time points.
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ODE representations
A
k1−→ 2A
B
k2−→ 2B
A+ C
k3−→ 2C
B + C
k4−→ 2C
C
k5−→ ∅
d
dt [A] = k1[A]− k3[A][C]
d
dt [B] = k2[B]− k4[B][C]
d
dt [C] = k3[A][C] + k4[B][C]− k5[C] A B
C
Figure 2. Illustration of different ODE representations: (chemical) reactions (left), ODE system derived by
mass-action kinetics (middle) and corresponding graph (right).
3.2 Causal kinetic models with driving noise
As for SCMs, the randomness might also be added directly into the structural assignments. This yields
a more involved mathematical formulation though, since the objects of interest are continuous time
processes. We define a stochastic causal kinetic model over processes X := (Xt)t := (X
1
t , . . . , X
d
t )t as a
collection of d stochastic differential equations (SDEs) and initial value assignments
dXkt := f
k(X
PAk
t )dt+ h
k(X
PAk
t )dW
k
t , X
k
0 := ξ
k
0 , (11)
where dW kt are independent white noise processes, i.e., Wt =
∫ t
0
dWs is a Brownian motion.
3 Again, we
require that the SDEs in (11) are uniquely solvable, which in the setting of SDEs becomes substantially
harder to verify. The functions fk are called drift coefficients and the functions hk are called diffusion
coefficients. Intuitively, it can be helpful to think about the change Xkt+∆ − Xkt as being normally
distributed with expectation fk(X
PAk
t ) ·∆ and variance hk(XPAkt )2 ·∆. In the most basic setting, hk
can be assumed to be constant which results in an integrated equations of the form
Xkt :=
∫ t
0
fk(X
PAk
s )ds+W
k
t .
In general, solving SDEs is a difficult problem and numerical procedures often have slower rates compared
with their deterministic counterparts [Han and Kloeden, 2017]. We believe that despite these difficulties,
SDE-based causal models may potentially prove useful in several areas of applications. There is some
work that has made first attempts to circumvent the difficulties of models using SDEs by looking at
random differential equations [Bauer et al., 2017, Bongers and Mooij, 2018, Abbati et al., 2019], which
still allow including randomness directly into the causal structure. As for SCMs, it depends on the
application whether a causal model with measurement noise or the full stochastic setting is the more
appropriate choice.
3.3 Interventions
An intervention on the system replaces some of the structural assignments. Interventions can change the
dynamics of the process xk, the initial values or both at the same time. This definition allows for several
ways of manipulating the system, which may prove useful when modeling complex dynamical systems
and their perturbations; some of the possibilities are discussed below. Formally, for a deterministic causal
kinetic model over a process (xt)t, an intervention on the process x
k for k ∈ {1, . . . , d}, corresponds to
replacing the k-th initial condition or the k-th ODE with
xk0 := ξ or
d
dt
x
k
t
:= g(x
PA
t ),
3Readers who are not familiar with the formal definition of SDEs may think about them as a notational abbreviation for
the integrated form, i.e., Xkt :=
∫ t
0 f
k(X
PAk
s )ds +
∫ t
0 h
k(X
PAk
s )dW
k
s .
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respectively, where PA ⊆ {1, . . . , d} is the set of new parent components. In both cases, we still require
that the system of initial value problems is uniquely solvable. The interventions are denoted by
do
(
xk0 := ξ
)
and do
(
d
dt
x
k
t
:= g(x
PA
t )
)
,
respectively. The same definitions apply in the presence of observational noise εt, see (10), where the
noise is added after the system has been perturbed. For a stochastic causal kinetic model, we analogously
define the interventions
do
(
Xk0 := ξ
)
and do
(
dXkt := g(X
PA
t ) + j(X
PA
t )dW
k
t
)
.
While we regard both deterministic and stochastic causal kinetic models as potentially relevant for
practical applications, we will, in the remainder of this chapter, focus on deterministic causal models.
If the ODE system is induced by a set of reactions, a natural class of interventions is described by
replacing one (or some) of the reactions. In the Lotka-Voltera model from Section 2, changing the rate
of the first reaction (4), i.e., changing k1 to k˜1, say, yields a change of the assignment (7). Changing the
rate of the second reaction (5), however, yields a change of both assignments (7) and (8). In general,
changing one of the reactions induces a change in differential equations for all variables that appear in
the reaction (either on the left or on the right). The proposed framework additionally allows us to set
a variable xk to a constant value c by performing the interventions do(xk0 := c) and do(
d
dt
x
k
t
:= 0). To
obtain a softer version of this effect, we may also introduce a forcing term that “pulls” the variable xk
to a certain value c. Alternatively, one can keep the dependence of d
dt
x
k
on x` intact, but change the
strength of this dependence, or even completely change the parent set.
We believe that in a system that is described well by a system of differential equations, it is most
natural to formulate the interventions as differential equations, too. Nevertheless, for a differentiable
ζ, interventions of the form xkt := ζ(x
A
t ) with A ⊆ {1, . . . , d} \ {k} [e.g. Hansen and Sokol, 2014], and
xkt := ζ(t) [e.g. Rubenstein et al., 2018] are included in the above formalism as well. The intervention
do(xkt := ζ(x
A
t )) can be obtained by do(
d
dt
x
k
t
:= d
dt
ζ(xAt )) and do(x
k
0 := ζ(x
A
0 )). Similarly, do(x
k
t := ζ(t))
is realized by do( d
dt
x
k
t
:= d
dt
ζ(t)) and do(xk0 := ζ(0)).
3.4 Other causal models for dynamical systems and related work
We introduced the formal framework of causal kinetic models that allows us to model dynamical systems
with a set of differential equations and specify what we mean by intervening in the system. Several other
useful proposals have been made that connect differential equations with causality. Here, we briefly
review some of these suggestions and point out a few of the differences. In general, the attempts are
tailored towards different goals.
Mooij et al. [2013], Blom and Mooij [2018], Bongers and Mooij [2018] and Rubenstein et al. [2018]
consider (deterministic and random) ordinary differential equations. Their goal is to describe the asymp-
totic solution of such a system as a causal model. The authors consider interventions that fix the full
time trajectory of a variable to a pre-defined solution, e.g., to a constant. Mooij et al. [2013] consider
interventions on the ODE system itself. In that work, the authors are primarily interested in the equilib-
rium of the ODE system (assuming that it exists) and its relation to standard structural causal models
(SCMs); they explicitly do not distinguish between interventions that yield the same equilibrium. These
approaches may be particularly useful when the focus lies on the stationary solution, rather than the full
dynamics. Hansen and Sokol [2014] consider stochastic differential equations, which contain ODEs as a
special case, and introduce interventions, for which at any point in time the intervened variable can be
written as a deterministic function of other variables.
In practice, the application at hand determines which of the models and interventions are most
appropriate for describing the real world experiment. The structure of causal kinetic models closely
follows the spirit of the SCMs described above. In particular, its modular structure once more highlights
which parts remain invariant under interventions.
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4 Challenges in causal inference for ODE-based systems
Formalizing a causal model for dynamical systems can be taken as a starting point to conduct causal
inference. Similarly to the i.i.d. case, we might be interested in adjustment results, do-calculus, the
effect of hidden variables, or causal discovery [see, e.g., Pearl, 2009]. To the best of our knowledge,
for dynamical systems, most of such questions are still open. Possible reasons are the difficulties that
arise when working with dynamical systems, some of which we highlight below. (1) In the deterministic
settings, solving a standard algebraic equation is easier than solving an algebraic equation involving
differentials. (2) When adding observational noise, the induced distributions on the left hand side of the
structural assignments are more complicated in causal kinetic systems than in SCMs. (3) Suppose that
in the i.i.d. case (3), the noise variables are additive. If the parents of each variable (and therefore the
structure of the whole system) is known, the causal mechanisms, i.e., the functions fk, can be estimated
by nonlinear regression techniques. In contrast, in the case of dynamical systems, the fitting process is
much more involved, and many different methods have been suggested. This includes various versions
of goodness-of-fit of the integrated system, nonlinear least squares methods or gradient matching [Bard,
1974, Benson, 1979, Calderhead et al., 2009, Varah, 1982, Ramsay et al., 2007, Macdonald and Husmeier,
2015, Dattner and Klaassen, 2015, Raue et al., 2015, Oates et al., 2014, Wenk et al., 2019]. (4) In the
i.i.d. setting, Markov conditions connect properties of the graph, such as d-separation [Pearl, 2009], with
properties of the joint distribution, such as conditional independence [Lauritzen, 1996]. For dynamical
models, however, it is not apparent that conditional independence is the right notion. For specific model
classes, there is interesting work exploiting the concept of local independence [Schweder, 1970, Mogensen
et al., 2018, Mogensen and Hansen, 2019, Didelez, 2000, 2008], with several questions still being open.
Finally, (5), in most real world systems, not all relevant variables are observed, which means that they
need to be modeled as hidden variables. While in the i.i.d. case there is some understanding of the
effects of hidden variables on observed distributions, on the identification of causal effects and on causal
discovery [e.g. Spirtes et al., 2000, Pearl, 2009, Shpitser, 2018, Richardson and Spirtes, 2002, Herna´n and
Robins, 2006, Evans, 2015, Richardson et al., 2017, Hyttinen et al., 2012, Verma and Pearl, 1991, Silva
et al., 2006], more work is needed in the case of dynamical systems.
5 From invariance to causality and generalizability
In many real world systems, the underlying structure is unknown and needs to be inferred from data.
That is, for any k, we do not know which variables are contained in PAk. This setting is often referred
to as structure learning or causal discovery [Spirtes et al., 2000, Pearl, 2009]. To state the problem let
us assume that the observed data consist of n repetitions of discrete time observations of each of the d
variables x, or its noisy version X˜, on the time grid t = (t1, . . . , tL). By concatenating the time series
for the d variables, one may represent the data by an n × (d · L) matrix. Several methods have been
suggested to solve this task [e.g., Oates et al., 2014, Mikkelsen and Hansen, 2017, Raue et al., 2015],
most of which combine structure learning, i.e., model selection, with a parameter inference step. Some
methods [Oates et al., 2014] explicitly consider the causal nature of this problem. We briefly describe
below, in a simplified setting, how it is possible to exploit the invariances induced by the underlying
causal kinetic model for causal discovery. Assume there is a target process y := x1, for which the parents
are unknown and of particular interest. In short, we assume that each of the n repetitions has been
generated by a model of the form
d
dt
y
t
= fy(x
PAy
t ), (12)
for a fixed function fy, possibly with additional measurement noise Y˜t = yt + ε. This assumption
holds, for example, if the measurements stem from an underlying causal kinetic model under different
interventional settings, in none of which the variable y has been intervened on. In practice, the right-
hand side of (12) is unknown, and the goal is thus to identify the causal predictors among the x, i.e.,
to infer both the parents PAy of y as well as the function f
y. In [Pfister et al., 2018a], we propose a
procedure that specifically exploits the invariance of (12) to tackle the problem of structure learning.
Each of the repetitions is assumed to be part of an environment or experimental condition. We suppose
this assignment is known, e.g., repetitions 1, . . . , 6 are known to belong to experimental condition one,
repetitions 7, . . . , 19 to condition two, and all remaining repetitions to condition three. The method then
outputs a ranking of models (or variables) by trading off predictability and invariance of such models. In
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the i.i.d. case, trade-offs in a similar spirit have been suggested by Rojas-Carulla et al. [2018], Magliacane
et al. [2018] and Rothenha¨usler et al. [2018], for example.
The model (12) is valid independently of interventions on variables other than y and can thus be used
for prediction in a new experimental setup, even if there are large perturbations on the predictors x. As
a consequence, the method proposed in [Pfister et al., 2018a] outputs models that generalize better to
unseen experiments, even when considering real data from large metabolic network experiments. This
finding adds to a recent debate suggesting to add invariance as a fitting criteria to data science method-
ology [Scho¨lkopf et al., 2012, Yu, 2013, Peters et al., 2016, Bareinboim and Pearl, 2016, Meinshausen
et al., 2016, Yu and Kumbier, 2019]. At its core lies the modularity of the structure of the causal model
and its implied relation between causality and invariance.
6 Conclusions
We have discussed an extension of structural causal models to systems that are governed by differential
equations. As in the i.i.d. case, the models may be equipped with either measurement noise or driving
noise, where the latter case yields the concept of stochastic differential equations. These two model
classes, called causal kinetic models, may serve as a starting point for answering questions commonly
asked in the field of causal inference. Many of such questions are neither fully understood nor answered,
and more work is needed to gather as much understanding as we have for i.i.d. data.
The mathematical complexity of the models poses a challenge when working with kinetic models.
Some aspects of causal inference, however, may become easier. The concept of faithfulness suggests, for
example, that in the i.i.d. setting, a child of a random variable is predictive for its parent. This assumption
seems less justified in the case of dynamical processes. Also, considering local independence and assuming
causal sufficiency, Markov equivalence classes contain only a single directed acyclic graph [Mogensen and
Hansen, 2019]. Both of these points may prove to be useful for causal discovery. Furthermore, intervening
on a set of differential equations usually affects the whole time trajectory. Relatively mild interventions
may thus carry a lot of information about the causal structure. This may be particularly relevant
when the available data are not yet sufficient to identify causal mechanisms and additional data have
to be collected. There is a close connection between experimentation and causal inference [Imai et al.,
2013, Peters et al., 2017]; the selection of measurement readouts, time points or intervention strategies
could guide experimentation and has the potential to significantly reduce the number of complicated and
expensive experiments.
While there are several differences to the i.i.d. case, causal kinetic models exhibit the same modularity
as structural causal models. As a consequence, invariance ideas can be exploited in a similar way as it
is done in the i.i.d. case. This includes methods that trade off invariance and predictability to select
models that may generalize better to unseen experiments.
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