Abstract. This note presents a simple proof of A. Lasota's application of the nonlinear Fredholm alternative to the existence proofs of the boundary value problems involving ordinary differential equations. It then uses Lasota's result to get a stronger version of the theorem of Herzog and Lemmert on the Dirichlet boundary value problem for the second-order systems of ordinary differential equations.
Introduction
It was first observed in Lasota's important papers [6] , [7] , that the famous Fredholm alternative applies beyond linear problems to cases where the linearity assumption is replaced by conditions of homogeneity. This observation was next used in the investigations of differential and integral equations. (For information concerning the applications of the nonlinear Fredholm alternative, the reader is referred to the monograph [2] , or to the more recent papers [9] , [8] and their references.)
In [7] the generalized Fredholm alternative was applied to prove the existence of a solution to the boundary value problem (BVP for short)
x (t) = f (t, x(t)), (1.1) N (x) = r. (1.2) The solvability of (1.1), (1.2) was deduced from the existence of the unique (trivial) solution to the associated homogeneous BVP for differential inclusion:
The purpose of this note is twofold: to give a direct proof of the above result, and to derive from it the more general version of the recent theorem of G. Herzog and R. Lemmert [4] on the solvability of the Dirichlet BVP for the second-order systems of ordinary differential equations. The new proof presented here seems to be natural; it simplifies a rather lengthy reasoning used in [7] which requires Borsuk's theorem (also used in this note) as well as advanced functional analytic tools, such as the Riesz or Banach-Saks theorems.
Preliminaries
(For more information see, e.g., [1] .) Denote by R n the real n-space with the Euclidean norm | · |. For a subset G of R n put d(p, G) = inf{|p − q| : q ∈ G} and let |G| = sup{|q| : q ∈ G}. bdryD and clD stand for the boundary and the closure of the set D. Set I = [0, 1] and let C(I) be the space of continuous functions x : I → R n equipped with the sup norm |·| C and denote (C(I))
cf(R n ) denotes the set of all nonempty, closed and convex subsets of R n . The Hausdorff distance dist(G, H) between two closed subsets G and H ⊂ R n is defined by the formula dist(G,
is said to be continuous if it is continuous with respect to the Hausdorff distance. The map F : I → cf(R n ) is said to be measurable if for any closed nonempty set G ⊂ R n the set {t :
The function x : I → R n is called a solution of (1.3) (resp. (1.1)) provided that x is absolutely continuous and satisfies (1.3) (resp. (1.1)) for almost all t ∈ I.
Results
The theorem given below generalizes the Fredholm alternative, since the maps N and F , which appear in its formulation, need not be linear. 
then for any r ∈ R n the solution to BVP (1.1), (1.2) exists and is unique.
As a corollary to Theorem 1, we get an extension of the result of G. Herzog and R. Lemmert. 
is solvable.
Remark. Theorem 2 has been proved in [4] for N 1 (w, w ) = (w(0), w (1) k → R nk is continuous and homogeneous. As claimed in [4] , for n = 1, the conditions for the solvability of BVP (3.4), (3.5) have been given by A. I. Perov (see [5] ), but the techniques used in the scalar case are not applicable for n > 1. Thus G. Herzog and R. Lemmert investigate the problem with the shooting method. It is worth noting (without providing details) that a straightforward proof of the existence result for BVP (3.4), (3.5) with N 1 linear can be obtained using the Green function approach in a way similar to the one described in [3, Ch. XIII, Part II].
Proofs
The proof of Theorem 1, presented below, is elementary since, besides Borsuk's odd map theorem, it does not require any advanced functional analytic results.
Set Z = C(I) × R n and for z = (y, q) ∈ Z let |z| Z = |y| C + |q|. For functions g, e : I × R n → R n and r ∈ R n define maps T (g) Observe that if N is continuous and g, e ∈ CS, then the maps T and R are completely continuous.
be defined by (4.1). If (A) and (C) hold, then the homogeneous equation
has only the trivial solution, and for all (e, r) ∈ CS × R n , the solutions to the equation u = T (g)(u) + R(e, r)(u) satisfy the inequality |u| Z ≤ γ|R(e, r)(u)| Z with a constant γ > 0 independent of (e, r).
Proof of Lemma. The first part of the statement follows from (C), since from g(t, x) ∈ F (t, x) it follows that (4.2) is equivalent to BVP (1.3), (1.4) .
To show the second part of the statement, suppose that there is a sequence
and
To prove the existence of a convergent subsequence of {y n }, note that {y n (t)} is uniformly bounded, and by (4.3),
, which together with the inequality
shows that the sequence {y n } is equicontinuous and by the Ascoli theorem, it contains a convergent subsequence {y k(n) }. Consequently, setting lim n→∞ v k(n) = v 0 , from (4.4) and (4.5), one gets v 0 = T (g)(v 0 ), contradicting (4.2) because |v 0 | Z = 1.
Proof of Theorem
Function h(t, p) is well defined because F (t, p) ∈ cf(R n ) and the space (R n , | · |) is strictly convex. h is a Carathéodory function, which follows from the fact that both functions f and F are Carathéodory (see, e.g., [1, Cor. 8 
.2.13]).
Denote k(t, p) = f (t, p) − h(t, p) and define the maps T (h) and R(k, r) by (4.1) setting g = h, e = k and put S(f ) = T (h) + R(k, r). By (3.1) and (A), f, h ∈ CS; so the map S(f ) is completely continuous.
Since the solutions to BVP (1.1), (1.2) are fixed points of S(f ), the proof reduces to showing that S(f )(w) = w for a certain w ∈ Z. To this end we show that there is an open, bounded and symmetric subset D of Z, satisfying 0 ∈ D and such that Fix r ∈ R n . Applying (3.1), choose an a > 0 to satisfy max{|R(k, r)(z)| Z : |z| Z = a} < a/γ, with γ defined as in the lemma. We prove that the set D = {z : |z| Z < a} has the properties required in (4.6).
Suppose, if possible, that u = S(f )(u) and |u| Z = a. Then, by the lemma, |u| Z ≤ γ|R(k, r)(u)| Z < γ (a/γ) = a and we get a contradiction; so the first inequality (4.6) holds.
