In this paper, an optimal control approach t o a problem i n n a t i o n a l s e t t l e m e n t s y s t e m p l a n n i n g is presented. The problem description is t h e same as considered by MacKinnon [61 and by Evtushenko and MacKinnon [41. I t i s shown how t h e special s t r u c t u r e o f t h e model and t h e s i n g u l a r n a t u r e o f t h e c o n t r o l c a n be used to r e d u c e t h e s o l u t i o n of a nonlinear programing problem t o t h e s o l u t i o n o f sets o f l i n e a r e q u a t i o n s .
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A branch and bound int e g e r p r o g r a m i n g a l g o r i t h m i s used t o handle ine q u a l i t y c o n s t r a i n t s on t h e c o n t r o l v a r i a b l e s .
The o r g a n i z a t i o n of t h e p a p e r is as follows.
Section I considers problem formulation and an optimal c o n t r o l s o l u t i o n is d i s c u s s e d i n S e c t i o n 11. A branch and bound technique for determining a c t i v e c o n s t r a i n t s i s p r e s e n t e d i n S e c t i o n 111.
A mre general problem is considered in Section I V and conclusions are stated i n S e c t i o n V.
I. Problem Formulation
W e c o n s i d e r f i r s t t h e f o r w a r d l i n k a g e model ( 1 , 2 ) i n which t h e state v e c t o r x ( t ) € R n r e p r es e n t s p o p u l a t i o n d i s t r i b u t i o n a t t i m e t and the c o n t r o l v e c t o r u ( t ) € R n r e p r e s e n t s m i g r a t i o n s t o each region from outside the system. x ( t + l ) = P x ( t ) + u ( t ) , t =z O,...,T-1
The budgetary and fixed immigration constraints on u ( t ) are expressed as u ( t ) 2 0 . 
T 'This work was supported by t h e O f f i c e o f Naval
Research under contracts N00014-76-C-1024 and NOOOl4-67-A-0298-0006 and by t h e I n t e r n a t i o n a l A u s t r i a . The backward l i n k a g e model ( 1 , 2 ) will be consid e r e d i n S e c t i o n I V .
11. An Optimal Control Solution By a d j o i n i n g t h e c o n s t r a i n t s t o t h e cost f u n c t i o n u s i n g a p p r o p r i a t e m u l t i p l i e r s , we d e f i n e the Lagrangian function (3)
where IT -[l , .. . , 11 is a lxn vector of a l l ones.
Here h ( t ) , V ( t ) , q ( t ) and p are d u a l or shadow-price v a r i a b l e f o r c o n s t r a i n t s (1) , ( 3 ) , ( 4 ) and (2) , s a t i s f y i n g c o n s t r a i n t s n ( t ) , < 0 and p 2 0 and having the same dimension as the cons t r a i n i n g e q u a t i o n .
Since 9 is l i n e a r i n u ( t ) , t h e o p t i m a l c o n t r o l problem is s i n g u l a r i n t h e s e n s e of Bryson and Ho [2] . By rearranging terms i n Eq. ( 6 ) a n d s e t t i n g we obtain the following (2T+l)n linear equations: 
W e have assumed h e r e t h a t t h e b u d g e t c o n s t r a i n t ( 2 ) i s binding. Otherwise 1.1 = 0 and Eq. ( 2 ) i s i r r e l e v a n t . A determination of the binding or nonbinding nature of the constraint Eq. ( 2 ) can be done by the branch and bound technique t o be described below for determining the values of t . and j f o r which t h e n o n n e g a t i v i t y c o n s t r a i n t s (4) are kinding.
The l i n e a r n a t u r e of t h e above equations allows us t o s o l v e f o r (3nT+n) unknowns i n terms of the remaining (T+p+l) unknowns e where This is a significant reduction In computation s i n c e n m y be the order of twenty to 100 and T o f t h e o r d e r t h r e e t o t e n . e = I v ( t ) , t = 0, ..., T-1; p; n j i ( t i ) , ( j i , t i ) E 1~1 .
Eq. (11) g i v e s X ( t ) in terms of e. Substitut i n g f o r X ( t ) i n Eqs. ( 8 ) t o (10) , we can also obt a i n x ( t ) i n t e r m s o f 8. Then u ( t ) c a n b e s o l v e d from Eq. (1). Now t h e r e a r e e x a c t l y ( T + p + l ) b i n d i n g c o n s t r a i n t s o n u ( t ) a n d t h e s e g i v e u s t h e desired equations for (T+p+l)
unknowns, e. The d e t a i l e d e q u a t i o n s a r e
where t l , . . . , T -l
x ( t ) = g(T)-Q-'(ITTV(T-l)+r(T-1)~+rl(T-l))
(13)
From Eq. (1) ,
Now u s i n g ( 1 2 ) and (13) , a n e x p r e s s i o n f o r u ( t ) i n terms of multipliers can be obtained [71.
Then, from Eq. (21, (3) and ..., n) and t i € [0, ..., T-11. W e d e n o t e t h e ( j i , t i ) set by I P'
t h e n t h e t i m e index is repeated. However, t h i s i s an indication t h a t n o t a l l t h e c o n s t r a i n t s are l i n e a r l y i n d ependent and a reduction in the dimension of 8 can be made. This may be achieved by changing p, the number o f c o n t r o l s t h a t are e x a c t l y z e r o . I f A i s s i n g u l a r and c does not belong t o t h e r a n g e s p a c e of A, t h e c o n s t r a i n t s a r e i n c o n s i s t e n t and some of t h e c o n s t r a i n t s must be dropped.
For example, Eq. ( 3 ) d i c t a t e s t h a t n o t a l l t h e c o n t r o l s a t a given t i m e c a n b e i d e n t i c a l l y z e r o . I f a n attempt t o do so i s made i n Eq. ( 4 ) , a n i n c o n s i s t e n t set of e q u a t i o n s f o r 8 w i l l r e s u l t . W e now examine t h e problem of i d e n t i f y i n g t h e c o n t r o l s t h a t are ident i c a l l y z e r o .
111. Branch and Bound I n t e g e r Programing Technique
The t o t a l n m b e r o f c o n t r o l v a r i a b l e s is nT; b u t d u e t o c o n s t r a i n t ( 3 ) a t most (n-1) T c o n t r o l v a r i a b l e s c a n b e i d e n t i c a l l y z e r o .
I denotes t h e s u b s e t o f c o n t r o l s t h a t
are z e r o f o r a particu l a r s o l u t i o n t r a j e c t o r y and l e t I* denote the z e r o c o n t r o l s u b s e t f o r t h e o p t i m a l t r a j e c t o r y . W e a r e i n t e r e s t e d i n d e t e r m i n i n g I * by a n e f f i c i e r . t search over a l l admissible Ip, p = O,l,...,(n-l)T.
A branch and
lower bound on J*, b u t J i need not be an improved upper bound.
A t any stage o f t h e i t e r a t i o n , we s t o r e t h e b e s t u p p e r and lower bounds and t h e a s s o c i a t e d c o n t r o l h i s t o r i e s .
3) W e now examine sets I2 of t w o elements, obtained from If by adding one more c o n s t r a i n t . L e t 1; b e t h e set providing the minimal cost J2, c o n t r o l U2, p r o j e c t e d f e a s i b l e c o n t r o l Ui and t h e corresponding cost Ji. I f J2 is less t h a n t h e best upper bounds, we a c c e p t it as t h e b e s t l o w e r bound s i n c e by c o n s t r u c t i o n J2 2 J > J But i f J2 exceeds the best upper bound, tken Ig'and a l l its predecessors (see Figure 1) are excfuded from f u r t h e r c o n s i d e r a t i o n . I n t h i s case, we go back t o a set I1 of a single element by eliminating the cormon v a r i a b l e among 1; and I$ using a matrix sweep algorithm ( 6 ) . W e then go down t h i s b r a n c h of t h e tree i n the same fashion till e i t h e r U and U' become i d e n t i c a l or t h e lower bound exceeds the best upper bound achieved previously.
The branch and bound procedure may be made mre e f f i c i e n t by using information about multip l i e r s nit). I f a t any s t a g e of t h e c a l c u l a t i o n ,
n ( t ) t u r n s o u t t o b e z e r o o r p o s i t i v e f o r a c o n t r o l v a r i a b l e on t h e c o n s t r a i n t b o u n d a r y , it i s an ind i c a t i o n t h a t t h e c o r r e s p o n d i n g c o n t r o l v a r i a b l e should be taken off the constraint boundary.
The convergence of the above branch and bound technique i s guaranteed owing to t h e f i n i t e number of possible enumerations. The more important 'The author is g r a t e f u l t o D r . David E. B e l l f o r d i s c u s s i o n s on t h i s s u b j e c t .
1) S t a r t w i t h
Io, an empty set, i . e . n e g l e c t IO a l l n o n n e g a t i v i t y c o n s t r a i n t s . S o l v e e q .
(19) and determine the corresponding control s e t , UO.
The a s s o c i a t e d c o s t Jo i s a lower bound on t h e o p t im a l c o s t J*, s i n c e t h e a d d i t i o n
of c o n s t r a i n t s c a n ' 1 o n l y i n c r e a s e t h e c o s t . Make Uo f e a s i b l e by s e t t i n g a l l n e g a t i v e c o n t r o l s t o z e r o a n d l e t t h e I corresponding control be Ub w i t h a s The s t a t e e q u a t i o n s f o r t h i s model are
where
v ( t ) is t h e d i s t r i b u t i o n o f j o b v a c a n c i e s i n t h e t -t h time p e r i o d ; u ( t ) is t h e d i s t r i b u t i o n of government stimulated job vacancies; z(t) is t h e d i s t r i b u t i o n o f s p o n t a n e o u s l y o c c u r r i n g vacancies; K is a diagonal matrix with diagonal elements being-the regional natural population growth rates; M i s a migration matrix with elements kjkl t h e p r o b a b i l i t y t h a t a job vacancy in region k w i l l be f i l l e d by someone l i v i n g i n j . (See Evtushenko and MacKinnon [ 4 ] . )
The c o n t r o l v a r i a b l e s i n t h i s model a r e u ( t ) which are s u b j e c t t o budgetary and nonnegativity c o n s t r a i n t s o f t h e same t y p e a s Eq. ( 2 ) t o ( 4 ) . The performance index J is of the same form as Eq. (5).
The above problem i s mre general than the one considered earlier i n S e c t i o n I1 i n t h e s e n s e t h a t t h e d i m e n s i o n o f t h e c o n t r o l v e c t o r u ( t ) i s smaller t h a n t h e d i m e n s i o n o f t h e t o t a l state v e c t o r v i z . ( x l t ) , v ( t ) ) .
One approach would be t o cast t h i s problem into a g e n e r a l l i n e a r -q u a d r a t i c form (3) with terminal s t a t e and in-path control v a r i a b l e i n e q u a l i t y c o n s t r a i n t s .
A R i c c a t i equation approach mixed w i t h i n t e g e r programming will be used t o o b t a i n t h e c o n t r o l s i n a feedback form. Clearly
Define a new s t a t e v a r i a b l e a ( t ) as follows:
W e assume t h a t t h e b i n d i n g o r t h e n o n b i n d i n g T-1
(24) t = O n a t u r e o f c o n s t r a i n t (24) has been determined by the branch and bound procedure. We consider the case a(T) = b .
(25)
Now we use the branch and bound technique to convert the control variable inequality constraints to equality constraints. Along any branch of the tree (Figure l) , the control variable constraints may be expressed as
where N(t) = IT, ;(t) = Q(t) if u(t) > o (only Eq.
(3) holds)
if some of the controls are identically zero. The matrix E(t) is a kxm matrix of zero and ones where m is the dimension of u(t) and k is the number of control variables that are identically zero at time t. For example, if only the j-th control variable is zero, then E(t) is a M n vector of zeros except for a one in the j-th column.
Define an augmented state vector
Eq. (211, (22) and (23) may be written, then, as The cost function may be written as where G(t) and are easily defined in terms of g{t) and Q(t). Notice that the terminal constraint (32) may be added to J using a quadratic penalty term which would only modify the last diagonal term of a at time T. We would, however , handle this constraint directly in the same fashion as was done in Eryson and Ho [ 2 ] . We initially consider a somewhat more general cost function of the following type: The Lagrangian function is defined by adjoining constraints (26), ( 2 8 ) and (32) to J' using multipliers ((t), X(t) and p.
Setting N(t) u(t) = 0, we can solve for S(t) using Eq. (43)
[(t) = [N(t) (R+GTS(t+l)G)-lNT(t)I-' N(t) (R +GTS (t+l)G)-'
{-GTS(t+l) (Fy(t)+c(t))+GT(A(t+l)p+a(t+l)) 3 . 
We now derive recursive equations for S(t),
A(t) , and a(t) using the same procedure as given in Ref. [2] . This gives 
S(t) = FTS(t+l)F + FTS(t+l) GL(t) + a(t) (46)

A(t) -FTA(t+l) -FTS(t+l) GM(t)
D(t+l) [Fy(t)+GL(t)y(t) + GM(t)FI+GY(t)+c(t)l +B(t+l)p+B(t+l) = D(t)y(t)+B(t)p+B(t). (49)
Comparing terms in Eq. (49) , 
V. Conclusions
In this paper, a mixed integer programming optimal control (MIPOC) approach has been outlined for solving multistage decision problems with control inequality constraints. Two specific optimization problems arising in national settlement system planning were considered. The advantage of the proposed solution as compared to penalty methods is that the constraints are met exactly and all dual or shadow-price variables are computed explicitly. These variables contain valuable information for policy questions such as marginal utilities of budgets, of total immigration levels and of nonnegativity constraints. The feedback form of the control law has the additional advantage that it is also optimal for the stochastic situation in which additive random error terms are present in the model. The MIPOC approach developed here has several novel features and its applicability to constrained optimal control problems of a more general nature will be considered in other papers.
