Suppose that a group G acts transitively on the points of P, a finite non-Desarguesian projective plane. We prove first that the Sylow 2-subgroups of G are cyclic or generalized quaternion; we then prove that if G is insoluble then G/O(G) is isomorphic to SL 2 (5) or SL 2 (5).2.
Introduction
In 1959 Ostrom and Wagner proved that if a finite projective plane, P, admits an automorphism group which acts 2-transitively on the set of points of P then P is Desarguesian [OW59] . Ever since this result appeared it has been conjectured that the same conclusion holds if the phrase 2-transitively is replaced by transitively.
A number of results have appeared which partially prove this conjecture under certain extra conditions. Most notably in 1987 Kantor proved that if P has order x and P admits a group G which acts primitively on the set of points of P then either P is Desarguesian and G ≥ P SL(3, x), or else x 2 + x + 1 is a prime and G is a regular or Frobenius group of order dividing (x 2 + x + 1)(x + 1) or (x 2 + x + 1)x [Kan87] . In this paper we present two results which depend only on the supposition that a group acts transitively on the set of points of a non-Desarguesian plane. These results build on those given in [Gil07] and constitute the closest approach to a proof of the conjecture so far.
In order to state the two results we make some definitions pertaining to a group G. Define m 2 (G) to be the 2-rank of G, i.e. the rank of the largest elementary-abelian 2-group that lies in G. We define O(G) to be the largest odd-order normal subgroup in G.
Theorem A. Suppose that a group G acts transitively on the set of points of P, a finite non-Desarguesian projective plane. Then m 2 (G) ≤ 1.
Note that m 2 (G) = 1 means (precisely) that the Sylow 2-subgroups of G are cyclic or generalized quaternion.
Theorem B. Suppose that a group G acts transitively on the set of points of P, a finite non-Desarguesian projective plane. If G is insoluble then G/O(G) contains a subgroup H of index at most 2 such that H is isomorphic to SL(2, 5).
In fact we will prove something a little stronger than Theorem B; see the final section of the paper for a more complete explanation.
The structure of the paper is as follows. In Section 2 we reduce the proof of Theorem A to a question about subgroups of general linear groups. In particular, at the end of this section we state Lemma A and demonstrate that this lemma implies Theorem A. In Section 3 we give a proof of Lemma A, thereby also proving Theorem A; in the process of proving Lemma A we undertake a detailed examination of subgroups of GL n (q) which may be of interest in its own right. Finally in Section 4 we analyse the situation where G is insoluble, and we prove Theorem B.
Note that the methods used in different sections vary considerably and hence so does our notation. We explain our notation at the start of each section or subsection.
2 A framework to prove Theorem A Our aim in this section is to set up a framework to prove Theorem A. In order to do this we will split into two subsections. The first subsection outlines some basic group theory results which will be needed in the remainder of the paper. In the second subsection we will apply these results to the projective plane situation; in particular we will state Lemma A, and will demonstrate that Lemma A implies Theorem A.
Some background group theory
Throughout this section we use standard group theory notation. Note that, for an element g ∈ G, we write g G for the set of G-conjugates of g in G.
A cyclic group of order n will sometimes just be written n. We write G = N.H for an extension of N by H; in other words G contains a normal subgroup N such that G/N ∼ = H. We write G = N : H if the extension is split. An element g is an involution if g 2 = 1 and g = 1.
Lemma 2.1. Let H be a group containing an involution g and let N ⊳ H. If |N| is odd then |H : C H (g)| = |N : C N (g)| × |H/N : C H/N (gN)|.
Proof. Take C ≤ H such that C/N = C H/N (gN). Then C ≥ C H (g). Let N * = g, N ∼ = N.2 and take c ∈ C. Then g c ∈ N * . Since |N| is odd this implies that g cn = g for some n ∈ N by Sylow's theorem. Thus C = N.C H (g). Then
Since |H : C| = |H/N : C H/N (gN)| we are done.
Lemma 2.2. Let H be a group and let N ⊳H. Suppose that g is an involution
contained in N. Let P be a Sylow 2-subgroup of N. Then
Proof. Observe that, by the Frattini argument, the set of N-conjugates of P is the same as the set of H-conjugates of P ; say there are c of these. Let d be the number of such N-conjugates of P which contain the element g. Now count the size of the following set in two different ways:
|{(x, Q) : x ∈ g H , Q ∈ P H , x ∈ Q}| = |g H |d = c|g H ∩ P |.
Similarly we count the size of the following set in two different ways:
|{(x, Q) : x ∈ g N , Q ∈ P N , x ∈ Q}| = |g N |d = c|g N ∩ P |.
Our result follows.
Combining these two results we have the following: Suppose that T i has odd order for i < k ≤ r and T k has even order; if k < r then suppose that g k+1 = 1. Let P be a Sylow 2-subgroup of T k . Then
Proof. If T 1 has odd order then Lemma 2.1 implies that
Now L 2 is a subgroup of H 2 × · · · × H r and so we can iterate the procedure. This implies that
If k = r then we are done. If k < r then we must calculate the centralizer of g k in L k ≤ H k × · · · × H r . Then we apply Lemma 2.2 using T k for our normal subgroup N. Then
We conclude this subsection with some results concerning Sylow subgroups.
Lemma 2.4. Let G be a group and let H ⊳ G with |H| odd. Suppose that g is an involution in P , a 2-subgroup of G. Define φ : G → G/H to be the natural projection map. Then
Proof. Clearly φ maps g G ∩ P into (gH) G/H ∩ φ(P ). Suppose that φ(g 1 ) = φ(g 2 ) for g 1 , g 2 ∈ g G ∩ P . Then g 1 H = g 2 H and so g −1 1 g 2 ∈ H, which has odd order. Since g −1 1 g 2 also lies in P , which has even order, we conclude that
h for some h ∈ H. Thus p ∈ g G ∩ P and φ(p) = g g 1 H; in other words φ is onto and the result follows. Lemma 2.5. Suppose that g ∈ GL n (q) satisfies g 2 = 1; then call g an iinvolution (so either g = 1 or g is an involution). Define C n to be the maximum number of conjugacy classes of iinvolutions in a subgroup of GL n (q). Then
Proof. Let H be a subgroup of GL n (q) and take P , a Sylow 2-subgroup of H. Observe that P contains a representative of every conjugacy class of iinvolutions in H. Thus, to prove the result, we can assume that H = P , i.e. H is a 2-group. Let P n be a Sylow 2-subgroup of GL n (q) and assume that H ≤ P n .
Observe first that P 2k+1 = 2 × P 2k hence we obtain immediately that C 2k+1 ≤ 2C 2k and it is sufficient to prove the result for n even; assume this from here on.
Suppose next that q ≡ 3 (mod 4). Then a Sylow 2-subgroup of GL 2 (q) is a subgroup of GL 2 (q 2 ) and q 2 ≡ 1 (mod 4). Hence it is sufficient to assume that q ≡ 1 (mod 4). In this case H is a subgroup of (q − 1)
n : S n ; we take H to be a subgroup of D, M where D is the group of invertible diagonal matrices, and M is the set of permutation matrices.
Write D 0 for D∩H and observe first that there are at most 2 n iinvolutions in D 0 . Now consider a coset of D 0 in H, gD 0 , where g is an involution in H\D 0 . Choose a basis so that g corresponds to permutation (1 2)(3 4) · · · as follows:
Choose d to be a diagonal matrix:
Now D 0 acts by conjugation on the coset gD 0 and observe that
thus every orbit of D 1 on the coset gD 0 must have size at least
. In other words the number of D 1 -conjugacy classes of iinvolutions represented in the coset gD 0 is at most 2 n 2 . It is therefore clear that the number of conjugacy classes of iinvolutions in H is bounded above by 2 n 2 × C ′ n where C ′ n is the maximum number of conjugacy classes of iinvolutions in a subgroup of S n . So let K be a subgroup of S n . As before, we assume that K is a 2-group, and write Q n for a Sylow 2-subgroup of S n .
Consider first the 2-adic expansion of n, i.e. write n = n 1 , . . . , n k where n i = 2 a i , i = 1 . . . , k for some non-negative integer a i , and all the a i are distinct. Observe that
, for k any natural number. Thus, in all cases, |Q n | ≤ 2 n−1 and, in particular, C ′ n ≤ 2 n−1 ; the result follows.
Lemmas 2.2 and 2.5 imply that if g ∈ N ⊳ H < GL n (q) with g 2 = 1, then
for P a Sylow 2-subgroup of N.
The projective plane situation
This subsection is the last, until Section 4, in which we will directly consider projective planes. Hence all the notation in this subsection is self-contained and we will develop this notation as we go along. We begin by stating a hypothesis which will hold throughout this subsection. The conditions included represent, by [Wag59] Note that u 2 − u + 1 = (u − 1) 2 + (u − 1) + 1 hence Lemma 2.6 implies that if p is a prime dividing into u 2 − u + 1, then p ≡ 1 (mod 3) or p = 3 and 9 does not divide into u 2 − u + 1. Write α for a point of P. For integers k and w, write k w (resp. k w ′ ) for the largest divisor of k which is a power of w (resp. coprime to w). We write Fix(g) for the set of fixed points of g; similarly Fix(H) is the set of fixed points of a subgroup H < G. We begin with the following observation:
Lemma 2.7. Suppose that G contains an involution. Then one of the following holds:
All primes which divide
Proof. Suppose that m 2 (G) > 1. Let N be a Sylow r-subgroup of F (G), for some prime r, and observe that any subgroup of G acts by conjugation on N. Then [Asc00, (40.6)] implies that a Sylow 2-subgroup of G does not act semi-regularly on N. Hence G contains an involution g for which C N (g) is non-trivial. Now C N (g) acts on Fix(g), a set of size u 2 + u + 1. Because F (G) acts semi-regularly on the points of P we conclude that r divides u 2 +u+1.
We will be interested in the second of these possibilities. So for the rest of this subsection we add the following to our hypothesis: Hypothesis 2. Suppose that G contains an involution and that all primes dividing |F (G)| also divide u 2 + u + 1.
Clearly if we can show that Hypotheses 1 and 2 lead to a contradiction then Lemma 2.7 will imply Theorem A. Over the rest of this subsection we will work towards showing that, provided Lemma A is true, such a contradiction does indeed follow from these hypotheses. (We will state Lemma A shortly.)
Write
r and observe that, by Lemma 2.6, p i ≡ 1 (mod 3) or else p 
Proof. By Lemma 2.8,
Then, by Lemma 2.1,
Now all primes dividing |K| also divide u 2 + u + 1. But u 2 + u + 1 is coprime to u 2 − u + 1 so we have our result.
We wish to apply Lemma 2.3 to the group G/K which is a subgroup of GL(V 1 ) × · · · × GL(V r ). In applying Lemma 2.3 we take H to be G/K and H i to be GL(V i ) for i = 1, . . . , r. Now L i will be the projection of G/K onto GL(V i ) × · · · × GL(V r ) and T i will be the kernel of the projection L i → L i+1 with T r equal to L r .
We can order the V i so that |T i | is odd for i < k and |T i | is even for i ≥ k where k is some integer. We adopt such an ordering; furthermore we choose such an ordering for which k is as large as possible. If k < r then we also wish to guarantee that
If this is not the case then we simply swap V k and V k+1 in our ordering. Thus we assume that the inequality holds. Now we are dealing with an involution g in G but we will apply Lemma 2.3 not to g but gK in G/K. Then g i will be the projection of gK onto 
Proof. We suppose that the proposition does not hold and seek a contradiction. In other words we suppose that, for all i ≤ k,
Lemmas 2.3 and 2.9 imply that u 2 − u + 1 divides
. By our supposition this implies that
(p
This is clearly a contradiction. Now suppose that k < r. Since P is a Sylow 2-subgroup of T k which is isomorphic to a subgroup of GL(V k ), Lemma 2.5 implies that
Since 2
Now recall that we have chosen an ordering such that p
and, once again, we have a contradiction.
We are now in a position to state Lemma A. Note that Lemma A is not contingent on our hypotheses; it is a purely group-theoretic result. First of all we make a definition: Definition 2.11. For an integer k we write k ♥ to mean
(We must consider all primes equivalent to 1 modulo 3 here.) Lemma A. Let H < GL n (q) and suppose that H has even order. Suppose that q = p a with p ≥ 7 and p ≡ 1 (mod 3). Then there exists an involution g ∈ H such that
Note that, for an integer k, by k p ′ ,♥ we mean the largest integer dividing k ♥ which is coprime to p. Recall that u 2 + u + 1 = p 
Order the V i as in Lemma 2.10 and recall that
i where b i ≤ a i .. We first apply Lemma A to T k which can be thought of as a subgroup of GL(V k ). Thus let g k be an involution in
Now, by Lemma 2.6 (and the comment immediately after), this implies that
Let gK be an involutory pre-image of g k in G/K (such a pre-image must exist since |T i | is odd for i < k); as before take g i to be the projection of gK onto GL(V i ) × · · · × GL(V r ). Observe that, in all cases T j , g j is isomorphic to a subgroup of GL(V j ). Now, when j < k, T j has odd order. Then H j = T j , g j has a unique H j -conjugacy class of involutions. Thus Lemma A implies that, for all j < k,
This yields a contradiction to Lemma 2.10. Thus we have demonstrated that, provided Lemma A is true, our Hypotheses 1 and 2 lead to a contradiction. Proof. This is immediate from Lemma 2.7 and Proposition 2.12.
Proving Lemma A
Throughout this section we occupy ourselves with a proof of Lemma A. Lemma A is a purely group theoretic result; we will not refer to projective planes in this section. We use standard group theory notation, as described at the start of Subsection 2.1. Note that Lemma A was stated immediately prior to Proposition 2.12, as was the definition of k ♥ , where k is an integer.
Throughout this section q = p a with p ≥ 7 and p ≡ 1 (mod 3) and H is a subgroup of GL n (q). Suppose that H lies in a maximal subgroup M of GL n (q). In order to prove Lemma A we will go through the possibilities for M and H and demonstrate that, in all cases, Lemma A holds.
The maximal subgroups of GL n (q)
Before we embark on a proof of Lemma A we need to outline a classification of the maximal subgroups of G = GL n (q). Such a classification was outlined in [Asc84] ; we follow the treatment of this result given in [KL90] . We take V to be an n-dimensional vector space over F q . Let κ be a sesquilinear (resp. quadratic) form defined over V . We will assume that κ is either non-degenerate, or else is equal to the zero form. Define
where λ(g) ∈ F * q and α(g) ∈ Aut(F q ). In other words Γ (resp. ∆, S) is the set of semisimilarities (resp. similarities, special isometries) of κ. We record the groups we get for various choices of κ [KL90, Tables 2.1.B and 2.1.D]:
Here ǫ gives the type of symmetric form; it takes the value ± when n is even, and is blank when n is odd. Now the group Γ contains the scalars as a normal subgroup, which we denote Z. For H ≤ Γ we write H for reduction modulo scalars: 
κ is symmetric, and (1) does not hold. In this case S contains a simple
subgroup of index at most 2.
We will call situation (1) the small rank situe. Thus the small rank situe is described by particular values of (n, q), and particular types of κ (strictly speaking, since p ≥ 7, most of the listed cases do not occur). When we are not in the small rank situe, we write Ω (or Ω κ ) to be the subgroup of S of index at most 2 such that Ω is simple. For particular choices of κ, n and q we are interested in the maximal subgroups of X, a group satisfying Ω ≤ X ≤ Γ; most of the time we will apply the following results with κ the zero form and
Lemma 3.2. Suppose we are not in the small rank situe for (κ, n, q). Let X be a group satisfying
Proof. The converse statement is immediate: take M to be the full pre-image of M 1 in X. Then M must be a proper subgroup of X and is clearly maximal. Now suppose that M is maximal in X. Then M must be a maximal subgroup of X or else M ∼ = X. Suppose the latter case holds. Then M contains a perfect subgroup M 0 , which has index at most |X : Ω| in X. Since M 0 is perfect and Ω is perfect we conclude that M 0 contains Ω or else Tables 2.1 .C and 2.1.D]) and so we conclude that M 0 contains Ω.
The maximal subgroups of X are described in [KL90, Theorem 1.2.1]. In order to describe them we start with a family C(Γ) of subgroups of Γ (we will describe these in due course). We define 
Corollary 3.4. Suppose we are not in the small rank situe for (κ, n, q). Let X be a group satisfying Ω ≤ X ≤ Γ. If H is a subgroup of X then one of the following holds:
Proof. Suppose that H does not contain Ω. Then Lemma 3.2 implies that H is a proper subgroup of X and we apply Theorem 3.3. If H does not lie in a member of C(X) then H is almost simple, and the third possibility holds. Otherwise H lies inside a member M of C(X). Choose M to be maximal; Lemma 3.2 implies that H lies inside a maximal subgroup of X equal to the full pre-image of M . Now M = M 1 for some M 1 ∈ C(X). Thus the full pre-image of M is equal to M 1 Z as required.
Our job now is to describe C(Γ), and hence C(X). Each of these splits into eight subfamilies: C i (Γ) (resp. C i (X)), for i = 1, . . . , 8. We now sketch a description of these; full descriptions (with the same terminology) can be found in [KL90] . We are particularly interested in the case where X = ∆ hence we introduce the following notation: take H Γ ∈ C i (Γ) and write H = H ∆ = H Γ ∩ ∆, for the corresponding member of C i (∆).
is non-degenerate (resp. totally singular) if κ is non-degenerate (resp. zero). Then H = N ∆ (W ), a parabolic subgroup of ∆.
then one must impose extra conditions on the subspaces V i . In any case H is the stabilizer in ∆ of this m-space decomposition.
C 3 : Write n = mr for r prime. H Γ = Γ µ , a large subgroup of the group Γ corresponding to a form µ on V where V is viewed as a vector space over F q r (the precise description of this subgroup is given on [KL90, p.
111])
. The form µ depends on κ, as described in [KL90,  
C 4 : Write n = n 1 n 2 with n 1 ≥ 2, and consider
is a vector space of dimension n 1 (resp. n 2 ). This induces an imbedding
We can define forms on V 1 and V 2 , κ 1 and κ 2 , that combine to give a form on V 1 × V 2 ; if chosen carefully this combination of forms may be identified with the form κ. Thus we induce an imbedding
C 5 : Let V 0 be an n-dimensional vector space over F 0 , a subfield of F q . Then V can be identified with V 0 ⊗ F q , and a form, κ 0 , on V 0 can be extended to a form κ on V . We then define
C 6 : Write n = r m , for r prime and not equal to p. Then H Γ = N Γ (R) where R is a particular symplectic-type r-subgroup of ∆.
The groups here are similar to those in C 4 ; this time we identify V with a tensor product
where φ is a field automorphism, and J ∼ = S t permutes the V i . We
C 8 : Here H Γ = Γ µ where µ is a non-degenerate form defined on V . Then H = ∆ µ . The form µ depends on κ, as described in [KL90, Table  4 .8.A].
We record two significant corollaries.
Corollary 3.5. Fix n and q and set κ to be the zero form. Let X be a group satisfying ∆ ≤ X ≤ Γ. If H is a subgroup of X then one of the following holds: Note that, by X ξ , we mean a group satisfying ∆ ξ ≤ X ξ ≤ Γ ξ , for some non-degenerate form ξ acting on V . Note too that the requirement that κ be the zero form is somewhat superfluous; we retain this condition as it makes the corollary easier to state.
Proof. The result differs from Corollary 3.4 by specifying what happens when H is contained in M 1 Z for M 1 ∈ C 8 (X). So let us examine this case; here M 1 = X ξ for some non-degenerate form ξ acting on V ; in fact ∆ ξ contains Z so we conclude that H ≤ X ξ . We can now apply Corollary 3.4 again. If we lie in the small rank situe for (ξ, n, q) then (5) 
, then the descriptions that we have given above show that H must lie in C i (X κ ) and (2) holds. (Observe that, if M ∈ C i (X ξ ), for some i = 1, . . . , 5, 7, then M stabilizes some geometric configuration in V , as well as preserving ξ. Consider the group M 1 , the full stabilizer of this geometric configuration in X κ . Then
Finally, if ξ is alternating and q is even then it is possible that M = X ψ ∈ C 8 (X ξ ), where ψ is a non-degenerate quadratic form. In this case we repeat the above argument, and the result follows. Corollary 3.6. Suppose that M is a maximal subgroup of ∆ = GL n (q) lying in one of the families C i (∆), i = 1, . . . , 8. Then M is isomorphic to one of the following groups (t, m, r are all integers; r is prime).
C 3 : GL m (q r ).r, for n = mr, and the extension is given by a field automorphism.
C 5 : GL m (q 0 )Z for q = q r 0 and Z = Z(GL n (q)).
The normalizer of an absolutely irreducible symplectic-type r-group, for n = r m with r = p.
C 8 : ∆ ξ for ξ a non-degenerate form on the associated vector space V .
Proof. This is immediate from the descriptions of C i (∆) given above. (For the most part descriptions are given in [KL90] .)
Preliminaries for a proof of Lemma A
We now have enough information about subgroups of GL n (q); we can now start to use this information to begin a proof of Lemma A. Let us remind ourselves of the statement:
Lemma A. Let H < GL n (q) and suppose that H has even order. Suppose that q = p a with p ≥ 7 and p ≡ 1 (mod 3). Then there exists an involution g ∈ H such that
Recall that the subscript ♥ was defined in Definition 2.11. Let us begin with a proof of Lemma A for n = 2 (when n = 1, the statement is a trivial consequence of the fact that GL 1 (q) is abelian). Lemma 3.7. A maximal subgroup of P SL 2 (q), for q odd, is isomorphic to one of the following groups:
where a is an odd prime;
Proof. This is well-known; see, for example, [Dic58] .
Lemma 3.8. Let H < GL 2 (q) and suppose that H has even order. Suppose that q = p a with p ≥ 7 and p ≡ 1 (mod 3). Then there exists an involution
, it is therefore sufficient to prove that |H 1 | p ′ ,♥ ≤ q + 1 for all maximal subgroups H 1 of P SL 2 (q). The inequality now follows from Lemma 3.7.
Our proof of Lemma A will consist of a case-by-case analysis of the possible subgroups H; we use Corollaries 3.5 and 3.6 to list the relevant groups.
Lemma 3.9. Suppose that H is a subgroup of GL n (q) where n > 2, q = p a and p ≥ 7, p ≡ 1 (mod 3), and p is prime. If
then one of the following holds:
Proof. Since H is a subgroup of GL n (q) we apply Corollary 3.5. Observe first that if H lies in the small rank situe, then since p ≥ 7 and n > 2 we must have conclusion 4. Thus we are left with the question of what happens when H ≤ M ∈ C 6 (δ ζ ) for some form ζ that is non-degenerate or zero, or when H ≤ M ∈ C 7 (δ κ ) when κ is the zero form.
Consider the latter situation first. Then M is equal to
Observe that t! < 7 t 2 and so |M| < q
it is enough to observe that |M| p ′ ,♥ < 3q 18 ; when t = 2 we have conclusion 5. We are left with the problem of showing that if M ∈ C 6 (δ ζ ) for some form ζ that is non-degenerate or zero, then
in fact we prefer to show that
Observe that M 1 is a subgroup of P SL n (q) and so its structure is given in [KL90, §4.6].
Suppose first that n = 2 m ; we need to prove (1) for m ≥ 2. Then
When m = 2, we find that |M 1 | p ′ ,♥ = 3 and we are done.
Suppose that n = r m for r odd. Then
as required. If r = 3 then
as required. If r ≡ 1 (mod 3) then
as required, unless q = n = 7 (in which case we can verify (1) 
directly).
In what follows we will prove Lemma A by referring to the five types of subgroup given in Lemma 3.9.
Cases 1, 4 and 5
We begin by proving Lemma A for some easy situations; recall that p ≥ 7.
1. Here H ≥ Ω = SL n (q). If n is even then H contains a central involution and we are done. If n is odd then H contains an involution g such that
4. In this case n = 4 and H ≤ GO ) 2 and we are done.
In this case
Hence if H contains an involution g outside N ∩H then |H :
which satisfies our bound provided m ≥ 3.
If, on the other hand, H contains no such involution then we take g ∈ N. The largest conjugacy class of involutions in N satisfies
4 which satisfies our bound provided m ≥ 3.
Case 3 (almost quasi-simple)
We need to prove Lemma A for H where H 1 ≤ H ≤ H 1 Z and H 1 is almost quasi-simple such that F * (H 1 ) = S 1 is absolutely irreducible. Clearly we can assume that H = H 1 ; write S for the unique normal quasi-simple subgroup of H. Observe first of all that an imbedding of H in GL(V ) induces an imbedding of H/Z 1 in P GL(V ) where Z 1 is some central subgroup of S. Define
We now present two results which, together, prove Lemma A for the situation where S is not a group of Lie type in characteristic p. 
where n = R p (S).
Proof. The lemma is proved using information in [KL90] . In particular we use Propositions 5.3.7 and 5.3.8 as well as Theorem 5.3.9, all of which list values for R p (S) for different non-abelian simple groups S. Write H = AutS. Suppose that S = A m is the alternating group on m letters with m ≥ 9. Then H ∼ = S m and S contains an involution g (a double transposition) such that
In particular |S m : C Sm (g)
If S is a sporadic group then [KL90, Table 5 .1.C] asserts that the outer automorphism group of H 1 divides 2. Hence, since 2 ≡ 1 (mod 3), we need only prove that |S :
In fact for the sporadic groups we are able to prove that |S| ♥ ≤ 7 n−1 which is sufficient. For instance if S is one of the Mathieu groups then |S| ♥ divides 3 × 7. Since n ≥ 5 for the Mathieu groups the result follows.
Next suppose that S is a group of Lie type of characteristic coprime to p. Values for R p (S) are given in [KL90, Theorem 5.3.9], and a series of (easy and tedious) calculations confirms the inequality that we require. We present two sample calculations: If H = E 6 (r) then R p (S) = r 9 (r 2 − 1). Now observe that |H| < r 78 ; it is then sufficient to observe that r 78 < 7 r 9 (r 2 −1)−1 . If, on the other hand, H = Ω 2m+1 (r) with r odd and m > 3 then R p (S) ≥ r 2(m−1) − r m−1 . Now |H| < r 2m 2 +m and it is sufficient to observe that r 2m 2 +m < 7 r 2(m−1) −r m−1 −1 .
For the remainder we assume that S is a quasi-simple group of Lie type defined over a field of size p e . Note that p ≥ 7 allows us to ignore 2 B 2 (q), 2 G q (q) and 2 F 4 (q). The result that we require is the following.
Lemma 3.12. Let p ≥ 7, q = p f and S be a quasi-simple subgroup of GL(n, q), such that the associated vector space V is an absolutely irreducible F q S-module. Then
Proof. We go through the possible quasi-simple groups, as listed in the Classification of Finite Simple Groups. Note that the lemma is trivial if S contains a central involution; hence we assume that this is not the case. Write q = p f . We will refer to [KL90, Propositions 5.4.6, 5.4.8, 5.4.11, 5.4.15, and Corollary 2.10.10] for various facts about S that we use repeatedly. Our notation is consistent with [KL90] ; in particular we use a superscript ǫ to denote a symbol in {+, −} (or, in the case of Ω ǫ m (p e ) with m odd, ǫ is blank). In the case of the symmetric groups the meaning of this is clear; for other groups + denotes the untwisted version, − the twisted version (so E − 6 (p e ) = 2 E 6 (p e ) and P SL − (p e ) = P SU(p e ) for instance). Suppose S is a quasi-simple cover of P SL m (p e ). If m is odd, then S contains an involution such that
The above propositions in [KL90] imply that f |e and n ≥ m(m − 1). We know that S contains an involution such that
Since f |e, the result follows immediately for m ≥ 4. When m = 2 we know that S contains an involution g such that
and, since f |e, we are done. Suppose S is a quasi-simple cover of P SU m (p e ) (so S is defined over F p 2e ). Assume that m > 2, since P SU 2 (p e ) ∼ = P SL 2 (p e ) and this case is done. If m is odd, then S contains an involution such that
The above propositions in [KL90] imply that n ≥ em f , and the result follows. If m is even, then, once again, the absence of a central involution implies that V is not the natural module for S. Then [KL90, Proposition 5.4.11] implies that n ≥ 1 2 m(m − 1). We know that that S contains an involution such that
The result follows immediately for m ≥ 4.
For the remaining classical groups, since S has no central involution, we have S simple. We take g to be an involution that is central in the Levi subgroup L of a parabolic subgroup of S.
Suppose that S = Sp 2m (p e ) and assume that m ≥ 2, since P Sp 2 (p e ) ∼ = P SL 2 (p e ). Choose L to be isomorphic to (q − 1).(P GL 2 (q) × P Sp n−2 (q)) [KL90, Proposition 4.1.19]. Then L contains a central involution g such that
Since n ≥ 2me f , we are done. Suppose that S = P Ω ǫ m (p e ). Assume that m ≥ 7 as, otherwise, P Ω ǫ (p e ) is either not simple, or else is isomorphic to simple groups that we have already covered. Choose L to be isomorphic to a Levi complement stabilizing a 2-dimensional totally singular subspace of the associated natural vector space, as described in [KL90, Proposition 4.1.20]. Then L contains a central involution g such that
Since n ≥ me f , we are done. Now for the exceptional groups; names for exceptional groups are defined up to isogeny. We will always use the name of an exceptional group to refer to the adjoint version (which is therefore simple, since p ≥ 7).
Suppose first that S = G 2 (p e ); then [GLS94, 
Odd-order subgroups of GL n (q)
We are left with Case 2 of Lemma 3.9. In order to deal with this we must prove some facts about odd order subgroups of GL n (q), where q = p f and p ≥ 7. Lemma 3.13. Let H be a primitive subgroup of S n , the symmetric group on n letters. If H has odd order then |H| < n log 2 n .
Proof. If n ≤ 6 then this is clearly true. Since H has odd order, all minimal normal subgroups are elementary abelian. Let P be such a minimal normal subgroup, P = p b 1
1 . Referring to the O'Nan-Scott-Aschbacher theorem we see that n = p b 1 1 and H < P : GL b 1 (p 1 ). Since p 1 > 2, H has order less than n log p 1 n+1 < n log 2 n for n > 6.
For the next lemma we introduce some notation. For a fixed positive integer n, we define λ, a partition of n to be a positive list of integers that sum to n; i.e. 
Clearly, for this definition to make sense, we must omit all terms n i for which n i = 0; this leaves a finite number of terms in our definition. Now define c n = max{|c λ | | λ is a partition of n}.
Lemma 3.14. The following are true for n > 1:
3. If n = r + s, for r, s ∈ Z + then c n ≥ c r c s ;
4. c n < 7 k k log 2 k . If n = r + s, let λ r (resp. λ s ) be a partition of r (resp. s) for which c r = c λr (resp. c s = c λs ). Now let λ be the partition of n achieved by joining λ r to λ s ; then c λ ≥ c λr c λs .
Finally we prove that c n < 7 n} . Observe first that
and that 2 (log 2 m) 2 −m < 2 1.05 for m ∈ Z + . We prove that c λ < 7
n} by induction on n 1 + n 2 + n 3 + · · · (the number of terms in λ). Suppose first that n 1 + n 2 + n 3 + · · · = 1; then λ = [n] and c λ < 2 1.05 |n| 2 ′ < 7 n−1 .) Now suppose that λ has more than one non-zero entry; let i be one such entry. Observe that i < n and let λ i be the partition of n − i achieved by omitting i from λ. By induction
(n−i)} < 7 (q − 1)(q + 1) 2 and we are done. We are left with the possibility that H lies in Case 2 or Case 5. We proceed by induction; the base case, n = 1, is already done. Now assume inductively that the statement is true for H < GL m (q) where m < n.
If H lies in Case 5 then H ≤ GL m (q) • GL m (q). Since m ≥ 3, induction implies that , q) ) where q = q a 0 . Then it is sufficient to prove our Lemma for q 0 . Thus we assume that H does not lie in a maximal subgroup of type 5.
If H lies in a parabolic subgroup of
• GL s (q)) for n = rs with 2 ≤ r < s. Induction implies that
where n = mt, t ≥ 2. We assume that H acts transitively on the m-space decomposition otherwise H lies in a parabolic subgroup. In fact we assume that H acts primitively on the m-space decomposition since otherwise H lies in a maximal subgroup M 1 = GL m 1 (q) ≀ S t 1 , M 1 ∈ C 2 (GL n (q)) with t 1 < t and H acts primitively on this decomposition. Now induction and Lemma 3.13 implies that,
This is enough to give our result.
.r where n = mr. By induction
where n = mr, r ≥ 2. This is enough to give our result.
The last two lemmas give the following result, which will often be sufficient for our purposes:
Lemma 3.17. Let H be an odd order subgroup of GL n (q) and let σ be an involutory field automorphism of GL n (q). Suppose that H is normalized by g, an involution in GL n (q), σ \GL n (q). Then
Proof. Note that, by [BGL77, Proposition 1.1], we know that g is GL n (q)-conjugate to σ hence we take H to be normalized by σ. Observe that C Z(G) (g) = ( √ q − 1) (which yields the result for n = 1) and that q ≥ 49.
For n = 2, it is clear that |H : Suppose next that we are in Case 2 or 3. In particular suppose first that, either Case 3 holds, or H ≤ M ∈ C i ( GL n (q), σ ) for i = 6, 7. Then Lemma 3.9 implies that M = (GL n (q) • GL n (q)).( σ × 2) and H < N = GL √ n (q) • GL √ n (q). N is normalized in GL n (q) by τ , an involution which swaps the two copies of GL √ n (q). Thus g may take two forms.
Firstly suppose that g = (A, B)σ where A, B ∈ GL √ n (q). Now N contains two normal subgroups isomorphic to GL √ n (q) that are normalized by g and, by [BGL77, Proposition 1.1], there is only one class of involutions in each copy of GL √ n (q), g . Then, by induction,
Secondly suppose that g = (A, B)τ σ. Then, for (X, Y ) ∈ N,
Thus (X, Y ) will be centralized by g if and only if X = AY σ A −1 . Thus |N : C N (g)| = |GL √ n (q)| and so |H : C H (g)| p ′ ,♥ ≤ |K| where K is a subgroup of odd order in GL √ n (q). Hence, by Lemma 3.15, |H :
We are left with the possibility that H ≤ M ∈ C i ( GL n (q), σ ) for i = 1, . . . , 5. In this case we proceed by induction; the base case has already been attended to.
If M ∈ C 5 ( GL n (q), σ ) then
Thus it is enough to prove the result for GL n (q 0 ) where q 0 is the order of the subfield. Hence we assume that M ∈ C 5 ( GL n (q), σ ).
and we apply induction:
A similar approach can be taken if M ∈ C 4 ( GL n (q), σ ). Then M ∼ = (GL m (q) • GL t (q)) σ for n = mt and, once more, induction gives the result. Now suppose that M ∈ C 3 ( GL n (q), σ ), so M ∼ = (GL n r (q r ).r) σ with r prime. If r = 2 then any element from GL n (q), σ \GL n (q) which normalizes M will act as a field automorphism of order 4 on GL n r (q r ). In particular such an element cannot be an involution. On the other hand if r is odd then M, σ ∼ = GL n r (q r ).2r and g acts as an involutory field automorphism on GL n r (q r ). Then Lemma 2.1 implies that
and induction gives the result. Finally consider the possibility that M ∈ C 2 ( GL n (q), σ ). Thus H < (GL m (q) ≀ S t ), σ with t ≥ 2. Just as for Lemma 3.15, we assume that H, σ acts primitively on the m-space decomposition. Take g = sσ and note that s acts as an involution on the m-space decomposition.
We need to consider two situations which closely mirror the two cases discussed for C 7 . First consider C S (g) where S is the projection of H onto a particular GL m (q) which is fixed by s. By induction |S :
are swapped by s, and S is the projection of H onto GL m (q) × GL m (q) then it is clear that |S : C S (g)| p ′ ,♥ is at most the size of an odd-order subgroup in GL m (q). Thus, by Lemma 3.15, this is bounded above by q 3m−2 2
Thus, writing s as the product of k transpositions in its action on the m-space decomposition, we have
Then, referring to Lemma 3.13, it is sufficient to prove that t log 2 t < ( √ q −
1)
t−1 which, since √ q ≥ 7, is clear.
Lemma 3.18. Let H < GL n (q) with |H| odd. Suppose that g is an involution in GL n (q) which normalizes H. Then,
Proof. We proceed by induction on n. When n = 1 the result is trivial and when n = 2 Lemma 3.8 gives the result. Now suppose that n > 2 and refer to Lemma 3.9 for the group H, g . Clearly Cases 1 and 3 are not relevant here. If Case 4 or Case 5 holds then our result is implied by Lemma A, which we have already proved in these cases. Thus we are left with Case 2: H, g ≤ M ∈ C i (GL n (q)) for i = 1, . . . , 5.
If M ∈ C 5 (GL n (q)) then we can assume that H ≤ GL n (q 0 ) where q = q a 0 . Then it is sufficient to prove the result over the base case. Thus we assume that M ∈ C 5 (GL n (q)). If M ∈ C i (GL n (q)) for i = 1 or 4, then an easy inductive argument gives us the result (as for Lemma 3.17).
If
and recall that Lemma 2.1 implies that
We assume that N/H acts primitively on the t copies of GL m (q) as otherwise H lies in a maximal subgroup M 1 = GL m 1 (q) ≀ S t 1 , M 1 ∈ C 2 (GL n (q)) with t 1 < t such that H acts primitively on this decomposition.
If g lies inside N then induction implies that
t . Lemma 3.13 implies that |H/N| < t log 2 t which is sufficient. If g ∈ H\N, then we proceed very similarly to the proof of Lemma 3.17. First consider C S (g) where S is the projection of H onto a particular GL m (q) which is fixed by g. By induction |S : C S (g)| p ′ ,♥ < q m−1 + · · · + q + 1. Alternatively if GL m (q) × GL m (q) are swapped by g, and S is the projection of H onto GL m (q) × GL m (q) then it is clear that |S : C S (g)| p ′ ,♥ is at most the size of an odd-order subgroup in GL m (q). Thus, by Corollary 3.16, this is bounded above by q 3m−2 2
. Thus, for m > 1, |H ∩ N :
t . Again, Lemma 3.13 implies that |H/N| < t log 2 t which is sufficient.
If g ∈ H\N and m = 1 then it is clear that
It is therefore sufficient to prove that |H/N| p ′ ,♥ < (2(q − 1)) n 2 −1 . When n ≥ 7 this follows from the fact that |H/N| < t log 2 t (Lemma 3.13). For n < 7, |H/N| p ′ ,♥ ≤ 3 and the result follows immediately.
.r, where n = mr with r prime, then there are two cases. If g lies inside GL m (q r ) then induction implies that
Otherwise if g does not lie in GL m (q r ) then we must have r = 2 and Lemma 3.17 gives the result.
Lemma 3.19. Let H < GL n (q) with |H| odd. Let σ be an field automorphism of GL n (q) satisfying σ 2 = 1. Suppose that K is a 2-group in GL n (q), σ which normalizes H. Then
Note that if q is not square then GL n (q), σ = GL n (q). Note too that c n was defined immediately after Lemma 3.13.
Proof. Let us deal first with n = 2; we must show that
Lemma 3.8 implies that there exists g such that
(q − 1) 2 and the result follows. Now take n > 3 and consider H, K as a subgroup of GL n (q), σ and refer to Corollary 3.5. We consider the five cases listed there; observe first that Case 4 is impossible. Consider Case 1 next: H, K contains Ω. Then, since H, K is soluble this implies that n = 1. Then K ∩ GL 1 (q) contains an involution g; clearly H = C H (g). On the other hand Lemmas 3.18 and 3.17 imply that |H : C H (h)| p ′ ,♥ < q n ; we are done. Now consider Case 5: we lie in the small rank situe. We have dealt with n = 2 hence we are left with n = 4 and H < GO
2 and we are done. We move on to Case 3 and observe first that
In fact we expand Case 3 to cover H ≤ M ∈ C 6 (∆ η ) for η non-degenerate or zero. Let n = r m where r is some prime. Suppose first that r ≡ 1 (mod 3).
and the result follows. If, on the other hand, r ≡ 1 (
Hence it is sufficient to prove that n 2m+4 < which is sufficient. We are left with Case 2 or, more precisely, with the possibility that H, K ≤ M 1 ∈ C i ( GL n (q), σ ) for some i = 1, . . . , 5, 7. Then H ≤ M ∈ C i (GL n (q)) for some i = 1, . . . , 5, 7. Clearly if M ∈ C 5 (GL n (q)) then it is sufficient to prove the result for H ∩ M taking the place of H.
).S t with n = m t and m ≥ 3; Corollary 3.16 and Lemma 3.13 imply that
unless (m, t) = (3, 2), so assume that (m, t) = (3, 2). Then Lemma 3.13 implies that
as required.
We are left with the possibility that H ≤ M ∈ C i (GL n (q)) for some i = 1, . . . , 4 and we proceed by induction. For i = 1 or 4 the result is immediate from induction, since in this case
.r where r is prime. If r = 2 then no field automorphism of GL n (q) normalizes M hence we can consider H, K ≤ GL n r (q r ).2 and the result follows by induction. If r is odd then write H 1 = H ∩ GL n r (q r ); induction implies that (|r| 2 ′ ) 2 and the result follows.
• r = 3 and n = 9. In this case define c 3 = which is sufficient.
Finally assume that H ≤ M ∈ C 2 (GL n (q)). Then M ∼ = GL m (q)≀S t . Write N for the normal subgroup of M isomorphic to GL m (q) × · · · × GL m (q) t and let H 1 = H, K ∩N; we may assume as usual that H, K /H 1 acts primitively in the natural action on t copies of GL m (q).
Consider the action of K 1 = g, h on the t copies of GL m (q); suppose that K 1 has an orbit of length t 1 > 1 (note that t 1 is even). Then K 1 normalizes
and we consider the induced action of K 1 on a set of size t 1 ; we can assume that g is a product of
transpositions, while h is a product of either
transpositions. Lemma 3.15 implies that
similarly Lemmas 3.15, 3.17 and 3.18 imply that
If K 1 has an orbit of length 1 then K 1 normalizes H 3 = H ∩ GL m (q), for a particular copy of GL m (q). We apply induction to conclude that
Putting these results together we conclude that
Now |H/(H ∩ N)| < t log 2 t and so, by Lemma 3.14, 
Case 2
We are now ready to prove Lemma for H satisfying Case 2 of Lemma 3.9,
and it is enough to prove the result for H ∩ GL n (q 0 ) ≤ GL n (q 0 ). We exclude this case and, for the rest, suppose that Lemma A holds for m < n, i.e. we proceed under the following hypothesis:
Inductive Hypothesis. Let H 1 be an even order subgroup of GL m (q) with m < n. Then H 1 contains an involution g such that
and m > 1. Set L = M/Q and observe that, for any g ∈ H,
where H L is a subgroup of L and g L is an involution in H L . Now suppose, without loss of generality, that m ≤ n − m, and set N = H L ∩ GL n (q). Lemma 2.1 implies that
Now H/N is isomorphic to a subgroup of GL n−m (q) and induction implies that we can choose g L such that
Then g L normalizes N and g L , N is isomorphic to a subgroup of GL m (q); thus Lemma 3.18 implies that
as required. If, on the other hand, N has even order then Lemma 2.2 implies that, for g L ∈ N,
where P is a Sylow 2-subgroup of N. By induction we can choose g L so that
Since m ≤ n − m the result follows.
.r where n = mr and r is prime. Let N = GL m (q r ) be normal in M and split into two cases. Suppose first that |H ∩ N| is even. Then induction implies that H ∩ N contains an involution g such that
as required. Suppose on the other hand that |H ∩ N| is odd. Then r = 2 and Lemma 3.18 gives the result.
where n = n 1 n 2 and 1 < n 1 < n 2 . Proceed similarly to the case C 1 , observing that M has normal subgroups isomorphic to both GL n 1 (q) and GL n 2 (q); thus we define N = H ∩ GL n 1 (q). Suppose first that N has even order and take g to be an involution in N. Then Lemma 2.2 implies that
where P is a Sylow 2-subgroup of N. By induction we can choose g so that
Furthermore Lemma 2.5 implies that
and the result follows. Suppose, on the other hand, that N has odd order. In particular this means that H ∩ Z(M) has order z, an odd number. Now Lemma 2.1 implies that, for g an involution in H,
Observe that H/N is a subgroup of P GL n 2 (q). Let H X be the subgroup of GL n 1 (q) × GL n 2 (q) such that H X ∩ Z(GL n 1 (q) × GL n 2 (q)) ∼ = z × z, and such that π(H X ) = H where π is the natural map,
Let H 2 be the image of H X under the natural projection
By induction there exists an involution g 2 ∈ H 2 such that
Let g X be an involution and preimage of g 2 in H X ; define g = π(g X ), an involution in H. Observe that
Furthermore g, N is isomorphic to a subgroup of GL n 1 (q). Lemma 3.18 implies that
and the result follows.
The final case to consider is when
We assume that M acts primitively on the m-space decomposition, since otherwise H lies in a maximal subgroup M 1 = GL m 1 (q)≀S t 1 , M 1 ∈ C 2 (GL n (q)) with t 1 < t such that H acts primitively on this decomposition. Lemma 3.21. Suppose that H ∩ N has odd order, H has even order, and t < n. Then H contains an involution g such that |H :
Proof. By Lemma 3.15,
Write N = N 1 × · · · N t where N i ∼ = GL m (q), i = 1, . . . , t. Then, for g an involution in H, we can choose an ordering of the N i so that g either normalizes N i or swaps N i with N i±1 . Let H i be the projection of H into N i ; if g normalizes N i then write g i for the element of N i induced by the action of g. Lemma 3.18 implies that
If g swaps N i and N i+1 then write H i,i+1 for the projection of H into N i ×N i+1 (observe that the projection of H onto N i is isomorphic to the projection of H onto N i+1 ); write g i,i+1 for the element of N i × N i+1 induced by the action of g. Then Lemma 3.15 implies that
. Now write g as a product of k transvections in its action upon the set
Now Lemma 2.1 implies that
hence it is enough to prove that H/(H ∩ N) contains an involution g such that
Now S t < GL t−1 (q) (see the description of the "deleted permutation module" on [KL90, p. 185]) hence, by induction, there is an involution g in H such that
The result follows immediately.
We next consider the possibility that H ∩ N has odd order and t = n. We state a preliminary lemma before dealing with this case. Proof. The statement is clearly true if n ≤ 7. If n ≥ 8 then 4 n < 42 n−2 2 . Then we refer to [PS80] which asserts that any primitive subgroup of degree n must either contain A n or else has order less than 4 n . If H contains A n then H contains an involution g such that |H : C H (g)| < n 4 and we are done.
1
Lemma 3.23. Suppose that H ∩ N has odd order and t = n. Then H contains an involution g such that |H :
Proof. Observe that N = (q − 1) n . We proceed very similarly to the proofs of Lemmas 3.17 and 3.18. First consider C S (g) where S is the projection of H onto a particular q − 1 which is fixed by g. Clearly |S : C S (g)| p ′ ,♥ = 1. Alternatively if (q − 1) × (q − 1) are swapped by g, and S is the projection of
By Lemma 3.22
By Lemma 2.1,
For q ≥ 43 this is less than q n−1 + · · · + q + 1. If q < 43 then q = 7, 13, 19, 31 or 37. In all cases |q − 1| p ′ ,♥ = 3 and hence |N : C N (g)| p ′ ,♥ ≤ 3. Thus, by Lemma 2.1,
The final subcase is when H ∩ N has even order. The following lemma deals with this situation.
Suppose that H ∩ N has even order. Then H contains an involution g such that
Proof. Suppose first that m = 1. Then N contains at most 2 n involutions and so
as required. Assume now that m > 1. Let V be the associated vector space for GL n (q). Write N = N 1 ×· · ·×N t with N i ∼ = GL m (q) for i = 1, . . . , t. Our analysis (and our notation) mirrors the set up in Lemma 2.3. Write L i for the projection of H ∩ N onto N i × · · · × N t and write ψ i : L i → L i+1 for the canonical projection. Let T i be the kernel of ψ i for 1 ≤ i < t; define T t := L t . Suppose that |T i | is odd for i < k ≤ t and |T i | is even for i = k.
Observe that T k ≤ GL m (q). Then, by induction, take an involution g k ∈ T k such that
Let g ∈ G be an involution and pre-image of g k in H ∩ N (such a pre-image must exist since |T i | is odd for i < k. Write g i for the image of g under the projection of H ∩ N onto L i . We proceed in stages:
1 Notice that if |H : C H (g)| = |H ∩ N : C H∩N (g)| then the result follows immediately; thus we assume that this is not the case, i.e. that H fuses the conjugacy class containing g to another. Thus the result holds provided |t!| p ′ ,♥ ≤ 6 t−1 . So assume that |t!| p ′ ,♥ > 6 t−1 ; in particular assume that t > 20.
3.
A lower bound for k. Let P be a Sylow 2-subgroup of N; let T be the full pre-image of T k in H ∩ N; observe that H ∩ N is itself the full pre-image of L k . Lemma 2.3 implies that
.
Now we can choose P so that, if φ : N → L k is the natural projection map, then P contains a subgroup P ′ such that φ(P ′ ) = P k . Then Lemma 2.4 implies that
Observe that
Then Lemmas 2.5 and 3.18 imply that If k ≤ t − 2 then the result follows. Thus assume that k ≥ t − 1. 5. The first fusion situation. Then
Take g = (g 1 , . . . , g k , 1, . . . , 1) and h = (h 1 , . . . , h k , 1, . . . , 1) in g H ∩ P . Suppose that g i = h i for some i ≤ k. Then we apply Lemma 3.19 to T, g, h which is isomorphic to a subgroup of GL mk (q). We obtain |T : C T (g)||T : C T (h)| p ′ ,♥ < q Thus we assume, without loss of generality, that Since m > t > 20 this implies that |H : C H (g)| p ′ ,♥ < q mt−1 as required.
6. The second fusion situation. Now let g, h be elements of g H ∩ P as above; we may assume that g i = h i for all i = 1, . . . , k − 1. Let H 0 be the subgroup of H/(H ∩ N) that fixes the first k − 1 ≥ t − 2 entries in the natural action on t elements. Then C H∩N (g). This completes our proof of Lemma A, and thereby proves Theorem A.
The insoluble situation
In this section we operate under Hypothesis 1 and use the associated notation, as defined at the start of Section 2.2. Our aim is to prove Theorem B, hence we assume throughout this section that G is insoluble.
For a group H ≤ G, define H = H/(H ∩ O(G))
. Let S be a Sylow 2-subgroup of G; Theorem A implies that S is cyclic or generalized quaternion. If S is cyclic then [Asc00, 39.2)] implies that G ∼ = S, i.e. G has a normal 2-complement. In particular G is soluble, hence we exclude this possibility. If S is generalized quaternion then we can use the comments in [Gor68, p377] and the results in [WG64] to write the structure of G. We conclude this paper with a brief discussion of the three possibilities in the corollary. Note first that, in all cases, G contains an odd-order subgroup which is transitive on the set of points of P.
The first possibility corresponds to the situation when G has cyclic Sylow 2-subgroups, or to item 1 of Proposition 4.1. Item 2 of Proposition 4.1 has been entirely ruled out.
The second possibility corresponds to q = 3 in item 3 of Proposition 4.1. It is a simple matter to check that, when q = 3, G/O(G) must be isomorphic to one of the groups listed.
The third possibility corresponds to q = 5 in item 3 of Proposition 4.1. Proposition 2.12 implies that Hypothesis 2 cannot hold; hence we conclude immediately that there exists a prime t > 5, t|(u 2 − u + 1, |F (G)|) such that N t , the Sylow t-subgroup of F (G), admits a semi-regular action of SL 2 (5). In particular this means that N t is abelian [Isa08, Theorem 6.3] and has t-rank at least 2. Furthermore Lemma 4.4 implies that G has a subgroup, congruent to SL 2 (5), that fixes a Baer subplane.
