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This paper studies the problem of Hermite-BirkhoEf interpolation with spiines. 
Interpolation knots and spiine knots may be considered as “dual” elements, 
This leads to a dual problem which is poised if and only if the original problem 
is poised. Estimations of the number of zeros in the appropriate interpolation 
kernel yield a Cauchy type representation of the interpolation error for certain 
cases of Hermite problems. 
Sei --i = x0 < x1 < ... < x, < x,+~ = +1 eine Kn5teuverteil~~~g, 
E = (c?,,~);:: 7~;~ - c,,~ = 0 oder = 1 - eine Inzidenzmatrix 2nd S eine 
Funktionenklasse mit dim S = / E 1 := CyLi xki’ ei,$ . Unter dem Problem 
der Nermite-Birkhoff Interpolation versteht man die Fragestellung, warm die 
Interpolationsaufgabe 
s ES, s(j)(xJ = y7:j, falls e,,j = 1; 
bei beliebiger Wahl der Zahlen y$ eindeutig l&bar ist. 
Der Sonderfall der Polynominterpolation wurde erstmals van Birkhoff [2] 
untersucht, 1966 von Schoenberg [lo] wiederaufgegriffen und in den darauf- 
folgenden Jahren von verschiedenen Autoren eingehend behandelt (vgl. das 
ausfiihrliche Literaturverzeichnis von Sharma [12]). Wir befassen uns hier 
mit d.em allgemeineren Problem, dass unter S eine Klasse von Spline- 
funktionen verstanden wird. Charakterisiert man S anhand einer weiteren 
Knotenverteilung --l<z,<z,< . .. < z,< < + 1 und einer zweiten 
Inzidenzmatrix E*, so fiihrt eine “duale” Betrachtungsweise von Spli~eknot~~ 
und Interpolationsknoten auf ein zu (J) duales Problem (J”). 
Objekt unserer Betrachtungen sind die zu (J) bzw. (J*) gehiirenden 
Interpolationskerne, die in die Peano-Darstellung des Interpolationsfehlers 
eingehen. Diese Kerne zeichnen sich durch eine gegenseitige Symmetrie aus, 
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auf der die in Kapite12 bewiesene Aussage “(J) ist genau dann jiiei (poised), 
wenn (J*) frei ist” aufbaut. 
Eine verallgemeinerte Form des Satzes von Rolle liefert in Satz 3.2 eine 
Abschatzung fur die Anzahl der Nullstellen von Interpolationskernen. Im 
Unterschied zu entsprechenden Nullstellenbetrachtungen von Lorentz [8] 
an Birkhoff-Kernen wahlten wir eine Definition der Nullstellenvielfachheit, 
die Vorzeichenwechsel mit Nullstellen ungerader Ordnung gleichsetzt. 
Satz 3.4 zeigt, dass sich die Aussage von Lorentz [S, Theorem l] such fur 
unsere Betrachtungen beweisen lasst. Dies verdeutlicht den wesentlichen 
Einfluss gestiitzter ungerader Sequenzen auf solche Nullstellenabschatzungen. 
Eine Anwendung der in Abschnitt 3 bewiesenen Abschatzuugen liefert 
Definitheitsaussagen fur die Interpolationskerne gewisser Hermite-Probleme 
(Satz 4.1 bzw. Satz 4.2). Dadurch lassen sich alle Hermite-Probleme 
charakterisieren, fiir die der Jnterpolationsfehler eine “verallgemeinerte 
Cauchy-Darstellung” besitzt. 
1. PROBLEMSTELLUNG 
Zu natiiriichen Zahlen m 3 1, n 3 0, k >, 0 und fest vorgegebenen 
reellen Knoten 
-1 =: xg < x1 < *** < x, < x+1 := fl, 
(1.1) 
-1 =: 20 < 21 < “. < zk < Zk+l := +l 
betrachten wir zwei Inzidenzmatrizen 
-ei j und e,” g = 0 oder = 1 -nut folgenden Zusatzvoraussetzungen: 
a. Die inneven Zeilen vo1z E und E* seien keirze Hullzeilen. 
b. ei,j + e&+-i = 1 fii~ j = 0 ,..., m - 1, falls (i,p) = (0,O) oder 
(i, p) = (n + 1, k + 1). (1.3) 
C. ei,j + e&+-j < lfiirj = 0 ,..., m - l,faZlsxi = zD. (1.4) 
Aus (1.3) und (1.5) folgt offensichtlich 
n m-1 k+l m-1 
m + C C ei,j = C C 4L - 
is1 j=o B=O q=o 
(1.59 
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&fit y+T : = yr fiir y > 0 und : = 0 fur y < 0 definieren wir reehe Funktionen- 
klassen (01 :== 1) 
p=0 p=1 q=o /’ 
es =I 9.Y 
und 
Ziel unserer etrachtungen sind Aussagen tiber die folgenden beiden 
Spline-~uterpo~at~onsprobleme mit Birkhoff-Bedingungen: 
s ES, syxi) = yij, falls ei.? = I, 
(4 
i = Cl,..., n + 1, ,j = o,..., rll - 1; 
S-ES”, s(“)(z,) = y,*, falls es,, = I, 
tJ*B 
pi = cl,..., k + 1, q = o,..., 112 - 1. 
Dabei seien yl und yyq beliebige reelle Zahien, die wir kiinftig ats 
Ableitungen So) bzw. f(g)(z,) einer reellen Funktion ,f i~terpretie~e~ 
wollen. Bedingung (1.4) garantiert, dass alle erforderlichen Ableitungen 
fur die interpolierenden Splines existieren, und wegen dim S = m $ 
CL C~Z eZsq, dim S” = m + CL1 Czil ei,j folgt PUS (1.5) und (1.5*), dass 
den Problemen (J) und (J*) quadratische ~oeffizie~teumatr~ze~ der
Dimension dim S bzw. dim S* zugeordnet sind. 
Wir betonen, dass (J) und (J*) nur dann definiert sind, wenn alle vier 
Iemente X := (-1, x1 ,..., x,, I), Z := (-1, zl: . . . . zi,, I), E und E* kst 
vorgegeben sind. Die inneren Zeilen von E und E* kSnnen hierbei nnter der 
Einschr2nkung (I -4) unabhangig voneinander gewahh werden; wghrend 
sich die ausseren Zeilen von E und E* durch die “~~alit~tsford~r~ng’9 (I 3)
gegenseitig bestimmen. E* ist demnach genau dann allein durch E e~~de~t~~ 
bestimmt, falls k = 0, also (.I) ein polynomiales ~irkho~Prob~em ist. 
(J) oder (9”) nennen wir frei (poised), wenn das zugehijrige homogene 
Problem nur die triviale L&sung s = 0 besitzt. 1st dies der Fall, so hat 
(J) bzw. (3’) stets eine eindeutige Liisung, und es Eisst sich jeder redlen 
~~~lktio~~ welche die vorkommenden Ableitungen hat, ein eindeutig 
bestimmter Pnterpolationsspline 3(f) bzw. 3*(f) aus S bzw. S” zuordnen. 
Funktionen aus zw. S*, insbesondere Polynome vom Hijchstgrad m - 1, 
eratoren 3 bzw. 3” reproduziert. F6r jedes x E [- 1, i i J 
kbnnen wir deshalb auf die Linearformen L:f --f(x) - 3(L X) nnd 
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L*:f+f(x) - 5*cf, X) den Satz von Peano anwenden, so dass fur die 
Interpolationsfehler unter der Voraussetzung f E @[- 1, + 1] die folgende 
Darstdlung gilt: 
f(x) - 3cf x) = j:’ j-‘(t) k(x, t) dt mit 
k(x, t) := l/(m - 1) !{(x - t)$-1 - 13&(x - tyy]}; 
f(x) - 3*(f, x) = (‘+‘f’“‘(t) k*(x, t) dt mit 
J-l 
k”(x, t) := l/(m - l)!((X - tg-1 - %?*[(X - ~),“-‘I~. 
(1.6*) 
Der Index x sol1 verdeutlichen, dass der Interpolationsoperator 3 bzw. 3* 
beztiglich der Variablen x wirkt. 1st in (J) oder (J*) eine (m - 1)-te Ableitung 
vorgeschrieben, so werde in der Definition der Interpolationskerne k und k* 
fi.ir x = -1 die rechtsseitige, sonst die linksseitige (m - 1)-te Ableitung 
von (X - t)+“-’ betrachtet. 
Offensichtlich gehen (J) und (J*) durch Austausch von Interpolations- 
knoten und Splineknoten unter Beriicksichtigung dualer Forderungen in den 
Punkten -1 und +1 auseinander hervor. Wir werden deshalb (J*) als das 
zu (J) duale Problem bzw. (J) als das zu (J*) duale Problem bezeichnen. 
BEISPIELE. 
1. m=3,n=2,k==l,X=(-l,-~,~,1),Z=(-l,O,1), 
L 
0 1 0 
10 1 I [ 
1 0 1 
E= 110’ E”== 11 1.   0  1 0 I 
2. Polynomiale Birkhoff-Probleme sind dual zu Spline-Interpolations- 
problemen mit zwei Interpolationsknoten. 
3. Falls X = Z und E = E” ist, sprechen wir von einem selbstdualen 
Problem. Fur solche Probleme folgt aus (1.3), dass m gerade ist und E nur 
spezielle %ssere Zeilen besitzt, die jeweils genau m/2 Einsen enthalten. 
Z.B.erh~ltmanfiirm=4,n=k=1,X=Z=(-l,0,l)und 
ein selbstduales Problem. 
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urch Integration von (1.6) und (1.6”) erhalt man zwei 
ler die Darstellung 
Rj” = j-T’f’“‘(t) K(t) dt, 
-1 
K(t) := j-y k(x, t) dx, (1.7) 
R*j- = j-“f(TTt)(t) K*(t) dt, K*(t) := f-l k”(x, t) dx (1.7”) 
-1 1 
besitzen. Wir nennen (Q) und (Q*) zueinander duale I~tegratio~sfo~~~el~ 
und K, K* zueinander duale Peanokerne. 
Falls (J) frei ist, miissen notwendig die “Versc~r~~l~theitsbedi~~~g~~” 
fiir alle Paare i 1 , i, mit 0 < il < i, < n + 1 gelten. Waren sie namlich fGr 
ein Indexpaar i 1 , i, nicht erftillt, so wtirde E’l -C i, und (il , iJ f (0, n +- 1) 
folgen, und das von (J) auf [xi, , xi,] induzierte I~terpolatio~s~roblem ware 
iiberbestimmt. In den folgenden Betrachtungen sei deshalb stets (1.8) voraus- 
gesetzt. Eine einfache Rechnung zeigt, dass damit au& die “‘dualen 
Verschranktheitsbedingungen” 
fur alle Paare p1 , p2 mit 0 < p1 < p2 < k + 1 erfullt sind. 
2. Em DUALITXTSSATZ 
Wie die folgende Aussage zeigt, bestebt eine enge Verbindung zwischen der 
eindeutigen Losbarkeit der Probleme (J) und (J*). 
KATZ 2.1. (J) ist genau dannfiei, wenn (J”) fiei ist. 
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Beweis. Falls (J) frei ist, ist der Kern k durch (1.6) wohldefiniert. Mit 
k*(x, t) := (-1)” k(t, x) (2*1> 
erhalten wir wegen (-l)“(t - x)+“-’ = (x - t)y-’ - (x - ,)+I und 
@t[(X - t)“-‘1 = (x - tp-1: 
k*(x, t) = l/(m - l)!{(x - t)y-l - &[(x - t)y]>, (2.2) 
und die Cramersche Regel liefert 
m-1 
3,[(x - tyy] = c 
p=o 
%,m(X) 5 + i y a,*,(x) gzy<‘,;: , 
P=l Q=o 
e* =l 
P,R 
(2.3) 
n+1m-1 
a,,,(x) = c c cd;,; g (x - t>y / 
&O j=o t=q 
Q=l 
mit Funktionen a,,, , die auf (- 1, + 1) mit eindeutig bestimmten Splines 
aus S* iibereinstimmen. 
Aus (2.2) und (2.3) folgt, dass 8/W k*(x, t) beziiglich der Variablen tin - 1 
rechtsseitig stetig und in + 1 linksseitig stetig gegen 0 geht, falls eo,j = 1 bzw. 
e lz+1,i = 1 ist. Fur x E [-I, +l] undfe P[-1, +1] liefert deshalb wieder- 
holte partielle Integration unter Beachtung von (1.3) 
s 
fl kfl m-l 
f'"'(t) k*(x, 0 dt = f(x) - C 1 f~,q(x)f(~)(zg) -1 
p=o 4=0’ 
t?” =l 
?2,4 
(2.4) 
mit Funktionen fP,c , die wir als Restriktion eindeutig bestimmter Funktionen 
s,,, ES* auf [-I, +l] betrachten kbnnen. Da aj/atj k*(x, t) fur (i, j) E 
w,..., n} x (O,..., m - l}}, ei,j = 1, beztiglich der Variablen t in xi stetig 
ist und den Wert 0 annimmt (man beachte (1.4), (2.2), und (2.3)), gilt die 
Identitat (2.4) such fiir Funktionen f = s ES*, so dass wir wegen scrn) = 0 
ic+1 m-1 
erhalten. 
Nun gilt 
44 = c c hLQc4 +%kJ cw 
p=o q=o 
e* =l 
n,u 
aya9 k*(x, t) /e=z, = 0 identisch fur t E (- 1, + l), (2.61 
falls (p, q) E ((0 ,..., k + 1) x {O ,..., nz - 1}3 und e$,, = 1. Urn dies einzu- 
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sehen, sei erwahnt, dass die Funktion an/&+(x - t)f-1 jZCZD auf (-1, +l) 
mit einem Spline aus S iibereinstimmt und folglich durch den Operator 3, 
reproduziert wird. Offensichtlich genDgt es deshalb, die Aussage 
zu zeigen, die aber unmittelbar aus (2.3) und den wegen (1.3) 
und (1.4) giiltigen Identitaten d*/&[8/2tj(x - t)T-l ‘t=,i] licCZ1) = dj/&j x 
[ag/2xq(x - t)y-’ j,=,l It=+, falls ei,j = 1, folgt. 
Variiert man nun die Funktionfin (2.4), so liefert (2.6), dass die Funktionen 
s,,, gerade die zu (J*) gehijrenden “Lagrange-Grundfunktionen” sind, d.h. 
es gilt 
s$(z,J = 1, falls p = p’ und q=q’ 
= 0, sons& 
ftir (p, q), (p’, q’) E ((0 ,..., k + I> x (0 ,..., m - l)), s& = s;,,~~ = 2. 
k+l m-l 
3* :.f --+ c 1 hL,fV,~ 
g=o q=o 
e* =1 
P.12 
ist der zu (J*) gehijrende Interpolationsoperator und k” der entsprec~ende 
Interpolationskern. 
Eine Dualisierung der bisher bewiesenen Aussage liefert schliesslich die 
Behauptung des Satzes. 
Als grundlegende Beweisidee kann die Symmetriebeziehung (2.1) zwischen 
den Kernen k und k” angesehen werden: 
KOROLLAR 2.2. Fulls die Interpolationsprobleme (J) und (J*) fiei sinds 
giltfiir alle (x, t) E{(-1, +l) x (-1, +l)): 
k(x, t) = (-1)” k*(t, x). (2.7) 
Mit (2.7) erhalten wir schliesslich eine interpolatorische Deutung der 
Peanokerne K und K*: 
&bRoLtAR 2.3. Falls die Interpolationsprobleme (J) und (J*) frei sired, gilt 
,ftir die Peanokerne der zugeharigen Inte~poIationsq~adratu~e~ (Q) bzw. (Q*): 
a. K(t) = (-l)m,/nz! (t” - St*(P)>; 
b. K*(t) = (-l)“/m! (t” - S&r”>>; 
c. j’; K(t) dt = (- 1)” ST; K*(t) dt. 
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Beweis. a. K(t) = ST: k(x, t) dx = (- 1)” J!: k*(t, x) dx = (- l)“/m ! x 
(t” - 3,*(t”)). Urn die letzte Identitat einzusehen, vertausche man in (1.6”) 
die Variablen x und t und setze f (t) = P/m! . 
b. folgt durch Dualisierung der Aussage a. und c. folgt sofort aus (2.7). 
3. EIGENSCHAFTEN DES KERNS K(X, T) 
Im folgenden betrachten wir unter der Annahme, dass (J) frei ist, fur festes 
x E (- 1, f 1) den Interpolationskern 
k, : t + k(x, t) = l/(nz - l)!{(x - t)T;E-l - ZJ(x - t)y-I]>. 
Offensichtlich verschwindet k,. identisch, falls ei,o = 1 ist. Mit X, := 
{xi [ i = 0 ,..., n + 1, ei,4 = l}, b = 0 ,..., m - 1, setzen wir deshalb in den 
weiteren fjberlegungen voraus, dass x in {(- 1, +l)\X,} liegt. 
Fur festes t E (R\[-1, + 11) stellt (x - t)T-l auf [- 1, + l] einPolynom dar, 
das durch 3, reproduziert wird. Deshalb gilt 
k,(t) = 0 fur alle t E {R\[-1, +l]}. (3.1) 
Urn Aussagen in Interval1 (-1, i-1) zu erhalten, greifen wir auf die nach 
Korollar 2.2 gtiltige Darstellung von k, zuriick: 
k,(t) = (-l>“z/(m - l)!((t - x):-l - &*[(t - x)~-~]} 
fur t E (- 1, + 1). k, ist also ein Spline vom Grad m - 1, und k:’ besitzt 
hSchstens Unstetigkeitsstellen in X,,-,-, (q = O,..., m - 2) bzw. (x} u X,, 
(q = m - 1). 
Wir definieren un, was wir unter einer Nullstelle von kz’, q = O,..., m - 1, 
verstehen wollen. Dabei bezeichne [a, , b,] das kleinste Interval& auf dessen 
Komplement k!$ identisch verschwindet, 1, die Gesamtheit der maximalen 
linksoffenen und rechtsabgeschlossenen Teilintervalle von (a,, b,), auf denen 
k:’ identisch verschwindet, J := [a, , b,]\I, . 
DEFINITION 3.1. kt’, q = 0 ,..., m - 1, besitzt in y E J, eine stetige 
Nullstelle, falls k:’ jJg in y stetig ist und den Wert 0 annimmt, Sprung- 
DUALE HERMITE-BIRKHOFF-PROBLEME 127 
NullsteEle, falls I$’ IJR in y unstetig ist und das Vorzeichen wechseit, Nulistelle, 
falls k:’ in y eine stetige Nullstelle oder eine Sprung-Nullstelle hat. 
Als Vielfachheit 01 einer Nullstelle y von k, (‘) bezeichnen wir die maximale 
Anzahi aufeinanderfolgender Ableitungen k:),..., kF+“-l), fiir die k:‘,..., 
.&T~+~-*) in y eine stetige Nullstelle und J$+-l) eine Nullstelle be&t. 
Es ist zu betonen, dass Vorzeichenwechsel als Nullstellen ungerader 
Brdnung charakterisiert sind. Sprung-Nullstellen haben stets die Ordnung 4. 
Fur q = Cl,..., m - 2 nennen wir eine Sprung-Nullstelle y von I&$?” 
monoton, falls kF+l’ in einer U%!igebung von y das Vorzeichen nicht we&sell 
(also such, falls kp+l’ . m einer Wmgebung von y identisch verschwindetj. 
Eine monotone Sprung-Nuflstelle von k, lq) kann deshaib keine Sprung- 
Nullstelle von kz+l’ sein. Ici+l’ ist stiickweise konstant und besitzt h&h&ens 
Sprung-Nullstellen. 
In den folgenden ijberlegungen bezeichne fur q = Cl,..., 33$ - 1 
Z, die Anzahl der Nullstellen von k!$ im offenen Interval1 (n, , b,) unter 
eriicksichtigung der Ordnung und fiir g = 0,. ..) m - 2 
mg die Anzahl der Sprungstellen von kf$ in a4 und b, plus die Anzahl der 
Sprung-Nullstellen von k:‘, die nicht im offenen Interval1 (a,,,) b,,,) 
liegen, 
FEq die Anzahl der nicht-monotonen Sprang-Nullste3en von kp’ im 
offenen Interval1 (cz,+~ , bqT1), 
Eg die Anzahl der monotonen Sprung-Nullstellen von k:’ im offenen 
Interval1 (aQ+l , b,,,). 
- . 
2, + 1 - mR - FE, - fiz, 1st gleich der Anzahl der Nullstellen von @+l’, 
die such stetige Nullstellen von k!$ sind, unter Berucksichtigung der Ordnung, 
vermehrt urn die Anzahl der Intervalle (y?“, y.j@) aus (a,,, , b,,,), deren 
Endpunkte aufeinanderfolgende stetige NullsteUen von kc’ oder die Punkte 
n, , b, sind, falls k:’ in a, bzw. b, stetig ist. Bezeichnet T4(?J die Anzahl der 
nicht-monotonen (monotonen) Sprung-Nullstellen von k:! und s, bzw. s,-~ 
die Anzahl der Vorzeichenwechsel von kt’ bzw. bc:“” in einem der Intervalle 
(VT’, yp’), so gilt (i) sn = F, + Fa , da kf” in (yp’, y:“‘) hiichstens Sprung- 
Nullstellen besitzt, (ii) s,+~ > r;, nach Definition nicht-monotoner Sprung- 
Nullstellen und (iii) s Q+l FE s, + I mad(2), wie eine einfache Fallunter- 
scheidung zeigt: Ist z.B. sp gerade, so besitzt kf” rechts von y:“’ und links 
von y:“’ vorzeichengleiche Funktionswerte und folglich vorzemhen- 
verschiedene Ableitungen, und sail ist notwendig ungerade. 
Hat k:’ keine monotonen Sprung-Nullstellen in (yp’, yp’), d.h. ist fn = 0, 
so folgt s,+~ = i;, + 1 mad(2), und unter Berticksichtigung von (ii) erhalten 
wir sogar die Abschatzung s*+~ >, F, + 1 - Fa . Diese Abschatzung ist aber 
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offensichtlich such dann richtig, falls ?, > 0 ist. Summation iiber das ganze 
Interval1 (a,:., , bOT,) liefert nunmehr in 
z,;1 > z, + 1 - m, - 2iTi, ) y=o )...) m - 2; (3.3) 
eine Abschtitzung, die man als “Satz von Rolle fiir k,” bezeichnen k6nnte. 
Wir erhalten schlicsslich: 
SATZ 3.2. Fiir x E {( -- 1, 2 I)~,X,,} besitzt iZ in (- 1, + 1) 
m-e n-2 
%” < z, 1 -.‘.- 1 m, ‘.. 2 c m, - (ill --- 1) (3.4) 
Nullstellen unto Beriicksichtigung der Ordnung. 
Die folgende Aussage zeigt, dass k, auf keinem Teilintervall von (a,, , b,,) 
identisch verschwinden kann: 
SATZ 3.3. Fiir x E {(- 1, +- l)i,X,} nimmt k, auf (a,, , b,) nur an diskreterz 
Punkten den Wert 0 an. 
Beweis. Sei ( JJ~ , ~1~) ein Teilintervall von (- 1, -I. I), auf dcm k, identisch 
verschwindet. Wegen x$X, und der Darstellung (3.2) folgt .Y I$ (yl, y2), 
und (y, : ya) ist deshalb ein Interval1 vom Typ 1: y, = xi, und y1 = xi, < x 
oder y, := x oder vom Typ 2: y, = xi, und x < xi, = y1 oder x -.I yI . 
Fiir ein Interval1 vom Typ 1 gilt gber ye < a,, . Urn dies einzusehen, 
gcniigt es zu zeigen, dass k, sogar auf dem Interval1 (--I, ye) identisch 
verschwindet, falls -- 1 < y1 ist. Offensichtlich verschwindct aber die 
Funktion (t - x)y-’ auf (-I, yJ. Deshalb gilt unter Berticksichtigung von 
(3.2) such &“[(t - x):‘-‘1 .: 0 fiir t E (JJ~ , yZ). Auf (-1, v,) erhglt man aber 
3,*[(t -- x)“? ‘1, indem man das von (J*) auf [---I, yl] induzierte Tnter- 
polationsproblem betrachtet, wobei die Stetigkeitsforderungen fiir Splines 
s ES” in den Ableitungen s (j) fiir f = y.[ als zustitzliche Intcrpolations- 
bcdingungcn zu werten sind. Dieses Interpolationsproblem, das wir fiir den 
Augenblick mit (j*) bezeichnen wollen, ist notwendig frci, sonst kijnnte (J*) 
nicht frei sein. Folglich verschwindet 3,*[(t - x>‘;‘-‘1 als Liisung dcs zu (j*) 
gchiirenden homogenen Problems such auf (--1, yl), so dass k,(t) = 0 fiir 
alle t E (- 1, y2) gilt. Eine entsprechende uberlegung liefert fiir Intervalle 
(y, , yz) vom Typ 2 die Aussage b, < yI . Damit ist die Behauptung bewiesen. 
Durch 
xi,-, < a, : :- x 5; xi, :< xi,, = h, (Fall 1) oder 
a, 7:. x;, c x < .xj2 = b, (Fall 2) oder 
a, = si, -< xi, < x = b, < xip.:, (Fall 3) 
(3.5) 
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151 jcdcm Y F :( I. l)‘,U,; ein cindeutig bestimmtes Ind:xpaar (i, ;,I. . 
U..i, ..i, tt -- I, zugcordnet. W’eitcr bezcichncn uir mit LA die aus t 
nnch den folgenden Vorschriften gebildcte I nzidenzmatrix: 
1. 1st .s, . Y c I, , fiir sin i c 10 . . . . . III. so tDgc man zwiichen den 
hciden 7u .Y, und .Y, r gchorenden Zeilen van L: tine zu .Y gchorcnde Zeiic 
(i. 0. 0 . . . . . 0) ein: i\t .s .x, fur tin i E ( I . . . . . II: (jst also .Y, C X,!. in crsct/e 
man l’,,,, - 0 durch tine Eins. 
1 -. hl;:n streiche allc Zeilen von L;‘. die zu Knoten Y, ;I [cl,, . h,] gehBrc;t. 
Wir zeigcn nun. dass die van Lorentz [8. Theorem i] bcwiesenc 
Ah~chatzung such dann giiltig ist. falls unsere .4rt der ~:cllsteil~nr~lll~~n~ 
zusrunde pclegt wird: 
(3.6) 
Bewis. Jedc Unstetigkcitsstelle van A:‘. 9 t (O...., nz - It. wirti durch 
eine cntsprcchende Eins in dcr (I?I - I -. 9)-ten Spalte von I?, beschrtrben. 
Diese Tatsache vcrwendrn wir. urn A4 : z,,, .: x:b’:; in,, 
!,I -2 - 
2 z, f JC, 
abzuschatzen. 
Sci TV,,, t’,,,-, - ... : c’,,, ,.: - I tine 7u .I:, genorende (maximaie) 
Sequcnz van EL. (d.h.,j - 0 odcr c, ,_, z 0 bzw. i , / tn oder c,., I - 0). 
1.t ,j x. 0, so ncnnen wir dicsc Seqcenz eine Hermitc-Sequent. 
Die Scquenz tiefert in M cinen additivcn Bcitrag vonf,, J, , 2 ... 
,c I , niit 
c 
J,.i - -. ’ fails k -> 0 ist und k:.“‘-‘- ” in x , ‘: (a ,,,- A . 6,-J eine monotone 
Sprung-Nullstelle besitzt (in diescm Fall ist offcnsichtlich c ,,, 
durch zu n,,, k und /I,,-~ gchorende Einsen gest5tzt): 
,L.,: - I. falls X: _-I 0 ist und k:“‘-lmA’ in .Y~ E {(a,,, r .* . h,,,-,. ,.I’ (a,, I . b.., .,.!: 
einc Sprung-Nullstelle bcsitzt, oder 
fall; X .b 0. X, = a,,+, I oder X, = b,,- ! , ist und A:!“’ ’ -” in -:‘, 
unstetig ist, oder 
falls X - 0 ist und k:‘” ” in .yi eine Sprung %ullstelle besitzt: 
f- I ? 1. -. 0. z3nst. 
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1st 1 > 1 undfi,k = 2 mit k > j, so folgtJ;,,-, = 0, da k?-“’ in xi keine 
Sprung-Nullstelle besitzen kann und da xi # u,-~ und xi # bmmk gilt. 
Ebenso erhalten wir im Fall 1 > 1,-f& = 2, k <j + I - 1, dassfi,r+l = 0 
ist, da (a,-l-lC , bmwl-lc> in (u+~-~ , b,+J enthalten ist. Die Sequenz liefert 
also einen Beitrag 
< 2, falls I gerade ist oder falls es sich urn eine Hermite-Sequenz handelt, 
und 
< I+ 1, falls I ungerade ist und falls es sich nicht urn eine Hermite- 
Sequenz handelt. 
Tritt der ungtinstigste Fall ein, dass die Sequenz einen Beitrag von If 1 
liefert, so gilt j > 0, f$ = 2 und die Sequenz ist in E, gestiitzt. 
Offensichtlich 1Hsst sich unsere Argumentation such auf die zu x gehiirende 
Hermite-Sequenz von E, iibertragen. 
Fur die beiden zu amel und bvLel gehiirenden Hermite-Sequenzen (man 
beachte, dass ki+l’ sttickweise konstant ist) erhalten wir eine bessere 
Abschatzung, da die erste Eins offensichtlich in Z,-, nicht gezahlt wird und 
eine eventuell auftretende nachfolgende Eins hijchstens in rnnzw2 beriick- 
sichtigt, also hiichstens mit dem Gewicht 1 versehen wird. Diese beiden 
Sequenzen liefern deshalb in M einen additiven Beitrag < I - 1, falls 1 
wiederum die Lange der Sequenz bezeichnet. 
Summation iiber alle in E, auftretenden Sequenzen liefert unter Bertick- 
sichtigung der Aussage, dass E, genau xki, CL;’ ei,$ + 1 Einsen enthalt, 
die Abschatzung 
m-2 m-2 i2 m-1 
L-1 + C mq + 2 1 +4 < C 1 ei,j - 1 + g, , 
9=0 q=o &il j=o 
und die Behauptung folgt aus Satz 3.2. 
Zum Beweis dieses Satzes haben wir eine Idee von Lorentz [8] auf unsere 
Betrachtungen iibertragen. Sein Theorem 1 und unsere Aussage unter- 
scheiden sich jedoch wesentlich in der Art der Nullstellenzahlung und lassen 
sich aufgrund der folgenden oberlegung nicht direkt miteinander vergleichen: 
Sei s(t) = &, - t)+ + dy, - t)“, + c,(t - Yd+ , Y, <y2 , wQ > 0. 1st 
clcz > 0, so besitzt s nach Lorentz die einfache unstetige Nullstelle (yl , yz), 
wahrend unsere Betrachtungsweise k ine Nullstelle liefert. 1st cg = 0, so hat 
s nach Lorentz die einfache stetige Nullstelle ( y1 , yJ, wahrend wir in diesem 
Fall y1 als doppelte Nullstelle charakterisiert haben. Fur clcz < 0 liefern 
beide Betrachtungsweisen dieselbe Nullstellenvielfachheit 1. Dies zeigt, dass 
jede der beiden Abschatzungen in gewissen Grenzfallen schgrfer sein kann 
als die andere. 
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4. HERMITE PROBLEME 
Der Sonderfall m = 1 liefert das Problem der Interpolation durch 
Treppenfunktionen, das offensichtlich genau dann frei ist, wenn die Inter- 
polationsknoten durch die Splineknoten getrennt werden. In den folgen 
etrachtungen sei stets m > 2. 
Unter einem Nermite-Problem (J) oder (J*) verstehen wir ein Inter- 
polationsproblem mit Knoten (1 .l) und Inzidenrmatrizen (1.2) unter der 
Zusatzvoraussetzung, dass 
e,,j = 1 fur j = O,..., n, - 1 
=o fur j = 17~ ,..., ~;ul - 1 
, 0 < Mi < m, i = 0 ,...) I1 + 1 
und 
e” P,4 = 1 fur 4 = O,..., k, - 1 
=0 fiir q = kp,...,m - 1 ’ 
0 < k, < m; p 
gilt. Die Bedingungen (1.3)-(1.5) und (1.8) lauten damit: 
n, $ k, = I?,+~ + k,,, = m; 
fi.ir alle Paare il, i, mit 0 < i, < iz < 72 + 1. 
Fiir die eindeutige Lijsbarkeit von Hermite-Problemen ist (4.5) nicht nur 
notwendig, sondern such hinreichend, da diese Bedingung iiquivalent ist zu 
der von Karlin [5, Chap. X, Theorem 1.11 gegebenen “interlacing condition.” 
In unseren weiteren Betrachtungen fordern wir die “strikte ~ersc~r~nkhe~ts~ 
bedingung”: 
(4.1) 
= O,..., k + 1 
In (4.5) gelte Gleichheit allein fiir das Indexpaar 
(il , iJ = (0, n + 1). C4J5) 
(4.6) hat ZUT Folge, dass keines der Interpolationsprobleme, die dnrch 
Einschr2nknng von (J) auf [xi, , xi,] mit (il , iz) # (0, n -+ 1) entstehen, 
frei ist. 
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SATZ 4.1. Unter den Voraussetzungen (4.1)-(4.6) sind die folgenden 
Aussagen iiquivalen t : 
a. k = 0 oder k, = 0 mod(2) fiir p = I,..., k. 
b. Fiir beliebiges x E [- 1, + I] besitzt k, auf (- 1, + 1) keinen 
Vorzeichenwechsel. 
c. Fiirbeliebigesf~C”[-1, +l]undx~[-1, +l]gih 
f(x) - atf, 4 = (-1)” ~“(x)f’“‘(KL 4) (4.7) 
nzit <(f, x) E (-1, +l). 
Beweis. a. * b. Fur x E X,, = {x, , x1 ,..., x,+~) verschwindet k, iden- 
tisch. 1st x E {[- 1, + I]\&}, so besitzt E, nur Hermite-Sequenzen, und aus 
Satz (3.4) folgt unter Anwendung von (4.5): 2, < C~=l,Zil<zs<Zia k, . Dabei 
bezeichnet (iI, iZ), das in (3.5) definierte, zu x gehijrende Indexpaar. Nach 
Satz 3.3 kann k, auf keinem Teilintervall von (xi1 , xi,) identisch ver- 
schwinden, und aus der Darstellung (3.2) erhalt man, dass kf$, q = 
0 ,**., k, - 1, in z, , p E {I ,..., k}, stetig ist und den Wert 0 annimmt. Folglich 
hat k, in z, E (xi, , xi,) eine Nullstelle der Ordnung > k, . Wir erhalten also 
zo = Z:=l,Eil<ip<S 2 k, und damit Gleichheit in allen verwendeten Abschat- 
zungen, insbesondere such Gleichheit in (4.5). Die strikte Verschranktheits- 
bedingung (4.6) liefert nunmehr (il , iZ), = (0, n + 1) unabhangig von 
x E {[- 1, + l]\X,}, und die Aquivalenz von a. und b. folgt, weil der Kern k, 
in (a, , b,) = (- 1, + 1) das Vorzeichen genau dann nicht andert, wenn er nur 
Nullstellen gerader Ordnung in diesem Interval1 hat. 
b. t) c. Unter Verwendung von (2.7) und (1.7”) folgt J-t: k(x, t) dt = 
(-1)” K*(x). Der Rest ist bekanntlich eine Standardargumentation. 
Bevor wir zu der zu Satz 4.1 dualen Aussage kommen, sei erwahnt, dass 
die duale Verschranktheitsbedingung 
(4.5”) 
fur alle Paare p1 , p2 mit 0 < p1 < pZ < k + 1 unter der Voraussetzung (4.6) 
ebenfalls strikt ist. Mit der Schreibweise k,*(t) := k*(x, t) erhalten wir 
somit: 
SATZ 4.2. Unter den Voraussetzungen (4.1)-(4.6) sind die folgenden 
Aussagen iiquivalent : 
a. n = 0 oder ni = 0 mod(2) fiir i = l,..., n. 
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b. Fiir beliebiges XE’[-1, +I] besitzt k,* auf (-I, +I) keinen 
Vorzeichenwechsel. 
c. Fiirbeliebigesf~P[-1, +l]undx~[--1, +l]gilt 
J(x) - &*("A 4 = (-I>"KCx)f'm)(71(f,~~c)) (4.7") 
mit &f; x) E (- 1, + 1). 
(4.7) und (4.7”) sind Fehlerdarstellungen vom Cauchy-Typ, in die der 
Peano-Kern der jeweils dualen Quadraturformel multiplikativ eingeht. In den 
Fallen der Polynominterpolation (k = 0 bzw. n = 0) sind diese Darstellungen 
hinlHnglich bekannt. 
KORQLLAR 4.3. Sei (4.1)-(4.6) erfiilit. Falls die zu (J) bzw. (J*) gehcrrenden 
Interpolationsfehier die Darstellungen (4.7) bzw. (4.7”) besitzen, haben die 
Peano-Kerne K* bzw. K im IntervaIl [ - 1, + 17 maximale ~M~iste~~enzah~. 
Beweis. Wir zeigen die Aussage fur den Kern K* in (4.7), der gem&s 
Korollar 2.3 die Darstellung K*(x) = (-l)“/m! {xm - 3,(xm)) besitzt. Da 
alle k p gerade sind, hat K* nach Micchelli [9] Wchstens m t kl + 
Ice + ... + klC Nullstellen. Aber K* besitzt an den Tnterpolationsknoten 
x0 > Xl 1..., -G&+1 schon insgesamt n, i n, + ... + yI,+l stetige Nuilstellen, 
und die Behauptung folgt wegen (4.4). 
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