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B. Document Scope  	  This	  document	  is	  both	  a	  user-­‐facing	  document	  (publicly	  accessible)	  and	  an	  internal	  working	  document	  intended	  to	  define	  user	  needs	  and	  use	  cases	  that	  involve	  High	  Throughput	  Computing	  (HTC)	  within	  the	  overall	  activities	  of	  XSEDE.	  The	  definition	  of	  use	  cases	  is	  based	  on	  a	  template	  from	  Malan	  and	  Bredemeyer1	  (and	  was	  copied	  from	  the	  Science	  Gateway	  Use	  Case	  document	  version	  0.4).	  In	  general	  it	  is	  in	  keeping	  with	  the	  approaches	  and	  philosophy	  outlined	  in	  “Software	  architecture	  in	  practice.”2	  The	  use	  cases	  are	  presented	  here	  using	  the	  following	  format,	  derived	  from	  the	  Malan	  and	  Bredemeyer	  white	  paper1	  as	  follows:	  
Use	  Case	   Use	  case	  identifier	  and	  reference	  number	  and	  modification	  history	  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  1	  Malan,	  R.,	  and	  D.	  Bredemeyer.	  2001.	  Functional	  requirements	  and	  use	  cases.	  www.bredemeyer.com/pdf_files/functreq.pdf	  2	  Bass,	  L.,	  P	  	  Paul	  Clements,	  and	  Rick	  Kazman	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Description	   Goal	  to	  be	  achieved	  by	  use	  case	  and	  sources	  for	  requirement	  
References	   References	  and	  citations	  relevant	  to	  use	  case	  
Actors	   List	  of	  actors	  involved	  in	  use	  case	  
Prerequisites	  
(Dependencies)	  
&	  Assumptions	   Conditions	  that	  must	  be	  true	  for	  use	  case	  to	  be	  possible	  	  Conditions	  that	  must	  be	  true	  for	  use	  case	  to	  terminate	  successfully	  
Steps	   Interactions	  between	  actors	  and	  system	  that	  are	  necessary	  to	  achieve	  goal	  
Variations	  
(optional)	   Any	  variations	  in	  the	  steps	  of	  a	  use	  case	  
Quality	  
Attributes	   	  
Non-­‐functional	  
(optional)	   List	  of	  non-­‐functional	  requirements	  that	  the	  use	  case	  must	  meet	  
Issues	   List	  of	  issues	  that	  remain	  to	  be	  resolved	  	  The	  HTC	  use	  cases	  are	  structured	  as	  follows,	  within	  the	  context	  of	  overall	  the	  overall	  XSEDE	  use-­‐case	  collection.	  Here	  use	  case	  identifiers	  for	  “uses”	  cases	  and	  “used	  by”	  cases	  are	  shown	  in	  lower	  case	  to	  indicate	  that	  these	  are	  currently	  placeholder	  identifiers.	  	  
sg-­‐1.0	  Science-­‐gateway-­‐managed	  HTC	  	   wfm-­‐1.0	  Workflow-­‐interface-­‐managed	  HTC	  
HTC-­2.0	  Multi-­site	  HTC	  
	   	   	   HTC-­1.0	  Single-­site	  HTC	  
	   	   	   	   HTC-­1.1	  HTC	  Job	  set	  management	  
	   	   	   	   HTC-­1.2	  HTC	  Job	  dependency	  management	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   HTC	  1.3	  HTC	  Pilot	  job	  management	  	   	   	   	   	   jobmgmt-­‐1.0	  Single-­‐job	  management	  	   	   	   	   	   	   auth-­‐1.0	  Authentication	  	   	   	   	   	   	   dataxfer-­‐1.0	  Inter-­‐site	  data	  transport	  
	  
Figure	  1:	  Context	  of	  HTC	  use	  cases	  and	  their	  relationship	  to	  use	  cases	  from	  other	  areas.	  	  	  	  	  	  We	  discuss	  high	  throughput	  computing	  in	  terms	  of	  the	  following	  general	  high	  level	  activities,	  shown	  in	  Figure	  2:	  
HTC	  Campaign	  -­‐	  execute	  a	  (possibly	  very	  large)	  set	  of	  jobs	  	  for	  a	  high-­‐level	  science	  or	  engineering	  purpose	  such	  as	  a	  project	  or	  investigation.	  The	  set	  of	  jobs	  could	  be	  (a)	  statically	  determined	  and	  executed	  once;	  executed	  periodically;	  or	  executed	  when	  an	  event	  (such	  as	  the	  arrival	  of	  data)	  occurs.	  
HTC	  Run	  -­‐	  an	  identified	  subset	  of	  	  the	  jobs	  needed	  to	  perform	  a	  campaign	  are	  executed	  in	  a	  batch	  	  through	  an	  interaction	  with	  a	  job	  set	  manager	  (example:	  Condor,	  a	  local	  resource	  manager	  like	  PBS	  or	  SGE,	  Swift,	  etc.).	  We	  refer	  to	  this	  set	  of	  jobs	  as	  an	  HTC	  run.	  Another	  possible	  name	  for	  this	  object	  is	  “workload”	  Execute	  a	  single	  job	  -­‐	  which	  can	  be	  a	  serial	  or	  parallel	  application	  program	  -­‐	  to	  run	  an	  application	  program	  or	  script	  of	  programs.	  These	  are	  defined	  by	  use	  cases	  outside	  of	  the	  HTC	  area.	  
	  
Figure	  2:	  Structure	  of	  HTC	  work	  units.	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C. High Throughput Computing Use Cases 	  Following	  are	  five	  use	  cases	  related	  to	  Science	  Gateways.	  	  These	  may	  be	  refactored	  as	  the	  cases	  are	  refined.	  
HTC	  1.0	   Single-­‐site	  high	  throughput	  computing	  campaign	  
Description	   An	  authenticated	  user	  or	  facility	  (e.g.	  a	  gateway)	  performs	  a	  (possibly	  large)	  
set	  of	  application	  executions	  (jobs)	  over	  a	  (possibly	  long)	  period	  of	  time,	  
using	  a	  single	  computing	  resource	  (ie	  one	  cluster	  at	  one	  site).	  
References	   Condor	  Users	  Guide	  /	  Reference	  Manual	  as	  a	  prime	  exemplar	  of	  a	  WMS.	  	  
Actors	   ● Workload	  management	  service:	  WMS	  (a	  software	  component/service	  
such	  as	  Condor	  which	  accepts	  lists	  of	  jobs	  to	  execute	  from	  its	  clients,	  
performs	  the	  execution,	  often	  by	  sending	  the	  jobs	  to	  compute-­‐site	  
resource	  managers,	  and	  returns	  the	  status	  of	  the	  executed	  jobs.	  We	  
don’t	  list	  resource	  managers	  here	  as	  a	  separate	  actor,	  but	  could,	  
depending	  on	  the	  level	  of	  detail	  desired	  in	  this	  use	  case).	  
● Workload	  management	  client:	  WMC	  (possibly	  a	  human	  user,	  	  but	  more	  
typically	  a	  software	  component	  acting	  on	  behalf	  of	  the	  user,	  such	  as	  a	  
portal,	  science	  gateway,	  or	  workload	  management	  system)	  
● application	  (app):	  an	  executable	  program,	  or	  a	  script	  which	  may	  invoke	  
one	  or	  more	  executable	  	  programs)	  
● job	  or	  similar	  application	  program	  execution	  instance,	  a	  handle	  to	  
interact	  with	  the	  job,	  get	  status,	  etc.	  
● input	  dataset	  (file	  collection:	  a	  set	  of	  files	  contained	  within	  one	  or	  more	  
directories)	  
● output	  dataset	  (file	  collection,	  as	  above)	  
● HTC	  Run:	  an	  identified	  unit	  of	  work	  consisting	  of	  a	  set	  of	  jobs.	  The	  HTC	  
run	  may	  be	  defined	  as	  a	  document	  or	  set	  of	  documents	  that	  the	  WMC	  
accepts	  (such	  as	  a	  job	  script	  or	  set	  of	  scripts).	  The	  HTC	  run	  definition	  is	  
maintained	  by	  the	  WMC,	  not	  the	  WMS.	  The	  WMS	  sees	  the	  HTC	  run	  as	  a	  
set	  of	  independent	  jobs.	  
● workload	  execution	  host:	  the	  computer	  on	  which	  the	  WMS	  executes	  
(consider	  removing	  this	  per	  AG	  cmment)	  
Prerequisites	  
(Dependencies)	  
● Application	  is	  installed	  and	  validated	  (i.e.	  it	  executes	  correctly)	  on	  the	  
computing	  resource.	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and	  
Assumptions)	   ● <do	  you	  need	  to	  be	  able	  to	  attach	  labels	  to	  jobs,	  or	  labels	  to	  runs	  and	  campaigns?>	  	  
Steps	   1 WMC	  connects	  to	  and	  authenticates	  on	  the	  workload	  execution	  host	  
(e.g.	  an	  XSEDE	  login	  node,	  but	  not	  necessarily	  on	  the	  execution	  
resource(s))	  
2 WMC	  defines	  a	  set	  of	  jobs	  as	  an	  HTC	  run	  
3 WMC	  ensures	  that	  the	  datasets	  required	  by	  the	  jobs	  are	  accessible	  on	  
the	  computing	  resource	  (possibly	  by	  transporting	  them,	  or	  by	  specifying	  
that	  the	  WMS	  should	  transport	  them)	  
4 WMC	  submits	  the	  HTC	  Run	  to	  the	  WMS	  for	  execution,	  the	  WMS	  returns	  
a	  job	  or	  job	  set	  identifier.	  (open	  issue:	  need	  to	  figure	  out	  who	  defines	  
the	  job	  set	  identifier.)	  
5 WMS	  performs	  the	  HTC	  Run	  on	  the	  local	  resource	  
6 WMC	  checks	  and/or	  monitors	  the	  completion	  status	  of	  the	  HTC	  Run	  by	  
observing	  job	  completion	  status	  from	  the	  WMS	  
7 The	  HPC	  run	  completes	  (either	  in	  total	  or	  in	  part,	  with	  the	  constituent	  
jobs	  either	  failing	  or	  succeeding)	  
8 The	  WMC	  	  records	  and/or	  reports	  the	  	  completion	  status	  of	  the	  HTC	  Run	  
to	  its	  client.	  	  
Variations	  
(optional)	   ● provisions	  for	  the	  restart	  /resumption	  of	  a	  failed	  HPC	  run	  ● Determine	  the	  list	  of	  jobs	  based	  on	  the	  contents	  of	  a	  dataset	  
● Perform	  a	  n	  HTCrun	  periodically	  or	  based	  on	  an	  event	  such	  as	  data	  
arrival	  
● The	  WMS	  may	  or	  not	  implement	  a	  job	  set.	  
● WMS	  notifies,	  e.g.,	  via	  a	  variety	  of	  methods,	  the	  WMC	  that	  a	  job	  set	  has	  
completed	  (includes	  failure	  case).	  
● Client	  may	  provide	  recovery	  mechanisms	  for	  jobs	  
○ Client	  may	  specify	  a	  maximum	  number	  of	  retries	  
Quality	  
Attributes	   WMS	  can	  accept	  large	  numbers	  of	  jobs	  per	  HPC	  Run	  (ideally	  O(1	  million))	  Need	  a	  mechanism	  to	  specify	  concretely	  the	  job	  requirements:	  operating	  
system	  version,	  memory,	  scratch	  space,	  clock	  speed,	  file	  systems	  mounted,	  
software	  installed,	  etc.	  
Throughput:	  how	  many	  jobs/sec?	  We	  left	  this	  conversation	  before	  completed.	  
Detailed	  job	  status	  information:	  Information	  about	  error	  messages,	  exit	  
codes,	  stdout/stderr	  will	  be	  available	  in	  a	  consistent	  manner.	  
WMC	  can	  operate	  within	  the	  memory	  and	  processor	  constraints	  of	  an	  XSEDE	  
shared	  login	  host	  
WMC	  can	  return	  the	  status	  of	  an	  active	  HPC	  Run	  in	  under	  60	  seconds	  
WMS	  services	  provide	  99.9%	  availability	  (three	  nines)	  in	  terms	  of	  ability	  to	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interact	  with	  the	  WMS	  to	  create,	  destroy,	  and	  check	  the	  status	  of	  jobs	  and	  job	  
sets.	  
Well-­‐formed	  jobs	  (see	  definition	  in	  canonical	  use	  cases)	  will	  complete	  with	  
XX.X	  	  
Q:	  How	  long	  should	  job	  information	  persist	  after	  “completion”.	  See	  canonical	  
use	  case.	  
Non-­‐functional	  
(optional)	   	  
Issues	   ● The	  nomenclature	  and	  structure	  of	  	  the	  actors	  of	  this	  use	  case	  needs	  
review	  and	  possible	  refinement.	  The	  levels	  of	  client	  and	  service	  are	  
difficult	  to	  abstract	  due	  to	  the	  diverse	  patterns	  that	  are	  employed	  in	  
practice.	  	  	  	  
HTC	  1.1	   Management	  of	  HTC	  Runs	  
Description	   Gateways	  transfers	  files	  to	  and	  from	  XSEDE	  resources	  on	  behalf	  of	  gateway	  
users	  
References	   	  
Actors	   ● Gateway	  
● XSEDE	  Resource	  File	  System	  
Prerequisites	  
(Dependencies)	  
and	  
Assumptions)	  
● Gateway	  has	  an	  XSEDE	  account	  and	  allocation	  
● Gateway	  has	  remote	  access	  to	  the	  target	  XSEDE	  Compute	  Resource	  File	  
System	  
Steps	   1 User	  interacts	  	  
Variations	  
(optional)	   ● I	  
Quality	  
Attributes	   ● File	  transfer	  quality	  attributes	  defined	  by	  CB	  use	  case	  N#	  	  ● Gateway	  initiates	  file	  transfers	  within	  5	  seconds	  of	  user	  request	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● Gateway	  provides	  new	  status	  update	  every	  XXX	  
● Gateway	  provides	  notice	  of	  failure	  /	  restart	  within	  5	  seconds	  of	  a	  restart	  occurring	  
● Gateway	  provides	  notice	  of	  failure	  and	  termination	  within	  5	  seconds	  of	  termination	  	  
Non-­‐functional	  
(optional)	   	  
Issues	   ● 	  
● 	  	  
HTC	  1.2	   Management	  of	  dependent	  jobs	  
Description	   Freuqntly	  and	  HTC	  campaign	  or	  run	  is	  composed	  of	  jobs	  of	  multiple	  types	  (ie	  
multiple	  applications)	  chained	  together	  based	  on	  file	  dependencies	  (ie	  the	  
output	  of	  one	  application	  is	  processed	  further	  applications).	  
● 	  
References	   ● 	  
Actors	   ● User	  
Prerequisites	  
(Dependencies)	  
and	  
Assumptions	  
● 	  
Steps	   1 User	  interacts	  	  
Variations	  
(optional)	   ● 	  
Quality	  
Attributes	   ● 	  
Non-­‐functional	  
(optional)	   	  
Issues	   ● 	  
● 	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HTC	  1.2	   Management	  of	  pilot	  jobs	  
Description	   ● Submission	  of	  HTC	  jobs	  through	  a	  pilot	  job	  mechanism	  
References	   ● 	  Condor	  Glide-­‐Ins,	  Pegasus	  Corral,	  SAGA	  Bigjob,	  Swift	  Coasters	  
Actors	   ● actor	  1	  
Prerequisites	  
(Dependencies)	  
and	  
Assumptions	  
● WTC	  	  has	  an	  account	  on	  XSEDE	  with	  a	  community	  allocation	  
● 	  
Steps	   1 User	  interacts	  with	  gateway	  UI	  which	  causes	  the	  resulting	  action	  
(Action	  may	  occur	  immediately	  or	  delayed	  depending	  on	  gateway’s	  SLA)	  
2 Gateway	  initiates	  the	  file	  transfers	  to/from	  the	  User’s	  laptop	  and	  the	  
target	  XSEDE	  resource	  
3 Gateway	  monitors	  the	  file	  transfer	  status;	  provides	  status	  information	  to	  
user;	  and	  either	  notifies	  users	  of	  success	  or	  failure	  (if	  some	  preset	  failure	  
condition	  is	  reached)	  	  
Variations	  
(optional)	   ● 	  	  
Quality	  
Attributes	   ● Reliability:	  	  ● Scalability:	  Files	  currently	  range	  from	  100K	  to	  20GB.	  	  
● Availability:	  99.9	  %	  uptime	  for	  transfer	  server.	  	  
● Simplicity:	  Preferable	  	  
Non-­‐functional	  
(optional)	   	  
Issues	   ● How	  can	  this	  be	  done	  in	  a	  secure	  way?	  
● Is	  additional	  software	  required	  to	  be	  installed	  and	  operated	  on	  the	  user’s	  
laptop?	  
● We	  believe	  gateway	  users	  today	  limit	  the	  size	  of	  file	  transfers	  due	  to	  
current	  scalability,	  reliability	  and	  performance	  limitations	  between	  user	  
laptops,	  gateway	  storage	  and	  XSEDE	  file	  systems.	  	  If	  this	  is	  improved,	  then	  
the	  size	  of	  file	  transfers	  for	  gateway	  users	  will	  increase.	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HTC	  2.0	   Management	  of	  Multiple-­‐Site	  HTC	  campaigns	  
Description	   From	  an	  XSEDE	  login	  host,	  or	  a	  workload	  management	  host	  external	  to	  XSEDE,	  
an	  HTC	  campaign	  is	  executed	  that	  submits	  jobs	  to	  multiple	  resources	  (including	  
both	  XSEDE	  and	  non-­‐XSEDE	  resources)	  
References	   ● 	  
Actors	   ● Gateway	  
● XSEDE	  Information	  Service	  
Prerequisites	  
(Dependencies)	  
and	  
Assumptions	  
	  
Steps	   1 Gateway	  periodically	  queries	  the	  XSEDE	  information	  service	  to	  compile	  
the	  compute	  resource	  limitations	  and	  requirements.	  
2 Gateway	  compares	  new	  limitation	  and	  requirements	  to	  previous	  ones.	  
3 If	  necessary,	  Gateway	  adjusts	  how	  jobs	  are	  processed	  on	  XSEDE	  based	  on	  
new	  limitations	  and	  requirements	  
Variations	  
(optional)	   ● For	  each	  compute	  resource,	  provide:	  ○ 	  
Quality	  
Attributes	   ● Reliability:	  	  ● Scalability:	  	  
● Availability:	  	  
● Error	  Detection	  Latency:	  	  
Non-­‐functional	  
(optional)	   	  
Issues	   ● Policy	  issues:	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Quality	  Attributes	  Document	  -­‐	  https://docs.google.com/document/d/1FZ2F04oMuIwJoVsitUdB-­‐82xDTi7Es9b0DZ19XKuEEw/edit#	  	  
D. Use Cases in the pipe (Need Architects’ feedback on prioritizing them): 
● tbd	  
● 	  
