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The overall objective of open pit production scheduling 
is to obtain the best mining plan that will generate the 
greatest profits and still meet strict operating require­
ments and limitations such as mill feed grade, equipment 
limitations, labor requirements, pit slope angles, etc. A 
production schedule is one of several tools which is used by 
management to aid and assist in the mine’s operation. Several 
methods have been used to solve the production scheduling 
problem. Such methods include trial and error techniques and 
sophisticated mathematical formulations. This thesis presents 
a variation and extension on an existing technique.
The method proposed solves the production scheduling 
problem for all time periods simultaneously, instead of 
solving for each time period separately. The technique 
presented is simple in formulation and understanding, and 
also can be quite easily implemented on the computer for 
solving larger problems. The production scheduling problem 
is formulated into a linear programming format. This linear 
programming problem is considered as two separate problems: 
the ultimate pit limit problem and the blending problem. The 
proposed method of solution solves the ultimate pit limit 
problem using Network Flow Techniques and solves the blending 
problem by Everett's Method of Generalized Lagrange Multipliers.
iii
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For particular problems whose solutions can not be 
determined solely by the Lagrange Multiplier method, varia­
tions of the Simplex procedure are utilized. Therefore, 
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Mine planning and, in particular, mine production 
scheduling, is of vital importance to mine management.
In many cases, mine planning can aid substantially in 
converting a mineral deposit into an economically feasible 
mining operation and involves the determination of an 
extraction sequence over a particular time horizon, 
typically, the life of the mineral deposit. Mine production 
scheduling involves the determination of the extraction 
sequence over a particular planning horizoh, for example, 
one year, five years, or twenty years.
In this thesis, optimum open pit mine production 
scheduling is defined as that particular extraction 
schedule which produces the maximum return (revenues minus 
costs), subject to numerous limitations and restrictions 
which are referred to as constraints. In the particular 
case of open pit mines, there exists numerous blocks of ore 
and waste which must be considered to provide a mine plan 
that will yield the greatest profit throughout the entire 
life of the mine.
With the increasing awareness of the role of computers 
in the mining industry, a larger number of mines now have the 
necessary facilities to solve the production scheduling 
problem. Since the computer is nothing more than an extremely
1
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fast calculator with an enormous memory capability, more 
efficient and sophisticated techniques of production planning 
have been and can be developed and used, However, it must 
be noted that any particular solution which is generated is 
only as good as the data which is used, and if at some time 
it is noticed that a certain assumption concerning the data 
or the data itself is wrong, then the generated solution is 
possibly incorrect.
It is the intentions of this thesis* to introduce the 
reader to some of the current methods of mine production 
scheduling, their advantages and disadvantages,; their 
limitations, and to develop a new method of solution. The 
reader will also obtain a better understanding as to the 




OPEN PIT PRODUCTION SCHEDULING
1,1 Purpose of Production Scheduling
The purpose of open pit production scheduling is to 
obtain a series of ore and waste extraction schedules which 
meet the economic objectives of mine management over the 
mine's life. The economic objectives of interest to 
management could be to maximize total profits from the 
mine or to maximize net present value. In this thesis, 
the objective will be to maximize total profit over the 
life of the mining operation or planning horizon under 
consideration, subject to numerous constraints. In order 
to obtain this goal, all time periods should be considered 
simultaneously, since those blocks mined in previous time 
periods may have a significant effect upon the mining plans 
of future time periods. One of the primary purposes of 
this thesis is to develop a procedure which will examine 
all time periods simultaneously.
Not only must the pit be examined from a profit basis, 
but the following restrictions and limitations might also be 
considered:
1. Upper and lower bounds on grade of mill feed.
2. Upper and lower bounds on available equipment 
hours.
T-1742 4
3* Upper and lower bounds on labor hours,
4. Upper and lower bounds on concentrate tonnage.
5. Minimum tons of ore to be stockpiled.
6. Maximum pit slope angle(s).
With the addition of these constraints, the actual 
solving of the production scheduling problem is greatly 
complicated, thus necessitating a fast and optimal method 
for solution.
Erickson and Pana (1966) explain that a production 
schedule can be classified into three categories: long /
range planning, short range planning,- and operational 
planning. The long range plan includes a general extraction 
sequence for each time period over the life of the mine.
Short range plans are a sequence of extraction schedules 
which define the intermediate steps necessary to reach the 
end of that particular time interval (e.g., a five year or 
ten year plan)• Short range plans can be used in forecasting 
future production and necessary capital expenditures.
The operational production plan is the link between the 
present operating condition of the pit and the current short 
range plan. It serves as an operator*s guide to achieve the 
necessary pit conditions of the current short range plan.
The goal of this thesis is to develop a solution technique 
which is capable of finding the set of extraction schedules 
for the short range planning period which is optimal, that
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is, which maximizes the profit to be obtained within that 
planning period. Any production scheduling method must also 
concern itself with determining the best mining plan subject 
to the constraints imposed by physical, geological, and 
operational mining conditions. The operational mining system 
should be recognized as including concentrating and smelting 
operations in addition to the mining operation (Johnson, 196 8)
1.2 Methods of Solving the Production Scheduling Problem
The production scheduling problem has become a problem 
of world-wide interest in the mining industry. Much progress 
has been made since the early days of the trial and error,, 
hand calculated, cross-section approach. Computer methods 
have been developed which include simulation techniques, 
linear programming models, and network flow models and use 
various mathematical techniques to solve these problems.
The method of Johnson (1968) uses the Dantzig-Wolfe 
Decomposition Principle (Dantzig, 1963) to transform the 
production scheduling problem into two separate problems. 
Johnson's method utilizes both linear programming and network 
flow techniques to obtain an optimal solution. One of the 
problems with Johnson's method is that it may produce a 
solution which includes the partial mining of blocks. If 
these partial blocks are in the interior of the mining volume, 
the solution is then infeasible from a practical point of
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view. In such cases, the optimal solution must be varied 
in such a manner that only complete blocks are mined,
The Lagrange Multiplier Method (Davis and Williams, 197 3) 
also separates the production scheduling problem into two 
separate problems. The method of Lagrange Multipliers and 
network flow techniques are used to generate a series of 
solutions for each time period. Then another technique, 
dynamic programming, is used to find the optimal set of 
solutions which extends over all time periods. The method 
of Davis and Williams is considered as sub-optimal, since it 
does not consider all time periods simultaneously.
Trial and error methods consist of selecting a schedule 
either by hand or computer and checking it for feasibility.
If any of the constraints are violated, then the solution is 
adjusted until feasibility is restored. Trial and error 
methods can be used to obtain a feasible solution, however, 
there is no guarantee that the feasible solution is optimal.
The best approach appears to be some combination of 
Johnson's Method and the Lagrange Multiplier Method which 
will produce integer solutions (no partial blocks), thus 
leading to an optimum production schedule for the entire 
planning horizon. The method to be developed in this thesis 




THE PRODUCTION SCHEDULING PROBLEM
2,1 Formulation of the Problem
The open pit mine production scheduling problem may be 
formulated as a linear programming problem with an objective 
function which maximizes total profits to be obtained from the 
pit (Johnson, 19 68) Before the production scheduling problem 
can be formulated as a linear programming problem, the ore 
body must be divided into three-dimensional blocks of a con­
venient size and a value assigned to each block. This trans­
formation is accomplished by application of the mineralized 
block inventory concept (Johnson, 1973) Each block's center 
is assigned a location, in x, y, and z coordinates, and the 
net value of each block is computed. The net value (C) rep­
resents the difference between the costs of producing the final 
product from that block (mining, milling, and transportation 
costs) and the dollar value of the ore contained within that 
block. The mineralized block inventory concept is based on 
drill hole data and employs some procedure for estimating the 
grade of a block from drill hole samples. This estimating 
procedure, as with the method of determining block values, is 
not the topic of this thesis. It should be noted, however, 
that the final solution to any production scheduling problem 
does depend upon the accuracy of the estimated block grades, 
production costs, and expected revenues.
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As previously discussed, the linear programming formulation 
of an open pit mine production scheduling problem is subject 
to numerous constraints* These constraints may includes
1) Limitations on average mill feed grade (for example, 
the mill feed must be between 0.35% and 0*20% U^Og).
2) Limitations on the actual number of operating hours 
for equipment (for example, a shovel can not operate 
for more than 120 hours nor less than 80 hours a 
month)•
3) Limitations on the number of hours that the labor
force can work (for example, a truck operator can
not work for more than 160 hours nor less than 100 
hours a month)•
4) Limitations on the quantity of concentrate to be
produced at the mill (for example, the mill must
produce more than 800,000 pounds of yellow cake 
and less than 900,000 pounds a year).
5) Limitations on the total number of tons of ore that
can be stockpiled for future processing (for example,
not more than 20 thousand tons and not less than 10 
thousand tons of ore can be stockpiled per year).
6) Mine only those blocks which will produce a pit with 
slopes which do not exceed the maximum specified pit 
slope angle(s)• This type of constraint shall be 
referred to as the mining sequence constraint (E).
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7) Limitations on the percent of each block mined (for 
example, no more than 100% and not less than 0% of 
each block can be mined) For this thesis, a block 
can only exist in two states; either it is unmined, 
or it has been completely mined. No partial mining 
of blocks is permitted. These constraints shall be 
referred to as the I constraints.
Mathematically, the production scheduling problem can be 
formulated as a linear programming problem of the form:
Max Z = C X 
S. T. A X < B
Where:
X is the matrix representation of X. . , , the variablei / D / x , t
or amount of block i,j,k mined in the time period t.
E X < 0
I X < 1
X > 0
i.e.
i is the x coordinate (integer)
j is the y coordinate (integer).
k is the z coordinate (integer)
t is the time coordinate (integer)
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C is the vector representation of C. . . , the net1  /  13 r &  r t






C. . , .1,3,k,t
A is the matrix representation of A.  ̂ k t n' t*ie 
coefficient of block i,j,k in time period t of 
constraints are of type 1-5, or similar, 
i.e.
A =





A. . . .1,3,k,t,n
B is the matrix representation of Bn, the original right 







As an example in formulating the E and I constraints for 
a multi-period problem, consider a two-dimensional pit of the 




The number in the left hand 
corner is the block number.
PIT CONFIGURATION
FIGURE I
This pit is to have a maximum allowable pit slope angle 
of 45° which means that blocks 1, 2, and 3 must be completely 
mined before block 4 can be mined.
Mathematically, the mining sequence constraints for N 
time periods are written:
xj + <
-  + x \  <
- *3 + xj <
1 1 2  2 Xx + X4 - X2 + x4 <
1 1 2  2- *5 + x4 - x2 + x4 <
1 1  2 2- x^ + X4 - x3 + x4 <
1 1 2  2 N N+ x4 - x1 + x4 - xx + x4 *
~ x\ + x\ - x\ + xl - x£ + x^ <
- x] + x\ - xl + X24 - x” + X4 <
where X^ is the amount of block b to be mined in time period N
This set of constraints insures that before block 4 can
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be mined in time period M, blocks 1, 2, and 3 must be mined 
in time periods 1,2, ,M-1, or M._
The I constraints for the multi-period problem are 
formulated as:
1 2  N+ X^ + + X^ < 1
1 2  NX^ + X2 + + + X^ < 1
1 2  Nxr + xr + .. + + x" <13 “3 . . . .
1 2  NX*7 + XA + + + x ” < 14 4 4 —
Mathematically, the E and I matrices for a two period 
problem can be written:
E X 1 < 0
E X1 + E X2 <. 0
1 2 I X + I X < 1
xN > 0
Since the production scheduling problem can be formulated 
in linear programming form, it may seem reasonable to solve it 
by using linear programming techniques such as the Simplex 
Algorithm. This, however, is not advisable because of two 
reasons:
1) Large open pit mines consist of hundreds of thousands 
of blocks, thus making computer storage an almost 
impossible task.
2) The solution to the production scheduling, problem as 
generated by the Simplex Algorithm may not be an
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all-integer (zero or one) solution. Therefore, 
this solution is infeasible, solely due to the 
fact that the partial mining of blocks is not 
permitted.
2 2  The Ultimate Pit Limit Problem and the Blending Problem 
Johnson (1968) shows that by using the Dantzig-Wolfe 
Decomposition Principle (Dantzig, 1963) the total production 
scheduling problem can be decomposed into two separate 
problems and solved.
For the production scheduling problem of the form:
1 1 2  2 N NMax Z = C X + C X + + C X
S. T. A1 X1
2 2 A X
E x1
E x1 + E x2
E x1 + E x2









xM .> 0 :
the author, in this thesis, has separated it into:
1) the blending problem which has the form:
1 1 2  2 N NMax Z = C X + C X + + C X
1 1  1 S. T. A X < B
2 2 2 A X < B
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AN XN < bn
XM > 0 for M=1,N
and
2) the ultimate pit limit problem which has the form:
Max Z = C X
S. T. E X < 0
I X < 1
X > 0
where C represents the new adjusted net value 
coefficients. These will be explained later in 
the thesis.
As an example in formulating the ultimate pit limit 
problem, consider the two-dimensional pit of cross-sectional 
configuration in Figure II.
It should be noted that for this problem the first six 
constraints of the ultimate pit limit problem are the extraction 
sequence constraints (E) and the remaining eight constraints 
are the percent limitations constraints (I)•
Literature cites many techniques that can be used to 
solve the ultimate pit limit problem; they are discussed 
in the following section.
T-1742 15
1 2 3 4
-1 -1 1 -1
5 G 7 8
-2 2 4 -2
The number in the left hand 
corner is the block number.
The number in the center is 
the net value coefficient#
PIT CONFIGURATION
FIGURE II
The linear programming model for the ultimate pit limit 
problem as illustrated in Figure II may be formulated as 
follows:
Max Z <X1X1II + - X. - 2 Xr + 2 X, + 4 X_ - 2 Xn1 I 3 4 5 6 7 8
S. T.
-  X1 + X6 <
+ <2 6
" X3 *h \r <
X2 + X7 <
- X3 + X7 <X1 + X7 <
X8 *
















2.,3 Solving the Ultimate Pit Limit Problem
The design of the ultimate pit limit is the first step 
towards producing an optimal production schedule. As previously 
discussed in this thesis, the solution technique for the ulti­
mate pit limit problem plays a vital role in the solution 
technique for the production scheduling problem to be devel­
oped later in this thesis. The ultimate pit limit should 
not be used solely by itself to design the short or long 
range pit plans, since the purpose of the ultimate pit limit 
model is to examine the pit from an extraction sequence, 
slope stability, and economic basis only. The ultimate pit 
limit model does not directly consider constraints such as 
grade, labor hours, equipment hours, etc. The ultimate pit 
limit only defines a three-dimensional boundary within which 
to mine and maximize profit.
During the past several years, five major methods for 
determining the ultimate pit limit have been introduced.
They are:
1. The Multiple Moving Cone Method (Fairfield and Leigh, 
1969, and Johnson, 1973).
2. The Lerchs-Grossman Graphical Method (Lipkewich and 
Borgman, 1969, Lerchs and Grossman, 1965)
3. The Johnson Network Flow Method (Johnson, 1968)
4. The Lerchs-Grossman Two-Dimensional Dynamic 
Programming Method (Johnson and Sharp, 1971,
Lerchs and Grossman, 1965)
5. The Three-Dimensional Dynamic Programming Method 
(Johnson and Sharp, 1971)
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2.3.1 The Multiple Moving Cone Method
The Multiple Moving Cone Method has the advantages that 
it is easy to implement on a computer, the concept is readily 
adaptable for variable pit slopes and variable size blocks, 
and readily examines a three-dimensional pit. However, since 
it is basically a trial and error approach, it does not assure 
a true optimal solution. A second disadvantage is that this 
method may overlook combinations of cones, which, when examined 
individually, are in themselves non-mining solutions, but if 
examined together are a mineable solution. See Appendix A 
for a brief explanation of the method.
2.3.2 The Lerchs-Grossman Graphical Technique
The Lerchs-Grossman Graphical Technique is a method which 
is easily implemented on the computer and can readily solve a 
three-dimensional problem. The technique forms a tree out of 
the pit and imposes directed arcs which represent the mining 
sequence constraints. The procedure is to examine the tree on 
a level by level basis, combining any weak nodes (negative) 
overlying a strong node (positive) with the strong node. The 
optimal pit outline is depicted by the final tree configuration. 
Those blocks remaining in this final configuration are those 
blocks which lie outside the ultimate pit limit. This method 
is currently being used by the mining industry. See Appendix B 
for a brief explanation of the method.
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2.3.3 The Johnson Network Flow Method
The Johnson Network Flow Method is the technique chosen 
by the author to solve the ultimate pit limit problem for 
this thesis. The ultimate pit limit problem can be formulated 
as a linear programming problem of the form:
Max Z = C X
S. T. E X < 0
I X < 1
X > 0
This type of formulation can be solved by network flow 
techniques such as the Maximal Flow Labeling Method of Ford
and Fulkerson (1962) or by the Out-of-Kilter Method (Plane
and McMillian, 1971, and Ford and Fulkerson, 1962)
The Maximal Flow Labeling Algorithm as applied to the
ultimate pit limit problem has the form:
Define:
F. . as the flow from node i to node j 
provided an arc exists.
Define:
j as the upper-bound capacity through 
arc (i,j)
Assign some feasible flow starting at the source 
node (S) and ending at the sink node (T)
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ROUTINE A ~ LABELING PROCESS
1) Label the source node (S) (— ,«>)
Node S is now labeled and unscanned.
2) Select any labeled and unscanned node i.
a) For all unlabeled nodes j, such that F. . < C. . ,J I,} if]
label node j (i,+E(j)) where 
E (j) = Min (E(j),C. . - F. .)-1- / J 4- / J
b) For all nodes j, such that F ■ • > 0 and node jJf1
is unlabeled, label node j (i,-E(j)) where
E (j) = Min (E(i),F. .) Node j is now labeledJ / 1
and node i is scanned.
3) If the sink node (T) can be labeled (break through),
go to Routine B. Otherwise STOP. Flow is maximal.
Mine all labeled nodes except for the source node (S)
ROUTINE B - FLOW ASSIGNMENT
1) Set Z = T (the sink node)
2) If Z is labeled (q,+E(Z)), increase F by E(Z)g, z
If Z is labeled (q,-E(Z)), decrease F by E(Z)q, z
3) If q = S (the source node), erase all labels and 
return to step 1 of Routine A. Otherwise let
Z = q and go to step 2 of Routine B.
Now an algorithm will be described that formulates the 








NETWORK FLOW ALGORITHM 
Set L = 1.
Set LL = Total number of levels in the configuration. 
Examine all blocks on level L. Mine all blocks
whose net value is greater than zero.
Set L = L + 1.
If L > LL, go to step 9.0,
Examine all blocks on level L. If all unmined 
blocks have a net value _< 0, go to step 3.0.
Otherwise place all unmined positive net valued 
blocks in the network. Construct arcs from the 
source node (S) to each block. Each arc now
constructed has an upper-bound capacity equal
to the net value of its particular block.
Set L = L - 1.
If L = 0, go to step 6.0. Otherwise place the 
unmined and negative or zero net valued blocks of 
this level in the network. Construct arcs from 
each positive net valued block in the network to 
the negative or zero net valued blocks, also in 
the network, which must be mined in accordance 
with the extraction sequence constraint. Each 
arc now has an upper-bound capacity equal to 
infinity. Go to step 5.0.
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6.0) Construct arcs from each negative or zero net 
valued block in the network to the sink node (T) 
and assign an upper-bound capacity equal to the 
negative of the net value of the appropriate 
block.
7.0) Solve this network by the Maximal Flow Labeling 
Algorithm.
8.0) Go to step 3.0.
9.0) STOP.
A detailed example problem will be worked to demonstrate
the Network Flow Algorithm and the Maximal Flow Labeling
Algorithm. Consider a two-dimensional pit with a cross-
sectional configuration as given in Figure III. 'The network,
arbitrarily assigned feasible flow (initial flow), and
upper-bound capacities are shown in Figure III. Label node
S (— S is now labeled and unscanned. Now select
node j which F . < C . and j is unlabeled. Node 6 is such J s,3 s,j
a node and it is labeled (S,Min (°°,3)) = (S,3) Upon 
repeating this process, nodes 2, 3, and 4 can each be 
labeled (6,3) and node T is labeled (3,1) See Figure IV.
Now assign one unit of flow through arcs (S,6), (6,3),
and (3,T) Delete all labels and, by applying the Labeling 
Algorithm again, a break through is obtained. See Figure V. 














TWO-DIMENSION CROSS-SECTIONAL PIT CONFIGURATION 
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SECOND ITERATION OF THE LABELING ALGORITHM
FIGURE V
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Delete all labels and, by applying the Labeling Algorithm 
again, a non-break through is now obtained. See Figure VI.
The flow in Figure VI is optimal and all labeled nodes, 
except the source node, are to be mined. The optimal solu­
tion to the pit in Figure II is to mine blocks 1, 2, 3, 4,
5, and 6,
The Johnson Network Flow Method of determining the 
ultimate pit limits is concise, systematic, and easily 
applicable to a three-dimensional property. The solution 
determined by this method is indeed, optimal.
2-3.4 The Lerchs-Grossman Two-Dimensional Dynamic
Programming Method
The Lerchs-Grossman Two-Dimensional Dynamic Programming
Method is rather simple, yet elegant. Each block of the pit
is examined and a value is computed as if that block is mined.
When the entire two-dimensional pit has been examined, then
the optimal decision route is retraced, thus defining the
ultimate pit limits. This method has one disadvantage: it
is only applicable for a two-dimensional pit. See Appendix C 
*
for a brief explanation of the method.
2.3.5 The Three-Dimensional Dynamic Programming Method
The Three-Dimensional Dynamic Programming Method employs 
repeated applications of the two-dimensional method, first to 





MAXIMAL FLOW THROUGH NETWORK (OPTIMAL SOLUTION) 
MINE LABELED NODES;.1, 2, 3, 4, 5, AND 6 
FIGURE VI
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is to be mined to a specified level, and then the second 
application on a longitudinal _s.ecti.on where the blocks now 
represent the optimal section contours down to each level.
The advantages of this method are its ease of implementation 
on a computer and its ability to design a three-dimensional 
pit. One main disadvantage is that the solution obtained may 
not be practical, Namely, this method does not require the 
cross-sectional configurations to line up block for block.
A second disadvantage is that waste blocks which must be 
removed to mine an ore block, other than those along the 
cross-sectional and longitudinal axis,, may not be considered. 
This may require some pit smoothing techniques to maintain 
the maximum pit slope angle. See Appendix D for a brief 
explanation of the method.
KRTHOR CAKES EIBRAKfl 
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A comparison of the previously described methods was 
done by Johnson (1973), and it was pointed.out that of. 
the five techniques, only three will provide a three-dimensional 
pit limit under all geological and mining conditions. These 
methods are the Lerchs-Grossman Graphical Technique, the 
Johnson Network Flow Method, and the Multiple Moving Cone Method. 
Since mining operations are strictly three-dimensional, the 
dynamic programming methods can be eliminated in the search 
for the most applicable and efficient method. The Multiple
T-1742 28
Moving Cone Method is also eliminated since it is not neces­
sarily always optimal.
2•5 Application of the Ultimate Pit Limit Problem to the
Multi-period Blending Problem
As mentioned earlier, the complete production scheduling 
problem has been solved by two different methods. The first 
method utilizes the Dantzig-Wolf Decomposition Principle 
(Dantzig, 1963) Johnson (1968) used this principle to 
decompose the multi-period production scheduling problem 
into three problems. The first is the blending problem 
which is solved by linear programming techniques; the second 
is the ultimate pit limit problem; and the third is the link 
between the multi-period blending problem and the ultimate 
pit limit problem. The link is necessary because the ultimate 
pit limit problem will only solve for the ultimate pit limit 
boundary of a single period at a time.
2.5.1 Justification of the Link Algorithm
The multi-period ultimate pit limit problem has the 
general form:
Max Z II O H x1 + c2 x2 + + Tc TX
S. T. E x1 < 0
E
HX! + E x2 < 0
E X1 + E x2 + + E TX < 0
I x1 + I x2 + + I TX < 1
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Johnson (1968) explains that the optimum schedule for the 
entire planning horizon of T periods is not always obtainable 
by repetitive single period scheduling because of the depen­
dence of time period t upon t+1, t+2, T time periods,
Therefore, a technique, the Link Algorithm, which incorporates 
this dependence will be presented.
In order to maximize total profit over T time periods, 
the dependence between these time periods must be considered. 
The following two-period example will illustrate this 
dependence.
Consider the pit configuration with Period I and Period II
costs as illustrated in Figure VII.
"A" "B"















TWO-PERIOD PIT CONFIGURATION 
FIGURE VII
Each time period will be examined independently, that is, 
Period I will be examined without consideration for Period II, 
Examination of pit configuration "A" will lead to the mining 
of blocks 1, 2, 3, and 4 with a total profit for Period I 
of P1 = 2. Since all four blocks have been mined in Period I,
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2then no blocks can be mined m  Period II? hence, P = 0#
However, a visual inspection of these two pit configurations 
will lead to the following solution:
Period I Period II
Mine Block 2 Mine Blocks 1, 3, and 4
1 2 P = 1 P = 2
Total profit Z = P^ + P^ = 3
As can be seen, there indeed exists a dependence 
between time periods. Since the overall objective of 
production scheduling is to maximize total profit over T 
time periods, the dependency between time periods must be 
considered.
2 . 5 . 2 The Link Algorithm
Johnson (196 8) utilizes the following variable substitution 
in order to develop and use the Link Algorithm: y
i KW = Z X
K=1
Given the two-period problem
- 1 1  -2 2 Max Z = C X + C X
S. T. E X 1 < 0
E X1 + E X2 < 0




and the above substitution, the problem now becomes
i _2 l -2 2Max Z = (C - C ) W + C W 
S. T. E W £ 0
E w 2 < 0
I w2 < 1





Set K = T (total number of periods)
M = 0
T = T
= 0 for all K and h 
VK = {all W*}
YK = (}) (the null set)
YK = {all W*> for all K
2.0) Solve stage K problem
Max Z = CK WK
V E WK < 0
I WK < 1
If M = 1, go to step 7.0,
If M = 2, go to step 8.0.,
If M = 0, continue with step 2.0.
_Let W be the optimal solution and define
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/ = ( < ! <  = 1} 
v*-1 = (w£-1 I <  = 1}
Add WK to YK and delete from 7K.
If K = T, delete W from Y1" for t = k+1, , T.
3.0) If T = 1, go to step 5.0.
If K = 1, set K = T and go to step 4.0.
If VK "*■ = (fi, set K = K - 1 and go to step 2.0. 
Otherwise, go to step 4.0.
4.0) Adjust CT“1
__7p_ i _rr — i _Jr t _ t "Set Ct = C, + C, + + C, for h e {Y }h n n n
K = K - 1 
VK = Y*”1 
T = T  - 1
Go to step 2.0.
5.0) Set A = <p for h € {W^}
K = 1
KK = K + 1
yP = for P = KK,T
A = YK for h € {YK}
Delete W, from VP for P = KK, T and for W, € {YK} h h
6.0) Set K = K + 1
KK = K + 1 
M = 1
If K > T, STOP. Solution is optimal and contained
in the sets Yt for t = 1, , T.
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Set A = A + YK for h G {yK}
If KK < T, set c£ = c£ + C^+1 + . , + for h € {vK } .
Go to step 2.0.
7^0) Let the optimal solution from step 2.0 be {W^ = 1}
If KK > Tf go to step 8.0.
Delete from VP for P = KK,Per
for h G {w^ = 1 and A^ £  A}
Add to VK for h G {w^ = 1 and Ah ^ A}
Set M = 2, go to step 2.0.
8.0) Add to YK for h 6 {W^ = 1 and Ah £= A}
Go to step 6.0.
This algorithm determines in which time period, if any, each 
block is more profitable to mine. This algorithm will be used 
as the link between the multi-period blending problem and the 
ultimate pit limit problem. See Appendix E for a two-period 
example.
2.6 Solving the Production Scheduling Problem
The major disadvantage encountered when using Johnsonfs 
method (Johnson, 1968) for solving the production scheduling 
problem is that the solution obtained is not necessarily a 
feasible solution; that is, a non-binary solution. To the 
author’s knowledge, this particular method in its entirety 
is currently not being used by the mining industry.
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The second method (Davis and Williams, 1973) worth 
noting is currently being used in the mining industry?' 
however, the solution appears to be sub-optimal. The method 
uses Lagrange Multipliers to weight the constraints of the 
blending problem. A new objective function is formed and it 
is then used as the objective function for the ultimate pit 
limit problem which is solved by the Network Flow Algorithm. 
This procedure is used to solve the production scheduling 
problem for a single period of production. Unlike the method 
of Johnson, it does not solve for all time periods simultan­
eously. A variety of solutions are generated for each period 
and dynamic programming is used to determine the optimal 
sequence of solutions. This method does yield a solution 
which is binary, zero, or one. The problem of production 
scheduling needs to examine all time periods simultaneously 
and have a binary solution.
The method developed in this thesis combines the best 
qualities from the methods of Johnson and the Lagrange 
Multiplier Method of Davis and Williams. This combination 
produces a production scheduling tool which provides a true 
optimal production schedule for an open pit mining operation.
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CHAPTER 3
GENERALIZED LAGRANGE MULTIPLIERS 
3 1  Everett * s Method of Generalized Lagrange Multipliers 
Everett (1963) proposed a method for solving the 
constrained maximization problem. This method is known 
as Everett's Method of Generalized Lagrange Multipliers, or 
GLM. The procedure is to take a constrained problem, form 
the Lagrange function, Z^, and then maximize the new uncon­
strained problem. Mathematically, the original constrained 
problem is:
Max Z = 2 C . X .
j 3 3S. T. EA..X. <B. for all ij 13 3 ~ i
Using GLM, the unconstrained problem is now:
Max ZT = C. X. - E A. E A.. X. = C\ X.L 3 3
where A^ is the Lagrange multiplier for constraint i.
If X* optimized Z , the unconstrained problem, it also opti-Li
mizes a new constrained problem:
Max Z(X*) = £ C. X.
j 3 3
S. T. £ A. . = B.(X*) for all ij ID i
where B.(X*) is a new right hand side computed by £ A.. X*
1 j 13 3and X| is the optimal solution.
In order to determine if this new constrained problem 
is equivalent to the original constrained problem, compare 
B^ with B^(X*) If these two quantities are equal, then the
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original constrained problem has been solved. If the quantities
are unequal, then adjust A^ and repeat. Everett also states
that by decreasing A^, then B^(X*) increases, and by increasing
A^, then B^(X*) decreases. Consider the following example
problem:
Max Z = 3 X2 + 5 X2 + 5 X3
S. T. 3 X, + X~ + 2 X_ = 31 2 3
X. = 0 or 1 for j=l,2,3.D
To solve this constrained problem, start initially with 
X1 = 0, such that ZL = 3X1+ 5X2 + 5X3 - 0 ( 3XX + X2 + 2X3 ), 
Maximizing Z^, subject to the constraint X̂ ,X.2-,X3=0 or 1, 
yields X^ = X2 = X3 = 1 and B^(X*) = 6. Since B^(X*) does 
not satisfy the initial constraint, 3X^ + X2+ 2X3 =3, X 
must be increased so that B.(X*) is decreased. Therefore,i
increase X^ to X^ = 2. The new Lagrange function is now:
ZL = 3X1 + 5X2 + 5X3 ” 2 ̂3X1 + X2 + 2X3)
= -3XX + 3X2 + 1X3
which yields a new optimal solution, X^ = 0, X2 = X3 = 1
and B.(X*) = 3.i
3.2 Condition for Optimality Using GLM 
Nemhauser and Ullman (196 8) state:
Given the problem "A":
Max Z = Z C . X .
j 3 3S. T. I A.. X . < B.j ID D - 1
X j = 0,1
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and the problem 11B" :
Max Z
S. T 1
0. < Xj <. 1
"The solutions of "A" that can be generated by GLM coincide 
with the all-integer optimal solutions of "B" " This theorem 
is introduced to justify the use of GLM to produce an optimal 
solution. The theorem must not be misinterpreted, it only 
says that if GLM produces a solution, then that solution is 
optimal. Nemhauser and Ullman further explain that if an 
all-integer solution does not exist for problem "B", then 
an all-integer solution for problem "A" can not be obtained 
by GLM.
With the production scheduling problem, the blending 
constraints and the objective function will be combined into 
the Lagrange function by using GLM. This Lagrange function 
is now constrained by the mining sequence constraints. Since 
the optimal solution to the ultimate pit limit problem is 
zero or one, then the optimal solution to the production 
scheduling problem will also be zero or one when solved by 
the method of GLM.
3.3 Disadvantages of the Generalized Lagrange Multiplier
Method
The method of GLM has two major disadvantages. The first
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is a condition which Everett (1963) called "gaps". Gaps 
arise in specific problems where there does not exist a 
value of A which will produce the desired right hand side 
of the constraint. The second disadvantage is the lack of 
a simple, yet efficient procedure to pick or increment the 
Lagrange multipliers. These two disadvantages will now be 
further discussed.
3.4 The Condition of Gaps 
Everett (1963) states,
"The basic cause of an inaccessible region (gap) 
is nonconcavity in the function of optimum payoff 
vs. resource constraints (convexities in the envelope 
of the set of achievable payoff points in the space 
of payoff vs. constraint levels)",
Everett also explains that the Lagrange multipliers
define a hyperplane that is tangent to the set of accessible
points in the payoff vs. resource constraint space. Therefore,
any solution which lies in a non-concave portion of the payoff
vs. constraint level function can not be produced by the
method of GLM.
3.4.1 Graphical Representation of the Condition of Gaps
For a graphical representation of the condition of gaps, 
consider the six block# single period# one constraint problem 
illustrated in Figure VIII subject to the following blending 
constraint:
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(45° pit slope is assumed)
PIT CONFIGURATION 
FIGURE VIII
As Everett suggests, the payoff Z(B) vs. constraint level B 
function is presented in Figure ix. In Figure IX the 
objective function for all possible mining configurations 
Z(B) is plotted against the value of the blending constraint B 












































































Point Blocks Mined Z(B) B
I 1,2,3,5 6 4
J 1,2,3,4
2 4or 2,3,4,6 
K 1,2,3,4,5 5 5
L 1,2,3,4,6 1 5
M 1,2,3,4,5,6 4 6
Everett explains that the GLM solutions are represented 
by a hyperplane tangent to the Z(B) vs. B function. In the 
case of this simplified problem involving only one blending 
constraint, and hence only one multiplier, the GLM solutions 
are represented by a tangent line with a slope of A, the value 
of the Lagrange multiplier (Bellmore, Greenberg, and Jarvis, 
1970)
Figure X represents the portion of the Z(B) vs. B
function where a maximum can occur. Also shown are the tangent 
lines at the extreme points of the Z(B) vs. B function. The 
upper and lower bounds of the value of the multiplier (slopes) 
are also shown. From Figure X, it can be seen that only 
four GLM solutions can exist. These four extreme points 
which lie on the concave hull of the Z(B) vs. B function, 
namely points A, D, I, and M. The following table is 
presented:
Values of A Solution Z(B) B
2 < A < + 00 Mine no blocks 0 0
1 < A < 2 Mine blocks 2 and 3 4 2
-1 < A < 1 Mine blocks 1,2,3, and 5 6 4




























































Since points B, G, and K are not extreme points of the
function, there exists no tangent line which can be constructed
solely through these points. The solutions and desired right 
hand sides (B) for the non-extreme points B, G, and K can 
not be obtained by the method of GLM. This condition was 
observed and described by Everett (1963) as "gaps".
3. 4.. 2 A Simplex Interpretation of the Condition of Gaps
Dantzig (196 3) demonstrates a graphical representation 
for the Simplex method. This graphical technique will now 
be used to further explain the condition of gaps.
Consider a further simplified production scheduling 
problem as illustrated in Figure XI.
Max Z = -1 X^ + 2 X2
S. T, -1 X± + X2 < 0
xx < 1
X2 < 1 
Xx + X2 = 1





















GRAPHICAL REPRESENTATION AND Z(B) VS, B 
FOR THE TWO BLOCK PROBLEM
FIGURE XII
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The Z(B) vs. B function is also presented in Figure XII* 
It can be seen from Figure XII that a gap does exist. The 
solution corresponding to B = 1 (X-̂  = 1, X2 - 0) can not be 
obtained by the method of GLM.
This problem will now be considered from a vectorial 
point of view.
Suppose:
Max t - cf X 
S. T. A X < B 
then the Lagrange function is:
Max tL = (C - AA) X 
where: C and A are direction vectors lying parallel to
the line G X = 0 and A X = B, respectively, and 
A is a scalor (variable).
For example:
Max Z = -1 + 2 X2
S. T. X± + x2 < 1
c" = (2,1) lying parallel to the line 
- X1 + 2 X2 = 0 
A = (1,-1) lying parallel to the line 
X1 +  x 2 = 1




1) X = 0, ZL = C = (2,1)
2) X = 0. 5, ZL = (2,1) - 0 5  (1,-1) = (1.
3) X = 1, ZL = (2,1) - 1 (1,-1) = (1,2)
4) X =  2, ZL = (2,1) - 2 (1,-1) = (0,3)
5) X = 5, = (2,1) - 5 (1,-1) = (-3,6)
6) X = ° ° , Z L  + (2,1) - C O (1,-1) = (~°°, ° ° )
The vector Z L , for various values of X, is
Figure XIII, It can be observed from Figure XIII that as X 
increases from 0 to <», the objective function, ZT , changesLi
direction as illustrated by Z^, ranging from a line parallel 
to the initial objective function Z, to a line which is 
parallel to the blending constraint, X^ + = 1*
Referring to the production scheduling problem in 3,,4.2, 
the constrained Lagrange function, Z , can be plotted forLi
various values of X along with the E and I constraints, (See 
Figure XIV) .
From Figure XIV, the objective function for the constrained 
Lagrange function, Z^, is rotated counter-clockwise from the 
initial objective function (X = 0) to a line which is parallel 
to the blending constraint (X = °°) This rotation is 
accomplished as follows:
Starting with the solution point which maximizes the 
initial objective function, Z^, with X = 0, the objective 




ROTATION OF THE OBJECTIVE FUNCTION 





GRAPHICAL REPRESENTATION WITH 
ROTATING OBJECTIVE FUNCTION FOR VARIOUS VALUES OF X
FIGURE XIV
T-1742 49
point is encountered. The objective function is further 
rotated, now about the new solution point, until it is 
parallel with the blending constraint (X = ®>)
At this time, it may seem reasonable to rotate the 
objective function clockwise in order to obtain the solution 
X^ = 1, X2 = 0, which lies in the previously determined gap.
By applying a similar vector representation of the 
problem and allowing X to range from 0 to -<», the objective 
function is now rotated clockwise about the initial maximum 
valued solution (X̂  = X2 = 1) until once again the objective 
function is parallel to the blending constraint, X^ + X2 1 . 
Again, the desired solution, X-̂  = 1, X2 = 0, is never inter­
cepted by this rotating objective function.
A "gap" can also be defined as a failure of the rotating 
objective function (pivoting about the most recently intercepted 
solution point) to intercept an extreme point of the feasible 
region.
3 .4 „ 3 Solution to the Condition of Gaps
Many techniques for dealing with the conditions of gaps 
are presented in the literature by Everett (196 3), Bellmore, 
Greenberg, and Jarvis (1970), Fox and Landi (1970), and 
others. The method of solution, which will be presented 
later in this thesis, also deals with the condition of gaps 
and will be discussed at that time.
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3.5 Adjustment of the Lagrange Multipliers
Literature cites many methods for adjusting the Lagrange 
multipliers, a few of which will now be briefly discussed.
Everett (1963) set the initial value for the multiplier 
equal to the differential payoff, divided by the increment 
of resource. Mathematically, using Everett's notation, the 
problem is written:
Max H(X) = I H. X. 
i
S. T. Z C. X. < C?± l l l
Everett says that A is bounded by
X'l < (H(X*) - H(X*)) / (CJ (X*) - CJ (X*) )
After this initial value, the multipliers can be adjusted by 
a trial and error approach.
Fox and Landi (1970) use a bisection technique. Mathe­
matically, using their notation, the problem is written:
Max P(X)
S. T. C(X) < B 
The bisection technique assumes that two solutions with two 
different values for the multiplier can be produced. They 
are as follows:
A^ such that C(X(A^)) > B
and X2 such that C(X(A2)) < B
The'interval (A^ A2) is halved and the bisection technique 
continues until optimality is reached.
Fischer (197 3) uses a branch and bound variation of the
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Brooks and Geoffrion (1966) technique of estimating the 
multiplier with the dual variable.
Davis and Williams (1973) parametrically increment X, 
for the most violated constraint, by ±1 in solving their 
open pit production scheduling problem.
Due to the linear programming structure of the production 
scheduling problem and the nature of the proposed method for 
solving this problem, the author will not be using any of the 
discussed methods for adjusting the multipliers.
3.5.1 The Johnson-Benham Method for Adjusting the Multipliers
Brooks and Geoffrion (1966) suggest that, if the production 
scheduling problem to be solved by GLM can also be formulated 
as a linear programming problem, and if X* solves' the linear 
programming problem and Y* solves the dual problem, then X* 
also solves the Lagrange function with the multipliers equal 
to Y*. With this relationship between the dual variables and 
the Lagrange multipliers, the Johnson-Benham method is now 
developed.
Assume the production scheduling problem is initially 
solved by GLM with all multipliers equal to zero. This GLM 
solution is selectively pivoted into the initial tableau 
(This procedure will be explored later.) If the GLM 
solution is not optimal (violated constraints exist), then 
primal infeasibilities (B̂  < 0) will occur in the blending
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constraints of the tableau. The usual Simplex procedure, 
provided the production scheduling problem were being solved 
solely by the Simplex Algorithm, would be to Dual Simplex 
these primal infeasibilities until optimality is reached.
When Dual Simplexing, additional block variables are pivoted 
into the basis as other slack or block variables leave the 
basis. The Dual Simplex procedure is examining additional 
solutions which are not considered or produced by the method 
of GLM.
Instead of allowing the Dual Simplex procedure to operate 
on the violated blending constraints., the Johnson-Benham 
method will calculate the value of the dual variable 
(Lagrange multiplier) required to bring the desired block 
variable into the basis. With these new values for the 
Lagrange multipliers, the problem is then solved by GLM.
The author, at this time, will not explain the proposed 
method of solution. The method of solution is presented,, 
in detail, later in this thesis,
A basic concept within the proposed method of solution 
is the Johnson-Benham Method for Adjusting the Multipliers.
The following algorithm is now presented.
3 .5 2 The Johnson-Benham Algorithm
Step K.O) Retain the current linear programming tableau 






current value of the multipliers.
L) Examine the blending constraints for primal
infeasibilities. Set i equal to the most
negative This defines which dual
variable will be calculated.
I) Determine j by Min {Cj / “A^j}
where A.. < 0
3) Calculate the new X. from
0 = C . = C° - tt A° .
3 3 ID
I) Retain the new multipliers for solving the 
problem by GLM
where: i corresponds to row i,
j corresponds to column j,
is the current value of the right
hand side of row i,
Cj is the current objective function
coefficient (row Z) of column j,
C? is the original coefficient of C .,
3 3
A.. is the current coefficient of ID
row i, column j,
A?, is the initial coefficient of A.., ID ID
and tt is the vector comprised of the
current row Z coefficients of the 
slack variables.
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In order to demonstrate this algorithm, consider the sample 
initial tableau in Figure XV. The blending constraints are 
in rows one and two of the tableau. This initial tableau is 
pivoted in such a manner (to be discussed later) as to produce 
the final tableau represented in Figure XVI. The Johnson- 
Benham Algorithm will now be applied with the steps detailed 
below.
Step K.O) See Figure XVI.
Step K.l) i equals the most negative 
i = 2
The dual variable corresponding to the i .= ,2 
constraint will be calculated.
Step K.2) j is determined by Min {Cj /
where A.. < 0  13
Min {2/2,3/1,4/1} = 2/2 
j = 3
Step K.3) Calculate new value for X2 ky
0 C3 C3 “ 77 Ai3
0 = C3 = 3 - (0 X2 0 0 -1 -3 -4 0 0 )























































-j <2<  Ll. Z
Ll
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Step K.4) The new values for the multipliers are 
— 0, A2 = ,2<
This algorithm is presented as a method to calculate 
the Lagrange multipliers when using the proposed method of 
solution. The Johnson-Benham method, as with any method, is 




ADDITIONAL ANALYSIS OF THE 
NETWORK FLOW METHOD 
This chapter develops two new concepts which are required 
in solving the production scheduling problem. These concepts 
are needed in order to produce a Simplex tableau which reflects 
the Network Flow solution. As previously detailed, this Simplex 
tableau is used in adjusting the Lagrange multipliers.
The first concept is utilized in determining which block 
variables are required to be basic in the Simplex tableau.
The second concept defines a set of rules as to how to pivot 
the initial tableau so that the final tableau will reflect 
the solution obtained from the Network Flow Method.
4 ., 1 Determining the Basic Blocks
Assume the pit configuration in Figure XVII,
jm-1 jm
CT < 0 for Jwhere
PIT CONFIGURATION 
FIGURE XVII
The ultimate pit limit problem has the following generalized
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primal form:
Max Z = Cj Xj + CT X_U \J
S. T. E X < 0
I X < l
X > 0
following generalized dual form:
Min W = 0 y + P
S , T. y E + P I > C _ J
y E + P I > Cj
y,P > 0
Since CT <0, then the first dual constraint can be rewritten.u
The generalized dual now becomes:
Min W = 0 y + P
S. T. - y E - P I < -CT
y E + P I > Q
y ,P > 0
Upon examining the structure of the .constraints of the
dual problem, the first constraint is for C_, where CT £ 0,j j
and the second constraint is for Ĉ ., where > 0. In order 
to fully understand the structure of these two dual constraints:, 
a more specific problem will now be illustrated. Consider the 










c lfc2 rC3 <. 0
C4 > 0 
PIT CONFIGURATION 
FIGURE XVIII
This four block pit configuration has the primal linear 
programming form:











x4 < 0 
x4 < 0 









x4 < 1 
X > 0
and the dual form:
Min W = 0v4 x '+ 0y4 2 + 0y4 3 . ^  . *2 . -3
S. T. “^4 1
+ P. + P„ + P^ + P 
+ P.
-y4 2 + p .
-y


















Since C^, C^t and are less than zero, the first three
constraints of the dual problem will be rewritten:
u4 I ' P1 * -C1
v4 2 P2 - ~C2
V4 3 P3 ~ _C3
s s s sSlack variables, X^, , X^, and X^, and an artificial
variable -V^ will be added to the appropriate constraints.
The dual problem now becomes:
W = °U4 1 +0y4 2 +0y4 3 +P1 +P2 +P3 +P4
P. v4 L -Px = -c1
P4 2 ~P2 +X2 = ~C2
U4 3 “P3 +X3 = ~C3
y4 1 + y4 2 + y4 3 +P4 +X4 ~V4 = C4
U,P,X,V > 0
Therefore, the generalized dual form with slacks and artificial 
variables can be written:
Min W = 0 y_ T + PJ. J
s - T - “ i  j  -  pj  + xj  = ~cj
$vi J + px + x? " vx ' cx
where the first constraint of the generalized dual corresponds
to the first three constraints of the specific four block dual, 
and the second constraint of the generalized dual corresponds 
to the fourth constraint of the specific four block dual.
In order to transform the dual problem into a graph or 
Network formulation,
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Let: The yT T variables represent flow from node I-L J
(CT > 0) to node J (CT < 0),i J
The P variables represent flow out of node J
(Cj £ 0), or flow into node I (C^ > 0),
The C 's correspond to a given flow into node K
or out of node K, depending upon the following
sign convention:
Cv £ 0 implies flow out of node K, a supplyK.
of -CK .
Cv > 0 implies flow into node K, a demand ofJ\
CK
Therefore, the amount of flow into a node (CK >0) or out of
a node (CR £ 0) is | CK | |CK | can be thought of as the upper
bound through these arcs (Johnson, 1968).
Using the constraints of the dual problem rewritten as 
conservation of flow equations (i.e., flow into a node minus 
flow out of a node equals zero), a bipartite.graph is con­
structed from the generalized dual form. See Figure XIX. 
uT T - PT + XT + CT = 0  where C T < 0J_ J J J J u
£ - yT - P_ - X_ + VT + CT = 0 where CT > 0_ JL J X X X JL xu
A negative coefficient for the y, P, X, and V variables implies 
flow out of a node, and a positive coefficient implies flow 
into a node.










bipartite graph (Figure XIX) and the Network formulation 
which appears in Figure XX.
Since the Network formulation is equivalent to the 
bipartite graph, the flow into any i node of the network 
equals the flow into that i node of the bipartite graph.
The flow out of any j node of the bipartite equals flow out 
of that j node of the network. Mathematically, the following 
generalized equations can be obtained from the bipartite 
graph and network:
Fg j = Ci + Vi where > 0
F t m = -CT + PT where C_ <. 0J 1 J J u
Substituting these relationships into the conservation of 
flow equations (obtained from the bipartite graph), the 
following new flow relationships are obtained:
FS I CI + VI = J J + pi + xi
FJ T = ~CJ + PJ = I <•*! j + Xj)
Applying the conservation of flow theorem (Dantzig, 196 3),
the sum of flows into the sink node (T) equals the sum of 
flows from the source node (S) Mathematically,
Z FS I = r Fj T
or E CT + VT = E -CT + E PT
I 1 1 J J J J
°r FS I = E »*I J + I XJu U
Johnson (196 8) explains that for node K, where £ 0,





















2  Eh Pm
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reduce to the following form:
FJ T  ̂ yI J + XJ -CJ for CJ - 0
FS I = ? (̂ I J + V  = CI + VI for CI > 0u
Since E F T m = E F c, T, then. U 1 « u i.J J-
z -cT = z CT + z VT
J J I 1 I 1
Solving for V ,
vi = et -cj - ci
Hence, V^, the artificial variable, represents the difference 
between C^ and the sum of the Cj's of the nodes where an arc 
I J exists, Vj has no flow value, and it can be eliminated 
from the flow equations. The new flow relationships now. 
become:
FJ T = ̂ yI J + XJ ~CJ
FS I = ̂ yl J + XI CIJ
Recalling the dual form of the ultimate pit limit problem
as previously formulated in this chapter, the slack variables, 
sX , were introduced so that the constraints would be satisfied 
as an equality. This is a characteristic of the Simplex proce­
dure in solving linear programming problems. In the case of 
the dual form of the ultimate pit limit problem, the slack
5variables, X , are necessary to insure that flow plus a slack 
equals the upper bound.
The stack variables, X , for the -dual problem are related 
to the primal variables, X, in the primal problem. The row 
zero coefficients of the primal variables in the final Simplex
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tableau are equal to the value of the slack variables of the 
dual problem.
sIt has been shown that the slack variable, Xj, represents 
the difference between the upper bound and flow:
XJ = ”CJ  ̂yI J ”CJ FJ T
sThen, when Fj T = ~cj' ’t̂ie slack variable, Xj, equals zero,
the primal variable, XT, is a candidate for the basis. Thisu
is the case for negative nodes, CR <. 0. The case for positive 
nodes, Cv > 0, will now be considered.
As previously detailed, the ultimate pit limit problem 
is formulated into a network format and solved by the Labeling 
Algorithm. The Labeling Algorithm defines blocks or nodes 
which are to be mined, X = 1. Since the primal variable, X, 
equals one, X must be basic in the final primal Simplex 
tableau. In the case of positive nodes, Cj > 0, node I is 
labeled, thus mined, provided Fg j < cj (flow less than upper 
bound) Node I is basic when Fg j < Cj*
Referring to the generalized flow relationship for a 
positive node I,
FS I = ci - l VI J + I xj ' 
the Xs 's in this relationship are slack variables to insure
that the dual constraints are satisfied as an equality.
Since Xs is defined by the Simplex procedure as a non-negative
variable, then
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E X?. >_ 0 when F < CTJ J S I I
E X^ = 0 whenever F_ _ = E y = C_j J  O i j i - J X
Using the relationship
FS I  = !/ u t X I t P IJ sit can be seen that XT + P_ = 0 whenever F _ _  = CT = E yT T
JL x  o  x  X  T  X  JuS SSince Xj and Pj are defined as non-negative integers, Xj =
Pj = 0 and X^ is a candidate for the basis in the final primal
Simplex tableau. Xj is a candidate for the basis whenever
F = C or F < C S I  I ° S I I
In summary, it has been shown that positive blocks,
Cj > 0, are always a candidate for the basis, Fg j <, Cj .
The negative blocks, CT < 0, are a candidate for the basis
when Fj T = -Cj (flow equals upper bound)
An example problem will now be illustrated to demonstrate 
this procedure.
4.1.1 Example Problem
Consider the six block ultimate pit limit problem and 
it's final network configuration as illustrated in Figure XXI, 
From the Labeling Algorithm, blocks 2, 3, 4, and 6 are to be 
mined and are basic.
Since Fg  ̂= 1 = C^ , then block 5  is also a candidate 
for the basis.
Fj T = 1 which is less than -Cj Block 1 is not a 
















A SIX BLOCK PROBLEM 
WITH THE FINAL NETWORK FLOW SOLUTION
FIGURE XXI
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4.2 Pivoting the Initial Tableau COLOJRAjDo ^qJq^
The tt values of the final tableau can be determined from
the Network Flow solution as follows (Johnson, 1968):
y = actual flow through arc I J 
JL iJ
P_ = 0  for CT < 0J J
Pj = 0  for Cj > 0 and if block I is unmined
PT = C_ - Z y,. _ for CT > 0 and if block I is mined.I I j j. J I
In the initial tableau, these 7r values are equal to zero. 
Hence, all the slack variables are basic. As pivoting is 
performed, some of these slack variables leave the basis 
while certain primal variables (block variables) enter the 
basis, As discussed in 41, the entering block variables 
can be determined from the Network Flow solution. The
following set of rules are presented so that the appropriate
slack variable leaves the basis and the appropriate block 
variable enters the basis.
sFor this chapter, the symbol yT T is the slack variable
_L «J
whose tt value (row zero coefficient) is yT T, and the symbolJL J
Pj is the slack variable whose tt value (row zero coefficient) 
is P j.
1) If C. < 0 and XT is unmined and determined to beJ J
gbasic, then yj j leaves the basis and Xj enters the 
basis provided Xj is also unmined and flow (I J) > 0.
2) If Cj £ 0 and Xj is mined, then yj! j leaves the 
basis and Xj enters the basis provided Xj is also
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mined and flow (I J) > 0,
s3) If Cj. > 0 and X̂. is mined, then leaves the basis 
and X^ enters the basis.
s4) If C_ > 0 and X_ is unmined, then yT  ̂leaves theI I HI J
basis and X^ enters the basis provided that Xj is 
non basic (Cj “ j > 0)
The justification for these four rules is based on the 
structure of the initial tableau, E matrix, and the I matrix 
as follows:
Rule 1.0) If a variable whose Cj < 0 is not to be
mined, a pivot must be made in the E matrix 
such that when X^ is pivoted into the basis,
gXj will equal zero. A pivot such that y^ j 
leaves the basis provided X̂. = 0 will satisfy 
this condition.
Rule 2.0) If a variable whose Cj < 0 is to be mined, 
a pivot must be made in the E matrix, such 
that when X^ is pivoted into the basis,
Xj = 1. A pivot such that y^ j leaves the 
basis provided X-j. = 1 will satisfy this 
condition.
Rule 3.0) If a variable whose Ĉ. > 0 is to be mined,
a pivot must be made in the I matrix. Since
there is only one element in which to pivot
sXj into the basis within the I matrix, Pj 
leaves the basis and X^ = 1,
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Rule 4.0) If a variable whose Ĉ . > 0 is not to be mined, 
a pivot must be made in the E matrix such that 
a corresponding variable whose CT <_ 0 andu
Xj is not a candidate for the basis. A pivot 
ssuch that yT T leaves the basis provided XTX J J
is not a candidate for the basis will satisfy 
this condition.
In order to clarify these four rules, the following two 
example problems are presented.
4.2„1 Pivoting Example A
Consider the four block problem and corresponding 
Network Flow solution as presented in Figure XXII, From 
Figure XXII, X^, X2, X^, and X^ are all candidates for the 
basis. The following flow variables ( i t ' s ) are determined:
u4 1 = 1
v4 2 = 1




P4 = C4 “ FS 1 = 1
SFirst, X^ is pivoted in the I matrix so that leaves 
the basis (Rule 3.0)










(45° PIT SLOPE ANGLE)
&;Q
( 0 ,1)
PIVOTING EXAMPLE A 
SHOWING FOUR BLOCK PIT CONFIGURATION 
AND FINAL NETWORK FLOW SOLUTION
FIGURE XXII
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leaves the basis (Rule 2.0)
Thirdly, X2 is pivoted in the E matrix so that y^ ^
leaves the basis (Rule 2.0)
And finally, X-̂  is pivoted in the E matrix so that
sy^  ̂ leaves the basis (Rule 2,0)
These pivots are shown in Figures XXIII and XXIV, From
Figure XXIV, the solution is X^ = X2 = X^ = = 1, which is
the solution obtained from the Network Flow Method. Also 
note that y^ — 1, y^ 2 1/ 3 ~ ^ ̂ — 0'/ ^ 2  ~
= 0, = 1, which also corresponds to the Network Flow
solution.
4 . 2 „ 2 Pivoting Example B
Consider the four block problem and corresponding 
Network Flow solution as presented in Figure XXV. From 
Figure XXV, X2, X^r and X^ are all candidates for the 
basis. The following flow variables ( t t ' s ) are determined:
u4 1 = 1
p 4  2  =  1
^4 3 = 2




First, X^ is pivoted into the basis so that y^  ̂leaves
T-1742 75
i X 1 X 2 X  3 X  4 MS41 jJS*42 JJS 4 3 PS r 1 PS2 P Sn 3 P 4 B,
1 -1 1 1
2 -1 1 1
3 -1 1 1
4 1 1 1
5 1 1 1
6 1 1 1
7 1 1 1
Z 1 1 1 -4
1 -1 1 -1 -1
2 -1 1 -1 -1
3 i -1 1 -1 -1
4 1 1 1
5 1 1 1
6 1 1 1
7 1 1 1
Z 1 1 1 4 4
1 -1 1 -1 -1
2 -1 1 -1 ■1
3 1 -1 1 1
4 1 1 1
5 1 1 1
6 1 1 -1
7 1 1 1
Z 1 1 1 3 3
FIRST THREE TABLEAUS FOR EXAMPLE A
FIGURE XXIII
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i X 1 X 2 x 3 X 4 |JS41 MSK 42 JJS 4 3 PSr 2
p  S 
3 P 4 P i
1 -1 1 -1 -1
2 1 -1 1 1
3 1 ■1 1 1
4 1 1 1
5 1 1 -1
6 1 1 1
7 1 1 1
Z 1 1 1 2 2
1 1 -1 1 1
2 1 -1 1 1
3 1 -1 1 1
4 1 1 -1
5 1 1 -1
6 1 1 ■1
7 1 1 1
Z 1 1 1 1 1










(45° PIT SLOPE ANGLE)
(0,4)
PIVOTING EXAMPLE B 
SHOWING FOUR BLOCK PIT CONFIGURATION 
AND FINAL NETWORK FLOW SOLUTION
FIGURE XXV
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the basis (Rule 4.0)
sSecondly, is pivoted into the basis so that y4 3 
leaves the basis (Rule 1.0)
And finally, X2 is pivoted into the basis so that y4 2 
leaves the basis (Rule 1.0)
These pivots are shown in Figures XXVI and XXVII, From 
Figure XXVII, the solution is X^ = X2 = ^3 = X4 = which 
is the solution obtained from the Network Flow Method. Also 
note that y4 1  =  1, u4 2 = 1, y4 3 = 2, P1 = 0, P2 = 0,
P^ = 0, and P4 = 0 which also corresponds to the Network Flow 
solution.
Now that the necessary concepts to produce an equivalent 
Simplex tableau have been developed, the proposed method of 
solution will be developed in the next chapter.
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j X 1 X 2 X  3 X  4 Ms41 Ms*4 2 Ms4 3 P 1 PS2 PS3 P 4
1 -1 1 1
2 -1 1 1
3 ■1 1 1
4 1 1 1
5 1 1 1
6 1 1 1
7 1 1 1
Z 2 1 2 -4
1 1 1 1
2 1 ■1 1 1
3 1 4 •1 1
4 1 1 1
5 1 1 1
6 1 1 1
7 1 -1 1 1
Z -2 1 2 4
FIRST TWO TABLEAUS FOR EXAMPLE B
FIGURE XXVI
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1 X 1 X 02 X 3 X  4 MSk41 MS4 2 MS4 3 Pi P 3 P 4 B.i
1 -1 n 1
2 1 ■1 -1 1
3 -1 1 1 ■1
4 1 1 1
5 1 1 1
6 1 -1 1 1 1
7 1 -1 1 1
Z 1 2 2
1 -1 1 1
2 1 1 1 ■1
3 ■1 1 1 ■1
4 1 1 1
5 1 ■1 1 1 1
6 1 -1 1 1 1
7 1 -1 1 1
Z 1 1 1 2




PROPOSED METHOD OF SOLUTION 
This chapter will now combine the previously developed 
techniques into one algorithm which solves the production 
scheduling problem. Before the algorithm is presented, the 
Simplex tableau formulation will be discussed,
5.1 Formulation of the Simplex Tableau
In order to formulate the production scheduling problem 
into a Simplex tableau, it is necessary that each constraint 
have a slack variable with a coefficient equal to one. Each 
slack variable will now comprise the initial starting basis, 
which is necessary for the Simplex procedure.
Since any constraint can be of the form <, >., or =, 
each will now be discussed.
5.1.1 Constraints with the Inequality <
Constraints of this form simply require that a slack
variable be added to the left hand side so that the constraint
can now be satisfied as an equality. For example,
Xx + x2 + X3 < 3 becomes
X1 + X2 + X3 + S± = 3
5.1.2 Constraints with the Inequality >
Constraints of this form can be transformed to a less 
than or equal to inequality by multiplication of both sides
T-1742 82
by -1. The constraint is now in the form which was discussed 
in 5.1.1. For example,
X1 + x2 + x3 > 3 becomes
X1 - x2 - X3 < -3 which becomes
X1 " X2 - X3 + si = -3
5.1.3 Constraints with an Equality Sign
Constraints of this type can be rewritten as two 
inequality constraints (< and >) These two new constraints 
were discussed in 5.1.1 and 5.1.2. For example,
xi + X2 + X3 3 becomes
xi + X2 + X3 < 3
and X^ + X2 + X3 > 3
As discussed in 51., 1 and 5.1., 2, these two constraints are 
now written as
X1 + X2 + X3 + S1 " 3
and - Xx - X2 - X3 + S2 = -3
5., 2 Methods of Pivoting the Tableau
Mathematical manipulation of the Simplex tableau will 
be performed by Gauss-Jorden Elimination and the Dual Simplex 
Algorithm. If the reader is unfamiliar with these two methods, 
he is advised to read Appendices F and G before proceeding 
further.
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5.3 Algorithm for Solving the Production Scheduling Problem
The following algorithm utilizes the techniques previously 
discussed in this thesis. These techniques are the Johnson 
Network Flow Method, the Link Algorithm, the Generalized 
Lagrange Multiplier Method (GLM) , the Johnson-Benham, Method 
for Adjusting the Multipliers, the Dual Simplex Algorithm, 
and Gauss-Jorden Elimination. Briefly, the procedure is to 
initially solve the production scheduling problem with all 
X's equal to zero using GLM, Network Flow, and the Link
s- ̂  &Algorithm. Next, produce the equivalent Simplex tableau '£^3!
using the known GLM solution and Gauss-Jorden Elimination.
r O  PCSTest the solution for optimality and adjust the multipliers Ba? o
J co Oby the Johnson-Benham Method if required. This procedure ^ q  O
I? 9  §is repeated until termination by optimality. § § 9
P oo
5.3.1 The Algorithm
Step 0.0) Set all A's equal to zero.
Step 1.. 0) Form the Lagrange function with the current
values of the multipliers.
Step 2.. 0) Solve the constrained Lagrange function
subject to the mining sequence constraints
(E and I matrices) by the Network Flow Method 
and the Link Algorithm.
Step 3.0) Examine the Lagrange solution to determine 







If not, TERMINATE - Solution is optimal,
)) Using Gauss-Jorden Elimination, pivot this 
initial Simplex tableau such that those 
blocks which were determined to be a candi­
date for the basis from the Network Flow 
solution are such in the linear programming 
tableau. In addition, pivot in those blocks 
which were determined to be basic from the 
Johnson-Benham Method of Adjusting the 
Multipliers.
)) Examine the linear programming tableau for
primal infeasibilities for the mining sequence 
constraints. If none exist, go to Step 7.0.
I) Dual Simplex- these primal infeasibilities 
until all mining sequence constraints are 
primal feasible.
I) Examine the blending constraints for primal 
infeasibilities. In none exist, TERMINATE - 
Solution is optimal,
i) Adjust the multiplier of the most negative
infeasible blending constraint. If A can not 
be adjusted (i.e., A = 0), Dual Simplex this 
constraint and go to Step 5.0. Otherwise, 
go to Step 1.0,
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5.4 Discussion of the Algorithm
This algorithm will terminate in a finite number of 
iterations with the optimal solution, provided an optimal 
solution to the production scheduling problem exists.
Suppose the production scheduling problem has an optimal 
solution, then this optimal solution will exist in one of 
two states:
State 1. The optimal solution is an extreme point 
on the Z(B) vs. B function.
State 2. The optimal solution is not an extreme 
point on the Z(B) vs. B function.
If the optimal solution exists in State 1, then it can 
be produced by using GLM (Everett, 1963) Termination of 
the algorithm will be reached within a finite number of iter­
ations since there exists a finite number of extreme points 
on the Z(B) vs. B function.
If an optimal solution exists in State 2, then it exists 
in an inaccessible region or "gap" and it can not be produced 
solely by GLM. The Simplex Method (Dual Simplex Algorithm) 
is utilized to produce solutions within these "gaps"
Hillier and Lieberman (19 72) state the four properties 
on which the Simplex Method is based:
"1) The collection of feasible solutions constitute 
a convex set.
2) If a feasible solution exists, a basic feasible 
solution exists where the basic feasible
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solutions correspond to the extreme points 
of the set of feasible solutions.
3) There exists only a finite number of basic 
feasible solutions [hence, a finite number 
of extreme points],
4) If the objective function possesses a finite 
maximum, then at least one optimal solution 
is a basic feasible solution."
Property 2 only assures that the blending constraints 
are not overly restrictive. There must exist a set of X̂ T 
which will satisfy all constraints of the production scheduling 
problem.
It will now be shown that the production scheduling 
problem does, indeed, possess a finite maximum.
Consider the production scheduling problem of the
form:
Max Z = C X1 + c x2
S. T. E x1 < 0 (1)
E x1 + E x2 < 0 (2)
I x1 + I x2 _< 1 (3)
A1 x1 < B1 (4)
A2 x2 < B2 (5)
x1,x2 > 0 (6)
Constraint 6, which is an implied and required constraint
for the Simplex procedure, guarantees non-negativity of the
t 1 2variables X.. Constraint 3 guarantees that X. + X. < 1 for 
3 3 3 ~
all j. This defines an upper bound equal to 1 for the 
variables X̂T, Since the variables have an upper bound of 1
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and a lower bound of 0, the objective function has an upper 
bound defined as
U = S C. X.
j 3 3where X . = 1 for C . > 0D 3
X . = 0 for C . < 0
3 3 ~
and a lower bound defined as
L = 0
The upper and lower bounds of the objective function 
value, Z, are finite,
0 < Z < U
If the optimal solution exists in a "gap", then by 
condition 4, it must also be an extreme point in the convex 
set of feasible solutions defined by condition 1, The Simplex 
procedure is not affected by "gaps" and the optimal solution 
can be obtained with this algorithm. Since there exists a 
finite set of extreme points (condition 3), the Simplex 
Method and this algorithm will terminate with a finite number 
of iterations.
This algorithm not only adjusts the value of the multi­
plier, but also deals with the condition called "gaps" When 
a new value of the multiplier is calculated, the production 
scheduling problem is solved by GLM and checked for optimality. 
If a violated constraint exists, the current GLM solution and 
basic blocks are pivoted into the basis of the initial tableau. 
In addition, the tableau is now pivoted such that this
T-1742 88
multiplier has the new calculated value. In order for this
value to appear in row Z of the current tableau, the slack
variable corresponding to the violated constraint is pivoted
out of the basis and a new block variable (X. such that j
3 J
is determined by Min {C^ / where X  ̂ < 0) is pivoted
into the basis. It is this pivoting of a new variable into 
the basis that may cause primal infeasibilities to occur 
within the E and I constraints. The linear programming 
problem is, therefore, examining additional solutions which 
occur in the regions called "gaps" The linear programming 
solution must also be checked for optimality.
Since this algorithm does examine solutions within the 
region of "gaps", it does not necessarily guarantee that all 
primal infeasibilities can be eliminated in the blending 
constraints. If these constraints are overly restrictive 
when formulated (violation of condition 2), a feasible 
solution can not exist and no solution can be obtained by 
use of this algorithm. However, the GLM solutions produced 
by this algorithm can be examined for their closeness to 
optimality to give a better idea as to the possible solutions 
available when the overly restrictive constraint is relaxed.
This feature does not exist with the Simplex Method 
and it is a major advantage of this algorithm.
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5•5 Example Problem
In order to fully demonstrate the algorithm presented 
in 5.3.1, an example problem will now be solved.













Allowable pit slope angle is 45°.
Profits are to be maximized over two time periods.
PIT CONFIGURATION 
FIGURE XXVIII
The production scheduling problem is subject to the following 
constraints:
A) Two blocks are to be mined in Period I
(EX'!- = 2). lJB) Four blocks are to be mined in Period II 
(£X? = 4)
jThe complete production scheduling problem may be 
formulated as a linear programming problem of the form:
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Max Z = -2X^+1X^+1X^-2X^+3X^-1X^-2X^+1X^+1X?-2X^+3X^-1X?1 2  3 4 5 6 1 2  3 4 5 6
x i + Xx5 < 0 ( I)
- X12 + x15 < 0 ( 2)
- X3 + x15 0 ( 3)
- x12 + x16 < 0 ( 4)
- X3 + x16 < 0 ( 5)
- x14 + x16 < 0 ( 6)
x i + x15 x i + x25 < 0 ( 7)
Xo + . X9 + X? < 0 ( 8)2 5 2 5
- 4 + x15 - x23 + x25 £ 0 ( 9)
- x12 + x16 - x22 + X6 < 0 (10)
- x13 + x 16 - x23 + X6 < 0 (11)
- X14 + X16 - x24 + X6 < 0 (12)
+ x ^ < 1 (13)
X2 + x 22 j< 1 (14)
X3 + x23 £ 1 (15)
x14 + x24 _< 1 (16)
x ^ + X^
< 1 (17)
x16 + X6 < 1 (18)
4 + X2+ X3+ 4 X5+ x16 < 2 (19)
* X2- X3" x1-4 X5~ x16 < -2 (20)
xi+ X2+ X3+ X4+
2 2 
X5+ X6 < 4 (21)
- x -̂ x 2- X3" X4-
2 2 
X5- X6 < -4 (22)
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Constraints 1-18 are the mining sequence constraints, that is, 
the E and I matrices. Constraints 19-22 are the blending 
constraints rewritten to avoid use of the equality symbol =. 
Since there are four blending constraints, there exists four 
multipliers \ , X2, X3, and X4
The solution to the production scheduling problem is 
now detailed.
Step 0.0) X1 = A2 = ^3 = ^4 = 0
Step 1.. 0) The Lagrange function becomes:
Max ZT = -2X^+lX^+lX^-2xl+3Xc~lX^-2X?+lX?L 1 2 3 4 5 6 1 2
2 2 2 2+lX,-2X7+3Xc-lxi3 4 5 6
Subject to the mining sequence constraints 
Step 2., 0) Solve the Lagrange function by the Network
Flow Method and the Link Algorithm.
The solution to the Lagrange function is
2 2 2 2 ,xx = X2 = x3 = X5 = 1.
The following flow variables are obtained
from the Network solution:
1
^5 H II O
2
^5 1 = 2
1
u5 2 = 0
2
^5 2 = 0
1
^5 3 = 0
2
^5 3 = 0
1
1*6 2 - 0
2




^6 3 = 0
1
^6 4 = 0
2






P1 = .0 P4 = 0
P2 = 1 P5 = 1
P3 = 1 P6 = 0
2 2 2 2The basic variables are X^, X X a n d  X^
The corresponding leaving variables are
s2 _s „s , „sy5 x, P2, P3, and P5
) Examine the blending constraints for
violations.
Constraint B (X*) Type B
19 0 < 2
20 0 < -2
21 4 < 4
22 -4 < -4
Since constraint number 20 is violated, 
go to Step 4„0,
) The initial Simplex tableau is now pivoted 
to produce the current GLM solution. See 
Figures XXIX through XXXIII,
) Examining Figure XXXIII, no primal infeasi­
bilities occur in the mining sequence 
constraints, 1-18. Go to Step 7,0.
) Examining Figure XXXIII, primal infeasibilities 
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Step 8.0) Adjustment of the multipliers using the 
Johnson-Benham Method.
Examining Figure XXXIII for the most violated
constraint, i = 20.
j is now determined such that
Min {C ./-A..} for all A.. < 0 3 13 13
Min {0/1,0/1,0/1,2/1,0/1,1/11 = 0/1 
Let j = 1
0 = 2 +  (0 0 0 0 0 0 2 0 0 0 0 0 0 1 1  0 1 0 0  X2 0 0)
0 = 2 + (2 - X2)
A2 = 0
Since X2 can not be adjusted, constraint 20 
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) Examining Figure XXXIV, a primal infeasibility 
occurs in the mining sequence constraint 
number 7
) Constraint number 7 is Dual Simplexed.
See Figure XXXV.
) The blending constraints of Figure XXXV are 
examined and a primal infeasibility occurs 
in constraint number 22.
) Adjust the multiplier, X^r for constraint 
number 22,
Set i = 22,
Min {C./-A..} for all A.. < 0 D ID ID
Min {2/1,1/1,2/1,1/1,2/1}
Let j = 12
(2 =  c ®  -  it  A^ c6 ^12 22 12
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0 = 1 +  ( - a 4 ) 
a4 =  +1
Step 9,. 0) Go to Step 1.0.
Step 1.0) The Lagrange function now becomes:
Max ZT = -2X?"+lxi+lX^-2X^+3Xc“lX^-lX? + 2X?L 1 2 3 4 5 6 1 2
2 2 2 2 +2X^-lX4+4X^+0Xg
Subject to the mining sequence constraints
Step 2.0) Solve the Lagrange function by the Network
Flow Method and the Link Algorithm. The
objective functions are illustrated in
Figure XXXVI.
PERIOD I PERIOD I-II PERIOD II
1 1 1 1
1 1
-2 1 1 -2
3 1




The solution to the Lagrange function is
2 2 2 2xx = X2 = X3 = X5 = 1
2 2 2 2 2The basic variables are X^, X2, X^, X,., and Xg
The corresponding leaving variables are
s2 -.s ^s „s , , s , 2̂  3r A4
Step 3.0) Examine the blending constraints for violations.
T-1742
Constraint B(X*) Type B
19 0 < 2
20 0 j< -2
21 4 4
22 -4 < -4
Since constraint 20 is violated, go to 
Step 4,. 0.
Step 4.0) The initial Simplex tableau is pivoted such 
that the desired variables are basic (see 
Step 2„0) See Figures XXXVII through XLI. 
Step 5.0) Examining Figure XLI, no primal infeasi­
bilities occur in the mining sequence 
constraints. Go to Step 7.0,
Step 7.0) Examining Figure XLI, primal infeasibilities
occur in constraint 20, a blending constraint, 
Step 80) Adjust the multipliers by the Johnson-Benham 
Method. |
Set i = 20, the violated constraint.
Min {C./-A~n .} for all Aon . < 0J 20 j 20 j
Min {1/1,1/1,1/1,2/1,1/1,1/1}
Set j = 1
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0 = 2 +  (0 0 0 0 0 0 1 0 0 0  0 0 0 2 2  0 3 0 0  A2 0 1)
0 = 2 + (-1 -X2)
a2 = 1
Go to Step 1,0,
The new Lagrange function with ^  = 1 is:
Max ZL = -lxJ+2X2+2X3~lX^+4X^+0Xg-lX^+2X2
2 2 2 2+2Xr-lX^+4X^+0Xc 3 4 5 6
Subject to the mining sequence constraints 
The objective functions are illustrated in 
Figure XLII.
PERIOD I PERIOD I-II PERIOD II
• 1 2 2 -1
4 0
0 0 0 0
0 0



































Solve the Lagrange function using Network Flow 
and the Link Algorithm.
Solution to the Lagrange function is
2 2 2 2
X1 - X2 = X3 “ X5 = 1
The basic variables are X?, , X^, X^, X?,.1 2. J D D
and X^
The leaving variables are P2' P3' P5'
A®, and A®
) Examine the blending constraints for
violations.
Constraint B(X*) Type B
19 0 < 2
20 0 < -2
2 1  4  <  4
22 -4 < -4
Since constraint 20 is violated, go to 
Step 4.0.
) The initial Simplex tableau is pivoted such 
that the desired variables are basic (see 
Step 2.0) See Figures^ XLIII through XLVIII.
) Examining Figure XLVIII, primal infeasibilitie^ 
occur in the mining sequence constraints, 
namely constraints 7, 10, 11, 12, and 18.
) Dual Simplex Figure XLVIII, pivot element is 
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Figure XLIX, primal infeasibilities still 
exist within the mining sequence constraints. 
Applying the Dual Simplex Algorithm to pivot 
element i = 10, j = 4, Figure L is produced. 
Since no further primal infeasibilities occur 
within the mining sequence constraints, go to 
Step 7 . 0 .
Step 7 .0) Examining Figure L, no primal infeasibilities 
occur within the blending constraints. The 
solution in Figure L is optimal. STOP.
The optimal solution to this production scheduling problem 
is to mine blocks 1 and 4 in Period I, and to mine blocks 2,
3, 5, and 6 in Period II
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NON INTEGER SOLUTIONS 
Application of the Simplex Algorithm to solving linear 
programming problems, including the production scheduling 
problem, will yield an optimal solution which may or may not 
be strictly integer. The case where a non integer solution 
is produced poses a major problem. As explained in Chapter 
2, this thesis will only recognize the existence of integer 
solutions to the production scheduling problem. Numerous 
methods for producing optimal integer solutions can be found 
in the literature, a few of which will now be discussed.
6 1 Cutting Plane Methods
Several cutting plane methods exist which solve the 
linear programming problem by producing integer solutions. 
Basically, these methods restructure the feasible solution 
region by imposing specially designed cut constraints which 
cut off portions of the feasible region. These constraints 
are constructed such that no feasible integer solution points 
are ever excluded from the feasible region, Taha (1975) 
explains that obtaining a solution to a linear programming 
problem by the cutting plane methods is difficult and uncer­
tain. The difficulties arise with the computation time 
required and round off error. Cutting plane methods are not 
recommended for problems larger than 100 variables by 100 
constraints.
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6 2 Implicit Enumeration
Plane and McMillan (1971) present an algorithm for 
solving integer programming problems. Before the algorithm 
is presented, the following terms are defined:
Partial Solution (S) - This is an ordered set which 
assigns binary specifications to the variables.
For example, = {-l,+2} is a partial solution 
at iteration j in which = 0 and X2 = 1< The 
number within the set is the variable and a plus 
or minus sign indicates that the variable equals 
one or zero respectively.
Free Variables - A variable which is not contained 
in the partial solution. These variables are free 
to assume a value of zero or one.
Completion of a Partial Solution S - This gives a
complete assignment to all variables determined by 
the existing assignment of the variables in S and 
some binary specification for each free variable. 
Fathomed Partial Solution - A partial solution S is
fathomed if all completions of the partial solution 
yield an infeasible solution to the problem.
6 2 . 1 Implicit Enumeration Algorithm (Plane and McMillan, 1971) 
Step 1.0) If the solution "all variables equal zero"










Otherwise, set Z = «>. Compute the coefficient 
sum for each variable. Set S = {<{)}, the null 
set.
) Determine V, the set of constraints violated 
when the partial solution S is completed by 
setting all free variables equal to zero.
) If V = {<{)}, go to Step 9.0.
) Determine f , the value of the objective
function when S is completed by setting all 
free variables equal to zero. Set the 
objective function coefficient limit equal
to Z - f .P
) Store in T each variable in S which has
i) an objective function coefficient less 
than Z - f and ii) a positive coefficient 
in some constraint in V.
) If T = {(j)}, go to Step 11.0.
) Can every constraint in V be made feasible
by adding only those variables in T? If 
no, go to Step 11.0,
) Add to S the variable in T with the greatest
coefficient sum. Go to Step 2.0,
) Complete the partial solution S by setting
all free variables equal to zero. The current 
feasible solution is X. Set "Z equal to the
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value of the objective function evaluated 
at X.
Step 10.0) Locate the right most positive element in
S. Replace it with its negative and delete 
any elements to the right. Go to Step 2.0.
Step 11.0) If all elements in S are negative, go to 
Step 12.0. Otherwise, go to Step 10.0.
Step 12.0) TERMINATE. The optimal solution is X. If 
X is nonexistent, then no feasible solution 
exists.
6 3 Implicit * Enumeration Example Problem














subject to the following blending constraints: 
1)
2)
3 X-ĵ + 5 X2 - 2 X3 + 3 X4 > 5
x i + x2 + x3 + X4 > 2
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The linear programming format for the problem is
Max Z = 1 xi + 1 iCSJ
X 2 X3 + 1 X4
S. T. - xi + X4 < 0
- X2 + X4 < 0





3 xi + 5 X2 " 2 X3 + 3 X4 > 5
xi + X2 + X3 + X4 > 2
55 S «
'sSS ~ 00 fa °Q
ISO 95H ? Q
w W Q
!§§■
i § 9oO 0
Before, the Implicit Enumeration Algorithm can be applied, 
the problem must be reformulated such that:
1) All constraints are written with the inequality >,
2) The problem is a minimization problem, and
3) All coefficients of the objective function are 
positive or zero.
Constraints of the form < can be rewritten as > constraints 
by multiplying both sides by -1, A maximization problem can 
be transformed to a minimization problem by multiplying the 
objective function by -1. Negative coefficients of the 
objective function are converted to positive coefficients by 
substituting 1 - Yj for X^, for < 0.
The production scheduling problem is now reformulated:
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Min Z = 
S. T,
Y, + Y- + 2 + 31 2 3 4
-  Yi + Y4 > o (1)
- Y2 + Y4 > 0 (2)
X3 + Y4 > 1 (3)
Yi > o (4)
Y2 > o (5)
- X3 >-1 (6)
Y4 > 0 (7)
- 3 Y, - 5 Y2 - 2 X3 - 3 Y4 >~6 (8)
-  Y1 - Y2 + X3 - Y4 >-1 (9
6,3.1 Solution to the Problem
This problem is now solved by applying the steps of the 
algorithm (6 „ 2 1)
Step 1.0) Sq = {<f)}
Z =  CO








: {3}Step 2.0) \
Step 3.0) Go to Step 4.0.
Step 40) f = -3
ir


















Go to Step 7,0.
Go to Step 8,0.
S1 = {+4}
V = {<{.}
Go to Step 9.0.
X = {-1,-2,-3,+4}
Y1 = Y2 = x3 = 0
Z = -2
S2 = {-4}
Y =  - 2
v = {3}
Go to Step 4,0,
f = -3 P
Z" - f = 1P
T = {<*>}
Go to Step 11.0.
Go to Step 12,0. 
TERMINATE.
Optimal solution, X, is
X = {-1,-2, -3,+4}
Y1 = 0 = 1 - Xx:
Y2 = 0 = 1 - X2:
X3 = 0
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Y4 = 1 = 1 " X4: X4 = 0
Mine blocks and -
6 4 Surrogate Constraints
Referring to the Implicit Enumeration Algorithm (6.2,1), 
Step 7,0 tests for the feasibility of completing the partial 
solution S by examining each violated constraint one at a 
time. Taha (1975) states “Better information can be secured 
about the feasibility and optimality of the problem relative 
to its free variables, if the violated constraints are combined 
into a single inequality" This single inequality, referred to 
as a surrogate constraint, is formed as a non negative linear 
combination of the violated constraints.
Plane and McMillan (1971) assume the next step of the 
algorithm to be applied is Step 7,0, The best feasible solution 
at this point yields an objective function whose value is Z\
If a superior feasible solution is to exist, then ~Z - f > 0, 
where f is the value of the objective function associated with 
the superior feasible solution.
Suppose, proceeding Step 7.0, the two violated constraints
are
g x > 0
and g2 > 0
The strongest surrogate constraint which can be constructed is
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where y^ and y ̂ are non negative weights 
or multipliers.
If a constraint of this form fails to pass the test of 
Step 7,0, then no feasible completion of S better than the 
current solution, X, is possible. If the surrogate constraint 
passes the test at Step 7.0, then the Implicit Enumeration 
Algorithm can be continued as usual,
In order to compute the weights, y's, for the violated 
constraints, the following procedure is used (Taha, 1975):





i=l ■ Qi pi + z t 1 1 j"̂ S





a . . y . - R . <13 i 3 ~ C . 3
y . , R . > 3 “ 0
where:
t = the t*"*1 iteration
= the right hand side of constraint i
Q* = B. - I . a. .
1 j^S l3
y^ = the weight for constraint i (a variable)
Rj = dual variables associated with the original
problem formulation (a variable) 
a^j = original coefficient of variable i in 
the j*"*1 constraint of the original 
problem formulation
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Cj = objective function coefficient of 
variable j
Step 6,2) Solve the problem in Step 6,1 for the
variables u• and R.i 3
Step 6.3) Form the surrogate constraint
m
E y.g. + Z - f > 0  
i=l
This single surrogate constraint will now 
replace all constraints in V for the test 
in Step 7.0.
An example problem will now be solved to demonstrate the 
Surrogate Constraint Method.
6 4 . 1 Example Problem in Formulating Surrogate Constraints 














subject to the following blending constraints: 
1)
2 )
3 Xx + 5 X2 - 2 X3 + 3 X4 < 8
x i + x2 - x3 + X4 < 2
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The linear programming formulation, suitable for
Implicit Enumeration, is as follows:
Min Z = Y± + Y2 + X3 + Y4 - 3
S. T. - + Y4 > 0 (1)
- Y2 + Y4 > 0 (2)
X3 + Y4 > 1 (3)
Yi > 0 (4)
Y2 > o (5)
- X3 >-1 (6)
Y4 > 0 (7)
3 Y. + 5 Y2 + 2 X3 + 3 Y4 > 3 (8)
Y1 + Y2 + X3 + Y4 >-1 (9)
The following steps are obtained by applying the 
algorithm (6..2..1) with Steps 6,1, 6.2, and 6..3:
Step 1.0) SQ = {(f)}
Z = oo





Step 2 0) V = {3,8}
Step 3.0) Go to Step 4.0.
Step 4..0) f = -3Jr
z - f =°° p
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Step 5.0) T = {1,2,3,4}
Step 6.0) Since there is no feasible solution thus
far, go to Step 7.0.
Step 7.. 0) Go to Step 8.0.
Step 8.0) S1 = {+4}
Step 2..0) V = {<(>}
Step 3.0) Go to Step 9.0.
Step 9.0) X = {-1,-2,->3,+4}
Z = -2
Step 10.,0) S2 = {-4}
Step 2.0) V = {3,8}
Step 3.0) Go to Step 4 0 .
Step 4,.0) f = -3
X - f = 1  P
Step 5„0) T = {1,2,3}
Step 6.0) Go to Step 6.1.
Step 6., 1)
S.T.
1 — 3 ^2 + + R2 + r3 + (Z - f)
0 U1 + 3 ^2 - R1 <
0 V1 + 5 ^2 " R2 <
1 V1 + 2 ^2 - R3 <
y ,R >. 0
Step 6 , 2) Optimal solution to the problem in Step 6 ., 1
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y2 = 0„2
R 1  =  R 2  =  R 3  =  °
Step 6.3) Form the surrogate constraint
ylgl + y2g2 + 2 - f > 0 
0.6 (X3-l)+0.,2 (3Y1+5Y2 + 2X3-3) + (-2)- (Y1+Y2+X3-3) > 0
= -0,.4Y1 +0Y2 +0X3 -0.2 > 0
Step 7,0) The surrogate constraint formed in Step 6„3
is infeasible for Y^=0 or 1. Therefore,
there is no feasible completion of S2, Go
to Step 11.0,
Step 11.0) Go to Step 12 ,. 0,
Step 12.0) TEIRMINATE.
The optimal solution, X, is
X := {-1,-2, -3,+4}
Y1 = 0 = 1 -  Xl: X M II
Y2 = 0 = 1 "  V X to II I-
1
x3 = 0
Y4 = 1 = 1 - X4: X = 0 4
Mine blocks X-̂ and X2,
The algorithm and example problems were presented to 
demonstrate that if a non integer solution to the production 
scheduling problem is produced by the proposed method of 
solution (Chapter 5), then the problem can be solved by 
integer programming techniques, such as Implicit Enumeration 
and Surrogate Constraints. The solutions produced by these
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methods are, indeed, integer and optimal.
The reader is referred to Figure LIII for a flow chart 

















































As demonstrated within the chapters of this thesis, the 
multi-period production scheduling problem is solved by a 
solution procedure which is comprised of several optimization 
techniques. Each of these optimization techniques has been 
extensively researched and reported in the literature.
The method of solution (Chapter 5) was found to produce 
two types of optimal solutions: integer and non integer.
Since the non integer solutions were undesirable, integer 
programming techniques were used to produce an optimal integer 
solution.
The Method of Generalized Lagrange Multipliers was shown 
to produce optimal integer solutions which did not exist in 
the regions of gaps. The Johnson-Benham Method for Adjusting 
the Multipliers was developed to avoid the use of trial and 
error methods. The Johnson Network Flow Method for solving 
the ultimate pit limit problem proved to be more than just a 
solution producing technique. It became a necessary tool in 
determining how to produce a linear programming tableau which 
was equivalent to the GLM solution. The Link Algorithm 
insured that all time periods were solved simultaneously and 
not individually. The Dual Simplex Algorithm was used to 
produce optimal solutions which existed in a gap. With the
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use of these optimization techniques, an optimal solution was 
always obtained.
It would be improper to conclude that the proposed method 
of solution, as detailed in Chapter 5, is the best method for 
solving the production scheduling problem. The impact of the 
work described in this thesis is to show that these techniques, 
when used together, will solve the production scheduling 
problem. It has been observed that certain production 
scheduling problems can be successfully solved by the method 
of GLM alone. Other formulations will require Dual Simplexing 
to obtain an optimal integer solution. Still other formulations 
will require integer programming techniques to obtain an optimal 
integer solution.
The production scheduling problem is of vital importance 
to the mining industry. Since only the economically feasible 
portions of the pit will be mined, a planning schedule which 
insures this economical feasibility is required. An efficient 
method which will produce an optimum planning schedule must 
be developed in order that maximum utilization of natural 
resources will be obtained at a minimum operating cost, 
Additional research of existing and/or new techniques is 
required before an efficient method of solving the production 
scheduling problem can be produced,
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CHAPTER 8
SUGGESTIONS FOR FUTURE STUDY 
Before an efficient technique for solving the production 
scheduling problem can be developed, additional research is 
needed. Realistic open pit mines can consist of hundreds of 
thousands of blocks and numerous time periods, thus requiring 
the necessary computations to be performed on a computer. 
Therefore, any efficient technique which will solve these 
large problems must be compatible with today's computer 
systems. Several areas exist which can be studied, a few 
of these follow.
If linear programming techniques are to be used in solving 
the production scheduling problem, then methods which reduce 
the required amount of computer storage need to be developed.
It will be impractical to store and manipulate the complete 
linear programming formulation within the computer's memory. 
Methods involving disk or tape storage as well as solution 
techniques which do not require the full linear programming 
format to be retained may be feasible.
A second area which can be studied is that of the Cutting 
Plane Methods. Since the production scheduling problem has 
a unique linear programming structure, better methods for 
designing the cut constraints may exist. If a stronger cut 
constraint can be designed, then the number of iterations, and
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hence computation time, can be significantly reduced. A 
method for generating these stronger cut constraints should 
be developed in order to improve the linear programming 
solution procedures for the production scheduling problem. 
Without an efficient method to generate the required cuts, 
it does not appear feasible to solve the production scheduling 
problem with linear programming procedures.
The third possible area is in formulating the production 
scheduling problem as a network problem and solving it by 
Network Flow Techniques. A study could be undertaken which 
would examine the feasibility of this formulation.
Only with further interest and continued studies in the 
field of Operations Research as applied to the open pit mine 




THE MULTIPLE MOVING CONE METHOD
The Multiple Moving Cone method is widely used today, 
possibly due to the fact that it is very similar to the 
classic trial and error approach. Basically, the moving 
cone examines the positive blocks on the uppermost level of 
the property. It mines these blocks and moves to the next 
lowest level. The next positive block is located and a 
projection in the form of an inverted frustum, or cone, is 
made to the surface of the property. The cone is bounded 
by the maximum pit slope angle. All blocks whose center 
lies within the locus of the cone are summed according to 
their net values. If the summed value is positive, then 
that configuration is mined and the cone moves to another 
positive block and the process is continued until all levels 
of the property have been examined. This method has three 
advantages:
1) The concept is easy to understand and implement on 
a computer.
2) The concept is readily adaptable for variable pit 
slopes and variable size blocks.
3) A three-dimensional pit can be readily examined. 
However, this method has two disadvantages, which must be 
weighed heavily. The first is because the method involves
T-1742 140
a trial and error approach, it consumes much computer time 
and does not always yield an optimal solution. The second 
disadvantage is that the method may overlook combinations of 
cones, which examined individually, are non-mining solutions 
and if examined together are a mineable solution.
Although there are methods which may be used to overcome 
these disadvantages (i.e., centering the cone on a group of 
positive blocks instead of every positive block individually, 
and starting the cones near the assumed pit bottom instead 
of the top of the pit), there is no guarantee that the pit 




THE LERCHS-GROSSMAN GRAPHICAL METHOD
This is a graphical technique which can be used on a 
computer. Once again the block concept is used to describe 
the ore body and directed arcs are drawn from one block to 
the overlying blocks which must be mined first. These arcs 
impose mining constraints which indicate the blocks that must 
be removed before a particular block can be mined. Before 
proceeding any further with this approach, the terminology 
to be used must be defined.
Edge - An arc with the direction ignored.
Tree - A finite set of edges which are connected and 
contain no loops, i.e., a directed graph with 
n nodes and n-1 edges.
Dummy Root - An imaginary vertex which references,
either directly or indirectly, all other 
vertices.
Root Vertex - The vertex which is adjacent to the 
dummy root.
P-Edge - An edge which points away from the dummy root.
M-Edge - An edge which points toward the dummy root.
The value of an edge is equal to the cumulative mass of all 
the vertices further from the foot. An edge is strong if it 
is a P-Edge and the value supported is positive, or if it is
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an M-Edge and the value supported is negative. An edge is 
weak if the converse is true. A Tree is normalized by 
changing it so that all the strong edges have the dummy root 
as one of the vertices. This is accomplished by selecting a 
strong edge not connected to the dummy root, deleting it, and 
inserting a new arc from the dummy root to: A) the arrowhead
end if the deleted edge was a P-Edge, or B) to the foot end 
of the arc if the deleted edge was an M-Edge. The ultimate 
pit limit includes the vertices in branches connected to the 
dummy root with a strong edge, provided this normalized tree 
satisfies all the mining constraints.
An algorithm is presented to be used in conjunction with 
an example as illustrated in Figure LIV.
1) Form a tree with the first level blocks, connected
to the dummy root (Xq) by an arc. Classify each 
edge either strong (S) or weak (W) See Figure LV.
2) Consolidate the tree by deleting the strong root 
vertices aijid add the next lower level to the tree.
Classify each edge, See Figure LV1.
3) Examine this tree for a weak node overlying a strong 
node, If such is found, add an arc from the strong 
node to the weak node and delete the original strong 
node, reclassifying the arcs. See Figure LVII.
4) Consolidate the tree by deleting the strong root 
nodes and all nodes connected with it. If the
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S = STRONG EDGESW = WEAK EDGES






LEVEL 1 BLOCKS CONSOLIDATED 
WITH LEVEL 2
FIGURE LVI
NORMALIZING THE TREE IN FIGURE LVI 
FIGURE LVII
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current level is the lowest level of existing blocks, 
go to step 5, If not, add with next lower level 
(see Figure LVIII) and go to step 3,
5) The graphical representation now depicted indicates 
those blocks which lie outside the ultimate pit 
limit. Those blocks which do not appear lie inside 
the ultimate pit limit and are feasible to mine 
(see Figure LIX).
As illustrated, this method can readily solve a two- 
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NORMALIZATION OF THE TREE IN FIGURE LVIII 
BLOCKS SHOWN ARE ON EXTERIOR OF 





DYNAMIC PROGRAMMING METHOD 
This technique, designed by Lerchs and Grossman is rather 
simple, yet elegant. In order to use dynamic programming for 
ultimate pit limit design, the pit configuration in Figure LX 
must be transformed as follows:
1) Calculate M . . = I, m . for all i,j (for each block)13 q=l qj
(see Figure LXI). M ^  represents a cumulative 
profit for all blocks in column j down to level i.
2) Add an artificial row, i=0, M^^O, j = l,J, Now the 
pit is ready to apply the two-dimensional dynamic 
programming algorithm.
The Two-Dimensional 
Dynamic Programming Algorithm 
Set j=0 and Pq^ O  
If j=J, go to Step 5.
Set j=j+l
P . . =M. . + Max (P ■ . • -1 ) , where r=-1,0,1,13 1j l+r,3-1 t i i
for i=0,l,2, ,1
Indicate a maximum for each i by an arrow from 
(i,j) to (i+r,j-l), where r corresponds to the 






Step 5) Pn = Total net profit to the optimal mineable U J
configuration. If P^j £ 0, there is no profitable 
outline of the pit. If P^j > 0, follow the 
arrows from (0,J) until (0,0) is reached. The 
route traveled establishes the ultimate pit 
limit (see Figure LXII), Those blocks which lie 
inside are mineable.
The primary advantage of this technique is that, if 
implemented on a computer, the solution time is fast. The 
disadvantage is that it optimizes with regard to a cross- 
section and therefore requires pit ends and bottom smoothing 















































TWO-DIMENSION, CROSS-SECTIONAL PIT CONFIGURATION
FIGURE LX
0 0 0 0 0 0 0 0 0 0 0
111 211 311 411 511 G11 711
-  oo -  5 2 3 2 - 1 -  1 2 -  O O
112 212 312 412 512 G12 712
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FINAL SOLUTION TO FIGURE LX 





DYNAMIC PROGRAMMING METHOD 
The three-dimensional method utilizes two applications of 
the two-dimensional method, the first to obtain the best contour 
of a cross-section, given it is required to mine to any specified 
level, and the second application on a longitudinal section 
where the blocks represent the optimal section contours down 
to each level The complete algorithm is described by Johnson 
and Sharp (1971) and will not be discussed here. However, a 
sample problem will now be illustrated.
ikFor each cross-section, i, determine a S value, the 
maximum possible value resulting from the forced mining of
at least one block on level k (see Figures LXIII and LXIV).
i kNow formulate a longitudinal section, consisting of the S
values (see Figure LXV) . Solve Figure LXV, the longitudinal
section, using the two-dimensional method to obtain the
optimum longitudinal contour (see Figure LXV for final
solution) Take note of those longitudinal mineable blocks
which border the ultimate pit limit. Each block represents
a cross-section depth. This is to be interpreted as mine
t hcross-section i to the k level, thus the whole mineable 
ore body is represented in three dimensions.
The advantage of this method is its ease of implementation
T - 1 7 4 2  c:
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SECTION 5* i = 5
CROSS-SECTIONS CONTINUED
= FORCED MINING TO LEVEL
= FORCED MINING TO LEVEL
=  = FORCED MINING TO LEVEL
FIGURE LXIV
T-1742 154
11 21 31 41 51
4 -  1 2 -  1 4
12 22 32 4 2 5 2
0 2 6 0 -  1
13 2 3 3 3 43 5 3



















on a computer, One main disadvantage is that the solution 
obtained may or may not be practical That is to say, the 
method does not require the cross-sectional configurations 
to line up, block for block, This is of little importance 
when dealing with longitudinal trending types of ore bodies 
A second disadvantage is that waste blocks which must be 
removed to mine an ore block, other than those along the 
cross-sectional and longitudinal axis, are not considered. 
This may or may not require some pit smoothing techniques 
to maintain the maximum pit slope angle.
T-1742 156
APPENDIX E
TWO-PERIOD, FOUR BLOCK PROBLEM 
ILLUSTRATING THE LINK ALGORITHM 
Consider the pit configuration and objective functions
as illustrated in Figure LXVI.



























Step 1) M = 0
K = 2
T = 2
v 2 = {w
2Y =
Y 2 = {w
1Y = <p
Y1 II r*-\
2 2 2 2, 
l'w2'W3'W4*
(the null set)




1 1 V W4
Step 2) Solve the stage K = 2 problem (Figure LXVII)
-2 2 Max Z = C W
{V2} 2
W“ < 1















Optimal solution = {w^} = 1
(Mine block 3 in period 2)
Since M = 0, continue with step 2, 
2W w 2}
v 1 = {W 1 }
Y2 - {w2}
V 2 r 2 2 .2,Y = lw1,w2,w4}
I Since V̂ * = <j>, K = K-l = 1, go to step 2,
I Solve the stage K = 1 problem (Figure LXVIII) 
Max Z c1 w 1
{V1} E W < 0 




Optimal solution = 4)









v 1  r 1  1  1  l iY = lwlfw2/w3,w4}
I Since K = 1, set K = T = 2 and go to step 4.
for all h {YT}—T-l —T-l -T —Tch = ch + ch + + ch
YT = {w^ , w5| fW^}
—1 -1 —1 
C1 = 3' C2 = 4' C4 = _1
K = K-l = 1
_.l rrl , 1 1 1 1 ,V = Y = {w.̂  ,w2 fw3 ,w4 >
T = T-l = 1
Go to step 2.
Solve the stage K = 1 problem (Figure LXIX)
Max Z =
{V1} E W < 0 











Optimal solution = {w^,w2> = 1






Since M = 0, continue with step 2
T71w = r 11W1,w 2/
II
o> , 1 1, {w1/w2>
Y1 = T 1 1 \ {w1,w2>
Y1 = f 1 1l {w3,w4}





Since T = 1, go to s tep 5 ,
A =
K = 1
KK = K+l = 2
A = {a 1 ,a 2)
II
i—I  > r 1 1 1lw1/w2,w3,w
II
CN> r 2 2X
3' w4
K = K+l = 2
KK = K+l = 3
M = 1
Since K < T, continue with step 6
Set A = A + Y2 = {a1 ,a2 f 3 }*
Since KK > T, go to step 2.
Solve stage K = 2 problem (Figure
Max Z -2 2 = C W
{V2} E W 2 < 0











_ 2  _ 2Optimal solution = {w^/W^} = 1
(Mine blocks 3 and 4 in period 2) 
Since M = 1, go to step 7.
Since KK > Per, go to step 8.
v2 , 2 2 X Y = {w3,w4}
Go to step 6 
Step 6) Set K = K+l = 3 
M = 1
Since K > T, TERMINATE.
1The optimal solution consists of the sets Y and Y‘ 
Mine blocks 1 and 2 in period 1.
Mine blocks 3 and 4 in period 2.
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APPENDIX F
GAUSS-JQRDEN METHOD OF ELIMINATION 
Hillier and Lieberman (1972) describe the Gauss-Jorden 
Method of Elimination as a procedure in solving a system of 
linear equations. The method simply eliminates a variable,
Xj, from all but one of the equations, i, by adding the 
appropriate multiple of equation i to each of the remaining 
equations. For simplification of the solution, the coeffi­
cients of equation i are divided by the coefficient of X^ so
that in the final form the coefficient of X . is unity.
3
For example, consider the following three linear 
equations:
a) 2 xi + 4 x2 + 6
oi—iIIroX
b) xi - x2 - 3 I
IIco
X
c) -2 xi - 2 X2 + 6 X3 = 4
In order to eliminate X^ from the second and third 
equations, Gauss-Jorden Elimination is used as follows:
1) Divide each element of equation a by the coefficient 
of X^ The result is:
a) X1 + 2 X2 + 3 X3 = 5
2) Subtract equation a from b. The result is:
a) + 2 X2 +  3 X3 = 5
b) 0 X± -  3 X2 - 6 X3 = -9
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3) Add two times equation a to equation c. The 
result is:
a) xi + 2 X2 + 3 X3 = 5
b) 0 xi - 3 X2 - 6 X3 = -9
c) 0 xi + 2 X2 + 12 X3 = 14
Examining the equations in step 3, it can be seen that 
the coefficient of in the first equation is unity and the 
coefficients of X^ in all other equations (b and c) are zero. 
If this process were to continue on variables X£ and X^, the 
optimal set of equations would be obtained:
a) X1 + 0 X2 + 0
oliroX
b) 0 X1 + 1 X2 + 0 X3 = 1
c) 0 X1 + 0 X2 + 1 x3 = 1
The method of Gauss-Jorden Elimination is presented to 
familiarize the reader as to how to eliminate a variable 
from all but one row of the tableau. This process, when 




THE DUAL SIMPLEX ALGORITHM
(For a more detailed explanation of the method, 
the reader is referred to Dantzig (1962))
The Dual Simplex Algorithm is specifically designed to
operate on primal infeasibilities that occur in the linear
programming tableau. Initially, the tableau is pivoted such
that all dual infeasibilities have been removed. If primal
infeasibilities occur, then the tableau is Dual Simplexed.
The pivot element is determined by the following rules:
1) i is determined by any negative right hand side
and 2) j is determined by Min {C./-A..} j j ' D J-D
where "A. . < 0, <J. >0.ID D ~
The Gauss-Jorden Method of Elimination is now used to
pivot on this element (i j)
In this thesis, the Dual Simplex Method is used mainly
to operate on primal infeasibilities which occur in the E
and I matrices. The Dual Simplex Method will, however,
operate on the blending constraints only in the case where
the value of the multiplier is unchanged. This condition
will exist whenever the pivot element is determined by
Min {C”./-A. .} when C\ = 0  and there has been no change in j D ID D
the value of X by Dual Simplexing of the primal infeasibilities 
of the E and I matrices,
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