The proper orthogonal decomposition (POD) is shown to be an efficient model reduction technique for simulating physical processes governed by partial differential equations. In this paper, we make an initial effort to investigate problems related to energy is necessary in order to construct POD models yielding a high accuracy.
Introduction
The proper orthogonal decomposition (POD) is an efficient way to carry out reduced order modeling by identifying the few most energetic modes in a sequence of snapshots from a time-dependent system, and providing a means of obtaining a low-dimensional description of the system's dynamics. Since it was originally introduced by Karhunen in 1946 (see [1] ) and Loeve in 1945 (see [2] ), the method has been extensively used in research in recent years and successfully applied to a variety of fields. One of these important applications was the application to spatially organized motions in fluid flows, such as cylinder flows (see [3] ). POD was also used for identification of coherent structures, signal analysis and pattern recognition (see [4, 5, 6] ). Many researchers have also applied the POD technique to optimal control problems. For instance, this method has been used for Burger ' s equation (see [7, 8, 9] ), the Ginzburg-Landau equation and the Bénard convection (see [10] ), and in other fluid control problems [11, 12, 13, 14, 15, 16, 17] ). More recently POD has also been used in inverse problems (see [18] ). In addition, the method has also been used for industrial applications such as supersonic jet modeling (see [19] ), thermal processing of foods (see [20, 21] ), and study of the dynamic wind pressures acting on buildings ( [22] ), to name but a few. For a comprehensive description of POD theory and state of the art POD research, see [23, 24] .
Compared with above efforts, little attention was paid to application of POD to large-scale geofluid dynamics such as atmospheric or oceanic systems. In general these dynamic systems are quite complex and their discrete models are hard to solve due to their large dimensions (typical 10 6 -10 8 ). Uzunoglu et al (see [25] ) applied POD to adaptively reduce an ensemble for numerical weather forecasting. Another obvious application of POD in weather forecasting and operational oceanography is the four-dimensional variational (4DVAR) data assimilation problem. 4D-VAR looks for an optimal solution of an atmospheric or oceanic general circulation model that fits observations over a certain period (analysis interval) best. 4D-VAR is an optimal control problem. However, a major hurdle in use of 4D-Var for realistic general circulation models is the dimension of the control space, generally equal to the size of the model state variable and typically of order 10 7 − 10 8 . Current ways to obtain feasible implementations of 4D-VAR consist mainly of the incremental method (see [26] ), check-pointing (see [27] ) and parallelization. However, each of these three methods have their typical defects. The incremental method is characterized by the fact that the dimension of the control space remains very large in realistic applications (see [28, 29, 30] ). Memory storage requirements impose a severe limitation on the size of assimilation studies, even on the largest computers. Checkpointing strategies (see [31] )
have been developed to address the explosive growth in both on-line computer memory and remote storage requirements of computing the gradient by the forward/adjoint technique, which characterizes large-scale assimilation studies. POD provides a potential candidate technique that can dramatically reduce computation and memory burdens of 4D-VAR. Cao et al (see [32] ) made an initial effort to explore the feasibility of application of POD to 4D-VAR.
Prior to applying POD to various atmospheric and oceanic problems, it is essential to study problems related to construction of POD reduced models: how to choose the number of POD snapshots; how to decide the modes used in such system and how the different modes of basis functions used to reconstruct the solution is affecting the resulting simulation results. These problems have not been studied as of now for large-scale atmospheric or oceanic models. In this paper, we will study these problems with an upper ocean system in the tropical Pacific domain.
The paper is arranged as follows. The upper tropical Pacific Ocean model is described in §2. The POD technique is briefly presented in §3. The issues on the implementation and numerical calculations with POD used in the context of simulating the upper layer thickness and the current in this ocean model are finally discussed in §4.
Model of upper tropic Pacific

Description of the physical model
The numerical model used in this paper is Cane 's reduced-gravity model with a constant-depth surface layer (Cane 1979; Seager et al. 1988) , which is studying the ocean dynamics in tropical regions.
The model is a reduced-gravity, linear transport model, consisting of two layers above the thermocline with the same constant density (Figure 1 ). It is assumed that below the thermocline, the ocean is of a higher density, which is sufficiently deep so that its 
The model is discretized on the Arakawa C-grid, and all the model boundaries are closed. At these solid boundaries, we apply the no-normal flow and no-slip conditions.
The time integration uses a leapfrog scheme, with a forward scheme every 10th time step to eliminate the computational mode. Every integration day a mass-compensation is carried out.
Proper Orthogonal Decomposition
We denote by ), (x U i r the set of observations (also called snapshots) of some physical process taken at position
In this section, we consider the discrete Karhunen-Loève expansion to find an optimal representation of the ensemble of snapshots.
In general, each sample of snapshots ) (x U i r which is defined on a set of 
We can form a new ensemble by subtracting from the mean as follows:
To find an optimal compressed description of the sequence of data (3.3), one description of the process is a series expansion in terms of a set of basis functions.
Intuitively, the basis functions should represent the members of the ensemble in some sense. Such a coordinate system is provided by the Karhunen-Loève expansion.
Actually here the basis functions Φ are admixtures of the snapshots given by:
Here, the coefficients are to be determined so that Let matrix A denote the new ensemble: [Sirovich, 1987] . The eigenvalue problem can be solved with the method of snapshots,
where D is a symmetric and nonnegative matrix, k λ are the eigenvalues. We can choose the eigenvectors to be orthonormal, and give the POD modes by
It is shown that the cost functional 
Construction of POD Basis Vectors
We compute the POD reduced order spaces using the following algorithmic steps. 
(here Ω denotes the-two dimensional rectangular domain). These snapshots are discrete data over Ω .
(ii) Compute the covariance matrix. . The matrix elements of are given as which is depicted in §3. Here the space-time transposed technique is used.
. S i n c e are all nonnegative, Hermitian matrix, they all have a complete set of orthogonal eigenvectors with the corresponding eigenvalues arranged in ascending order as 
Reconstruction of Solutions through POD basis Vectors
Since the scales in model variables are not uniform, different modes can be chosen to reconstruct the solutions.
In this section, we will take into account the problem of approximation of the infinite-dimensional equations (2.1a)-(2.1c) by a sequence of finite-dimensional problems with combination of Galerkin approximations and POD basis elements.
First, different modes of the basis functions will be used to reconstruct model variables, which assume the following forms 
into equations (2.1a)-(2.1c) and
and finally integrate respectively in terms of x r . Since the basis functions are orthonormal, the system of ODE is as follows
By solving the above ODE problems using a difference scheme, one obtains the reconstructed solutions.
Numerical results
In this section, we report results of numerical computations related to the approaches presented in the previous paragraphs.
Here, if n =5, the first four POD modes (Figure 3) , capture nearly 100% of the characteristics of the five observations. While for =20 or =30, the first seven POD modes capture about 99% energy. It can be clearly seen that for the upper layer thickness , the same modes may capture the most energy, next is and the least is v .
Thus, different POD modes may be used to reconstruct fields respectively.
To quantify the performance of the reduced basis method, we use two metrics namely the root mean square error (RMSE) and correlation of the difference between the full order and the reduced order simulation. This is obtained by first taking the twelve-month's full order results and the corresponding twelve-month's reduced order results and computing the error, for example, for variable this yields u
where M is the number of node, the index denotes the month, is the full order approximation and denotes the reduced order approximation. The average RMS error is defined as: 
where û and u are the average of full order approximation and reduced order approximation respectively. Similarly compute the RMSE and the correlation for other model variables and . Table 2 presents the average RMSE in reduced order approximations using different modes as to =5, =20, and =30 snapshots. Note that from these simulations, on one hand, as the span of the reduced basis space increases, the RMSE decreases as long as the same number snapshots is used. On the v h n n n other hand, for different number of snapshots but for the same energy percentage captured, the RMSE decrease stops at 30 snapshots. The correlation for twelve months is displayed in Table 3 . Clearly, when increasing the POD mode, the correlation increases also for the same snapshots. This increase stops at 30 snapshots (Table 3) Our preliminary investigations on the use of POD for the upper ocean circulation simulation yield encouraging results and show that POD can be a powerful tool for various applications such as four-dimensional variational data assimilation. These results will be described in a follow-up paper. Table 1 The values of the model parameters used in the model integration . 
