During the three years of this grant, research was focused on interior point algorithms for linear programming, linear and nonlinear complementarity problems, and general nonconvex nonlinear programming problems. In linear programming, the focus of research on this grant was on higher order methods, removal of dense columns, and testing of an algorithm for automatic infeasibility detection. This work, when coupled with algorithms for better matrix orderings and faster factorizations, led to significant improvement in performance of interior point methods for linear programming.
In linear complementarity, a globally convergent algorithm was devised, programmed and tested. It has proved very robust and extremely efficient, with extraordinarily low iteration counts even for problems with very large numbers of variables. A direct analogue of this algorithm was developed for nonlinear programming, again proven globally convergent under limited assumptions, and again programmed and tested. The algorithm is again robust, and compares favorably with other known algorithms on a standard test set. Also, the work shows the assumptions for convergence are necessary by providing examples of both linear and nonlinear complementarity problems which violate the assumptions and do not converge.
For nonlinear programming, an interior point algorithm which is a direct analogue of the linear and quadratic programming interior point algorithms has been developed. The method has been modified to include a merit function to assure progress toward a solution. The matrix of second partial derivatives is modified to guarantee a descent direction by adding, when necessary, a diagonal term. The method has been programmed and tested on several test sets, and has proved very robust and extremely efficient in comparison with two other standard codes.
Accomplishments/New Findings:
In linear programming, during the period of this research, this primal-dual predictorcorrector interior point algorithm was the focus of study. Research was directed toward improving performance of the algorithm through higher order methods derived from targeting, improved automatic handling of dense columns, better matrix orderings and factorizations, and most recently, a new method for handling free variables which eliminates the need to split free variables. This latter has led to a more stable algorithm, while the other modifications reduced running time on the Netlib test suite from 1694 seconds to 1190 seconds on a Silicon Graphics workstation. In addition, an infeasibility detecting algorithm was tested, and shown to be both efficient in detecting infeasibility and very robust on badly conditioned problems, but significantly slower than the standard algorithm on feasible, normally conditioned problems. This work is documented in [4] .
In nonlinear programming, preliminary work was done on sensitivity analysis in quadratic programming using an interior point code. This work is continuing, and shows significant promise of being quite efficient for large problems. This work combines elements of simplex and interior point technologies, and should prove to be a very useful tool in determining the robustness of solutions to nonlinear programming problems.
The principal form of research in nonlinear programming has been the development of a primal-dual interior point algorithm for noriconvex nonlinear programming problems. Preliminary work, documented in [3] , [4] showed that potentially such an algorithm could be very efficient, but that a merit function was needed to assure progress toward a true minimum of the objective function and that matrix modification was needed to assure a decent direction for this merit function. Work in the last year has developed and tested such an algorithm. This work, documented in [7] , chooses as the merit function the classical Fiacco -McCormick penalty-barrier function. The paper shows how to choose the penalty parameter, and how to assure a descent direction. The method was programmed and tested extensively on both standard and nonstandard test problems. The method has proved to be very robust. The tests also show comparisons with MINOS and LANCELOT, and show that the method is extremely efficient compared to these well known algorithms. A code containing this algorithm is available from the website of Bob Vanderbei.
For complementarity problems, algorithms for both linear and nonlinear problems were developed, coded, and tested. These algorithms are documented in [5] and [6] . For linear complementarity, the algorithm is extremely efficient, with iteration counts remaining very small as problem sizes increased. The interior point code developed appears to be perhaps the most efficient linear complementarity code developed to date. The nonlinear code has also been extensively tested, and seems quite robust and comparable in efficiency to other state of the art codes. A major part of this research examines the problem of determining when a complementarity problem is infeasible using an infeasible interior point algorithm. Both the linear and nonlinear algorithms are proved convergent under a set of assumptions, and the research has demonstrated which assumption fails when the problem is infeasible. As this is a . testable condition, it provides for automatic infeasibility detection for monotone problems. The algorithms have been applied successfully to a wide variety of problems, especially those arising in oligopolistic pricing models in economics, game theoretic models, and models arising from variational inequalities.
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