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Abstract
As the Weather Surveillance Radar 1988 Doppler network reaches the end
of its expected life, a network of multifunction phased-array radars (MPAR)
supporting both aircraft and weather surveillance missions has been proposed.
A phased-array system should match the sensitivity, spatial resolution, and
data quality of the WSR-88D while having a update time of 60 seconds for
weather surveillance. Since an MPAR system must complete both weather
and aircraft surveillance missions, the update time reduction provided by hav-
ing multiple faces is insufficient to achieve the desired 60 second update time
for weather surveillance. Therefore, it is likely that multiple simultaneous
beams would be needed per face to meet the timeline requirements. An ap-
proach to achieve multiple receive beams is to use a spoiled transmit beam
and to form a cluster of simultaneous receive beams. However, a significant
challenge for this approach is the potential of high sidelobe levels in the two-
way radiation pattern, which can result in significantly biased estimates of
the radar variables in situations where the signal power has large spatial varia-
tion. This dissertation proposes an adaptive beamspace algorithm designed for
phased-array weather radar that utilizes a spoiled transmit beam and a cluster
of simultaneous receive beams to achieve the desired timeline. Taking advan-
tage of the adaptive algorithm’s ability to automatically adjust sidelobe lev-
els to match the scene, the high-sidelobe problem associated with a spoiled
xxviii
transmit beam is mitigated. Through extensive simulations, it is shown that
adaptive beamspace processing can produce accurate and calibrated estimates
of weather radar variables. Furthermore, it is demonstrated that the adaptive
beamspace algorithm can automatically reject interference signals and reduce
their impact on the radar-variable estimates. Additionally, it is shown that,
despite higher sidelobe levels, the adaptive beamspace algorithm can perform
similarly to a conventional system based on a dish antenna in terms of biases
when reflectivity gradients are present. Finally, the adaptive beamspace algo-
rithm is shown to compare favorably to some alternative solutions that can also
achieve the desired MPAR timeline requirement while preserving data quality.
xxix
Chapter 1
Introduction
Hazardous weather has a long history of causing economic damage to the
United States of America (USA). The nation’s large size, covering multiple
different types of climate, means that the country is subject to floods, draughts,
hurricanes, blizzards, tornadoes, hail, and many other types of damaging events.
In data compiled by NOAA’s National Centers for Environmental Information
(NCEI) (2016), the USA has sustained 200 high-damage weather and climate
events from 1980 to 2016, where each event has caused damage exceeding one
billion dollars. In 2015 alone, there were 10 such events resulting in over 22
billion dollars in damage and over 150 fatalities. In particular, severe storms
accounted for half of these events and more than a third of the fatalities. If
smaller weather events are taken into account, the total weather-related fatali-
ties raise to more than 500 in 2015 (The U.S. Natural Hazard Statistics 2016).
Beyond just damage and deaths, weather and climate also affect the economy
of the USA by an estimated 500 billion dollars each year (Lazo et al. 2011).
Therefore, it is of vital public interest to be able to forecast and forewarn haz-
ardous weather events to prevent the loss of life and property. The National
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Weather Service (NWS), originally the United States Weather Bureau, was
first established in 1870 to provide such forecasts and warnings to the popu-
lation. Since the late 1950s, one important tool used by the NWS to monitor
the atmosphere has been a network of weather-surveillance radars. RAdio De-
tection And Ranging (RADAR) operates by transmitting electromagnetic en-
ergy and receiving the energy backscattered by targets of interest. The earliest
radars were developed to detect ships and aircraft in the early 1900s (Skolnik
2001). After World War II, radar technology experienced a rapid growth to
achieve higher transmit power, expanded volume coverage, and more accurate
identification and tracking of targets. One important post-war development
was the application of radar to study weather in the 1940s (Doviak and Zrnic´
1993).
The first network of weather radars deployed in the USA was the Weather
Surveillance Radar 1957 (WSR-57), which provided reflectivity estimates only.
Despite the limited information provided by these weather radars, meteorol-
ogists were able to identify storm cells to provide warnings for population
centers (Rockney 1958; Whiton et al. 1998). In the mid-1970s, the Weather
Surveillance Radar 1974 (WSR-74) was deployed across the nation to aug-
ment the WSR-57 network to improve forecasts and severe weather warnings
(Whiton et al. 1998). After demonstrating that radial velocity information
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could bring significant benefits in terms of detecting and forewarning torna-
does (Brown et al. 1978) and microbursts (Wilson et al. 1984; Wolfson et al.
1994), the Weather Surveillance Radar 1988 Doppler (WSR-88D) was de-
veloped to be the new weather radar network covering the USA. A total of
159 WSR-88Ds were deployed across the USA to provide long-range weather
surveillance (Crum and Alberty 1993). With the upgrade to the WSR-88D, the
mean warning lead time for deadly tornadoes increased from 5.3 minutes to
9.5 minutes, and the percentage of warned tornadoes increased from 35% to
60% (Simmons and Sutter 2005). In the early 2000s, research into polarimet-
ric weather radars showed that the additional information allowed for improve-
ments in hydrometeor classification (Bringi and Chandrasekar 2001; Park et al.
2009), rain rate estimation (Ryzhkov et al. 2005a), drop-size-distribution re-
trieval (Brandes et al. 2004b,a; Cao et al. 2010; French et al. 2015), hail de-
tection (Ryzhkov et al. 2002; Kumjian and Ryzhkov 2008), tornadic debris
detection (Ryzhkov et al. 2005b; Bodine et al. 2013), and biological scatterer
studies (Chilson et al. 2012; Frick et al. 2012; Horton et al. 2015; Stepanian
and Horton 2015). In 2013, all 159 WSR-88Ds were upgraded to include
polarimetric capabilities (Crum et al. 2013).
Despite the continued upgrades and improvements to the hardware and
software of the WSR-88D, the mechanically rotating dish antenna places a fun-
damental limit on volumetric update time. With the current volume coverage
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patterns (VCP), the WSR-88D can complete a volumetric scan in four to five
minutes when observing convective storms (FMH Apr. 2006). It is understood
that high-temporal-resolution observations can lead to improved understand-
ing and warning of hazardous weather phenomena (Miller and Kropfli 1980;
Carbone et al. 1985). Not surprisingly, a survey of National Weather Service
forecasters and television weather forecasters showed that the current update
time of four to five minutes for the WSR-88D could miss significant storm
evolution and transition. Tornadic storms, squall lines, and downbursts were
pointed out as especially problematic due to the coarse temporal resolution of
the WSR-88D (LaDue et al. 2010). To address some of the concerns about the
slow update time, the Supplemental Adaptive Intra-Volume Low-level Scan
(SAILS) has been proposed to improve the update time for the lowest eleva-
tions of a volume scan (ROC 2013). Used in conjunction with the Automated
Volume Scan Evaluation and Termination (AVSET) (Chrisman 2012), SAILS
can almost cut in half the update time for the lowest elevation (0.5◦ usually)
by inserting an additional scan of the lowest elevation angle in the middle of a
volume scan. However, providing faster updates only for the lowest elevation
is not a perfect solution because there are phenomena that develop in the upper
atmosphere that could be missed by SAILS. Also, by inserting additional scans
for the lowest elevations, the update time for the entire volume is increased in
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some cases. In 2014, the Multiple Elevation Scan Option for SAILS (MESO-
SAILS) was proposed that allows the insertion of up to three additional scans
of the lowest elevation evenly spaced in the volume scan (Chrisman 2014).
The additional scans would significantly improve the coverage of the lower
atmosphere, but the update time for the entire volume is further increased and
the coverage of the upper atmosphere is sacrificed.
A natural solution to achieve faster update times is to transition from dish-
antenna radars to phased-array antenna radars. A phased-array radar uses dis-
crete radiating elements to emulate a continuous distribution that would be
applied to a reflector antenna. Each radiating element is excited by signals
that have a carefully determined amplitude and phase such that the sum of
signals from all the radiating elements produces the desired radiation pattern.
Being able to rapidly change the radiation pattern electronically, phased-array
radars can execute adaptive scanning strategies much more easily. The Na-
tional Weather Radar Testbed phased-array radar (NWRT PAR) was developed
as a proof-of-concept phased-array weather radar in Norman, OK. By utiliz-
ing the electronic steering ability of the PAR and adaptive scanning strategies
(Reinoso-Rondinel et al. 2010; Priegnitz et al. 2014), it was shown that the
NWRT PAR can achieve 60-second volumetric update times without sacrific-
ing data quality (Heinselman et al. 2008; Heinselman and Torres 2011; Curtis
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and Torres 2011; Torres et al. 2016). The 2010 Phased-Array Innovative Sens-
ing Experiment (PARISE) showed that the high-temporal-resolution data from
the NWRT PAR resulted in increased tornado warning lead times for weak tor-
nados and increased confidence levels in the data (Heinselman et al. 2012).
The 2012 PARISE experiment confirmed that high-temporal-resolution data
led to forecasters’ improved ability to match the data to their conceptual model
for the storms, which resulted in higher confidence levels in the warnings and
increased tornado warning lead time (Heinselman et al. 2015). In severe hail
and wind events, high-temporal-resolution data improved the probability of
detection, lowered the probability of false alarm, and increased the median
warning lead-time (Bowden et al. 2015; Bowden and Heinselman 2016).
In addition to the WSR-88D network, the USA also has multiple radar net-
works supporting aviation missions. The Terminal Doppler Weather Radars
(TDWR) are deployed near major airports to detect hazardous weather and
wind shear (Michelson et al. 1990), the Airport Surveillance Radar (ASR)
series is used for short-range terminal air traffic control, and the Air Route
Surveillance Radar (ARSR) series is used for long-range air route surveil-
lance. Operating, maintaining, and upgrading multiple single-mission radar
networks is costly. As the WSR-88D network reaches the end of its expected
life, there is an opportunity to use a network of multifunction radars to re-
place several single-mission radar networks; this would significantly reduce
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the number of radars and the associated maintenance cost. A network of mul-
tifunction phased-array radars (MPAR) supporting both aircraft and weather
surveillance missions has been proposed (Weber et al. 2007; Zrnic´ et al. 2007;
Weadon et al. 2009). An MPAR system should to match the sensitivity, spa-
tial resolution, and data quality of the WSR-88D while having a update time
of 60 seconds for weather surveillance; it is also required to have the same
revisit time and minimum detectable signal as the current air traffic control
radars (FAA 2013). Assuming MPAR has four faces that can be operated in-
dependently, a quick calculation shows that reducing the WSR-88D update
time (four to five minutes) by a factor of four is not enough to meet MPAR’s
weather surveillance update time requirements since the radar must also allo-
cate time for aircraft surveillance missions. A potential solution to meet the
timeline requirement for MPAR is to utilize multiple receive beams, which has
already been exploited by the wind profiling radar community (Palmer et al.
1998; Cheong et al. 2004). Calculations in Zrnic´ et al. (2015) showed that a
four-faced MPAR radar would need to transmit and receive three beams per
face to achieve the desired timeline. To achieve the required receive beams,
a multiple-frequency (Weber et al. 2007), time multiplexing (Melnikov et al.
2015), spilt transmit beam (Fadlallah et al. 2008), or spoiled transmit beam
(Isom et al. 2013) approach can be used. Figure 1.1 illustrates a multiple
7
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Figure 1.1: Illustration of the multiple frequency approach to achieve multiple receive beams.
The different colors correspond to beams operating on different frequencies. The three transmit
beams (top) and receive beams (bottom) are steered to -30◦, 0◦, and 30◦ respectively. The
downside of this approach is that the bandwidth requirement is large.
frequency approach where three beams with different frequencies are trans-
mitted sequentially and steered to scan in different directions. The top panel
of Figure 1.1 shows the radiation patterns of three transmit beams operating
with different frequencies (different color) and scanning in different directions.
The bottom panel shows the receive beams that are steered in the direction of
the transmit beam with the matching frequency. Essentially, three independent
radars are operating at the same time sharing a single antenna. A significant
downside to this multiple frequency approach is that it requires a large band-
width to operate, which is an expensive resource.
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Figure 1.2: Illustration of time multiplexing approach to achieve multiple receive beams.
Transmit beams pointed in different directions are transmitted in succession, and the receive
beam is formed to receive simultaneously from all illuminated directions. This approach
increases the blind range of the radar and can only be used with short transmit pulses.
Instead of multiple frequencies, it is possible to transmit successive pulses
in different directions and receive from all those directions simultaneously.
This time multiplexing approach is illustrated in Figure 1.2, where the top
panel shows the three successive transmit beams pointed in different directions
and the bottom panel shows the receive beam that receives simultaneously
from the three directions illuminated by the succession of transmit beams. Sig-
nal processing techniques can be used to mitigate cross-beam contamination,
but the successive transmissions increase the blind range of the radar and re-
quire short transmit pulses (Melnikov et al. 2015).
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Other approaches take advantage of the ability of a phased-array radar to
synthesize desirable beam patterns. The split transmit beam approach utilizes
a transmit beam with multiple mainbeams as shown in the top panel of Fig-
ure 1.3. The key difference between Figures 1.3 and 1.2 is that the energy is
radiated toward -30◦, 0◦, and 30◦ simultaneously in the split transmit beam ap-
proach. The receive beam in this approach also receives simultaneously from
all directions illuminated by the transmit beam. One obvious downside to this
approach is the loss of sensitivity due to the spreading of energy in multiple
directions. Moreover, it is difficult to synthesize and maintain the required
beam pattern to reduce contamination from different directions.
Instead of using a transmit beam that illuminates directions that are far
apart, it is possible to generate a spoiled transmit beam that illuminates a large
volume where a cluster of receive beams can be formed within the illuminated
volume. Figure 1.4 illustrates this spoiled transmit beam approach. In this
example, the spoiled transmit beam (top panel) illuminates a volume where
three simultaneous receive beams (bottom panel) can be formed. The loss of
sensitivity is similar to that of the split transmit beam approach, but it is much
easier to synthesize and maintain the types of transmit and receive beams in
this approach. However, a significant disadvantage of using a spoiled transmit
beam and simultaneous receive beams is that the two-way radiation pattern
sidelobe levels are high because they are mainly determined by the (one-way)
10
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Figure 1.3: Illustration of split transmit beam approach to meet the timeline requirement. A
transmit beam that illuminates multiple directions is used, and the receive beam is formed to
receive simultaneously from all illuminated directions. A sensitivity loss is expected since
energy is spread over multiple directions. Difficulties to synthesize and maintain the required
beam pattern are also concerns.
sidelobe levels of the receive beams. The spoiled transmit beam is also more
likely to illuminate unwanted clutter targets. This, combined with the high
sidelobe levels of the two-way pattern, means that estimates of radar variables
are more likely to be biased. Traditionally, aggressive tapering is used to drive
down the sidelobe levels of the receive beams, which leads to loss of spatial
resolution and sensitivity (Harris 1978). A potential solution to this sidelobe
issue with spoiled transmit beams is to take advantage of a digitized phased-
array weather radar’s capability to change the receive radiation pattern via
11
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Figure 1.4: Illustration of the spoiled transmit beam approach to meet the timeline requirement.
A transmit beam that illuminates a large volume is used, and a cluster of simultaneous receive
beams is formed within the illuminated volume. A sensitivity loss similar to the split transmit
beam approach is expected, but the required beam pattern is easier to synthesize and maintain
in this approach. However, the sidelobe levels become a major concern for weather radars.
adaptive beamforming, which can help reject unwanted interference signals
through spatial filtering (Stoica and Moses 2005).
Many adaptive beamforming methods have been developed in the litera-
ture for applications involving signals that can be modeled as point sources
(Stoica and Moses 2005; Capon 1969; Er and Cantoni 1985; Cox et al. 1987;
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Li et al. 2003, 2004; Elnashar et al. 2006; Lie et al. 2010). The minimum-
variance distortionless response beamformer, also known as the Capon beam-
former (Capon 1969), forms the foundation of many later versions of adap-
tive beamforming algorithms. Many authors recognized that the Capon beam-
former is sensitive to errors in the steering vector and proposed alternative
methods to improve its robustness. Diagonal loading quickly became a well-
known method to control the white-noise gain and improve the robustness of
the beamformer (Stoica and Moses 2005), but in many cases, the choice of the
loading factor is ad-hoc and has no theoretical basis. A method that uses an un-
certainty set to calculate the optimum loading factor was proposed in Li et al.
(2003), but the parameter controlling the size of the uncertainty set becomes
another data-independent parameter. Furthermore, the majority of the exist-
ing adaptive beamforming algorithms in the literature are designed to detect
and reject a finite number of point targets. However, for weather radars, the
signal of interest is from distributed targets, namely the hydrometeors that fill
spaces much larger than the radar resolution volume. Thus, direct application
of adaptive beamforming methods intended for point sources to weather radars
could lead to significant biases in estimated radar variables (Nai et al. 2013a;
Yoshikawa et al. 2013). A minimum-mean-squared-error (MMSE) framework
to iteratively estimate the weather signal was developed by Yoshikawa et al.
(2013). One advantage of the MMSE approach is that it can produce accurate
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estimates with limited samples, unlike methods based on inverting the sample
covariance matrix that require a number of samples large enough to ensure
the sample covariance matrix is not singular. However, the iterative nature of
the MMSE method means it is computationally complex and time consuming,
and is best suited for offline processing instead of real-time implementations.
In an attempt to reduce the number of samples needed for adaptive beamform-
ing, approaches based on the concept of beamspace were proposed (Chapman
1976; Bienvenu and Kopp 1984; Brookner and Howell 1986; Li and Liu 1994).
Some classical direction-of-arrival estimation methods, such as MUSIC and
ESPIRT, have been adapted to operate in beamspace as well (Zoltowski et al.
1993; Xu et al. 1994). More recently, adaptive beamspace beamforming also
has found application in medical imaging (Rodriguez-Rivera et al. 2006; Nilsen
and Hafizovic 2009), sonar (Somasundaram 2011), communications (Vook
et al. 2013), and radar (Li and Lu 2006; Hassanien and Vorobyov 2009; Lamare
et al. 2010). The essential property of adaptive beamspace processing is the
reduction of data dimensionality via pre-processing. Instead of applying the
adaptive algorithm to the output of the receive channels directly, beamspace
methods first form a set of non-adaptive beams, where the number of beams
formed is usually much smaller than the number of receive channels. By feed-
ing the output of the non-adaptive beams (instead of the output of the receive
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channels) into an adaptive algorithm, the dimensionality of the problem in the
adaptive step can be significantly reduced.
This dissertation proposes an adaptive beamspace algorithm designed for
phased-array weather radar that utilizes a spoiled transmit beam and a clus-
ter of simultaneous receive beams to achieve the desired timeline. Taking
advantage of the adaptive algorithm’s ability to automatically adjust sidelobe
levels to match the scene, the high-sidelobe problem associated with a spoiled
transmit beam is mitigated. Chapters 2 and 3 will provide background infor-
mation on weather radars and phased-array radars. Chapter 4 will describe
the proposed adaptive beamspace algorithm in detail, and will show that adap-
tive beamspace processing can produce accurate and calibrated estimates of
weather radar variables through extensive simulations. Furthermore, simula-
tion results in Chapter 4 will show that the adaptive beamspace algorithm can
automatically reject interference signals and reduce their impact on the radar-
variable estimates, and it can perform similarly to a low-sidelobe dish antenna
system in terms of data loss due to large biases when reflectivity gradients are
present despite the higher sidelobe levels. Finally, in Chapter 5, the adaptive
beamspace algorithm will be shown to compare favorably to some alternative
solutions that can also achieve the desired MPAR timeline requirement. Con-
clusions and future work will be discussed in Chapter 6.
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Chapter 2
Weather Radar Fundamentals
Weather radars, such as the WSR-88D, are some of the most advanced instru-
ments available to remotely observe the atmosphere. By radiating pulses of
electromagnetic energy at microwave frequencies and collecting information
about the atmosphere based on the energy backscattered to the radar by hy-
drometeors or other targets, weather radars are capable of monitoring severe
weather and producing advanced measurements that can further our under-
standing of the atmosphere (Serafin and Wilson 2000). The spectral moments
(and more recently the polarimetric variables) are the fundamental weather
radar measurements that are used by operational forecasters and as inputs
to many automatic algorithms, such as quantitative precipitation estimation
(QPE) and mesocyclone detection. Signals from non-meteorological scatter-
ers, also referred to as clutter, can bias the measurements from the signals of
interest and must be mitigated to ensure the quality of radar products. To bet-
ter understand how a weather radar functions, this chapter will first discuss
the basic components of a weather radar. Then the discussion will focus on
the signal processing techniques required to accurately estimate the statistical
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properties of the targets. Lastly, the current scanning strategies and the need
for faster update times for the next generation of weather radars are presented.
2.1 Fundamentals of Radar Design
A weather radar is generally composed of three major components: the trans-
mit chain, the antenna, and the receive chain. A simplified block diagram of a
Doppler radar is shown in Figure 2.1. In Figure 2.1, the pulse modulator and
power amplifier form the transmit chain of the radar; and the mixers, low-pass
filters (LPF), and signal processing unit form the receive chain. Each major
component will be discussed in detail next.
2.1.1 Transmit Chain
The transmit chain starts with the stable local oscillator (STALO), which gen-
erates a continuous-wave signal at a fixed radio frequency. This signal is de-
noted by f (t) in Figure 2.1 and can be expressed as
f (t) = cos(2pi fot+ψt) , (2.1)
where fo is the carrier frequency, t is time, and ψt is the initial transmitter
phase. After the continuous-wave signal is generated, it is modulated by a
pulse signal given by
u(t) =

1 0≤ t ≤ τ
0 otherwise
, (2.2)
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Switch 
Power 
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Pulse 
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Figure 2.1: Simplified weather radar block diagram. A continuous wave at the desired
frequency is generated by the STALO. It is then modulated and amplified before being
radiated into the atmosphere. The received signal is demodulated and filtered into in-phase
and quadrature components for processing (adapted from Doviak and Zrnic´ 1993).
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where τ is the pulse width. The pulse width is an important factor in determin-
ing several key features of a radar. First of all, the pulse width is related to the
sensitivity of the radar, which describes the weakest backscattered signal that
a radar can detect and extract useful information from. For weather radars,
high sensitivity is especially important because it allows the radar to observe
phenomena such as gust fronts and clear-air scattering. Secondly, the pulse
width also determines the range resolution of the radar when it is transmit-
ting single-frequency waveforms. The range resolution for point target radars,
which is the minimum distance separating two targets that allows the radar to
distinguish the two targets, is given by
∆r =
cτ
2
(2.3)
where ∆r is the range resolution, and c is the speed of light. The range resolu-
tion for weather radars are determined by the 6-dB width of the range weight-
ing function described in later sections. Finally, for a monostatic radar (i.e.,
the same antenna is used for both transmit and receive), the pulse width also
determines the blind range since the radar cannot typically receive while trans-
mitting. The blind range is given by
rb =
cτ
2
= ∆r (2.4)
Trade-offs between sensitivity, range resolution, and blind range must be con-
sidered when selecting a pulse width. To improve the sensitivity, a longer
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pulse is desirable since more energy would be radiated by the radar. However,
a long pulse also lengthens the blind range and worsens the range resolution.
One possible way to address this dilemma is to use pulse compression, which
transmits a long pulse with frequency or phase modulated waveforms. For
such advanced waveforms, the range resolution is no longer proportional to
the pulse width. Instead, it is determined by the bandwidth of the modulated
waveform (Skolnik 2001). This allows for good sensitivity and range resolu-
tion to be achieved simultaneously. The increased blind range can be mitigated
using a short fill pulse (Cheong et al. 2013).
The pulse modulated signal must be amplified to the desired power level be-
fore being radiated into the atmosphere through the antenna. There are many
types of power amplifiers, and Table 2.1 lists the advantages and disadvan-
tages of some common types. Klystron amplifiers with a large peak power are
used by the WSR-88D to generate pulses with good spectral purity (i.e., power
is not spread to frequencies other than the intended frequency band) (Doviak
and Zrnic´ 1993). Another type of transmitter is the magnetron, which has a
smaller size and operates at lower voltages compared to the Klystron amplifier.
However, the transmit phase from a magnetron is not constant between trans-
mitted pulses, and spectral leakage can occur (Skolnik 2001). Both Klystrons
and magnetrons can generate peak powers in the megawatt range, which is
ideal for a pulsed radar. Solid-state power amplifiers (SSPA) usually produce
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much lower power and, multiple devices are typically needed to generate the
required power for weather radars. Due to their small size and lower cost,
SSPA are ideal for active phased-array systems that require transmitters for
each individual radiating element. Both Klystron amplifiers and SSPAs pro-
vide a stable transmit phase (ψt) from pulse to pulse, which is necessary for
Doppler processing (Skolnik 2001). After power amplification, the signal is
radiated into space through the antenna, which is discussed next.
Table 2.1: Comparison of common power amplifiers used in radar systems.
Transmitter Type Advantages Disadvantages
Klystron High power Large size
Steady phase High cost
Magnetron High power Spectral leakage
Inexpensive Random phase
Solid-state power Small size Low power
amplifier (SSPA) Steady phase
Low distortion
Inexpensive
2.1.2 Antenna
The antenna of a radar system focuses the radiated power into a certain di-
rection (or beam) on transmit and allows the radar to accurately determine
the location of a target in azimuthal and elevation direction. Furthermore,
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concentrating the radiated power into a beam also allows the radar to detect
targets that are farther away from the radar compared to when the power is
radiated isotropically. On receive, the antenna can act as a spatial filter to
attenuate backscattered signals from directions other than the direction of in-
terest. The function that describes the distribution of radiated power is known
as the radiation pattern (also referred to as the beam pattern). Some common
types of antenna include dipole, patch, reflector, phased-array, and many more.
Figure 2.2 shows a parabolic reflector (dish) antenna used by WSR-88D, Fig-
ure 2.3 shows a fan beam reflector antenna used by airport surveillance radar
(ASR), and Figure 2.4 shows a phased-array antenna. The phased-array an-
tenna is based on the concept of using many discrete radiating elements to
simulate a continuous distribution of currents. The ability to control the am-
plitude and phase of each radiating element gives the phased-array antenna
greater flexibility to synthesize a desired beam pattern to help the radar fulfill
its missions.
There are some important parameters that are used to descibe an antenna
beam pattern, as shown in Figure 2.5. The main lobe refers to the peak of
the pattern pointed toward the direction of interest, and sidelobes refer to any
peaks in the pattern other than the main lobe. In Figure 2.5, the peak of the
main lobe is pointed at 0◦ and is normalized to have unit gain (0 dB). The 3-dB
beamwidth refers to the angular spread between the points where the radiated
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determines the values of these parameters, and as previously 
described, the measurements must yield a total power 
measurement accuracy of 1 dB or less for satisfactory 
performance.  Meeting this requirement for a large network of 
radars (over 160 units)  has proven to be challenging and a 
number of papers have addressed this issue [7], [8], and [9]. 
The factor g in the equation is the one-way antenna gain 
and θ1 represents the antenna half power beamwidth.  Because 
meteorological radars use pencil beam patterns, antennas are 
designed such that the azimuth and elevation planes of the 
pattern have equal widths. Note that both gain and beamwidth 
are squared factors due to the combination of transmit and 
receive operations in the same antenna.   Solar scans form the 
basis for antenna calibration in the WSR-88D. 
II. BASIC USES OF THE SUN IN THE WSR-88D 
 
 
 
Figure 1.  The WSR-88D Antenna 
 
The WSR-88D antenna, Figure 1, is a center fed parabolic 
reflector. Figure 2 shows the relevant dimensions and design 
parameters.  The nearly 28 foot diameter dish provides about 
45 dB of gain at the nominal 10 cm operating wavelength and 
features a 3 dB beamwidth of less than 0.95 degrees and very 
low sidelobes.  The Appendix contains a typical example of the 
pattern.  While most of the radar system parameters needed for 
calibration can be measured with test equipment or built in 
hardware sub-systems, accurately measuring the antenna gain 
and beamwidth is a challenge due to the large physical size. 
Since the operational units are housed within radomes, the 
effects of which must be included in gain measurements, this 
leads to a further need to measure the antenna parameters in the 
field. 
Antenna gain and beamwidth parameters could be obtained 
by use of external signal generators and test antennas, 
essentially establishing each WSR-88D location as a non-ideal 
antenna test range.  However there are logistical and technical 
challenges to this approach.  Other external approaches such as 
calibration spheres have been proposed and tested [7], [8].  But 
these also present serious logistical challenges.  There is a need 
for a stable, reliable, and well understood external target for 
measuring the antenna characteristics.  The sun is an excellent 
external target for characterizing radar systems because its 
position is well known on a real time basis through 
astronomical calculations, and its microwave transmission 
characteristics are well understood and monitored multiple 
times each day by the space weather community [10]. 
 
 
 
Figure 2. The WSR-88D Antenna Specifications 
 
The original solar scan approach for the WSR-88D derived 
three system parameters: antenna beam axis position 
correction, antenna pattern beamwidth, and antenna gain.  
These methods consist of two operations, or sub-tests [11].  
Subtest 1 scans the antenna main beam 3 degrees about the 
expected location of the sun in azimuth and elevation while the 
sun passes through the antenna main lobe due to the motion of 
the earth.  Once the noise powers of the solar signal have been 
collected, the software creates a plot of power as a function of 
angle, both in azimuth and elevation, where the angles are 
those reported by the pedestal control electronics.  The 
software then fits a parabolic curve to the power data, finds the 
peak, and compares that peak to the elevation and azimuth of 
the expected position of the sun at the associated time, based on 
a precise astronomical model.  The difference in the position of 
the measured peak and the expected position of the sun is the 
error in antenna positioning due to misalignment of the antenna 
and the control electronics.  These error correction factors are 
presented to the radar operator or technician and can be used to 
refine the accuracy of antenna positioning.  The 3 dB 
beamwidth is also derived from this curve fit process.  Figure 3 
is a sample of a plot presented to the technician for quality 
control purposes.  The plot shows the noise power of the sun as 
a function of azimuth as the antenna scans the calculated 
position of the sun.  The parabolic curve is the result of the fit 
to the data samples.  The peak of the fitted curve is compared 
to the expected center of the sun at the time of the samples and 
a positioning correction can then be applied. 
This method can be subject to error, particularly if 
electromagnetic interference is present at the time of the solar 
scan.  The curve fit routine may include points from sources 
Figure 2.2: S-band parabolic reflector antenna used by the WSR-88D (Ice et al. 2015). This
dish antenna has a diameter of .53 m and prod ces a beam with 0.93◦ 3-dB beamwidth with
low sidelobes. The antenna is to be rotated in azi uth and tilted in elevation to allow the
narrow beam, also referred to as a “pencil” beam, to scan an entire volume.
power is 3 dB below the peak of the main lobe (indicated by the red dashed
line). For point target radars, the 3-dB beamwidth deter ines the minimum
separation that is required between two targets with the same backscattering
cross section that the radar can successfully distinguish. For distributed targets
of interest to a we ther radar, the 3-dB beamwidth of th two-way radiation
pattern determines the angular dimension of the resolution volume. The range
dimension of the resolution volume is determined by the 6-dB width of the
range weighting function that will be described in the next section.
Antenna sidelobes determine how much power is being radiated towards
directions other than the direction of interest. Since any received signal is
assumed to be backscattered from targets in the direction of the main lobe,
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Figure 2.3: S-band ASR antenna (courtesy of Wiley/Wilson). This antenna produces a beam
that is narrow in the azimuth dimension and wide in elevation dimension, which is commonly
referred to as a “fan” beam. By having a wide beamwidth in elevation, the radar can complete
a volume scan by only rotate in azimuth. This allows for faster updates but the position of the
target in elevation cannot be accurately estimated.
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Figure 2.4: Phased-array antenna for the National Weather Radar Testbed in Norman, OK.
This antenna is composed of 4352 radiating elements, and it can electronically steer the beam
to ±45◦. The 3-dB beamwidth is 1.5◦ at broadside (the direction that is normal to the plane
of the array) and widens to 2.1◦ when steered to 45◦. The ability to electronically steer the
beams allows for adaptive scanning strategies that focus on regions of interest to provide faster
updates (Zrnic´ et al. 2007).
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the ideal beam pattern would have no sidelobes, but such a pattern cannot
be achieved in a real antenna. To prevent targets located in the directions of
the sidelobes from contaminating signals from targets in the direction of the
main lobe, the sidelobe levels should be as low as possible, especially for
weather radars that deal with storms that cover a large volume of space and
have a large dynamic range. It is possible for a weather radar to encounter
cases where volumes of space with little to no hydrometeors are adjacent to
volumes with large hail and raindrops. When the main lobe is pointed at the
volume with no hydrometeors, the backscattered signal from adjacent volumes
can “leak” through the sidelobes of the pattern and appear to be from the main
lobe, which could introduce biases in the radar variables.
2.1.3 Receive Chain
After transmitting the electromagnetic energy, the radar begins to receive backscat-
tered signals. For a single scatterer at range r, the received signal has the form
V (t,r) = |A|cos
[
2pi fo
(
t− 2r
c
)
+ψt+ψs
]
u
(
t− 2r
c
)
, (2.5)
where |A| is the amplitude of the received signal, and ψs is the phase intro-
duced by the scatterer. The received signal can be considered as the real part
of a complex phasor signal, which is written as
V (t,r) = |A|exp
[
j2pi fo
(
t− 2r
c
)
+ jψt+ jψs
]
u
(
t− 2r
c
)
, (2.6)
V (t,r) = I(t,r)+ jQ(t,r) , (2.7)
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Figure 2.5: Example beam pattern showing parameters used to describe it. The main lobe
is the peak of the pattern that is pointed in the direction of interest (0◦ in this example), and
sidelobes are the other peaks in the pattern. The 3-dB beamwidth is the angular separation
between the point where the radiated power is 3 dB (red dashed line) below the peak of the
mainlobe, and it determines the angular resolution of the radar. By having low sidelobes, the
antenna can spatially filter out signals arriving from directions other than the direction of
interest.
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where j is
√−1, I(t,r) is the in-phase component, and Q(t,r) is the quadrature
component. The block diagram in Figure 2.1 shows that I(t,r) is generated by
mixing the received signal with a reference signal generated by the STALO
followed by a low-pass filter. Q(t,r) is generated in the same way as I(t,r)
except that the second input to the mixer is a 90◦ phase-shifted STALO ref-
erence signal. The low-pass filters (LPF) following the mixers remove the
high-frequency components generated during the mixing process and keep the
baseband signals. Mathematically, I(t,r) and Q(t,r) are expressed as
I(t,r) =
|A|√
2
cos
(
4pir
λ
−ψt−ψs
)
u
(
t− 2r
c
)
(2.8)
and
Q(t,r) =
−|A|√
2
sin
(
4pir
λ
−ψt−ψs
)
u
(
t− 2r
c
)
, (2.9)
where λ is the wavelength of the carrier. The 1√
2
term is a scaling factor so that
the sum of average signal powers in I(t,r) and Q(t,r) is equal to the average
signal power of V (t,r) over a cycle of the microwave signal. The phase of the
complex received signal is
ψe(t) =−4pirλ +ψt+ψs (2.10)
and its time derivative is
ωd =
dψe
dt
=−4pi
λ
dr
dt
=−4pi
λ
vr , (2.11)
where ωd is the Doppler shift measured in radians per second and vr is the
Doppler velocity, also referred to as the radial velocity of the scatterer. The
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accepted convention in the weather radar community is that a scatterer mov-
ing towards the radar will have a positive Doppler shift and a negative radial
velocity.
The previous discussions assumed an ideal system; in any real system,
there is always noise in addition to the signal of interest. A matched filter
is usually used to enhance detection of the signal in noise (Skolnik 2001). To
process the match filtered signal, the I(t,r) and Q(t,r) signals are sampled in
range and sample time. Each sample in range time represents the combined
backscattering of particles in a volume of space called the “resolution volume”.
The location of each resolution volume is determined by
r0 =
cτs
2
, (2.12)
where r0 is the range to the resolution volume, and τs is the range-time sam-
pling delay after transmitting a pulse. The range depth of each resolution
volume is controlled by the range weighting function |W (r)|, which is the re-
sponse of the matched filter to a transmitted pulse (Doviak and Zrnic´ 1993).
The backscattered signal from scatterers located near the peak of the range
weighting function are weighted more than the backscattered signals from
scatterers located at the edge of the range weighting function. The 3-dB point
of the range weighting function determines the range extent of a resolution
volume, and, for a rectangular transmitted pulse, it is approximately given by
Equation (2.3).
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The angular width of the resolution volume depends on the 3-dB beamwidth
of the antenna and the range of the resolution volume. Each sample along
range time corresponds to a different resolution volume, which is also referred
to as a range gate. Weather radars are not only capable of measuring the range
to the scatterers, they can also measure their radial velocity.
The radial velocity of the scatterers is directly proportional to the frequency
of the baseband I(t,r) and Q(t,r) signals as shown in Equation (2.11). Since
I(t) and Q(t) (the r dependence is dropped when considering a single reso-
lution volume) have much longer period than the pulse width, the change in
I(t) and Q(t) during a single pulse is extremely small and cannot be used to
determine the frequency of the baseband signal. A solution is to transmit mul-
tiple equally spaced pulses to sample the baseband signal (in sample time) and
to use the samples to measure the radial velocity of the scatterers. The pulse
repetition time (PRT), Ts, controls the time between transmitted pulses. To
successfully recover the baseband signal from the sampled signal, the Nyquist
sampling theorem requires that the sampling frequency, fs = 1/Ts, is at least
twice the highest frequency of the signal being sampled; otherwise, aliasing
is likely to occur. Aliasing occurs when a continuous-time signal with higher
frequency is reconstructed as a lower-frequency signal from its samples. In
weather radar applications, aliasing implies that the radial velocity measured
by the radar is different from the true radial velocity by integer multiples of
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2va, where va is the maximum unambiguous velocity, or aliasing velocity. The
maximum unambiguous velocity can be derived from Equation (2.11) as fol-
lows:
ωmax =
4pi
λ
va (2.13)
ωmax = 2pi fmax (2.14)
fmax =
fs
2
(2.15)
4pi
λ
va = 2pi
fs
2
(2.16)
va = ± λ4Ts . (2.17)
Transmitting multiple pulses to sample the baseband signal enables the radar
to measure the radial velocity of scatterers, but it also introduces the potential
for range folding. Range folding occurs when the return signal from scatterers
far away from a pulse does not reach the radar until after another pulse is
transmitted, resulting in a measured time delay τs that is different from the
true time delay by integer multiples of Ts. The maximum range the radar can
measure without range ambiguity is referred to as the maximum unambiguous
range, ra, and is given by
ra =
cTs
2
. (2.18)
From Equations (2.17) and (2.18), it is easy to see that a long PRT allows
for a longer ra but a smaller va and vice versa. This problem is known as the
“Doppler dilemma”. WSR-88D radars combine a long PRT to measure range
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and a short PRT to measure radial velocities of weather phenomena wherever
range folding or velocity aliasing are likely to occur.
After describing the basic operations of a radar and some of its basic com-
ponents, the radar equation is introduced next to describe the basic relationship
between the radar and a point target.
2.1.4 Radar Equation
Assume a radar transmits a pulse with peak power Pt and a target with backscat-
tering cross section σb is located at range r with azimuth and elevation angles
φ and θ , respectively. The received power is given by (Doviak and Zrnic´
1993)
Pr =
Ptgtgrλ 2σb f 2t (θ ,φ) f 2r (θ ,φ)
(4pi)3r4l2
, (2.19)
where gt and gr are the directive gains of the transmit and receive antenna, ft
and fr are the normalized beam patterns of the transmit and receive antenna,
and l is the total loss. For a monostatic radar, usually gt = gr and ft = fr.
However, for a phased-array radar, it is possible to have different transmit and
receive beam patterns that could result in different gains and beam patterns.
Equation (2.19) is referred to as the radar equation, and it can be rearranged
to calculate the minimum detectable signal or maximum detectable range for
a particular radar and target. However, for weather radars that deal with dis-
tributed targets, the radar equation must be modified as explained next.
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2.2 Radar Signal Processing
The key difference between weather radars and other types of radars that de-
tect and track targets such as aircrafts is the target of interest. The target of
interest for weather radars consists of large number of hydrometeors filling
a volume much larger than the resolution volume. Each hydrometeor can be
considered as a point target, and the backscattered signals from different drops
add up coherently to form the received signal at the radar. It is impossible for
a weather radar to detect and estimate the signal for each individual drop, and,
as a result, the weather radar operates on the sum of the backscattered signals
to provide a statistical estimate of the properties of the drops within a reso-
lution volume. The properties of the drops are related to the received signal
through the weather radar equation derived next.
2.2.1 Weather Radar Equation
Since the received signal is the sum of backscattered signals from scatterers
in a resolution volume centered at range r0, the weather radar equation can be
written as (Doviak and Zrnic´ 1993)
P(r0) =
∫ r2
0
∫ pi
0
∫ 2pi
0
η(r)G(r0,r)dV , (2.20)
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where P is the expected received power, and η is the reflectivity or the backscat-
tering cross section per unit volume. Reflectivity is defined as
η(r) =
∫ ∞
0
σb(D)N(D,r)dD , (2.21)
where σb(D) is the expected backscattering cross section for a hydrometeor
with diameter D, and N(D,r) is the drop size distribution (DSD) that describes
the number of drops expected for different diameters. G in Equation (2.20) is
related to the characteristics of the radar and is given by
G(r0,r) =
C f 2t (θ0−θ ,φ0−φ) f 2r (θ0−θ ,φ0−φ)|W (r0,r)|2
r4l2
, (2.22)
C =
Ptgtgrλ 2
(4pi)3
(2.23)
where θ0 and φ0 represent the steering direction. The key difference between
the weather radar equation and the point-target radar equation is that the re-
ceived power is related to the reflectivity through a convolution with the beam
pattern, and the received power decreases with r2 rather than r4, which is the
result of the volume integral in Equation (2.20). Reflectivity is the variable of
interest to meteorologist and the process to estimate reflectivity from received
signal power is described next.
2.2.2 Calibration
From Equation (2.20), it is clear that the reflectivity and the received signal
power are not linearly related. The process to estimate reflectivity from the
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received signal power is referred to as weather radar calibration. Two key
assumptions that allow the estimation of reflectivity from the received signal
power are: 1) the product η(r) f 4(θ ,φ) is significantly larger only inside the
resolution volume defined by the beam pattern and the range weighting func-
tion; in other words, it can be neglected outside the resolution volume, and 2)
the reflectivity is constant within the resolution volume. If these assumptions
are satisfied, then η(r) can be factored out of the integral in Equation (2.20)
resulting in the approximation
P(r0)≈ Cη(r0)r20l2(r0)
F
∫ r2
0
|W (r)|2 dr , (2.24)
where F is the integral of the two-way beam pattern given by
F =
∫ 2pi
0
∫ pi
0
f 2t (θ ,φ) f
2
r (θ ,φ)sinθ dθ dφ . (2.25)
Using this approximation, reflectivity and the received signal power become
linearly related, and reflectivity can be estimated from the received signal
power by applying a constant calibration factor. For a dish antenna, the beam
pattern is designed such that it is significant only in the narrow main lobe, and
as a result, the assumption of constant reflectivity within this small volume is
more likely to be satisfied. The sidelobe levels of a dish antenna are designed
to be at least -50 dB near the main lobe and drop to at least -80 dB farther
away from the main lobe. With such low sidelobe levels, requirement (1) is
also met in most cases. With proper calibration, the radar variables defined in
the next sections can be estimated accurately.
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2.2.3 Radar Variables and Estimators
After range- and sample-time sampling, the complex received signal is a dis-
crete signal for each resolution volume, defined as
V (mTs) = I(mTs)+ jQ(mTs) (2.26)
where m is the sample-time index. This discrete signal is also known as the
“time series”. The number of samples in each time series, usually denoted by
M, combined with the PRT determines the time the radar spends observing
each resolution volume, which is referred to as the dwell time, Td . The dwell
time is calculated as
Td =MTs . (2.27)
For operational weather radars, the dwell time must not be too long in order
to have a reasonable update time for the whole coverage space and must not
be too short in order to estimate the spectral moments with the required preci-
sion. The dwell time also constrains the rotation rate of a mechanically steered
antenna.
For each resolution volume, the time series can be used to estimate the
Doppler spectrum, which is a power-weighted distribution of velocities that
describes the motions of all the scatterers in the resolution volume. Mathemat-
ically, the Doppler spectrum is the discrete-time Fourier transform (DTFT) of
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the autocorrelation function (ACF) of the time series. Assuming the underly-
ing random process for the time series corresponding to a resolution volume
is ergodic, the ACF can be estimated as
R(l) = lim
M→∞
1
M
M−|l|−1
∑
m=0
V ∗(m)V (m+ l) , (2.28)
where ∗ is the complex conjugate operator,V (m) is the mth sample of the time
series, l is the time lag between samples for which the autocorrelation is being
calculated, and Ts is dropped since it is understood that samples are taken Ts
seconds apart (Doviak and Zrnic´ 1993).
The Doppler spectrum is then defined as
S( f )≡ lim
M→∞
Ts
M−1
∑
l=−(M−1)
R(l)e− j2pi f Tsl . (2.29)
Since each time series only has a finite number of samples due to the
limited dwell time, robust estimators must be used to estimate the ACF and
Doppler spectrum. The biased estimator of the ACF is
Rˆ(l) =

1
M ∑
M−|l|−1
m=0 V
∗(m)V (m+ l) |l| ≤M−1
0 otherwise
. (2.30)
A common estimator of the Doppler spectrum is the periodogram, which is
expressed as (Doviak and Zrnic´ 1993)
Sˆ( f ) =
Ts
M
M−1
∑
m=0
M−1
∑
n=0
V ∗(m)V (n)e− j2pi f Ts(n−m) . (2.31)
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In the case where reflectivity and shear fields are uniform, the shape of the
Doppler spectrum follows the shape of the weighting function given by Equa-
tion (2.22) (Doviak and Zrnic´ 1993). Since the antenna pattern and the range
weighting function for weather radars can be approximated by Gaussian func-
tions in most cases, the Doppler spectrum will have a Gaussian shape as well.
Moreover, the motion of each hydrometeor within the resolution volume is
the sum of contributions from several different types of motion (i.e., uniform
wind, shear, and turbulence), and each type of motion produces a Doppler
spectrum associated with it. Since the overall Doppler spectrum is the convo-
lution of these independent spectra, its shape will approach that of a Gaussian
regardless of the shape of the individual spectra (Doviak and Zrnic´ 1993). Ob-
served Doppler spectra confirms the Gaussian shape assumption under many
conditions. However, non-Gaussian spectra with features such as dual peaks,
wide flat tops, or a single Gaussian with strong tails have been observed and
studied (Yu et al. 2009). Once the spectrum is assumed to have a Gaussian
shape, three parameters can completely describe its shape: the signal power,
the mean radial velocity, and the spectrum width. The signal power is the
zeroth moment of the spectrum and is defined as
S≡
∫ ∞
−∞
S(v)dv , (2.32)
where S is the signal power and S(v) is the Doppler spectrum. The frequency
dependence of the spectrum is converted to a velocity dependence, related by
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Equation (2.11), for convenience of interpretation. The signal power can be
converted to reflectivity, by adding a range correction and the radar calibration
constant, determined using Equation (2.24). As shown in Equation (2.21), re-
flectivity is related to the backscattering cross section of the hydrometeors in
the resolution volume. For spherical raindrops with diameters that are small
compared to the wavelength (i.e. the Rayleigh approximation), the backscat-
tering cross section can be approximated by
σb(D)≈ pi
5
λ 4
|Kw|2D6 , (2.33)
whereKw is the complex refractive index of water. Substituting Equation (2.33)
into (2.21) to obtain
η =
pi5
λ 4
|Kw|2Z , (2.34)
where Z is the reflectivity factor and is given by
Z =
∫ ∞
0
D6N(D,r)dD . (2.35)
In situations where the Rayleigh approximation does not apply, the reflectivity
can be converted to an equivalent reflectivity factor (Ze) by (Doviak and Zrnic´
1993)
η =
pi5
λ 4
|Kw|2Ze , (2.36)
Since Z ( Ze) is directly related to the number, type and size distribution of the
hydrometeors in the resolution volume, it can be used by automatic algorithms
to generate products such as quantitative precipitation estimation.
39
The mean radial velocity is the first moment of the spectrum and is defined
as
vr ≡ 1S
∫ ∞
−∞
vS(v)dv , (2.37)
where vr describes the mean motion of the hydrometeors inside the resolution
volume. The spectrum width, σv, is the second central moment of the spectrum
and is defined as
σ2v ≡
1
S
∫ ∞
−∞
[v− vr]2S(v)dv . (2.38)
The spectrum width measures the shear and turbulence inside the resolution
volume. The antenna rotation also contributes to increase the measured spec-
trum width for operational weather radars.
In practice, the integral definitions of the three moments cannot be used to
calculate the spectral moments. Instead, time-domain and frequency-domain
estimators are used to estimate the spectral moments. In the time domain, the
signal power is estimated as
Sˆ=
1
M
M−1
∑
m=0
|V (m)|2 . (2.39)
The radial velocity can be estimated from the ACF. According to Doviak
and Zrnic´ (1993), the ACF for a Gaussian spectrum is
R(lTs) = S exp[−8(piwlTs/λ )2]e− j4pivrlTs/λ +Noδl , (2.40)
where l is an integer index of the time-lag of the ACF function, No is the mean
noise power, and δl is the Kronecker delta function that is equal to 1 when
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l = 0 and 0 when l 6= 0. The mean radial velocity can be estimated using the
phase of the ACF at lag Ts:
vˆr =− λ4piTsarg Rˆ1 , (2.41)
where
Rˆ1 =
1
M−1
M−2
∑
m=0
V ∗(m)V (m+1) , (2.42)
and the arg function returns the argument of a complex number. In Equa-
tion (2.41), the true ACF at lag Ts was replaced with an estimate Rˆ1, and Rˆ1
is calculated using Equation (2.42). Similarly, the spectrum width for a Gaus-
sian spectrum can be estimated using the magnitude of the ACF. The spectrum
width estimator using Sˆ and Rˆ1 is given by
σˆv =
λ
2piTs
√
2
∣∣∣∣∣ln
(
Sˆ∣∣Rˆ1∣∣
)∣∣∣∣∣
1/2
. (2.43)
The bias, variance, and limitations of the estimators given above along with
the spectral processing estimators are discussed in detail in Doviak and Zrnic´
(1993). A Doppler spectrum for weather signals is shown in Figure 2.6. In
this example, the red triangle is the estimated mean radial velocity and the
horizontal bar centered on the estimated mean radial velocity indicates the
estimated spectrum width.
Through recent upgrades, the WSR-88Ds have the capability to transmit
both horizontal and vertical polarized waves simultaneously, this enables the
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Figure 2.6: Typical Doppler spectrum for a resolution volume containing hydrometeors. The
red triangle indicates the estimated mean radial velocity and the horizontal bar centered on the
triangle indicates the estimated spectrum width.
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estimation of three more polarimetric variables of interest: differential reflec-
tivity, correlation coefficient, and differential phase. Differential reflectivity is
the ratio of received powers in the horizontal and vertical polarizations, and it
is estimated by (Doviak and Zrnic´ 1993)
ZˆDR = 10log
(
Sˆh
Sˆv
)
, (2.44)
where Sˆh and Sˆv are the signal power, estimated using Equation (2.39) for
the horizontal and vertical polarizations respectively. It is expected that drops
with horizontally aligned major axis will produce positive ZDR while drops
with vertically aligned major axis will produce negative ZDR. This ability to
differentiate the shape of the drops can help to improve the accuracy of rainfall
rate estimation and to detect the presence of hail (Kumjian 2013).
The correlation coefficient, ρhv, between the received voltages of the two
polarizations is given by
ρhv(0) =
E {VhV ∗v }√
ShSv
, (2.45)
whereVh andVv are the received signal voltages for the horizontal and vertical
polarizations, respectively. The correlation coefficient is a measure of the di-
versity of the scatterers in the resolution volume, where a large variety in the
types, shapes, and orientations of the scatterers leads to decreased correlation
coefficient. The presence of non-meteorological scatterers can also lead to a
low ρhv (< 0.8) (Kumjian 2013).
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The specific differential phase (KDP) is the range derivative of the differen-
tial phase (ΦDP), which is given by
ΦDP = argE {V ∗hVv} . (2.46)
ΦDP is the difference in phase shift as the horizontal and vertical polarized
waves propagate through scatterers, and it is not affected by attenuation, which
makes it an attractive option for attenuation correction (Kumjian 2013). KDP
can be used to detect regions of heavy rain, and can be used with Zh to im-
prove rainfall estimations. Since the goal of this work is to analyze the first-
order trade-offs of applying adaptive beamspace algorithm to weather radar,
the spectral moments will be used as the radar variables to track the perfor-
mance of the algorithm for simplicity. For estimating the polarimetric vari-
ables, the same adaptive algorithm can be applied to received signals from the
horizontal and vertical polarizations independently to generate the received
voltage signals, and the estimators described in this section can be applied.
Analyzing the impacts of potentially having different adaptive weights for the
different polarizations on the estimation of the polarimetric variables is left as
future work.
2.2.4 Clutter Filtering
A significant source of error in estimating the radar variables is the presence
of returns from non-meteorological targets, commonly referred to as clutter.
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Common sources of clutter are insects, birds, trees, buildings, aircraft, or wind
turbines. Unwanted clutter signals cause biases to the spectral moment esti-
mates, and therefore must be removed to ensure the quality of the radar prod-
ucts. The most common occurring clutter is from ground returns or ground
clutter. In a resolution volume where hydrometeors and ground clutter are
both present, the spectral moment estimates are significantly biased by the
ground clutter as shown in Figure 2.7 (blue line). Ground clutter can be easily
recognized in the Doppler spectrum because it has zero radial velocity and
a narrow spectrum width. Time domain regression filters (Torres and Zrnic´
1999) and spectral domain methods, such as Gaussian Model Adaptive Pro-
cessing (GMAP) (Siggia and Passarelli 2004) and Clutter Environment Anal-
ysis using Adaptive Processing (CLEAN-AP) (Warde and Torres 2009), are
all possible solutions to mitigate the biases in spectral estimates caused by
ground clutter. The result after passing the spectrum through a ground clutter
filter (GCF) is shown in Figure 2.7 (red dashed line). The spectral estimates
for the weather only, ground clutter contaminated, and ground clutter filtered
spectra are listed in Table 2.2. In the example shown, the ground clutter filter
reduced the power bias from 12.30 dB to 0.0056 dB, the velocity bias from
-15.99 m s−1 to -0.022 m s−1, and the spectrum width bias from 1.51 m s−1 to
0.069 m s−1. GCF are effective at mitigating contaminations due to station-
ary targets, but they have limited effectiveness at mitigating contamination
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Figure 2.7: Typical Doppler spectrum for a resolution volume containing hydrometeors and
ground clutter (blue line). The ground clutter filter removed the majority of the clutter power
located near 0 m s−1(red dashed line). The spectral moment estimates after filtering are closer
to the estimates shown in Figure 2.6.
Table 2.2: Comparison of the spectral estimates before and after ground clutter filtering for
ground clutter contamination.
Power (dBm) Radial Velocity (m s−1) Spectrum Width (m s−1)
Weather Only -19.719 17.207 2.174
Before Filtering -7.415 1.220 3.684
After Filtering -19.714 17.185 2.243
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from non-stationary clutter, such as wind turbine clutter (WTC). The change
of WTC spectrum with respect to time is shown in Figure 2.8, where the x-axis
is Doppler velocity, the y-axis is time, and the color represents the power in dB
in each frequency bin (Isom et al. 2009). In Figure 2.8, there are three compo-
Tower 
Flash 
Hub 
Figure 2.8: Spectral evolution of the WTC signal. Each row is a Doppler spectrum for a 64-
sample time-series from a resolution volume containing a wind turbine. The three components
of WTC signal are the tower, hub, and flash as indicated on the figure extracted from Isom
et al. (2009).
nents in the WTC spectral evolution: the stationary ground clutter, the slowly
oscillating hub, and the flash. Figure 2.9 shows the result after applying a
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GCF to an example flash contamination. The estimated spectral moments are
compared in Table 2.3, where it is clear that a conventional GCF is ineffective
at mitigating WTC contamination.
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Figure 2.9: Dopper spectrum of a flash contamination. The GCF removed the tower signal but
is ineffective at removing the flash contamination. The flash contamination away from zero
Doppler is mostly unaffected by the filter and the spectral moment biases remain large.
Table 2.3: Comparison of the spectral moment estimates before and after ground clutter
filtering for WTC contamination.
Power (dBm) Radial Velocity (m s−1) Spectrum Width (m s−1)
Weather Only -19.719 17.201 2.174
Flash; Before Filtering -9.740 -1.603 8.501
Flash; After Filtering -14.372 8.110 15.759
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An algorithm using range-Doppler spectra to mitigate WTC contamina-
tion was proposed in Nai et al. (2013b). However, with wind turbines being
discretely located in space, it is possible to utilize spatial filtering instead of
time/frequency filtering to mitigate WTC contamination. Advantages spatial
filtering compared to the method proposed in Nai et al. (2013b) are that spatial
filtering can be applied on a gate by gate basis and it does not require a priori
knowledge of the locations of the wind turbines.
2.3 Scanning Strategies
Weather radars not only must produce accurate estimates of the radar variables
discussed in the previous section, they must also provide updated information
at a reasonable rate. Some rapidly evolving phenomena such as tornado gene-
sis and microbursts can be missed by the radar if the update time is too long.
The current update time and scanning strategies of the WSR-88D and the de-
sired update time for the next generation of weather radars are discussed next.
2.3.1 Current VCP and Update Time
The current volume coverage patterns (VCP) used by WSR-88D are described
in the Federal Meteorological Handbook No. 11 Part C (FMH Apr. 2006).
When the radar is operating in precipitation mode, it can achieve an update
time between four minutes (VCP 12) to five minutes (VCP 11) when observing
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convective storms. For example, VCP 12 scans the lowest elevations (0.5◦ and
1.5◦) using the split cut scan, which consists of two scans with different PRTs
to obtain reflectivity and spectrum width (first scan) and mean radial veloc-
ity and polarimetric variables estimates (second scan). The middle elevations
(2.4◦ to 6.2◦) are scanned in batch mode where a group of long PRT pulses are
followed by a group of short PRT pulses. The higher elevations (7.5◦ to 19.5◦)
are scanned once with short PRTs. Recently, the SAILS has been proposed
to improve the update time for the lowest elevations of a volume scan (ROC
2013). However, providing faster updates only for the lowest elevation is not a
satisfactory solution because there are phenomena that develop in the upper at-
mosphere that could be missed by SAILS. Also, by inserting additional scans
for the lowest elevations, the update time for the entire volume is increased in
some cases.
2.3.2 Desired Update time
It is understood that high-temporal-resolution observations can lead to im-
proved understanding and warning of hazardous weather phenomena (Miller
and Kropfli 1980; Carbone et al. 1985). A survey of National Weather Service
forecasters and television weather forecasters showed that the current update
time of four to five minutes for the WSR-88D could miss significant storm
evolution and transition. Tornadic storms, squall lines, and downbursts were
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pointed out as especially problematic due to the temporal resolution of the
WSR-88D (LaDue et al. 2010). Improving update times for lower-level cover-
age as discussed in the previous section could mitigate some of the concerns,
but the best solution is to improve the volumetric update time to the order of
one minute. The PARISE experiments in 2010 and 2012 showed that high-
temporal-resolution data resulted in increased tornado warning lead times for
weak tornados, severe hail, and wind events, and increased confidence levels
of the warnings (Heinselman et al. 2012, 2015; Bowden et al. 2015; Bowden
and Heinselman 2016).
With a dish antenna, the inertia of mechanical rotation severely limits the
possible scanning strategies. The dish antenna cannot be stopped and arbi-
trarily directed to scan directions of most interest without damaging the radar.
However, for phased-array radars, it is much easier to execute adaptive scan-
ning strategies due to its electronic steering capabilities (Zrnic´ et al. 2007).
The NWRT PAR can achieve 60-second volumetric update times by utilizing
the electronic steering ability and adaptive scanning strategies (Heinselman
et al. 2008; Heinselman and Torres 2011; Torres et al. 2016). Despite the ex-
cellent performance shown by the NWRT PAR, phased-array radars also pose
significant challenges as weather radars, especially in a multifunctional set-
ting. Next chapter will discuss the concept of phased-array radar in detail and
explain the challenges of using a phased-array radar to observe weather.
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Chapter 3
Phased-Array Radars
A major difference between a phased-array radar and a conventional radar is
the type of antenna used. Conventional radar usually uses a single antenna to
radiate power into space and to receive backscattered signals. The radiation
pattern is determined by the size of the antenna and the excitation distribution
on the the aperture of the antenna (Skolnik 2001). A phased-array radar, on
the other hand, uses discrete radiating elements to emulate a continuous distri-
bution. This chapter will introduce the different architectures of phased-array
radar and discuss the advantages and disadvantages of each type. Further,
several methods of nonadaptive and adaptive beamforming will be discussed.
Finally the challenges of a multifunction phased-array radar (MPAR) will be
described.
3.1 Introduction to Phased-Array Radar
Traditional weather radars, such as the WSR-88D, use a parabolic reflector
antenna to transmit a pencil beam with a fixed radiation pattern. In contrast,
phased-array radars use discrete radiating elements to emulate the continuous
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excitation produced by a parabolic reflector antenna. Each radiating element is
excited by signals that have a carefully determined amplitude and phase (also
referred to as a complex weight) such that the sum of radiations from all the
radiating elements produces a desired radiation pattern. Being able to adjust
the complex weight for each radiating element, a phased-array radar has sig-
nificant more control over the final radiation pattern. For example, nulls in the
radiation pattern can be produced and steered to the desired direction so that
backscattered signals from those directions are severely attenuated. Another
strength of a phased-array radar is electronic steering. Since the radiation pat-
tern is determined by the complex weights, which can be modified quickly, the
radiation pattern of the radar can be steered to different directions for succes-
sive transmit pulses to reduce the scanning time (Zrnic´ et al. 2015). Unlike a
traditional dish-antenna radar where the scanning must be done in a continu-
ous manner due to the mechanical inertia of the antenna, a phased-array radar
can switch between beams pointed at significantly different directions quickly
and efficiently. Beam smearing due to rotation of the antenna is also absent in
a phased-array radar. Furthermore, phased-array radar also potentially allows
for different waveforms being used on different radiating elements, which can
help the radar to achieve multiple functions simultaneously. However, for pla-
nar arrays, as the beam is steered off broadside, the beam widens. This beam
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broadening effect must be taken into consideration during the design a phased-
array system and in the signal processor.
Currently, the United States operates multiple radar networks that perform
terminal and long-range aircraft and weather surveillance. As these radars
get near their lifetime, a new radar network composed of MPARs is being
proposed to replace the aging networks (Weber et al. 2007; Zrnic´ et al. 2007;
Weadon et al. 2009). By replacing multiple networks with a single network,
the number of radars required would be reduced by more than 30%, which
can significantly reduce the operation and maintenance cost over the lifetime
of the network. Figure 3.1 is a conceptual illustration of an MPAR that can
track aircraft (coorperating and non-coorperating) and multiple severe storms.
With electronic steering, an MPAR can also focus on regions of space of sig-
nificant interest, such as severe storms. Discussions in Chapter 2 have shown
that fast update times can lead to increased warning lead times and warning
confidence for hazardous weather, and phased-array radars are uniquely posi-
tioned to achieve that desired update time. Research done using the NWRT
PAR has demonstrated that phased-array weather radars can achieve faster up-
date times while maintaining data quality (Curtis and Torres 2011; Yu et al.
2007; Reinoso-Rondinel et al. 2010).
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cupies a smaller portion of the unambiguous velocity 
interval.
Because beam smearing is not a factor, the spec-
trum width estimates of weather signals would have 
one less bias. Typical rotation rates produce a 1.5 
times larger effective beamwidth. If wind shear is 
constant across the beam and it is the only spectrum 
broadening mechanism then radar with such rotating 
antenna would measure 1.5 times larger spectrum 
width than radar with a stationary antenna (Doviak 
and Zrnic 1993). In case turbulence is the only con-
tributor and its outer scale is larger compared to the 
transverse dimension of the beam, the increase in 
measured spectrum width would be (1.5)1/3 times 
(Doviak and Zrnic 1993). Similarly, in a polarimetric 
PAR the correlation coefficient between the copolar 
and cross-polar signals would be less affected by 
gradients of differential phase across the beam. For 
example, take again the 1.5 times increase in effec-
tive beam width, a 60° change in differential phase 
over 1° in azimuth [such large gradients have been 
documented by Ryzhkov (2007)], and an intrinsic 
cross-correlation coefficient ρhv = 1 (upper value 
for drizzle). Under these conditions radar with a 
stationary beam width of 1° would measure a ρhv 
of 0.95 [(Ryzhkov 2007, Eq. (38)], which indicates 
precipitation other than hail. The same radar with a 
rotating antenna would measure a ρhv of 0.89, which is 
outside the precipitation range (except for large hail). 
Note that the larger bias causes the classification of 
hydrometeor schemes to produce confusing results, 
and it is also much harder to estimate and eliminate. 
Moreover, the absence of beam smearing reduces the 
standard errors in estimates of Doppler velocity and 
polarimetric variables.
Retrieval of transverse winds. It may be possible to 
measure transverse (to the beam) winds using the 
spaced antenna approach. In it the antenna is illu-
minating a volume and reception is made at two or 
more subarrays of the antenna. The backscattering 
volume produces a diffraction pattern that, due to 
transverse winds, drifts over the subarrays. Cross 
correlation of the signals from two subarrays has a 
maximum at a time lag inversely proportional to the 
transverse velocity of the scatterers. The technique 
has been applied to wind profiling radars and is being 
suggested for phased array weather radars (Zhang and 
Doviak 2006). Further, it has potential to separate 
the transverse wind and shear contribution from 
the turbulent contribution to the cross-correlation 
function.
FIG. 3. Capabilities of agile-beam phased array radar are shown in a panoramic view. Illustrated are 
(a) surveillance scan through the planetary boundary layer (extending to 2 km) for mapping winds, 
(b) surveillance scan through a cumulus “Cu” cloud, (c) surveillance scan through a supercell storm, 
(d) high-resolution scan with a longer dwell time through the region in the supercell where the potential 
for tornado development exists, (e) scan that grazes the mountain contour for “surgical precision” 
avoidance of ground clutter, (f) determination of propagation condition, i.e., cumulative humidity 
along the beam between radar and the edge of the mountain, and (g) detection and tracking aircraft 
including noncooperating aircraft.
Figure 3.1: Conc ptual ill str tion of MPAR from Zrnic´ et al. (2007). The radar can track
aircraft and perform weather surveillance with acceptable update time for both missions. With
electro ic steeri g capability, the radar can focus on regions of interest (e.g., a tornado) to
provide faster updates.
Phased-arra radars can significantly improve the update time for weather
surveillance, but they also introduce some challenges. One significant chal-
lenge is the accurate estimation of polarimetric variables. For a planar array,
the horizontal and vertical polarizations are not always orthogonal when the
beam is steered off broadside, and the biases must be corrected for the polari-
metric variables to be useful (Zhang et al. 2009). Another possibility to im-
prove the polarimetric estimates is to use a cylindrical array instead of planar
arrays (Zhang et al. 2011). Moreover, in a simultaneous transmit and receive
operation mode, the phased-array antenna must provide sufficient cross-polar
isolation to minimize the cross-polarization contamination to the co-polar mea-
surements. Any mismatch between the beam patterns of the two polarizations
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can also lead to large biases in the estimates of the polarimetric variables. The
polarimetric issues are important, but since this work is proposing a new adap-
tive beamspace algorithm for phased-array weather radars, the main focus
should be on the fundamental trade-offs, which can be tackled in a simpler
manner using the spectral moments. Only if these initial results are promising,
should the analysis of the impact of adaptive beamforming on estimation of po-
larimetric variables be done. The rest of this chapter will discuss the different
architectures of phased-array radar, and introduce the different beamforming
methods.
3.2 Archetypes of Phased-Array Radar
The development of phased-array radars started after World War II and con-
tinues through the present day (Skolnik 2001). Due to the limitations of the
electronic components and computing power, the earliest phased-array sys-
tems relied on analog beamformers to generate the desired beams. As tech-
nologies advanced, a new architecture based on subarrays was developed to
allow more control over the beam pattern. The future of phased-array radars
is an all-digital architecture, in which each radiating element has its own trans-
mit/receive (T/R) module and digital synthesizer (DDS) that controls the am-
plitude, phase, and waveform of the transmitted signal (Fulton et al. 2016).
Further, by digitizing the received signal from each receiving element, any
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beamforming algorithm can be used to extract the useful information. These
basic architectures will be discussed in detail next.
3.2.1 Passive Arrays
The earliest phased-array systems are passive arrays. A passive array uses
a feed network to split the transmit signal from a single high-power source
to provide the transmit signal for each radiating element (Skolnik 2001). As
shown in Figure 3.2, each radiating element has a phase-shifter and an attenua-
tor to adjust the phase and amplitude of its transmitted signal, but there are no
active components. During receive, the feed network also sums all received
signals from the radiating elements into a single output that can be digitized
and processed. The feed network, phase-shifters, and attenuators combined
are referred to as an analog beamformer. By adjusting the phase-shifters, the
radar can electronically steer the beam, but the flexibility to adaptively form
beams is lost since the received signals at the element level are combined into
the final output. Another disadvantage of passive arrays is that the compo-
nents in the analog beamformer usually have associated losses, and to over-
come these losses, a higher transmit power is needed (Skolnik 2001). How-
ever, compared to active array architectures, passive arrays usually have lower
cost since they require fewer components and processing power. An example
passive array is the NWRT PAR (Zrnic´ et al. 2007).
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Figure 3.2: Illustration of a passive array system with an analog beamformer, adapted from
Skolnik (2001). A single transmitter drives the array, and high-power phase shifters at each
radiating element are used to steer the beams. The analog system has fewer components
compared to an active-aperture system and is likely to have a lower cost.
3.2.2 Digitized Subarrays
To alleviate some of the limitations of passive arrays, architectures utilizing
subarrays were developed. In a subarray architecture, such as the example
shown in Figure 3.3, many radiating elements are grouped together to form
a subarray, and each subarray has its own analog beamformer to provide the
transmit and to produce the receive signal. In some cases, the subarrays can
also have overlapping elements to reduce the distance between the phase cen-
ters of the subarrays, which can spread out the grating lobes to reduce their
impacts on the radar performance. Each subarray has its own transmit wave-
form generated by the DDS, and its output is digitized and fed into a digital
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signal processor. The transceivers (Xcvr) are responsible for upconverting and
downconverting the transmit and receive signals. By having received signals
from different subarrays, adaptive beamforming is possible. Also, by relying
on multiple T/R modules to generate power, the array is less susceptible to
catastrophic failures compared to a passive array. However, this architecture
requires more components and is likely to be more expensive compared to the
passive array.
3.2.3 All-Digital Arrays
The most flexible architecture is the all-digital array. In this architecture,
shown in Figure 3.4, each radiating element has a T/R module, a transceiver,
a DDS, and an analog-to-digital converter. With this set up, each radiating
element can operate as an individual radar with its own waveform, amplitude-
and-phase control, and digitized received signal. Since the transmit signal
for each element is synthesized locally, phase shifter and attenuator are not
needed. Having the received signals from all radiating elements provides the
greatest degrees of freedom for adaptively modifying the beam pattern to re-
ject clutter and interference signals. The all-digital architecture also enjoys
graceful degradation in performance when components malfunction since it is
not critically dependent on any single radiating element. However, the heat
generated by the extra components must be dissipated carefully since some
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Figure 3.3: Illustration of subarray-based active-aperture phased-array system, adapted from
Fulton et al. (2016). Radiating elements are grouped into subarrays that utilize an analog
beamformer to steer the elements within the subarray. Each subarray has its own T/R module,
transceiver, digital synthesizer, and analog-to-digital converter. By processing received data
from multiple subarrays, adaptive beamforming can be performed albeit with a limited number
of degrees of freedom.
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of the components have temperature dependencies, and the processing power
must keep up with the increased data rate. The higher level of power consump-
tion of an all-digital system is a disadvantage compared to other architectures.
For the rest of this dissertation, in order to enjoy the full flexibility offered by
a phased-array radar, an all-digital system is assumed.
T/R T/R T/R T/R T/R T/R T/R T/R T/R
Digital  Signal  Processor
Figure 3.4: Illustration of an all-digital active-aperture phased-array system, adapted from
Fulton et al. (2016). Each radiating element has its own T/R module, transceiver, digital
synthesizer, and analog-to-digital converter (A/D). This type of system has maximum flexibility
for on-the-fly adaptive beamforming that matches the mission of the radar. However, the
all-digital architecture consumes more power compared to other architypes.
3.3 Digital Beamforming
As shown in Figure 3.4, for an all-digital architecture, after the received sig-
nals are digitized, they are fed into a digital signal processor that utilizes digital
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beamforming to generate the final outputs. Without loss of generality, a lin-
ear array with N identical and isotropic radiating elements that are uniformly
spaced is used in the rest of the chapter to explain the beamforming methods.
The separation between adjacent elements is assumed to be d. The received
signals are put into a vector x where the nth element of x corresponds to the re-
ceived signal from the nth radiating element. The general equation describing
digital beamforming is
y(t) = wHx(t) , (3.1)
where y(t) is the output of the beamformer and w is the complex weight vector
that determines the pattern of the receive beam. Different beamforming meth-
ods can be used to determine w, and some common methods are described
next.
3.3.1 Nonadaptive Beamforming
Nonadaptive beamforming methods determine the complex weights based on
the geometry of the array and other criteria independent of the received signal,
as shown in the flowchart in Figure 3.5. By being independent from the re-
ceived data, the computational complexity for nonadaptive methods is usually
less than that of adaptive methods, and the weights can be calculated off-line
and stored to further reduce processing time.
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Figure 3.5: Flow chart showing a general nonadaptive beamforming process. The received
signals are weighted and summed to form the final output. The weight vector is independent
of the received data. The beam pattern can be adjusted to match a known desired pattern, and
nulls can be placed in certain fixed directions to attenuate interference and clutter.
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The standard nonadaptive beamforming method is Fourier beamforming,
which determines w based on the geometry of the array. Figure 3.6 is an illus-
tration of a plane wave (black lines) arriving at the array from angle θ (mea-
sured from broadside of the array). Without loss of generality, the plane wave
is assumed to have unit amplitude, and the equation describing the received
signal for the first element is
s(t) = e j2pi fot . (3.2)
where fo is the carrier frequency of the plane wave. The peak of the wave (at
t = 0) arriving at the first element is indicated by the green dashed lines. Since
the separation between adjacent elements is d, that same peak will arrive at
the nth element after traveling an extra distance of (n− 1)d sin(θ), and the
equation for the received signal at the nth element is
sn(t) = e
j2pi fo
[
t− (n−1)d sin(θ)c
]
(3.3)
= e j2pi fot− j
2pi
λ (n−1)d sin(θ) . (3.4)
If the received signal of the first element is defined as the reference signal, the
received signal for the entire array can be written as
x(t) =
[
x1 x2 · · · xN
]T
, (3.5)
x(t) = a(θ)s(t) , (3.6)
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where xn is the received signal at the nth element, and a(θ) is referred to as
the steering vector and is given by
a(θ) =
[
1 e− j
2pi
λ d sinθ · · · e− j 2piλ (N−1)d sinθ
]T
. (3.7)
The superscript T denotes the matrix transpose operation. The elements of
a(θ) describe the expected phase of the received signal arriving from angle θ
due to the genometry of the array. The basic function of beamforming is to
compensate for these phase differences so that when the received signals are
summed, the signal arriving from a direction of interest is summed in-phase
while signals from other directions are summed out-of-phase.
1 2 3 N
𝑑
𝜃
4 5 6 N-­1N-­2
Figure 3.6: Illustration of a linear array receiving signals from direction θ . When the
received signals are sampled at a fixed time, there is a inherent phase difference between
the received signals at different elements due to the different distances traveled by the wave.
By compensating for these phase differences, a beam can be formed to point in any desired
direction.
The weight for Fourier beamforming is
w(θ) =
1
N
a(θ) . (3.8)
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Substituting (3.6) and (3.8) into (3.1) gives
y(t) = wHx (3.9)
=
1
N
aH(θ)a(θ)s(t)
= s(t) ,
where aH(θ)a(θ) = N by design. Equation (3.9) shows that the output of the
Fourier beamformer is equal to the signal arriving at the array, as expected.
It can also be shown that Fourier beamforming has the minimum white-noise
gain (Stoica and Moses 2005), but it is unsatisfactory for weather surveillance
due to its high sidelobe levels that could produce significantly biased estimates
in situations where the hydrometeors are nonuniformly distributed in space. A
commonly used technique to reduce the sidelobe levels is amplitude tapering.
An example of tapering is shown in Figure 3.7, where the top panel shows the
amplitude of the weights with (red line) and without taper (blue line) and the
bottom panel shows the resulting beam patterns. It is clear that tapering can
significantly reduce the sidelobe levels, but the 3-dB beamwidth is increased.
Furthermore, the amplitude of the received signals from elements located at
the edge of the array are reduced by the taper, which would lead to a loss of
sensitivity of the radar. Many different types of taper and their properties are
described in Harris (1978) and Nuttall (1981). The effectiveness of tapering
on reducing the biases in signal power estimates is shown in Figure 3.8. In
this example, the signal power (blue line) has a uniform distribution of and
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Figure 3.7: Example beam patterns with (red line) and without (blue line) amplitude taper. In
this example, Blackman tapering increases the 3-dB beamwidth but lowers sidelobe levels.
Moreover, tapering attenuates the received signals from the elements located at the edge of the
array, resulting in a loss of sensitivity for the radar.
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a strong interference signal is located at 0◦. The signal power estimates of
Fourier beamforming with (green line) and without (red line) amplitude taper
are plotted, and the leakage of signal power from the high sidelobes in the
no-taper case can be clearly seen. Only by applying a taper, the signal power
estimates approach the simulated signal power for the majority of azimuth
angles except for angles near 0◦.
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Figure 3.8: Signal power estimates with (green line) and without (red line) tapering. Without
tapering, the strong interference signal located at 0◦ causes significant biases in estimates
of signal power at other angles. By using a taper, the leakage of power to other angles is
significantly reduced, and the estimates are in agreement with the true signal power for those
angles (blue line).
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Another approach to nonadaptive beamforming is referred to as pattern
synthesis where the weights are determined by minimizing the difference be-
tween the actual pattern and a desired beam pattern. Let Hd(θ) be a desired
beam pattern, the squared error, ε , between the desired pattern and a beam
pattern generated by w is
ε =
∫ pi
−pi
∣∣Hd(θ)−wHa(θ)∣∣2 dθ . (3.10)
Expanding the integrand in Equation (3.10) and setting the derivative to 0
provides a solution of w given by (Van Trees 2002)
w = A−1
∫ pi
−pi
a(θ)H∗dθ dθ , (3.11)
A =
∫ pi
−pi
a(θ)aH(θ)dθ , (3.12)
where A is an N-by-N matrix. Since pattern synthesis minimizes the total
error between the patterns, there is no constraint on the gain of the beam at
any particular direction. If the desired pattern has discontinuities, then the
synthesized pattern can have oscillatory overshoots at these discontinuities,
which is known as Gibbs phenomenon (Van Trees 2002). A taper can be
applied to the synthesized weight vector to alleviate the oscillation problem,
but the price is a wider beam.
If a priori information about the environment is available, it can be used
to place constraints on the beam pattern as well. One example of such an
approach is called null steering, where nulls in the pattern can be placed in
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directions of known interference or clutter signals. The mathematical formu-
lation for null steering is
min‖wd−w‖2 subject to CHw = 0 , (3.13)
where wd is the weight vector that generates a desired beam pattern without
nulls, and C is the constraint matrix that describes which directions the nulls
should be placed at. If nulls are desired at θ1,θ2, · · · ,θL, the constraint matrix
is given by
C =
[
a(θ1) a(θ2) · · · a(θL)
]
, (3.14)
where the ith column of C is the steering vector for angle θi. More advanced
constraint matrices can be constructed to force the first derivative or the second
derivative of the beam pattern at a specific angle to be zero. These types of
constraints can be used to broaden the null (Van Trees 2002). Care must be
used to select the columns of C to ensure that they are independent so that the
optimization problem in Equation (3.13) can be solved. If the columns of C
are independent, then the solution is given by
wH = wHd −
(
wHd C
[
CHC
]−1 CH) . (3.15)
The optimum weight vector can be interpreted as the desired weight vector
after subtracting a weighted sum of the constraint vectors in C. Null steering
is useful in scenarios where the directions of interference or clutter signals
are known and stable. Examples of such signals would include returns from
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radio towers, water towers, tall buildings, and other fixed structures. To handle
interference sources that move in space, such as backscattered signals from an
aircraft when performing weather surveillance, adaptive methods that depend
on the received data must be used.
3.3.2 Adaptive Beamforming
The key idea of adaptive beamforming is to use the received data to derive
information about the environment that can be used to adjust the beam pat-
tern to minimize the impact of undesired signals. A possible example is when
the radar is performing weather surveillance and the main beam is steered
to scan a storm while an aircraft is flying at a different direction, as shown
in Figure 3.9. Since the aircraft has a large backscattering cross-section, its
backscattered signal in a direction of a sidelobe can contaminate the backscat-
tered signal from the main beam. Since the aircraft is moving, the direction of
this interference signal is not known or fixed, and nonadaptive beamforming
described in the previous section cannot be used to null out this signal unless
the sidelobes are significantly reduced everywhere. Such an approach usually
would need an aggressive taper and would suffer from having a much wider
beamwidth and significant loss in sensitivity. With adaptive beamforming, it
is possible to use the received data to automatically determine the direction of
interference signals and adjust the beam pattern to reduce their impacts. In the
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example shown in Figure 3.9, adaptive beamforming can place a null in the
direction of the aircraft, which will minimize out its backscattered signal.
Adaptive  
Beamforming
Figure 3.9: Illustration of adaptive beamforming. Since the main lobe is pointed at the storm,
the backscattered signal from the aircraft is considered clutter. Adaptive beamforming can
automatically adjust the sidelobe levels so that a null is located in the direction of the aircraft
to minimize its impact on the signal of interest.
The general flow chart for adaptive beamforming is shown in Figure 3.10.
Compared to Figure 3.5, the key difference is the utilization of the received
signals in an adaptive algorithm to determine the weight vector. The adaptive
algorithm can have different complexity ranging from inverting the spatial
covariance matrix to iterations of solving an optimization problem. One of
the earlier adaptive beamforming methods was developed by Capon (1969)
to study seismic waves. The Capon method is also known as the minimum-
variance distortionless response (MVDR) beamformer because it minimizes
the total output power (the variance of the output if it has zero mean) while
constrains the gain of the beam pattern in the direction of interest to be unity
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Figure 3.10: Flow chart showing a general adaptive beamforming process. The received
signals are weighted and summed to form the final output. The weight vector is determined by
an adaptive algorithm that uses the received data as input.
73
(i.e., it minimizes distortion of the signal of interest). The optimization prob-
lem can be written as
minwH(θ)Rw(θ) subject to wH(θ)a(θ) = 0 , (3.16)
where θ is the direction of interest and R is the spatial covariance matrix given
by
R = E
{
xxH
}
. (3.17)
The element in row m and column n of R is the covariance between the re-
ceived signals from the mth element and the nth element of the array, and its
amplitude and phase contains information about the power and direction of a
wave arriving at the array. Using the example from Figure 3.6, the received
signals at the mth and nth elements are given by
vm(t) = e− j
2pi
λ (m−1)d sin(θ)s(t) , (3.18)
vn(t) = e−
2pi
λ (n−1)d sin(θ)s(t) , (3.19)
respectively. The covariance is given by
rm,n = E{vm(t)v∗n(t)} (3.20)
= e− j
2pi
λ (m−n)d sin(θ)E{s(t)s∗(t)}
= σ2s e
− j 2piλ (m−n)d sin(θ)
where σ2s is the power of s(t). It is clear from Equation (3.20) that the ampli-
tude of the covariance term is related to the power of the signal of interest and
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the phase of the covariance term contains information about the direction of
the signal of interest (θ ). The solution to the optimization problem in Equa-
tion (3.16) is
w(θ) =
R−1a(θ)
aH(θ)R−1a(θ)
. (3.21)
Simple substitution of Equation (3.21) into (3.1) can confirm that the output of
the Capon beamformer is equal to s(t), as desired. In practice, the true spatial
covariance matrix is unknown and must be estimated. A common estimator
for the spatial covariance matrix is
Rˆ =
1
M
M−1
∑
m=0
x(mTs)xH(mTs) , (3.22)
where it is assumed that M samples spaced Ts seconds apart are available. As
long as M is greater than N, the estimated covariance matrix should be in-
vertible. However, for acceptable performance, it is usually recommended to
have M ≥ 2N (Van Trees 2002). Beyond being able to automatically adjust
the beam pattern to the scanning environment, Capon beamforming also has
superior point-target angular resolution than Fourier beamforming (Stoica and
Moses 2005); however, it is sensitive to errors in the steering vector. Errors
in the steering vector could be caused by inexact knowledge of the array ge-
ometry or the true angle of the signal of interest. Small errors in the steering
vector can cause Capon’s method to attenuate the signal of interest and can re-
sult in biased signal-power estimates. Also note that the only constraint on the
beam pattern is that the gain is unity in the direction of interest. It is possible
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to have high gains for other directions with weak signals, and this possibility
of high sidelobe levels makes Capon beamforming unattractive for weather
surveillance.
In recognition to the sensitivity of Capon beamformer to errors, Diagonal
loading became a popular method to generate variations of Capon beamformer
that are more robust (Stoica and Moses 2005). The general formulation for an
adaptive beamformer with diagonal loading is
w(θ) =
(R+ϒI)−1 a(θ)
aH(θ)(R+ϒI)−1 a(θ)
(3.23)
where ϒ is the loading factor and I is the N-by-N identity matrix. Note that
when ϒ is set to 0, the solution is identical to Capon beamfomer, and when ϒ
is very large such that (R+ϒI)≈ ϒI, the solution is identical to Fourier beam-
former. Mathematically, diagonal loading is equivalent to adding white noise
to the received signal, and the solution should converge to Fourier beamform-
ing when white noise dominates the received signals since the Fourier beam
has the minimal white noise gain (Stoica and Moses 2005). When the noise
power is small (ϒ is small), the adaptive beam will focus more on minimizing
the power of interference signals rather than minimizing the noise power. The
optimal choice of loading factor would depend on the application, and there
are no hard rules governing the selection.
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3.4 Challenges for Phased-Array Weather Radars
Despite the numerous advantages of a phased-array radar such as electronic
steering and adaptive beamforming, there are some unique challenges when
used for weather surveillance in an multifunction system. The first challenge
is to meet the strict timeline requirements. The functional requirements for
MPAR state that aircraft and weather surveillance missions need to have up-
date times of 4.8 seconds and 60 seconds, respectively (FAA 2013). Assuming
a future MPAR has four planar faces (Weber et al. 2007) where each face only
needs to scan a 90◦ sector instead of a full 360◦ volume, the four-faced config-
uration can reduce the volume update time for weather surveillance from the
existing four to five minutes to a little longer than one minute since all faces
can be operated simultaneously. However, the weather surveillance must be
completed in less than 60 seconds (to allow time for aircraft surveillance mis-
sions) without compromising data quality or coverage (spatial sampling). Si-
multaneous receive beams can further reduce the volume update time, and cal-
culations by Zrnic´ et al. (2015) showed that three simultaneous receive beams
per face are needed to achieve the desired timeline. Different approaches to
achieve the required simultaneous receive beams and their associated prob-
lems were described briefly in Chapter 1. In the approaches where a spoiled
transmit beam is used, instead of using aggressive tapering on receive to drive
down the two-way sidelobe levels to meet MPAR’s requirements, adaptive
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beamforming can be used to generate estimates with acceptable quality. For
a dish antenna or nonadaptive beams, since the pattern cannot be changed,
they must be designed to be provide acceptable data quality in the worst-case
scenario. However, the worst-case scenario occurs rarely, and it is possible
that estimates with acceptable quality can be generated with beam patterns
with higher sidelobe levels than what would be required for the worst-case
scenario.
Adaptive beamfoming is a potential solution to the high sidelobe levels of
simultaneous receive beams, but it also brings its own challenges for phased-
array weather radars. Figure 3.11 shows an example of an adaptive beam
pattern generated with Capon method. The blue solid line shows a dish an-
tenna beam pattern as a reference for comparisons. The red solid line shows
the Capon beam pattern steered to -25◦. The dish antenna pattern can be seen
to be significant only in the main lobe region of the beam, while the Capon
beam pattern has sidelobes that even exceed the peak of the main lobe. Since
Capon beamformer seeks to minimize the power of the output signal, some-
times it could amplify and phase-shift signals from other directions in order
to achieve the minimum output power, especially in situations where coherent
signals arrives at the array from different directions. This behavior of the side-
lobe levels in the Capon pattern poses a significant problem for weather radar
calibration discussed in the previous chapter. Recall that the two assumptions
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needed to be able to estimate reflectivity from received signal power are: 1)
the product η(r) f 4(θ ,φ) is negligible outside the resolution volume defined
by the beam pattern and the range weighting functions, and 2) the reflectivity
is constant within the resolution volume. The first assumption is unlikely to
hold since there are regions with sidelobe levels that are 20 dB higher than
the main lobe peak. Even with the assumption that the reflectivities in those
high sidelobe regions are very low so that the product η(r) f 4(θ ,φ) is near
zero, the second assumption for calibration is still broken. The resolution vol-
ume is no longer well defined for the Capon beam pattern. It is impossible to
tell scatterers from which region contributed most significantly to the received
signal power since there are many lobes with high gains. The dashed line in
Figure 3.11 shows the estimated signal power as a function of angle for both
receive patterns, which can be converted to reflectivity estimates through cali-
bration. For dish-antenna estimates, since the receive pattern has low sidelobe
levels and a narrow main lobe, both assumptions for calibration are likely to be
satisfied, and reflectivity estimates differ from the signal power estimates by a
constant factor. On the other hand, despite Capon beamforming’s attempt to
reduce sidelobe levels in the directions with higher signal power (e.g., around
-10◦), the sidelobe levels are not low enough to ensure signals outside the reso-
lution volume associated with the main lobe are negligible. As a result, Capon
signal-power estimates are biased compared to the dish-antenna signal-power
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estimates, and Capon estimates cannot be converted to reflectivity estimates in
a straightforward manner. To overcome this calibration challenge for adaptive
beamforming, an adaptive algorithm that operates in beamspace is proposed
next.
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Figure 3.11: Comparison between a dish antenna beam pattern (blue solid line) and an
adaptively formed Capon beam pattern (red solid line) and the signal power estimates generated
using dish antenna (blue dash line) and Capon beamforming (red dash line). The main lobes
of both patterns are pointed at -25◦, but the Capon pattern has unacceptable high sidelobe
levels for weather radar (Nai et al. 2016) c©2016 IEEE.
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Chapter 4
Adaptive Beamspace Processing
In order to meet the demanding timeline requirements, an MPAR system will
likely utilize simultaneous receive beams. As discussed in previous chapters,
using simultaneous receive beams could result in unacceptable two-way side-
lobe levels for non-adaptive beam patterns. Adaptive beamforming can be
used to automatically adjust the beam pattern based on signals present in the
environment, but the resulting estimates cannot be calibrated in a straight-
forward manner. One possible approach to have an adaptive beamforming
algorithm that produces accurate and calibrated estimates and automatically
rejects interference and clutter signals is to utilize “beamspace” processing.
This chapter will introduce the concept of beamspace and describe the pro-
posed adaptive beamspace algorithm. Finally, simulated and real data will be
used to demonstrate the advantages and limitations of the proposed algorithm.
Sections of the text in this chapter are from Nai et al. (2016).
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4.1 Beamspace Processing
As discussed in Chapter 3, phased-array radars offer significantly more flexi-
bility in terms of adaptive scanning, and adaptive beamforming compared to
a dish-antenna radar. However, the price is increased computational complex-
ity, especially for the all-digital architecture that processes digitized data from
all receiving elements. For some adaptive beamforming algorithms, such as
Capon’s method, the estimated spatial covariance matrix needs to be inverted
for the algorithm to function. In an array with thousands of elements, it would
require an unrealistically large number of samples to produce an invertible es-
timate of the spatial covariance matrix. In an attempt to reduce the number of
samples needed for adaptive beamforming, approaches based on the concept
of beamspace have been proposed (Chapman 1976; Bienvenu and Kopp 1984;
Brookner and Howell 1986; Li and Liu 1994). The term beamspace means
that the adaptive algorithm operates on the output of beamformers rather than
receiving elements. Algorithms that use the output of receiving elements are
said to operate in element space. Figure 4.1 shows a flow chart of a general
adaptive beamspace algorithm where fixed initial beams are used to generate
the input to the adaptive algorithm. The final time series for a direction of in-
terest is generated by multiplying the adaptive weights with the output of the
initial beams and summing. In Figure 4.1, the input to the adaptive algorithm
is K dimensional instead of N dimensional. The most important advantage of
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operating in beamspace instead of element space is that the dimensionality of
the problem is reduced (K < N), which means that fewer samples are required
to produce an invertible estimate of the covariance matrix. Also, the lower di-
mensionality reduces the computational complexity of the adaptive algorithm
in most cases. Many adaptive algorithms that operate in element space can be
used in beamspace with small modifications (Van Trees 2002). Some classical
direction-of-arrival estimation methods, such as MUSIC and ESPIRT, have
also been adapted to operate in beamspace (Zoltowski et al. 1993; Xu et al.
1994). More recently, adaptive beamspace beamforming also has found appli-
cation in medical imaging (Rodriguez-Rivera et al. 2006; Nilsen and Hafizovic
2009), sonar (Somasundaram 2011), communications (Vook et al. 2013), and
radar (Li and Lu 2006; Hassanien and Vorobyov 2009; Lamare et al. 2010).
4.2 Adaptive Beamspace Algorithm Description
Adaptive beamspace is a two-step processing scheme that first forms a set of
deterministic beams and feeds the output of the deterministic beams into an
adaptive algorithm to generate the final output time series. Some obvious ben-
efits of reduced data dimensionality are lower computational complexity and
improved robustness to array perturbations (Van Trees 2002, Section 6.9). Fur-
thermore, by using low-sidelobe initial beams, the sector covered by the initial
beams is emphasized in the adaptive beamformer optimization process. For
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Figure 4.1: Flow chart showing the steps of adaptive beamspace processing. The initial beams
are formed by T operating on the receiver outputs, and the outputs of the initial beams are
fed into an adaptive algorithm to generate the adaptive weights that are used to form the final
output. The adaptive algorithm can be determined by application requirements (Nai et al.
2016) c©2016 IEEE.
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weather radars, the low-sidelobe initial beams also help control the sidelobe
levels of the final beam pattern, which would allow for the estimation of reflec-
tivity from the received signal power as discussed in Section 2.2.2. Accurate
estimation of reflectivity is critical for weather radars since many algorithms
(e.g., quantitative precipitation estimation, hydrometeor classification) use re-
flectivity as an input. On the other hand, reducing the data dimensionality
results in loss of degrees of freedom that can be used to reject interference
signals. However, as long as the number of interference signals is smaller than
the number of initial beams used in the beamspace adaptive processing, the
algorithm can still reject them. The algorithm is described in detail next.
4.2.1 Algorithm Overview
Mathematically, adaptive beamspace processing can be written as
yB(t) = wHB (θ)T
H(θ)x(t) , (4.1)
where yB(t) is the beamspace estimate of the signal from direction θ , wB(θ)
is the vector of adaptive weights applied to the output of the initial beams,
and T(θ) is the beamforming matrix that forms the initial set of deterministic
beams. In the rest of the chapter, the θ dependence for wB and T is dropped
for simplicity.
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4.2.2 Initial Beams
The beamforming matrix T for the proposed adaptive beamspace processing
is constructed as
T =
[
a(θ −K∆θ) · · · a(θ) · · · a(θ +K∆θ)
]
, (4.2)
where each column of T is a steering vector for the array, and a total num-
ber of 2K+ 1 beams are used. The center column, referred to as the center
beam, is steered to point in the direction of interest, denoted by θ , and the
other columns, referred to as the side beams, are steered to point at the angles
immediately around θ with a separation of ∆θ . ∆θ should be set to ensure
both that there are no gaps between the half-power points of adjacent beams
and that adjacent beams do not overlap too much (rendering the output signals
redundant). Due to the beam broadening effect, the beamwidth of the initial
beams at edge of the scanning range should be considered when determining
the value of ∆θ . For a fixed ∆θ , it is better to have a small gap between the
half-power points of adjacent beams than to have initial beams overlap sig-
nificantly at the edge of the scanning range. The adaptive algorithm can still
attenuate interference sources located between two initial beams, but it is diffi-
cult to prevent signal cancellation if the output of the initial beams are highly
correlated. It is possible to have ∆θ change as a function of the scanning an-
gle to account for the beam broadening effect. However, such a scheme would
result in nonuniform azimuthal sampling and increase the number of initial
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beams that would need to be formed. For this work, uniform azimuthal sam-
pling is assumed to match the WSR-88D azimuthal sampling and to simplify
the analysis. Figure 4.2 shows an example of five initial beams. The center
beam (red line) is steered to 1.5◦ (black dashed line), and the side beams are
steered to -0.5◦, 0.5◦, 2.5◦, and 3.5◦ respectively. The beam separation in this
example is 1◦, which is the 3-dB beamwidth of the initial beams without am-
plitude taper. The number of initial beams determines the degrees of freedom
available and the computation complexity of the adaptive stage. If there are
more sources of interference or clutter than the number of initial beams, the
adaptive algorithm will not be able to successfully cancel all of them due to
the limited degrees of freedom. The taper of the initial beams controls the
sidelobe behavior of the overall beam pattern outside the volume covered by
the initial beams, and a fast roll-off is desirable for weather radars as discussed
in previous chapters. Since the taper also controls the 3-dB beamwidth of the
initial beams, the choice of taper must carefully balance beamwidth, sidelobe
roll-off, and sensitivity loss. Simulations described later are used to determine
the number, the separation between, and the tapering of the initial beams.
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Figure 4.2: Example receive beam patterns of the initial beams. In this example, five initial
beams are formed with tapered Fourier weights. The center beam (red line) is steered to 1.5◦
(black dashed line) and two side beams are formed on each side of the center beam separated
by 1◦.
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4.2.3 Adaptive Algorithm
The adaptive algorithm attempts to solve an optimization problem that can be
written as
min
w
wHTHRxx(0)Tw
subject to wHTHa(θ) = 1 and C|w| ≤ 0 , (4.3)
where C is a matrix describing the additional constraints on the magnitude
of the adaptive weights, and 0 is a column vector with all elements equal to
zero. The additional constraints on the magnitude of the adaptive weights
are based on the observation that any interference signal present in the center
beam should also be present in one or more of the side beams. Since the output
of a side beam contains information about the interference signal in the center
beam, it can be used adaptively to reduce the overall impact of the interference
signal. Moreover, while observing dominant weather phenomena, the initial
beams should produce uncorrelated outputs since they are pointed in differ-
ent directions and the resolution volumes should have only a small amount
of overlap. Since we are interested in the resolution volume corresponding to
the center beam, it makes little sense to combine signals from other resolution
volumes. Therefore, in the case of no interference signal, it is best to constrain
89
the adaptive weights for the side beams so that the final output is mainly de-
termined by the output of the center beam. The additional constraints can be
written mathematically as an inequality constraint of the form
1 0 −c1 0 0
0 1 −c2 0 0
0 0 0 0 0
0 0 −c4 1 0
0 0 −c5 0 1


|w1|
|w2|
|w3|
|w4|
|w5|

≤ 0 (4.4)
where ci is the weight magnitude constraint for the side beams that are set to
a small or a large positive number depending on whether the side beam is se-
lected to be constrained or not. If a side beam is selected to have a constrained
adaptive weight, the corresponding ci is set to a positive value much smaller
than one, forcing the magnitude of the adaptive weight to be less than the
magnitude of the adaptive weight for the center beam; otherwise, ci is set to
a large positive number to force the inequality to be satisfied for any adaptive
weight. The value of the constraint should be chosen to help control the peak
sidelobe level of the final beam pattern and to allow the optimization problem
to have a feasible solution. To determine whether a beam should have a con-
strained adaptive weight, the magnitude of the correlation coefficient between
the output of the side beams and the output of the center beam can be used
as a proxy for the presence of interference. When a strong interference signal
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is present, the correlation coefficient between the outputs of beams contain-
ing the interference signal should be large (i.e., close to one); and when no
interference signal is present, the correlation coefficient between the outputs
of beams should be small (a function of the amount of overlap between the
initial beams). A threshold can be set such that a side beam with correlation
coefficient exceeding this threshold is considered to contain the interference
signal, and a side beam with correlation coefficient below the threshold is con-
sidered not to contain the interference signal. If a side beam is determined
not to contain the interference signal, its adaptive weight is constrained. For
the side beams that contain the interference signal, their output powers are
used as an approximation for their angular distance from the direction of the
interference signal, with the beams with higher output power considered to be
pointing closer to the interference source. The side beams that are closer to the
interference than the center beam will have an unconstrained adaptive weight,
while the side beams that are farther away from the interference than the center
beam will have a constrained adaptive weight. These angular-distance-based
constraints prevent the scenario in which a side beam has an adaptive weight
larger than the adaptive weight of the center beam, which could result in the
final beam pattern having higher sidelobes than the peak of the main lobe.
The optimization problem in Equation (4.3) is solved using the interior-point
method implemented in MATLAB’s optimization toolbox (Byrd et al. 2000).
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An example illustrating the adaptive algorithm for a simulated scenario
with an interference source located at 0◦ and the direction of interest at 1.5◦
is shown in Figure 4.3. In this example, the initial beams are pointed at -0.5◦,
0.5◦, 1.5◦, 2.5◦, and 3.5◦ respectively, and the simulated interference signal
power is much stronger than the attenuation provided by the sidelobe levels
of the initial beams at 0◦. The top-left panel of Figure 4.3 plots the correla-
tion coefficient of the output of each initial beam with the output of the center
beam. As expected, the outputs of the two side beams pointed at -0.5◦ and
0.5◦ that are mostly impacted by the interfering signal have the highest cor-
relation coefficient with the output of the center beam. The outputs of the
two side beams pointed at 2.5◦ and 3.5◦ have correlation coefficients less than
an arbitrary threshold of 0.8, and, as a result, will have constrained adaptive
weights. Simulations will be used later to empirically determine an optimal
threshold value. The top-right panel of Figure 4.3 shows the output signal
power for the initial beams. Since the two side beams that have unconstrained
adaptive weights also have output signal powers greater than the output sig-
nal power of the center beam (indicating they are closer to the interference
signal than the center beam), no additional constraint for these two beams is
needed. The bottom-left panel of Figure 4.3 shows the adaptive weights for
the initial beams after solving the optimization problem, and the red dash line
indicates the maximum magnitude that satisfies the inequality constraint in
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Equation (4.3). The adaptive weights for the side beams pointed at -0.5◦ and
0.5◦ have magnitudes larger than the maximum magnitude that satisfies the
inequality constraint (indicating they are unconstrained, as designed), and the
magnitude of the adaptive weights for the side beams pointed at 2.5◦ and 3.5◦
are at the maximum allowable magnitude under the constraint. The bottom-
right panel shows the beam pattern of the initial beams (thin lines) and the
resulting adaptive beam pattern (thick black line). As desired, the resulting
pattern has a sharp null located at 0◦ to reject the interference signal while the
sidelobe levels are all below the mainlobe peak. This overall pattern is more
significantly non-zero in a small volume, similar to that of a dish antenna pat-
tern, implying that it is much more likely to satisfy the calibration assumptions
stated in Section 2.2.2, which would allow the traditional estimation of reflec-
tivity from received signal power.
4.3 Simulations and Analysis
To evaluate the adaptive beamspace algorithm described previously, a simple
weather time-series simulator for a uniform linear array (ULA) was devel-
oped. The simulation set up, the criteria used to evaluate the performance of
the different algorithms, simulation parameters and results are presented and
discussed next.
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Figure 4.3: Example illustrating adaptive beamspace processing using a five-beam configu-
ration. The top-left panel shows the correlation coefficient of the output of the initial beams
with the output of the center beam; the top-right panel shows the output signal power for
each of the initial beams; the bottom-left panel shows the adaptive weights for each of the
initial beams; and the bottom-right panel shows the beam patterns for the initial beams and
the resulting beam pattern. In this example, the two side beams pointed at -0.5◦ and 0.5◦ are
selected to have unconstrained adaptive weights based on correlation coefficient and signal
power considerations. The resulting beam pattern shows that the adaptive step successfully
places a null at 0◦ to reject the interference signal (Nai et al. 2016) c©2016 IEEE.
4.3.1 Simulation Setup
The simple weather time-series simulator generalizes Equation (3.6) to include
multiple sources to simulate the received signals. Assuming L sources are
94
present and M samples are collected, the received signals for an N element
array are given by
X = AS+n . (4.5)
where X is an N×M matrix where the ith row is the M samples of the received
signal from the ith receiving element, A is an N×L matrix whose columns con-
sist of steering vectors a(θi) (i = 1,2, · · · ,L) where θi is the direction of the
ith source signal contained in the ith row of S, and n is white noise generated
by the receivers. S is an L×M matrix where the ith row contains the M sam-
ples of the time series from the ith source. Since only an ULA is simulated,
it is assumed that beamforming is done in the azimuthal direction for a fixed
elevation. For simplicity, only signals from a fixed range are simulated and
no propagation effects are taken into account. Furthermore, it is assumed that
the elements in the ULA are identical and isotropic, and the spacing between
the elements is one half of the wavelength so that no grating lobes are present.
The simulated array is designed to be scanned from -45◦ to 45◦, and the max-
imum beamwidth is 1◦ at the edge of the scanning range to match the spatial
resolution of the WSR-88D.
The source signals are simulated by a scattering-center-based approach,
where the entire volume of space to be observed is sliced into non-overlapping
small volumes separated in azimuth by 0.1◦, and each of these small vol-
umes is considered to be filled with hydrometeors with a given reflectivity,
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mean radial velocity, and spectrum width. The overall backscattered signal
for one volume is represented by an equivalent scattering center that gener-
ates a time series with statistical properties that describe the properties of all
the hydrometeors filling the volume. The time series are simulated using a
well-known time-series simulator used for weather radar (Zrnic´ 1975). This
scattering-center-based approach is intended to capture the distributed nature
of weather signals. Profiles of reflectivity, mean radial velocity, and spectrum
width needed to generate these time series can have artificial shapes or can be
realistic profiles from real data. After simulating the time series for each scat-
tering center, Equation (4.5) is used to generate the received signals, where
each row in S is the time series of a scattering center. White noise is simulated
to have a power of 0 dBm for each receiver. Point-target interference is then
simulated and added at fixed angles.
To have a more realistic simulation, operational constraints for a real radar
must be considered as well. For an MPAR system using a spoiled transmit
beam, the spoiled beamwidth is determined by considering the timeline re-
quirement and sensitivity requirement. Once the transmit beamwidth is fixed,
it is reasonable to only form receive beams within the beamwidth of the trans-
mit beam, since volumes outside the transmit beamwidth are not illuminated
and should have much smaller basckscatterered signal. As the transmit beam
is steered to illuminate different azimuth angles, different groups of receive
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Figure 4.4: Illustration of a concept of operation involving beamspace adaptive processing.
A spoiled transmit beam (indicated by a box labeled Tx Beam) is used in conjunction with
simultaneous receive beams (indicated by arrows labeled Rxi, j) covering the volume illumi-
nated by the transmit beam. The first subindex of the receive beams indicates the position of
the receive beams within a cluster of beams that covers the volume illuminated by a single
transmit beam. The second subindex of the receive beams indicates the transmit beam for
which this receive beam was formed. For any direction of interest, a contiguous set of receive
beams (from different transmit beam is allowed) centered on that direction is used as input to
the adaptive beamspace algorithm to generate the final estimate for a particular direction.
beams can be formed and stored to be used as the initial beams for the adap-
tive beamspace algorithm as shown in Figure 4.4. In the example shown in Fig-
ure 4.4, three transmit beams and the associated groups of five receive beams
are shown. Assuming the number of initial beams in the adaptive beamspace
algorithm is set to five, several different scenarios can occur depending on the
direction of interest. If the direction of interest corresponds to the center of
a transmit beam (e.g., direction of Rx3,2), the entire group of receive beams
(e.g., Rx1,2, Rx2,2, Rx3,2, Rx4,2, and Rx5,2) can be used as the initial beams.
If the direction of interest corresponds to other directions (e.g., the direction
of Rx5,1), receive beams from different transmit beams must used (e.g., Rx3,1,
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Rx4,1, Rx5,1, Rx1,2, and Rx2,2) as the initial beams. In these scenarios, there is
an additional time-lag between the two sets of received beams, which is equal
to the dwell time; this time lag could impact the performance of the algorithm.
For weather signals, this additional time-lag reduces the correlation between
the initial beams, which should help the algorithm to prevent it from using side
beams to cancel signals from the center beam. However, for interference sig-
nals, especially a signal with large spectrum width, the reduced correlation due
to the additional time-lag could prevent the algorithm from successfully using
side beams to cancel the interference signal if those side beams are from dif-
ferent transmit beams. After the received signals are simulated and processed
with the adaptive beamspace algorithm, estimates of the spectral moments are
produced with standard estimators discussed in Section 2.2.3 and compared to
estimates produced by a dish antenna radar.
The motivation behind the development of the adaptive beamspace algo-
rithm is to meet the timeline requirement for MPAR system while producing
calibrated and accurate estimates of the meteorological variables. Two sit-
uations could significantly impact the accuracy of the estimates: presence of
clutter and interference signals and/or presence of reflectivity gradients. There-
fore, the evaluation of the adaptive beamspace algorithm is focused on these
two scenarios as well. There are two aspects of the performance of adaptive
beamspace algorithms regarding mitigating interference signals that need to
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be quantified: the ability to produce accurate estimates of the radar variables
and the ability to reject interference signals. Delta bias, described in Hood
et al. (2010) and Nai et al. (2013b) is used to quantify the ability to accurately
estimate the radar variables. The delta biases are calculated by subtracting the
dish-antenna estimates for the volume when no interference is present from the
estimates produced by the beamforming methods when interference is present.
By using delta bias instead of absolute bias, the biases inherent to the estima-
tors are eliminated. Since the goal of weather radars is to accurately estimate
the radar variables, the ability to reject interference is measured by the angular
spread of the impact of the interference on the estimates of these radar vari-
ables. If the interference signal results in a delta bias that is greater than a
threshold, it is considered to have impacted a particular radar variable. The an-
gular spread of the interference is then defined as the angular distance between
the first angle on each side of the interference signal where it no longer impacts
the radar-variable estimates. Figure 4.5 uses signal power estimate produced
by a dish-antenna system with an strong interference signal located at 0◦ to
illustrate this measure. The black dashed line is the threshold for acceptable
bias (1 dB) in this example, and the directions within the red dashed line are
where the signal-power estimates have biases larger than the 1-dB threshold.
In this example, the angular spread of the interference would be 4.5◦ (from
-2.2 ◦ to 2.3◦). The angular spread of interference is more meaningful than the
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Figure 4.5: Illustration of the spread-of-interference for a dish-antenna system. The simulated
profile is a uniform profile with a 20-dB signal-to-noise ratio and an interference signal located
at 0◦ with a 90-dB signal-to-noise ratio. The black dashed line shows the 1-dB bias threshold,
and the red dashed lines shows where the estimates contain biases larger than that threshold.
In this scenario, the spread of interference is from -2.2◦ to 2.3◦ for a total of 4.5◦. The goal of
adaptive beamspace algorithm is to reduce this spread to as little as possible to preserve as
much useful data as possible.
traditional measure of improvement in signal-to-interference-plus-noise ratio
to weather radar users since it describes the amount of data that are unusable
due to interference. For the results presented later, the delta-bias thresholds
are set to 1 dB for signal power, and 1 m s−1 for mean radial velocity and
spectrum width.
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Regarding reflectivity gradients, a delta-bias comparison with dish-antenna
estimates makes less sense because it is known that the dish-antenna estimates
are biased in the presence of strong gradients. Therefore, in evaluating the
ability to handle reflectivity gradients, biases against the model input are used,
and dish-antenna biases are provided as a comparison. Similar to the angular
spread of interference defined previously, a zone of impact due to the gradient
is similarly defined as the collection of directions where the estimates have
larger biases than a preselected threshold value. Figure 4.6 shows a gradient
model (blue line) and signal-power estimates from a dish-antenna system (red
line) and a PAR using the adaptive beamspace algorithm (green line). It is clear
that both estimates have biases exceeding the 1 dB threshold (black dashed
line) from 23.5◦ to 25.5◦. Despite the estimates from the adaptive beamspace
algorithm being closer to the model input, the biases exceeded the threshold;
therefore, both dish-antenna and adaptive beamspace have a zone of impact
of 2◦ in this example. For both interference signals and reflectivity gradients,
the biases away from the contamination source are calculated to ensure that
the algorithm did not introduce additional biases in the attempt to mitigate the
impact of the contamination source.
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Figure 4.6: Illustration of the zone of impact for a reflectivity gradient. The simulated gradient
is at 25◦ and has a 50-dB change in signal power. The blue line shows the signal-power
profile used as input to the time-series simulator, the red and green lines are the signal-
power estimates of the dish-antenna system and a PAR system using the adaptive beamspace
algorithm. Estimates from both systems show biases exceeding a 1-dB threshold (black dashed
line) from 23.5◦ to 25.5◦, and, therefore, have a 2◦ zone of impact. The goal of adaptive
beamspace algorithm is to match the dish-antenna performance in most situations despite
having higher two-way sidelobe levels.
4.3.2 Simulation Parameters
Simulations with different signal characteristics were done to determine the
optimum parameters of the algorithm and to evaluate its performance. Ta-
ble 4.1 lists some key characteristics (and their respective range) of the sim-
ulated signals, and Table 4.2 lists the algorithm parameters that need to be
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determined. Two categories of simulations were used to evaluate different as-
pects of the algorithm: 1) uniform power distribution with added interference
to evaluate the algorithm’s capability in mitigating interference and clutter,
and 2) power distribution with gradients to evaluate the impact of adaptive
sidelobe levels on estimation of the spectral moments.
The interference rejection simulations have four important characteristics
(first four rows in Table 4.1) that should be varied. The signal-to-noise ra-
tio (SNR) controls the power level of the uniform distribution, which impacts
whether the adaptive algorithm focuses on rejecting interference signals or
on reducing the noise power. The clutter-to-signal ratio (CSR) controls the
power level of the interference signals, which need to be varied to ensure the
algorithm can mitigate strong interference signals as well as maintain the qual-
ity of estimates when little or no interference is present. The location of the
interference signal with respect to the transmit beam could also impact the
performance, especially when the interference is located near the edge of the
transmit signal. In such a scenario, the time delay between successive transmit
beams could reduce the correlation coefficient between the initial beams to be
lower than the threshold and thus prevent the algorithm from using the cor-
rect side beams for interference cancellation. Two types of interference signal
(coherent and white noise) are used to showcase the best- and worst-case sce-
narios. A coherent signal should have high correlation coefficients regardless
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of time delay (best case) while white noise has zero correlation at any nonzero
time delay (worst case).
The reflectivity gradient simulations also have four important parameters
that should be varied (the last four rows in Table 4.1). The step size of the
gradient describes the amount of change between the low and high level of the
gradient, and the extent controls the distance over which the power distribution
rises from the low level to the high level. The equation used to generate the
profile is
P=
H
1+ e[k(θ−θ0)]
(4.6)
where H is the step size, θ0 is the direction where the power is half way be-
tween the two extreme power levels, and k controls the steepness of the curve.
Figure 4.7 shows an example profile where θ0 is -2◦, the step size is 70 dB, and
the extent of the variation is 2◦. The sigmoid curve described by Equation (4.6)
was chosen over a trapezoid profile because it provides a smooth transition be-
tween the levels, which is more realistic compared to the sharp corners in a
trapezoid profile. The location of maximum gradient (θ0) with respect to the
center of the transmit beam should be varied to evaluate the potential impact
of having the gradient span two consecutive transmit beams. In addition to the
location of the maximum gradient within the transmit beam, its location with
respect to the broadside of the array also needs to be varied to account for the
impact of the beam broadening effect that is inherent to phased-array radars.
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Figure 4.7: Example gradient profile generated by Equation (4.6) with θ0 =−2, H = 70, and
k = 3.6. With this k value, the spatial extent of the gradient is 2◦. This profile represents a
worst-case scenario where the large change in the profile occurs over a short distance.
Some signal characteristics were not varied because their impact on the al-
gorithm are minimal. The mean Doppler velocity of the weather signal and the
interference signal were fixed in the simulation because they only impact the
phase of the sample-time correlation at non-zero lags, which is not used by the
algorithm. Another fixed variable is the spectrum width of the weather signal.
Spectrum width impacts the magnitude of the sample-time correlation of the
weather signals at non-zero lags, which could have an effect on the algorithm
when receive beams from different transmit beams are used. However, wider
spectrum widths would only make the signals decorrelate faster resulting in
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even lower correlation coefficients between the initial beams. This is ideal for
the algorithm because it should not use side beams to cancel weather signals.
Table 4.1: Variations of the simulated weather and interference signals.
Parameter Name Parameter Value
SNR (dB) 0, 5 · · · 30
CSR (dB) -10, 0, 10 · · · 70
Interference location
wrt center of transmit beam
left edge, center, right edge
Interference type coherent and noise
Step size (dB) 10, 20, · · · , 70
Gradient extent (deg) 1, 2, 3, 4, 5
Maximum gradient location
wrt center of transmit beam
left edge, center, right edge
Maximum gradient location
wrt broadside (deg)
0, 20, 40
Beyond changing the parameters of the simulated signals, there are param-
eters of the algorithm that need to be determined. As listed in Table 4.2 , three
of the five parameters of the adaptive beamspace algorithm relate to the am-
plitude taper, and the separation and number of initial beams. The separation
between the initial beams could impact the ability of the algorithm to mitigate
interference and clutter signals. If the initial beams are separated by a large
amount, there could be gaps (on the order of the 3-dB beamwidth of the initial
beams) between two adjacent beams. If an interference source is located in
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this gap, the signal from a side beam must be amplified to correctly cancel
the interference signal. This amplification is highly undesirable since it will
also amplify the signals coming through the mainlobe of this side beam. On
the other hand, if the initial beams are spaced close together, the resolution
volume of the beams will have significant overlap, which will result in the out-
puts of the initial beams being correlated. As a result of increased correlation
between the outputs, it is possible that the algorithm will consider weather sig-
nals present in all beams to be interference and will attempt to cancel them.
The number of initial beams controls the degrees of freedom of the adaptive
step, and increasing the number of initial beams will allow the algorithm to
cancel multiple interference signals coming from different directions. How-
ever increasing the number of initial beams also increases the computational
complexity of the algorithm and could result in behaviors similar to those
exhibited by Capon beamforming. Lastly, the tapering of the initial beams
affects the behavior of the sidelobes of the overall pattern far away from the
main lobe. By adjusting the weights for the side beams, the sidelobe level of
the overall pattern in the directions of the main lobe of the side beams can be
adjusted, but the sidelobes far away from the main lobe of the overall pattern
are determined by the roll-off rate of the initial beams.
The last two parameters of the algorithm play significant role in the adap-
tive step. The correlation threshold affects which side beam is used in the
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cancellation of the interference signal. Due to beam overlap, even without an
interference signal, the output of the initial beams will have some correlation.
A correlation threshold below this naturally occuring correlation would result
in the algorithm adaptively (and incorrectly) canceling weather signals. On
the other hand, if the correlation threshold is too high, the algorithm can miss
interference signals, especially when receive beams from different transmit
beams are used together. The weight constraint sets an upper limit on the side-
lobe levels of the final beam pattern in the directions of the the side beams. If
the maximum weight ratio is too small, the adaptive algorithm could fail to
find a feasible solution, which would result in no interference mitigation; if
the maximum weight ratio is too large, the final beam pattern would have high
sidelobe levels that could result in biased estimates.
Table 4.2: Variations of the parameters of the adaptive beamspace algorithm.
Parameter Name Parameter Value
Initial beam separation (deg) 0.1, 0.2, · · · , 2.0
Number of initial beams 3, 5,· · · ,21
Initial beam taper Hann, Taylor
Correlation threshold 0.4, 0.45, · · · , 0.95
Weight magnitude constraint 0.01, 0.02, · · · , 2.0
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4.3.3 Simulation Results and Analysis
After identifying the key parameters of the algorithm and the simulated signals,
simulations for different scenarios were completed where one hundred realiza-
tions of the signals from each scattering center were used to find the mean
biases. The mean Doppler velocities for weather signals were set to -10 m s−1,
and the spectrum widths for weather signals were set to 2 m s−1. The mean
Doppler velocities for the interference signals were set to 10 m s−1. The sim-
ulation results used to determine the algorithm parameters are presented first;
results for interference rejection and reflectivity gradients are presented next to
illustrate the advantages and limitations of the proposed adaptive beamspace
algorithm.
4.3.3.1 Algorithm Parameter Optimization
The first step in evaluating the beamspace adaptive algorithm is to determine
the algorithm parameters listed in Table 4.2. An exhaustive search within the
five dimensional space for the optimal parameters is not feasible. As a result,
the parameters were determined in two independent groups: the initial beam
parameters and the adaptive step parameters.
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Figure 4.8: Signal-power delta bias for different amounts of initial beam separation with five
initial beams. If the initial beams are too close (0.1◦ separation, blue line), the algorithm
significantly underestimates the signal power. The performance is similar for separations
greater or equal to 1◦.
The parameters related to the initial beams are the separation of the beams,
the number of beams, and the tapering of the beams. In the simulated sce-
nario, the weather signals have a uniform power distribution, and an interfer-
ence source is located at 0◦. The interference signal has a SNR of 80 dB and
the weather signal has a SNR of 10 dB. Five initial beams with a von Hann
taper were used, and the separation was varied from 0.1◦ to 2.0◦ in 0.1◦ incre-
ments. Figure 4.8 shows the mean signal-power delta-bias for different beam
separations. It can be clearly seen that initial beams with 0.1◦ separation (blue
line) resulted in signal-power estimates with large negative biases. This is the
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result of having initial beams with significant overlap, which produced out-
puts that are highly correlated. The adaptive algorithm will treat the situation
similar to when an interference signal is present and will attempt to cancel
the weather signals using the side beams, which results in negative biases in
signal-power estimates. The negative biases are reduced as the beam separa-
tion is increased. The biases in signal-power estimates for 1.0◦, 1.5◦, and 2.0◦
separation are very similar.
The next set of simulations used the same weather and interference setup
with a fixed initial beam separation and variable number of initial beams. In
Figure 4.9, the initial beam separation was set to 1.0◦, and the number of initial
beams was varied from 3 to 11 in 2-beam increments. The results show that
as the number of initial beams increased, negative delta-biases developed in
the signal-power estimates. In Figure 4.10, the initial beam separation was
set to 0.5◦ and the number of initial beams was varied from 3 to 21 in 2-
beam increments. The results show a similar pattern as Figure 4.9, where
delta biases became more negative as the number of beams increased, and
the magnitude of the delta bias is larger for a 0.5◦ separation than that for
a 1.0◦ separation as expected. This behavior is consistent with results from
Capon beamforming, which significantly underestimates the signal power, as
shown in Figure 3.11. As the number of initial beams increases, the degrees
of freedom in the adaptive step approaches that of Capon beamformer, and it
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Figure 4.9: Signal-power delta bias for different numbers of initial beams with a beam
separation of 1.0◦. For all simulations, the adaptive algorithm successfully limited the spread
of the interference signal. With a large number of initial beams (9 or 11), there are negative
biases in the signal power estimates.
can be expected that the final output of the beamformer will converge to that
of Capon beamformer as well.
In Figures 4.8 and 4.9, the initial beam separation and the number of initial
beams were treated as independent variables. However, it is possible to vary
both at the same time but have a constant coverage area. For example, if the
initial beam separation was 0.5◦, it would take 13 beams to cover 6◦, while
it would only take seven beams if the initial beam separation was set to 1.0◦.
The constant coverage ensures that the presence or absence of the interference
signal in a group of initial beams is the same for the different configurations.
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Figure 4.10: Signal-power delta bias for different numbers of initial beams with a beam
separation of 0.5◦. For all simulations, the adaptive algorithm successfully limited the spread
of the interference signal. However, there are negative biases in the signal power estimates,
and the biases increase as the number of beams increases.
Figure 4.11 shows the performance for three different initial beam configura-
tions with the same coverage area. Despite having the same coverage area, the
0.5◦ separation configuration still has a negative delta bias. The other two con-
figurations have no noticeable biases in signal-power estimates. This shows
that for a fixed volume, there is no benefit in using more beams closely spaced
to mitigate interference.
The last parameter impacting the initial beams is the amplitude tapering.
The trade-off in choosing a taper is between having a narrow main lobe to pre-
serve spatial resolution and having sidelobe levels of the initial beams roll off
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Figure 4.11: Signal-power delta bias for different numbers of initial beams with different
separation such that 6◦ are covered by the group of initial beams. Despite covering the same
volume, the estimates for 0.5◦ separation have a noticeable negative bias. The 1.0◦ and 1.5◦
separation have similar performances, matching the results in Figure 4.8.
as a function of angle from the steering direction. The sidelobe roll-off rate
does not impact the algorithm’s performance in mitigating interference signals
from discrete directions, but it could impact the performance of the algorithm
when steep reflectivity gradients are present. Figure 4.12 shows initial beams
using the von Hann and Taylor tapers. It is clear that the von Hann taper has
a wider main beamwidth and a faster sidelobe roll-off compared to the Tay-
lor taper. At 5◦ away from the steering direction, there is a 30-dB difference
between the sidelobe levels of these two tapers, which could significantly im-
pact the estimates when reflectivity gradients are present. Figure 4.13 shows
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Figure 4.12: Initial beams with von Hann (blue line) and Taylor (red line) tapers. The von
Hann taper produces a beam with a wider main lobe with faster sidelobe roll off, while the
Taylor taper produces a narrower main lobe with a much smaller sidelobe roll-off rate. The
Taylor tapered beam has a -40 dB sidelobe level 5◦ away from the steering direction compared
to that of -73 dB for the von Hann tapered beam. This large difference in sidelobe levels
far away from the steering direction can result in significant biases when large gradients are
present.
the signal-power delta biases when estimating the profile shown in Figure 4.7
using the tapers shown in Figure 4.12. The slower roll off of the Taylor taper
resulted in large biases from -8◦ to -4◦ that are far away from the location
of the gradient (centered at -2◦). Mathematically, the final beam pattern is
a sum of the initial beam patterns with each beam weighted by the adaptive
weight. As a result, the sidelobes that are closest to the steering direction can
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Figure 4.13: Impact of initial beam taper on gradients. The large biases from -8◦ to -4◦ in the
Taylor taper estimates are the result of high sidelobe levels away from the steering direction.
Since the gradient is located at -2◦, the high side of the gradient is not sufficiently attenuated
by the sidelobes and caused biases in the estimates of the low side of the gradient.
be adjusted automatically depending on the adaptive weight given to the side
beams that are pointed near those sidelobes. This implies that the initial beams
can have higher peak sidelobe levels close to the steering beam in exchange
for fast roll-off away from the steering direction. Based on considerations for
main lobe width, peak sidelobe level, and sidelobe roll off, a von Hann taper
is chosen for the remainder of the simulations.
Once the parameters governing the initial beams are set, the next step is
to determine the parameters for the adaptive step. The correlation threshold is
used to determine which side beams have constrained adaptive weights, which
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is intended to prevent the algorithm from using side beams to cancel weather
signals from the direction of interest. If a strong interference signal (CSR
greater than ∼20 dB) is present, the correlation coefficient between the out-
put of the initial beams should be close to one because the interference signal
overpowers the weather signal in the side beams. Figure 4.14 shows the signal-
power delta biases for several different correlation coefficient thresholds. The
simulated weather signals have uniform SNR of 20 dB and an interference
signal with a CSR of 20 dB was added at 0◦. The biases in signal-power es-
timates are close to -2 dB for a threshold value of 0.4 and are consistent over
the spatial angles away from the interference. As shown in Figure 4.15, the bi-
ases in signal power estimates decrease as the correlation threshold increases
from 0.4 to 0.8 and plateau for threshold values greater than 0.8. A threshold
value of 0.75 results in estimates with a mean bias of zero. Varying the CSR
of the interference signal between 10 and 30 dB produces similar results. The
negative biases for the small correlation threshold values are due to weather
signals in the initial beams having correlation above the threshold and mis-
takenly being canceled in the adaptive step. Since the initial beams overlap,
their outputs are not completely uncorrelated despite being steered to different
directions. The inherent correlation between the output of the initial beams
due to weather puts a lower limit on valid choices for correlation threshold.
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For mean Doppler velocity, the mean delta-biases are near zero for all thresh-
old values. For spectrum width, the mean delta-biases decrease from close to
0.5 m s−1 to 0.1m s−1 as the threshold values increase from 0.4 to 0.9. Since
the delta biases are small for velocity and spectrum width for all threshold val-
ues, the delta biases for signal power are the dominant factor in determining
the value of the correlation threshold. The upper limit on correlation thresh-
old is determined by considering the impact of the interference signal. Ideally,
the interference signal should only impact the estimate of the weather signal
in the same direction as the interference signal. However, due to beams hav-
ing non-zero beamwidth, weather signal estimates from directions near the
interference signal are usually impacted by it as well. The goal of the algo-
rithm is to limit the angles that are impacted by the interference signal to be
as narrow as possible. Figure 4.16 plots the angular spread of the interference
signal (with a CSR of 20 dB) for different threshold values. As expected, if the
threshold value is too high (≥ 0.8), weaker interference signals could fail to
exceed the threshold, which could lead to the side beams having constrained
weights and not being used to cancel the interference signal completely. An-
other set of simulations with uniform weather signals with SNR of 20 dB and
an interference signal with a CSR of 10 dB was run, and the results match the
results shown here. Based on Figures 4.15 and 4.16, the correlation threshold
value is set to 0.75 for the remainder of the simulations.
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Figure 4.14: Signal-power delta biases for different correlation threshold values. The negative
biases for small correlation threshold values are due to weather signals having correlation
coefficient above the threshold and being canceled in the adaptive step.
The last parameter of the algorithm is the weight magnitude constraint for
the side beams. Since the final beam pattern is a summation of the initial
beam patterns multiplied by their respective weights, the weight magnitude
constraint sets an upper limit on the sidelobe level of the overall beam pattern
in the direction of the side beams. For example, a weight magnitude constraint
of 0.1 for the side beam 1◦ away from the steering direction means that the
maximum one-way sidelobe level in that direction for the final beam pattern
is -20 dB. Figure 4.17 shows the signal-power delta bias for different weight
magnitude constraints. As the weight magnitude constraint increases from 0
to 0.2 in 0.01 steps, the signal-power delta biases are constant at 0.25 dB for
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Figure 4.15: Signal-power delta biases for angles outside the interference impact zone for
different CSRs. As the correlation threshold increases, the biases decrease at first then
stay constant. The strength of the interference signal has no significant impact in terms of
determining the optimal correlation threshold. Based on these results, a correlation threshold
value of 0.75 results in estimates with zero mean delta-biases.
small weight magnitude constraints (0.01 to 0.08) and linearly decrease for
larger weight magnitude constraints (0.09 to 0.2). For the small weight magni-
tude constraints, sometimes the adaptive step could not find a feasible solution
within the allotted iterations, and the interference signal is not canceled suc-
cessfully, which results in the small positive biases. Note that for a constraint
value of zero, the only solution is to use the center beam only and no adap-
tivity is allowed. This non-adaptive solution does produce a small delta bias
as expected. For large weight constraints, the negative biases are the result of
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Figure 4.16: Spread of interference signal for different correlation thresholds. When the
interference is not strong, it is possible for the correlation between the initial beams containing
the interference signal to be smaller than one, and a high threshold value could lead to
constrained weights for the side beams, which leads to failed cancelation of the interference
signal and more angles with estimates biased by it. For mean Doppler velocity, the spread is
constant except for the largest correlation thresholds. For spectrum width, the performance is
independent of the correlation threshold.
cancellation of the weather signal. This is consistent with the expectation that
with totally unconstrained side beams, the results would be negatively biased
similar to that from Capon beamforming. The results for mean Doppler ve-
locity and spectrum width are near zero for all weight constraints. Based on
Figure 4.17, the weight magnitude constraint is set to 0.1 for the remainder of
the simulations. Table 4.3 shows the parameters value used for the rest of the
simulations.
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Figure 4.17: Signal-power delta biases for different weight constraints. The positive biases for
small weight constraints are due to the algorithm failing to find a solution to the optimization
problem, which leads to uncanceled interference signal. The negative biases for large weight
constraints are the results of cancellation of weather signals.
Table 4.3: Parameters of Adaptive Beamspace Algorithm
Parameter Name Parameter Value
Initial beam separation 1.0◦
Number of initial beams 5
Initial beam taper von Hann
Correlation threshold 0.75
Maximum weight magnitude 0.1
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4.3.3.2 Interference Mitigation
One of the primary goals of utilizing adaptive beamforming is to automatically
reject clutter and interference signals from unknown directions. The most im-
portant parameters that must be varied to evaluate the ability of the adaptive
beamspace algorithm to mitigate interference are the CSR, the SNR, the inter-
ference location with respect to the transmit beam, and the interference type
as listed in Table 4.1. The first set of simulations evaluated the performance
of the algorithm for different CSRs by varying it from -10 to 70 dB in 10-dB
increments. The weather profile was a uniform profile with a 20-dB SNR,
and the interference source was added at 0◦. Figure 4.18 shows the angular
spread of the interference signal for these different CSRs for a PAR using the
adaptive beamspace algorithm (blue line) and a dish-antenna system (red line).
For interference signals with very low CSRs (≤ 0 dB), the impact of the in-
terference signal is minimal due to its low power, and the performance of a
PAR using the adaptive beamspace algorithm matches a dish-antenna system.
For high-CSR scenarios, the adaptive beamspace algorithm successfully mit-
igated interference, and the angular spread of the interference signal is much
smaller for a PAR using the adaptive beamspace algorithm compared to a dish-
antenna system as shown in Figure 4.18. This matches expectations since in-
terference sources with strong power can easily contaminate multiple beams
that are steered close to the direction of the interference source, which allows
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the adaptive algorithm to use side beams with high correlation with the cen-
ter beam to successfully mitigate the interference signals. The slight increase
in the angular spread of interference in signal-power estimates for the largest
CSRs could be caused by statistical fluctuations in the estimation of the an-
gular spread since it is not matched by corresponding increases in Doppler
velocity and spectrum width. The most difficult cases are the medium CSRs
(10-20 dB) cases where the interference signal does not overpower the weather
signal in the initial beams to produce a high correlation between them. In such
cases, it is possible that the algorithm fails to determine the appropriate side
beams to use to mitigate the interference signal in the center beam. These
difficulties are captured by the increased angular spread of interference sig-
nal in all three spectral moments for CSRs from 0 to 20 dB in Figure 4.18.
However, in these more difficult cases, a PAR using the adaptive beamspace
algorithm still outperforms a dish-antenna system. In terms of the estimates
away from the interference signal, the algorithm performs well for all CSRs
as shown in Figures 4.19, 4.20, and 4.21. For all CSRs, the delta biases are
close to zero for all three spectral moments, as desired. This indicates that the
algorithm successfully limited the impact of the interference to the nearest di-
rections and the algorithm did not introduce additional biases to the estimates
for weather-only directions.
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Figure 4.18: Angular spread of interference signal for a PAR using the adaptive beamspace
(blue line) and a dish-antenna (red) system with different CSRs. For the lowest CSRs, the weak
interference signal does not significantly impact the estimates for angles near the interference
direction. For the high CSRs, the algorithm can successfully mitigate the impact of the
interference signal. The medium CSRs (10 to 20 dB) are the most challenging cases for the
algorithm since the interference signal does not overpower the weather signal in the initial
beams to produce a clear determination of which side beams should be used to mitigate the
interference signal.
The second set of simulations evaluated the performance of the algorithm
for different SNRs by varying SNR from 0 to 30 dB in 5-dB increments. Based
on previous discussions on challenging cases for the algorithm, an interference
source with a 20-dB CSR was added at 0◦ to the uniform weather profile.
Figure 4.22 shows the angular spread of interference signal for the different
SNRs. As expected, the angular spread of interference signal is relatively
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Figure 4.19: Signal-power delta biases away from the interference source for different CSRs.
The small biases indicate that the algorithm successfully limited the impact of the interference
signal to those directions closest to it, and the algorithm does not introduce additional biases
in weather-only situations.
constant across the SNRs except for an SNR of 0 dB. For the 0-dB SNR case,
the mean Doppler velocity and the spectrum width show a large increase in the
spread of the interference, which is due to the estimation errors caused by the
low SNR. Signal-power estimates after subtracting the noise power show no
such sharp increase. Figure 4.23 shows the signal-power delta bias away from
the interference source. The small biases indicate that the adaptive algorithm
is not sensitive to the SNR of the weather signals and can perform well in
weak weather scenarios. The results for mean Doppler velocity and spectrum
width are similar to that of signal-power and are not shown. Based on these
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Figure 4.20: Same as Figure 4.19, except for Doppler velocity.
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Figure 4.21: Same as Figure 4.19, except for spectrum width.
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Figure 4.22: Angular spread of interference signal for different SNRs. As expected, the
performance of the algorithm is stable across the range of SNRs tested and shows no significant
deterioration except at 0-dB SNR. The large increase in the spread of interference is likely
due to estimation errors that are caused by the low SNR in the directions near the interference
signals.
results, the remainder of the simulations are conducted with an SNR of 20 dB
unless otherwise noted.
In the ideal scenario, where a single transmit beam can illuminate the entire
volume of interest, the location of the interference with respect to the center of
the transmit beam would not impact the performance of the algorithm signif-
icantly. However, with the constraints of a real system where the volumes of
interest are illuminated sequentially with successive spoiled transmit beams,
the location of the interference signal within a transmit beam could impact the
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Figure 4.23: Signal-power delta biases away from the interference source for different SNRs.
The small biases indicate that the adaptive algorithm is not sensitive to the SNR of the weather
signals, and the algorithm does not introduce additional biases in weather-only situation. The
results for mean Doppler velocity and spectrum width show similar independence on SNR.
performance of the algorithm. Using Figure 4.4 as an example, it is possible
for an interference signal located in the direction of Rx1,2 to contaminate the
estimates of beams Rx3,1, Rx4,1, and Rx5,1 through the sidelobes. When the
algorithm tries to estimate the signal power in the direction of Rx5,1, it will use
Rx3,1, Rx4,1, Rx5,1, Rx1,2, and Rx2,2 as the set of initial beams. Within this
set of initial beams, the optimal side beam to use to cancel the interference
signal should be beam Rx1,2 because it is directly pointed at the interference
source. However, due to the time delay between successive transmit beams,
it is possible that the output of Rx1,2 is uncorrelated with the output of Rx5,1,
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especially if the spectrum width of the interference signal is wide. In such
a scenario, beams Rx1,2 and Rx2,2 will not pass the correlation threshold test
and will not be selected as the appropriate side beams for interference can-
cellation, and only Rx3,1 and Rx4,1 will be used. Since the interference signal
can only contaminate Rx3,1, Rx4,1, and Rx5,1 through the sidelobes, that places
an upper and lower bound on the CSRs that would impact the algorithm the
most. If the interference is weak, the sidelobes of the initial beams can pro-
vide enough rejection to mitigate the contamination, and if the interference is
extremely strong, it will contaminate Rx3,1 and Rx4,1 enough such that those
two side beams can be used successfully to cancel the interference in Rx5,1.
The most challenging case is when the interference is strong enough to con-
taminate Rx5,1 but not strong enough to overcome the sidelobe attenuation for
Rx4,1. Based on Figure 4.12, the sidelobe levels of the initial beams 1◦ and 2◦
away from the pointing direction are -31 dB and -48 dB, respectively. Based
on these discussions, a white-noise signal with a CSR of -40 dB was chosen
to test the adaptive algorithm, and the location of the interference source was
shifted from -5◦ to 5◦ in 1◦ increments. The transmit beam locations are fixed
and centered at -5◦, 0◦, and 5◦. Therefore, the interference source located at
-3◦, -2◦, 2◦, and 3◦ would be at the edge of a transmit beam. Figure 4.24 shows
the angular spread of interference as a function of its location, and it is clear
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Figure 4.24: Angular spread of a white-noise interference signal with a 40-dB CSR as its
location is shifted from -5◦ to 5◦. The performance of the adaptive algorithm clearly degrades
when the interference is located near the edge of a transmit beam (-3◦, -2◦, 2◦, and 3◦). This is
due to the time-lag between the successive transmit beams causing the interference signal in
the initial beams to be uncorrelated. Despite the degradation in performance, a PAR using
the adaptive beamspace algorithm still produced an angular spread smaller than that of a
dish-antenna system (3◦, as shown in Figure 4.18).
that the interference signal being on the edge of the transmit beam has a signif-
icant effect on the performance of the algorithm. The angular spread increased
from 0.5◦ when the interference is located near the center of the transmit beam
to greater than 1.5◦ when it is located at the edge of the transmit beam. How-
ever, even in this worst-case scenario, a PAR using the adaptive beamspace
algorithm still produced an angular spread smaller than that of a dish-antenna
system (3◦, as shown in Figure 4.18). Figure 4.25 shows the performance of
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Figure 4.25: Same as Figure 4.18, except the interference signal is located at the edge of the
transmit beam to test the worst-case scenario for the adaptive beamspace algorithm.
the adaptive algorithm when the CSR of the white-noise signal located at the
edge of a transmit beam is varied from -10 to 70 dB in 10-dB increments. The
worst performance is for CSRs between 30 to 50 dB as expected, and the an-
gular spread of the interference signal never exceeded 2◦ for all CSRs tested
in the worst-case scenario. These results support the conclusion that, in terms
of reducing the angular spread of point interference signals, a PAR using the
adaptive beamspace algorithm is superior to a low-sidelobe dish-antenna sys-
tem.
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4.3.3.3 Reflectivity Gradients
Beyond mitigating interference and clutter signals, a PAR using the adaptive
beamspace algorithm must also be able to match a dish-antenna system in
terms of handling reflectivity gradients despite having higher two-way side-
lobe levels. The important parameters that must be varied to evaluate the abil-
ity of the adaptive beamspace algorithm to handle reflectivity gradients are the
step size of the reflectivity profile, the spatial extent of the gradient, and the
location of the maximum gradient with respect to the transmit beam and with
respect to broadside of the array. The first set of simulations seeks to evaluate
the performance of the algorithm for profiles with maximum gradients located
at 0◦, 20◦and 40◦ with respect to broadside of the array. The location of the
maximum gradient with respect to broadside of the array was chosen such that
the maximum gradient is located at broadside, at the center of the scanning
range, and at the edge of the scanning range to provide a full evaluation of
the algorithm. The simulated profiles have a change in SNR that ranged from
10 to 70 dB in 20-dB increments, and the spatial extent of the gradient is 2◦.
Figure 4.26 shows examples of profiles with 50-dB step size used in these sim-
ulations. Figure 4.27 shows the mean biases in signal-power estimates from
directions that are at least 5◦ away from the center of the gradients. A 5◦ buffer
was chosen to eliminate the directions with biases that are due to the gradient,
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Figure 4.26: Simulated reflectivity profiles with maximum gradient located at 0◦, 20◦, and 40◦
with respect to broadside of the array. These profiles have a 50-dB change in SNR spread over
2◦. Due to the beam broadening effect of phased-array systems, the same gradient appearing
at different locations could result in different performance for the adaptive algorithm. The
three maximum gradient locations were chosen to evaluate the algorithm’s performance when
the maximum gradient is located at broadside, at center of scanning range, and at edge of
scanning range.
which is measured using the zone of impact described before. For all scenar-
ios, the mean biases are close to zero, which indicates that the algorithm did
not introduce additional biases as expected. The results for mean radial veloc-
ity and spectrum width are similar to those of signal-power and are not shown.
Figures 4.28 and 4.29 show the zone of impact for a PAR using the adaptive
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Figure 4.27: Mean biases in signal-power estimates from directions at least 5◦ away from the
location of the maximum gradient. The algorithm performed as expected in these weather-only
situations producing estimates with near-zero biases for all scenarios. The results for mean
Doppler velocity and spectrum width are similar but not shown.
beamspace algorithm and a dish-antenna system, respectively. The x-axis indi-
cates where the maximum gradient is located with respect to the broadside of
the array, the y-axis indicates the step size of the gradient, and the color scale
indicates the zone of impact of the gradient measured in degrees. It is clear
that for small gradients (10-dB step size), a PAR using the adaptive beamspace
algorithm and a dish-antenna system can accurately estimate the signal power
leading to 0◦ with large biases regardless where the maximum gradient is lo-
cated. For very large gradients (70-dB step size), a PAR using the adaptive
beamspace algorithm performs worse than a dish-antenna system regardless
135
of where the gradient is located, and the zone of impact is constant. The con-
stant zone of impact indicates that it is the result of contamination through the
sidelobe since the narrower main lobe at broadside did not lead to improved
performance. For 30 and 50 dB steps, the zone of impact gets smaller as the
the gradient shifts toward the broadside of the array, which is a direct result of
the narrowing of the main lobe while the contamination through the sidelobes
is limited. Comparing the results of a PAR using the adaptive beamspace al-
gorithm to a dish-antenna system shows similar performance near the edge of
the scanning range for reflectivity profiles with up to 50-dB changes in SNR,
which is expected since the phased-array system was simulated to have the
same beamwidth as a dish antenna system when scanned to ±45◦.
Similar to the point interference case, the location of the maximum gradi-
ent with respect to the transmit beam could also impact the performance of the
algorithm since profiles located at different locations within the transmit beam
will have different parts of the profile illuminated at once. Using Figure 4.4 as
an illustration, if the maximum gradient is located in the direction of Rx1,2, the
side of the profile with low signal-power (low side) would be in the directions
of Rx1,1 to Rx5,1. The contamination to these beams due to the side of the
profile with high signal-power (high side) would be greatly reduced since Tx1
did not illuminate those directions. These conditions suggest improved perfor-
mance in estimating the signal-power of the low side of the profile. A similar
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Figure 4.28: Zone of impact for reflectivity profiles with different step sizes and maximum
gradient located at 0◦, 20◦and 40◦. For a profile with a 10-dB step size, the algorithm
can accurately estimate the signal power with no angles with biases exceeding 1 dB. For
profiles with 30 and 50-dB step sizes, the narrower mainlobe leads to improved performance
as gradients shift toward the broadside of the array. For profile with 70-dB step size, the
contamination through sidelobes is strong and overpowers improvements from a narrower
main lobe.
argument can be made for cases where the maximum gradient is located in
the direction of Rx5,2 in Figure 4.4. In this case, Tx2 does not illuminate the
high side of the profile, and estimating the low side of the profile becomes
easier. When the maximum gradient is located at the center of the transmit
beam (e.g., Rx3,1), both side of the profile are illuminated by a single transmit
beam, and the initial beams pointed toward the low side are most likely to be
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Figure 4.29: Same as Figure 4.28, except for dish-antenna system. Since the beamwidth
of a dish-antenna is constant, the location of the gradients did not significantly impact the
performance.
contaminated by the high side of the gradient. In this set of simulations, the
spoiled transmit beam is centered at 25◦, and profiles with step sizes of 30, 50,
and 70 dB were placed at 23◦, 25◦, and 27◦. These configurations correspond
to maximum gradients located by the left edge, center, and right edge of the
transmit beam. Figure 4.30 shows the zone of impact for the different profile
step sizes and maximum gradient locations. The x-axis indicates where the
maximum gradient is located, the y-axis indicates the step size of the gradient,
and the color scale indicates the zone of impact of the gradient measured in de-
grees. For profiles with 30 and 50-dB step sizes, the location of the maximum
gradient within the transmit beam does not produce any significant impact on
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Figure 4.30: Zone of impact for gradients with different step sizes located at 23◦, 25◦, and 27◦.
Since the transmit beam is centered at 25◦, the three maximum gradient locations evaluate
the adaptive algorithm for cases where the maximum gradient is located by the left edge,
center, and right edge of the transmit beam. The worst performance occurs for a profile with
a large (70-dB) step size and the maximum gradient is located at the center of the transmit
beam because in such scenarios, both the low and high side of the profile are illuminated
simultaneously. When the maximum gradients are located at the edge of the transmit beam,
the high side of the profiles not being illumined simultaneously with the low side helps the
algorithm produce more accurate signal-power estimates on the low side of the profiles and
reduces the zone of impact.
the performance since the sidelobe levels of the initial beams in conjunction
with the adaptive step can successfully attenuate the high side of the gradi-
ents to minimize the contamination. For a profile with a 70-dB step size, the
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location of the maximum gradient produces a noticeable difference in perfor-
mance. As expected, when the gradient is located at the center of the transmit
beam, the adaptive algorithm performed the worst, and when the gradient is
located near the edge of the transmit beams, the adaptive algorithm performed
better due to the transmit beam being helpful in attenuating the high side of
the gradient. Having established that the worst performance occurs when the
maximum gradient is located near the center of the transmit beam, the rest
of the simulations place the maximum gradients in the center of the transmit
beam to show the worst-case results.
The last set of simulations evaluates the algorithm with different types of
gradients. Figure 4.31 shows a family of profiles with step sizes from 10 to
70 dB with maximum gradient located at 25◦ and having spatial extent of 2◦.
In these simulations, the spatial extent of the gradients, delimited by the verti-
cal black dashed line in Figure 4.31, is defined as the angular region where the
signal-power is greater than the constant signal-power on the low side by 1 dB
but less than the constant signal-power on the high side by 1 dB. With a con-
stant spatial extent, a larger step size implies larger gradients. Figure 4.32
shows gradients with the same step size but different spatial extents. By
spreading the change in signal power over a larger spatial extent, the profiles
with larger spatial extent have less steep slopes. In the last set of simulations,
the step size of the profile was varied from 10 to 70 dB in 10-dB increments,
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Figure 4.31: Family of profiles with varying step size but same 2◦ spatial extent. The vertical
black dashed line delimits the spatial extent of the gradient, which is defined as the angular
region where the signal power is greater than the signal power on the low side by 1 dB and
less than the signal power on the high side by 1 dB. For gradients with the same spatial
extent, a larger step size implies a steeper transition, which is more challenging to the adaptive
algorithm.
and the spatial extent was varied from 1◦ to 5◦ in 1◦ increments to generate a
variety of gradients to fully evaluate the adaptive algorithm. Figures 4.33 and
4.34 show the zone of impact in signal-power estimates for a PAR using the
adaptive beamspace algorithm and a dish-antenna system, respectively, where
the x-axis is the spatial extent of the gradient, the y-axis is the step size of the
gradient, and the color scale is the zone of impact measured in degrees. Com-
parisons between Figures 4.33 and 4.34 show that for profiles with step sizes
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Figure 4.32: Family of profiles with varying spatial extent but same 50-dB step size. The
horizontal black dashed line delimits the 1-dB threshold used to determine the spatial extent
of a gradient. For profiles with the same step size, a smaller spatial extent implies a steeper
transition, which is more challenging to the adaptive algorithm.
less than 60 dB, a PAR using the adaptive beamspace algorithm has a smaller
zone of impact for all spatial extents, and for profiles with a 60-dB step size,
the performance of a PAR using the adaptive beamspace algorithm is similar
to that of a dish antenna system for 4◦and 5◦ spatial extents and worse than
that of the dish-antenna system for 1◦, 2◦, and 3◦ spatial extents. For profiles
with a 70-dB step size, a PAR using the adaptive beamspace algorithm per-
forms worse than a dish-antenna system. This clear distinction is due to the
inability of the adaptive algorithm to push the sidelobe down far enough in the
cases with large step sizes. Figure 4.35 shows a beam pattern pointed at the
142
Figure 4.33: Zone of impact for different profiles with varying step size and spatial extent for
a PAR using the adaptive beamspace algorithm. The x-axis indicates the varying spatial extent
of the gradients from 1◦ to 5◦ in 1◦ increments, the y-axis indicates the varying step size from
10 to 70 dB in 10-dB increments, and the color scale indicates the zone of impact measured in
degrees. A PAR using the adaptive beamspace algorithm matches or exceeds the performance
of a dish-antenna system for profiles with step sizes of up to 50 dB, and the performance of
a PAR using the adaptive beamspace algorithm degrades significantly for profiles with step
sizes of 60 or 70 dB.
same direction for profiles with different step sizes and a 1◦ spatial extent. The
dark black line in each plot indicates the required sidelobe envelope to mini-
mize the contamination from the high side to the low side. For example, in the
30-dB step plot, the maximum gradient is located at 40◦ and transitions from
20 to 50 dB from 39.5◦ to 40.5◦. Since the beam in the example is steered
to 38.5◦, to accurately estimate the signal power, the beam pattern needs to
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Figure 4.34: Same as Figure 4.33 except for a dish-antenna system. The performance degrades
for profiles with larger step sizes as expected.
have sidelobe levels transition from 0 dB at 39.5◦ to -30 dB at 40.5◦ and stay
below -30 dB for angles greater than 40.5◦. It is clear that the adaptive beam
pattern achieves this desired sidelobe envelope and the signal power estimates
at 38.5◦ should not be impacted by the presence of the gradient at 40◦ in this
case. The same argument applies to the other profiles, and it is clear that for
profiles with step sizes of 60 or 70 dB the adaptive algorithm could no longer
push the sidelobe levels to achieve the desired envelope. In the 70-dB step
size case, the second sidelobe located at 40.5◦ is only -40 dB instead of the
desired -70 dB, which resulted in large biases in the signal-power estimates at
the steering angle. By comparing the beam patterns, it is clear that the adaptive
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step of the adaptive beamspace algorithm can automatically adjust the sidelobe
levels to mitigate contamination in the presence of reflectivity gradients. For
small gradients, the algorithm successfully allows for higher sidelobe levels
that would not result in biased estimates, the trade-off for higher sidelobe lev-
els is a slightly narrower main beam compared that of the initial beams. The
peak sidelobe level for spatial angles less than 38.5◦ is approximately -20 dB,
which is expected based on the weight constraint on the side beams not used
for signal cancellation. Since the adaptive algorithm failed with profiles with
large step sizes and small spatial extents, it is important to characterize how
likely are these failures to occur. In the physical world, reflectivity gradients
occur over distance and are measured in dB per kilometer. The simulated gra-
dients can be converted to physical units by taking into account the distance
from the radar, and Table 4.4 shows the equivalent gradient in dB per kilo-
meter for different ranges. Using available statistics of reflectivity gradients
in Torlaschi and Humphries (1983), the frequency of occurrence of such gra-
dients are estimated (using Figure 1 in Torlaschi and Humphries (1983)) and
presented in Table 4.5, where a number like 10−4 can be interpreted as one in
10000 cases. These estimates are not perfect since they only use the slope
of the gradient. A profile with a step size of 30 dB and a spatial extent of 2◦
produces a similar slope as a profile with a 70-dB step size and a 5◦ spatial
extent. However, the adaptive algorithm performs much better in the first case
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Figure 4.35: Adaptive beam patterns steered to 38.5◦ for profiles with maximum gradient
located at 40◦ with varying step sizes and a 1◦ spatial extent. The dark black line in each
plot indicates the required sidelobe envelope to attenuate the gradient. As the step size
of the gradient increases, the adaptive algorithm lowers the sidelobe levels to achieve the
desired sidelobe envelope until the step size reaches 60 dB. For 60 or 70 dB step sizes, the
adaptive algorithm could no longer achieve the desired envelope, resulting in large biases in
the signal-power estimates at the pointing direction.
Table 4.4: Conversion between simulated gradients to equivalent gradients measured in
dB km−1 at different distances from the radar
Distance from Radar (km) 60 dB over 1◦ 60 dB over 3◦ 70 dB over 5◦
30 114.6 38.2 26.7
50 68.8 22.9 16.0
100 34.4 11.5 8.0
150 22.9 7.6 5.3
than in the second case. At a range of 150 km, it is more plausible that the
gradient extends over a distance of 5.2 km (2◦) than 13 km (5◦) since the beam
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Table 4.5: Frequency of occurrence for different gradients
Distance from Radar (km) 60 dB over 1◦ 60 dB over 3◦ 70 dB over 5◦
30  10−4  10−4 ≈ 10−3.5
50  10−4 < 10−4 ≈ 10−3.5
100  10−4 ≈ 10−3.5 ≈ 10−2.5
150  10−4 ≈ 10−4 ≈ 10−2.5
is illuminating the upper part of the storm structure. Therefore, the worst per-
formance of a PAR using the adaptive beamspace algorithm for profiles with
a 70-dB step size and a spatial extent of 5◦ is even less likely to occur than
the estimation in Table 4.5 and should not be a significant concern. Also, the
zone of impact degradation compared to a dish-antenna system is only about
0.5◦ for such cases. The worst degradation in performance compared to a dish-
antenna system occurs for profiles with 60- or 70-dB step sizes and a 1◦ spatial
extent, but such cases are much less likely to occur.
In summary, the simulations showed that a PAR using the adaptive beamspace
algorithm can match or exceed the performance of a low-sidelobe dish-antenna
system in terms of limiting the directions where the signal-power estimates
are significantly biased due to the presence of a gradient for step sizes up to
50 dB. For gradients with larger step sizes, the adaptive algorithm performs
worse when the spatial extent of the gradient is small. However, such cases
are the least likely to occur with a frequency distribution of much lower than
one in 10,000 regardless of range. For the more likely cases with large step
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sizes and large spatial extents, the performance degradation compared to a
dish-antenna system is small. Having completed a thorough evaluation via
simulations, the next section presents limited results with real data collected
using the Atmospheric Imaging Radar (AIR)(Isom et al. 2013).
4.4 Real Data Analysis
As shown in the previous section via simulations, the proposed adaptive beam-
sapce algorithm can produce accurate and calibrated estimates of the radar
variables while automatically rejecting interference signals. However, the
time-series simulator was simplistic and several assumptions about the array
were required. It is important to test the algorithm with real data collected
in the field to ensure it can still function when some of the assumptions in
the simulator may be violated. An ideal instrument to collect data to evaluate
adaptive beamspace processing is the University of Oklahoma’s Atmospheric
Imaging Radar (AIR) (Isom et al. 2013; Kurdzo et al. 2017). The AIR is a
mobile X-band weather radar that transmits a 20◦ vertical fan beam and uti-
lizes a ULA consisting of 36 receiving elements. On 16 May 2015, the AIR
was used to collect data on a strong tornadic supercell near Tipton, OK. The
signal-power estimates are shown in Figure 4.36. The left-side panels show
the signal-power estimates from Fourier beamforming with a von Hann taper
at 0◦ and 3◦ elevation angles, and the right-side panels show the signal-power
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estimates from adaptive beamspace algorithm at the same elevations. Due to
the fan shaped transmit beam, ground clutter can contaminate estimates of
higher elevations if not properly rejected. As shown in Figure 4.36, ground
clutter near the radar can be clearly seen in the windowed Fourier result at
0◦, and even at 3◦ elevation, there is still visible ground clutter residue. For
the adaptive beamspace algorithm, there is little ground clutter contamination
visible in both 0◦ and 3◦ elevations. This small amount of ground clutter in
the 0◦ elevation plots is not surprising since it is unlikely that most ground
clutter targets are located exactly at 0◦ elevation. With adaptive beamforming,
even if the clutter is located at 0.5◦ elevation, it will be severely attenuated
when estimating the signal power at 0◦. These results agree with the simu-
lations showing that adaptive beamspace algorithm can successfully mitigate
contamination from interference and clutter.
In the original data set, there is extensive ground clutter contamination
near the radar, and the storm is located approximately 21 km away from the
radar. To better evaluate the adaptive beamspace algorithm’s ability to esti-
mate meteorological variables, the I/Q weather signal was shifted in range
and coherently summed to overlap with the ground clutter signal located near
the radar. The results of adaptive beamspace algorithm and windowed Fourier
beamforming are shown in Fig. 4.37. The two plan-position indicator (PPI)
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Figure 4.36: PPI fields corresponding to adaptive beamspace processing and windowed Fourier
beamforming on data collected with the AIR on 16 May 2015 near Tipton OK. The PPI plots
show the received signal power at 0◦ (top panels) and 3◦ elevation (bottom panels). For the
windowed Fourier method (left panels), ground clutter at lower elevations contaminated signal-
power estimates at higher elevations. With the adaptive beamspace algorithm (right panels),
there is minimal ground clutter contamination in both elevations. These results agree with
simulations showing that the adaptive beamspace algorithm can limit the spread of interference
signals.
plots show the received signal power at 3◦ elevation, and despite the aggres-
sive window used in the windowed Fourier beamforming to reduce the side-
lobe levels of the receive beam, it is clear that ground clutter still contaminated
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the weather signal-power estimates when they overlapped. In contrast, adap-
tive beamspace algorithm successfully rejected the ground clutter signal for
the majority of the cases. There are some remnants of the ground clutter sig-
nal, but they are much weaker and have minimal impact on estimates of the
weather signal power. The range-height indicator (RHI) plots are along the
radial indicated by the white line in the PPI images. The RHI images clearly
show that adaptive beamspace processing successfully rejected a ground clut-
ter target located around 1 km, 1.5 km, and 2 km in range for higher elevations.
Qualitatively, the weather signal-power estimates are similar between the two
methods as expected from the simulation results. This example demonstrates
that adaptive beamspace processing can function with a real system with non-
ideal components, and the degradation in performance is not qualitatively ap-
parent.
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Figure 4.37: PPI and RHI fields corresponding to adaptive beamspace processing and win-
dowed Fourier beamforming on data collected with the AIR on 16 May 2015 near Tipton OK.
The PPI plots show the received signal power at 3◦ elevation, and the white line in the PPI
plots indicates the azimuthal angle of the RHI plots. It can be clearly seen that the adaptive
beamspace algorithm (right panel) successfully rejected the majority of the ground clutter sig-
nal that originated from lower elevation angles, and it performed much better than windowed
Fourier beamforming (left panel). Moreover, it can be seen that estimates of received signal
power are similar between the two methods.
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Chapter 5
Comparison of Alternatives
The motivation for developing the adaptive beamspace algorithm is to utilize
adaptive beamforming to form simultaneous receive beams so that timeline
and data quality requirements for an MPAR system can be met. As discussed
in Chapter 1, there are multiple approaches to generate the required simulta-
neous receive beams, and each approach has its own advantages and disadvan-
tages. This chapter presents a preliminary comparison between some of the
possible approaches to show that the adaptive beamspace algorithm used in
conjunction with a spoiled transmit beam is a feasible solution.
5.1 System Simulations
There are many possible MPAR configurations that can meet the functional
requirements. It is important to compare these different configurations with a
solution that utilizes the adaptive beamspace algorithm to understand the ad-
vantages and disadvantages of each configuration. As discussed in Chapter 1,
there are at least four different approaches that have been proposed in litera-
ture that can meet the MPAR requirements. The multiple frequency (Weber
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et al. 2007) and time multiplexing (Melnikov et al. 2015) approaches are not
studied further in this work since they do not involve beamforming and can be
used in conjunction with any beamforming approach. This chapter will focus
on three configurations: 1) a split transmit beam approach, 2) a spoiled trans-
mit beam with non-adaptive receive beams, and 3) a spoiled transmit beam
with receive beams formed with the adaptive beamspace algorithm. The func-
tional requirements for an MPAR system listed in Table 5.1 (FAA 2013) drove
a simplified design process for systems that utilize these configuations.
The two-way sidelobe requirements for nonadaptive beams are (FAA 2013):
1) a first sidelobe at -54 dB, 2) sidelobes between 2◦ and 10◦ below a straight
line connecting -54 dB at 2◦ and -68 dB at 10◦, and 3) sidelobes ≤-80 dB for
angles greater than 10◦. These stringent sidelobe requirements pose a signifi-
cant challenge in antenna design and beamforming for MPAR systems.
The update time requirement leads to the use of simultaneous receive beams.
That is, if current WSR-88D VCPs and dwell times are kept on an MPAR sys-
tem, then a four-face MPAR system can automatically reduce the volumetric
update time by a factor of four (Zrnic´ et al. 2015). Reducing the current update
time of four to five minutes by a factor of four results in an update time slightly
longer than the required 60 seconds. However, since an MPAR system must
also allocate time for aircraft surveillance functions, the weather surveillance
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must be completed in a time that is much shorter than 60 seconds to effec-
tively achieve the desired update time. Based on dwell-time calculations done
in Zrnic´ et al. (2015), three simultaneous receive beams per face are needed
to successfully meet the update time requirement for weather surveillance in
a multifunction context. Since the four faces of an MPAR system can be as-
sumed to be identical, the design and analysis in this chapter will focus on one
face of an MPAR system. With the desired number of simultaneous receive
beams fixed, the remainder of the simple system design involves choosing the
appropriate number of radiating elements, the transmit power per element, and
the tapering required for each system. The tapering, especially tapering on re-
ceive, controls the two-way sidelobe levels for nonadaptive beams, and must
be determined first. After the tapering is fixed, the number of radiating ele-
ments can be adjusted to provide the appropriate aperture size to achieve the
desired beamwidth. With the number of elements and tapering fixed, the trans-
mit power per element is the last parameter to be adjusted in the simplified
design process to achieve the desired sensitivity.
Table 5.1: Functional requirements of an MPAR system to be met by different configurations.
Functional Requirement Specification
Update time 60 s
Sensitivity 0 dB SNR for a -10 dBZ target at 50 km
Spatial resolution 1◦ beamwidth at ±45◦
and low sidelobes
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5.1.1 Split Transmit Beam Approach
The first simplified design uses the split transmit beam approach to meet the
MPAR requirements. A transmit beam that has three main lobes is used in
this design, as shown in the top panel of Figure 5.1. The main lobes in the
transmit beam are spaced 30◦ apart to have the maximum angular separation
throughout a 90◦ sector. Pattern synthesis methods can be used to generate
such a pattern (Van Trees 2002). However, synthesis of patterns using a phase-
only approach to preserve maximum transmit power is more difficult, which
is a significant disadvantage of this approach. With the three main lobes in
the transmit beam, each lobe only needs to be steered to scan a 30◦ sector. On
receive, three simultaneous receive beams are formed, where each beam points
to a direction illuminated by one of the main lobes of the transmit beam. Since
the directions of the other two main lobes in the transmit beam are known,
deep nulls can be formed in the corresponding directions in a receive beam
to attenuate the signals from those directions. Because the directions of the
transmit and receive beams are all known, the weights required to generate the
desired patterns can be pre-calculated to reduce the computational complexity
in a real-time system.
In this approach, since the main lobes in the transmit beam are spaced apart,
both the transmit and receive beams contribute to lower the two-way sidelobe
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Figure 5.1: Illustration of the split transmit beam approach. A transmit beam (top panel) with
three main lobes is used. The main lobes are spaced 30◦ apart, and each lobe would be steered
to scan a 30◦ sector. On receive, three simultaneous beams are formed, where each receive
beam is steered to the pointing direction of one of the main lobes of the transmit beam. The
sidelobe levels of a receive beam in the directions of the other main lobes of the transmit beam
can be lowered via pattern synthesis to reduce cross-contamination.
levels to meet the MPAR requirements, which allows for less aggressive taper-
ing on receive. The less aggressive receive taper results in less sensitivity loss
on receive and a narrower main beam. As a result of the less aggressive receive
taper, the split transmit beam approach can achieve the desired 1◦ beamwidth
at a 45◦ scanning angle with a smaller aperture size. After fixing the number
of radiating elements, a transmit power per element can be chosen to provide
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Figure 5.2: A potential configuration that uses the split transmit beam approach to meet MPAR
requirements. The array has 207 elements at half-wavelength spacing. The transmit beam
pattern (red dashed line) shows three main lobes steered to -15◦, 15◦, and 45◦, respectively. A
received beam (green dashed line) is steered to 45◦, and sharp nulls are placed at -15◦ and 15◦
to attenuate signals from these directions. The two-way pattern (blue line) meets the sidelobe
requirements (black dashed line) and has a 1◦ beamwidth at a 45◦ scanning angle.
the total transmit power that would achieve the desired sensitivity. One po-
tential configuration that uses the split transmit beam approach to meet the
MPAR requirements is an array with 207 elements at half-wavelength spacing
with a transmit power of 30 watts per element. Figure 5.2 shows the transmit
(red dashed line), receive (green dashed line), and two-way (blue line) beam
patterns for this configuration. The transmit beam has main lobes pointed at
-15◦, 15◦ and 45◦, and a receive beam is steered to 45◦ in this example. Sharp
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nulls located at -15◦ and 15◦ are placed in the receive beam pattern to attenu-
ate signals from these directions since it is known that the transmit beam has
a main lobe pointed at these directions. A Taylor taper is used on receive to
control the sidelobe levels. Despite the high sidelobes in the transmit beam,
the two-way sidelobes are below the MPAR requirements (black dashed line),
and a 1◦ beamwidth at 45◦ scanning angle is achieved. The sensitivity require-
ment is met as well with a minimum detectable reflectivity of -10.48 dBZ at
50 km.
The interference mitigation ability of the split transmit beam configuration
is studied next for a fair comparison with other approaches. In the simulations,
an interference signal at 0◦ is added (with the CSR varying from -10 to 70 dB
in 10-dB increments), to a uniform weather profile with a 20-dB SNR. The
angular spread of the interference is calculated as described in Chapter 4; it
is a measure of the ability to mitigate interference contamination. Figure 5.3
shows the interference mitigation performance for the split transmit beam con-
figuration on a PAR (magenta) and dish-antenna system (red). For a CSR of
-10 dB, the interference is weak and does not contaminate the estimates. As the
interference signal becomes stronger, both the dish antenna and a PAR antenna
using the split transmit beam configuration suffer from increased spread of in-
terference to nearby angles. The difference between two systems is caused
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Figure 5.3: Angular spread of interference signal for a PAR using the split transmit beam
(magenta) and a dish antenna (red) as a function of the CSRs and for the three spectral
moments. For the lowest CSRs, the weak interference signal does not significantly impact
the angles near it. As the interference signal becomes stronger, its angular spread increases
in all three spectral moments. The PAR with the split transmit beam configuration exhibits
a narrower spread compared to that of the dish antenna because the beamwidth of the PAR
antenna is narrower than 1◦ at broadside.
by the narrower beamwidth of the PAR antenna at broadside. If the interfer-
ence is located near 45◦, the performance of the two systems should be similar.
Away from the interference source, a PAR using the split transmit beam con-
figuration has accurate estimates with biases close to zero for all three spectral
moments, which is expected since its beam pattern is similar to that of the dish
antenna by design. Moreover, having a beam pattern that is similar to that of
the dish antenna also ensures that a PAR antenna using the split transmit beam
160
configuration has similar performance as that of a dish antenna when a signal-
power gradient is present.
5.1.2 Spoiled Transmit Beam with Nonadaptive Receive Beams Approach
The second simplified design utilizes a spoiled transmit beam in conjunction
with nonadaptive receive beams to meet the MPAR requirements. Similar to
the split transmit beam case, a minimum of three simultaneous receive beams
are needed to meet the timeline requirement. Since nonadaptive receive beams
are used, the spoiled transmit beam should be wide enough to encompass the
receive beams but narrow enough to reduce the loss of sensitivity and to pre-
vent illuminating unwanted clutter targets. Therefore, a transmit beam that is
spoiled to have a beamwidth of 3◦ is used in this design, and it is steered from
-45◦ to 45◦ in 3◦ increments. Figure 5.4 illustrates the spoiled transmit beam
(top panel) and the three simultaneous receive beams (bottom panel).
In contrast with the split transmit beam configuration, the angles near the
mainlobe of the receive beams are within the 3-dB beamwidth of the transmit
beam. Therefore, the two-way sidelobe levels close to the pointing direction
are only determined by the one-way sidelobe levels of a receive beam. This im-
plies that aggressive tapering must be used on receive to achieve the sidelobe
level requirements. However, aggressive tapering results in loss of sensitivity
and increased beamwidth, both of which must be compensated in the design
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Figure 5.4: Illustration of the spoiled transmit beam with nonadaptive receive beam approach.
A spoiled transmit beam with a 3◦ beamwidth is used. On receive, three simultaneous receive
beams are formed to cover the volume illuminated by the transmit beam. In this approach, the
transmit beam must be tapered aggressively to meet the two-way sidelobe requirements.
process. To compensate for the increased beamwidth, a larger aperture with
more elements is required. With more radiating elements, the transmit power
per element is less than that of the split transmit beam configuration, but the
total transmit power is comparable. Figure 5.5 shows the transmit, receive and
two-way beam pattern for a possible configuration that utilizes a 3◦ spoiled
transmit beam with nonadaptive receive beams. This configuration has an ar-
ray with 314 elements at half-wavelength spacing, and the transmit power per
element is 15 watts. The green dashed line and blue line overlap for angles
close to 45◦, indicating that the two-way sidelobe levels close to the pointing
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Figure 5.5: A potential configuration that uses the spoiled transmit beam with nonadaptive
receive beams to meet MPAR requirements. The array has 314 elements at half-wavelength
spacing. The transmit beam pattern (red dashed line) shows the spoiled transmit beam with a
3◦ beamwidth. A received beam (green dashed line) is steered to 45◦. The two-way pattern
(blue line) meets the sidelobe requirements (black dashed line) and has a 1◦ beamwidth at 45◦
scanning angle.
direction of the receive beam are determined by the one-way sidelobe levels
of the receive beam. In this case, a Taylor taper with -54 dB first sidelobe
is used to generate the required sidelobe levels. As a result of the aggressive
tapering, this array needs to be about 150% the size of the array used in the
split transmit beam configuration to achieve the same 1◦ beamwidth. With the
additional radiating elements, the transmit power per element only needs to
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be half of that for the split transmit beam case to meet the same sensitivity re-
quirement. A significant advantage of using a spoiled transmit beam instead of
a split transmit beam is that the transmit beam is much easier to synthesize and
maintain. In a real radar system, hardware imperfections, temperature varia-
tions, and other factors play important roles in determining the transmit beam
pattern, and the split transmit beam is much more sensitive to these factors
than the spoiled transmit beam.
The same interference mitigation test used to assess the split transmit beam
configuration was applied to this configuration as well. Figure 5.3 shows the
angular spread of the interference signal for different CSRs. The performance
of a PAR antenna with the spoiled transmit beam with nonadaptive receive
configuration mostly matches that of a comparable PAR antenna with the split
transmit beam configuration for CSRs up to 50 dB. This is expected since both
configurations were designed to meet the same requirements. For the largest
CSRs, the performance of the PAR antenna with the spoiled transmit beam
and nonadaptive receive configuration is slightly worse than that of a PAR an-
tenna with the split transmit beam configuration because the two-way sidelobe
levels near the steering angle are higher. This results in extra angles near the
interference source being contaminated by interference power leaking through
the sidelobes. For estimates away from the interference source, the PAR an-
tenna with the spoiled transmit beam and nonadaptive receive beams has near
164
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Figure 5.6: Angular spread of interference signal for a PAR antenna with spoiled transmit beam
and nonadaptive receive beams (green), a PAR antenna with split transmit beam (magenta)
and a dish antenna (red) as a function of the CSR and for the three spectral moments. The
performance of the two beamforming approaches is similar across the different CSRs since
both configurations were designed to meet the same requirements.
zero biases as expected. When a signal-power gradient is present, a PAR an-
tenna with the spoiled transmit beam and nonadaptive receive beams performs
similar to a dish antenna since the nonadaptive beam patterns have the same
1◦ beamwidth and low sidelobe levels as the dish-antenna beam pattern.
5.1.3 Spoiled Transmit Beam with Adaptive Receive Beams Approach
The final simplified design is a configuration that utilizes spoiled transmit
beam with adaptive beams on receive where the proposed adaptive beamspace
165
algorithm is utilized. Since the proposed adaptive beamspace algorithm re-
quires a set of initial beams centered around the direction of interest, it is
perfectly suited for a spoiled transmit beam that would allow these beams
to be formed simultaneously. As discussed before, a spoiled transmit beam
with a 3◦ beamwidth is enough to meet the MPAR timeline requirements, but
such a spoiled transmit beam would not work well with the proposed adaptive
beamspace algorithm since it requires a set of five initial beams, as determined
in Chapter 4. If a 3◦ spoiled beam is used, the set of five 1◦ initial beams for
a direction of interest must span at least three different transmit beams, which
would guarentee the received data from at least two receive beams from adja-
cent transmit beams will have a time-lag that reduces their correlation with the
received data from the center beam. As argued in the previous chapter, a re-
duction in correlation is undesirable when mitigating interference signals with
large spectral width, especially white-noise-like interference since it would
limit the potential beams that could be used to cancel the interference signal.
However, a spoiled transmit beam with a large beamwidth is also undesirable
since it results in unnecessary spread of energy, which leads to loss of sen-
sitivity. A larger array with more transmit power per element (more costly)
would be needed to compensate for the additional sensitivity loss. In an at-
tempt to minimize cost, a spoiled transmit beam with a 5◦ beamwidth was
chosen for this simplified design as a compromise between best functionality
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Figure 5.7: Illustration of a concept of operations involving beamspace adaptive processing. A
spoiled transmit beam with a 5◦ beamwidth is used in conjunction with simultaneous receive
beams covering the volume illuminated by the transmit beam. For any direction of interest,
a contiguous set of five 1◦ receive beams (regardless of whether they come from the same
transmit beam or not) centered on that direction is used as input to the adaptive beamspace
algorithm to generate the final estimate for a particular direction.
of the adaptive algorithm and sensitivity loss. The spoiled transmit beam will
be steered to scan from -45◦ to 45◦ in 5◦ increments. A benefit of requiring
fewer transmit beams to cover the entire 90◦ sector is that each transmit beam
could potentially have a longer dwell time to collect more samples while still
meet the timeline requirements for an MPAR system. Both nonadaptive ap-
proaches described in previous sections could be implemented with a transmit
beam that illuminates 5◦, but the cost of the system would increase. Figure 4.4
is repeated here to illustrate the concept of operation.
In this concept of operation, simultaneous receive beams that cover the
volume illuminated by the spoiled transmit beam are formed, and the output
from these beams must be stored for at least two successive transmit beams.
In the example in Figure 5.7, assuming Tx1 is the first transmit beam, final
estimates in the direction of Rx3,1 can be immediately calculated since the
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required group of initial beams is available. To calculate the final estimates
for angles corresponding to Rx4,1 and Rx5,1, the output of the receive beams
corresponding to Tx1 must be saved and combined with the output of receive
beams from Tx2. For example, beams Rx2,1, Rx3,1, Rx4,1, Rx5,1, and Rx1,2 are
used in the adaptive algorithm to provide the final estimates for the direction
of Rx4,1. With the data from Tx2, final estimates for directions corresponding
to Rx4,1, Rx5,1, Rx1,2, Rx2,2, and Rx3,2 can be made. The data from Tx3 will
then replace the data from Tx1 and the algorithm can proceed to calculate the
final estimates for directions corresponding to Rx4,2, Rx5,2, Rx1,3, Rx2,3, and
Rx3,3. The impact of using initial beams with time-lags was discussed in de-
tail in Chapter 4. The main conclusions from the simulation results are that
point interference with wide spectrum width located at the edge of a transmit
beam will cause performance degradation, especially for CSRs between 30
and 50 dB. On the other hand, a signal-power gradient located in the middle
of a transmit beam is the worst-case scenario for the adaptive beamspace al-
gorithm since both the low side and high side of the gradient are illuminated
simultaneously by the transmit beam. However, despite these degradations in
performance, the interference spread is still narrower for a PAR antenna with
the adaptive beamspace algorithm when compared to that of a dish antenna.
Figure 5.8 shows a potential configuration that uses a PAR antenna with a
spoiled transmit beam and adaptive beamspace algorithm on receive to meet
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Figure 5.8: A potential configuration that uses the spoiled transmit beam with adaptive
beamspace algorithm on receive to meet MPAR requirements. The array has 269 elements
at half-wavelength spacing. The transmit beam pattern (red dashed line) shows the spoiled
transmit beam with 5◦ beamwidth. The group of initial beams (green dashed line) is formed
within the volume illuminated by the transmit beam. The two-way pattern (blue line) has a 1◦
beamwidth at 45◦ scanning angle when only the center beam has non-zero weight.
the MPAR requirements. In this configuration, the array has 269 elements
at half-wavelength spacing, and 18 watts of transmit power per element are
needed to achieve the sensitivity requirement. The transmit beam (red dashed
line) in Figure 5.8 has a beamwidth of 5◦ at broadside and approximately
7◦ at a steering angle of 45◦. The sensitivity calculation is done using the
wider beamwidth to ensure that the configuration still meets the requirements
in the worst-case scenario. The two-way beamwidth is harder to calculate
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since it depends on the adaptive weights for the side beams, and the adaptive
weights depend on the received signal. It is impossible to guarantee that a 1◦
beamwidth can be achieved for all scenarios. For the simplified design pro-
cess, the two-way beamwidth is calculated assuming only the center beam has
non-zero weight, which is close to the cases where only weather signals are
present in the initial beams. Under this assumption, the two-way beamwidth
is 1◦ at a 45◦ scanning angle, which meets the MPAR requirements. It is also
clear that adaptive beam patterns would not meet the sidelobe requirements.
However, the stringent sidelobe requirements were developed for nonadap-
tive beams that must account for the worst-cast scenario at all times. A PAR
antenna with adaptive beamspace algorithm, on the other hand, can automat-
ically adjust the sidelobe levels to attenuate unwanted signals, as shown in
Figure 4.35. This flexibility to lower sidelobe levels as needed means that
adaptive beam patterns do not have to meet the sidelobe requirements at all
times. MPAR’s functional requirement on data quality is to obtain localized
measurements (FAA 2013). To assist in achieving the desired data quality, the
sidelobe requirements were developed to reduce biases in resolution volumes
with weak signals that are caused by resolution volumes with strong signals.
As long as the estimates from the adaptive beamspace algorithm have accept-
able biases, whether the beam pattern meets the sidelobe requirements or not
170
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Figure 5.9: Angular spread of interference signal for all configurations as a function of the
CSR. The performance of the two nonadaptive beamforming approaches is similar across the
different CSRs since both configurations were designed to meet the same requirements. The
adaptive beamspace algorithm performs much better than nonadaptive beamforming for CSRs
greater than 20 dB.
should not impact its viability as a solution for MPAR to meet its timeline
requirements.
Simulations described in previous sections were used to assess the ability
of a PAR antenna with the adaptive algorithm to mitigate interference. Fig-
ure 5.9 shows the performance of all the different configurations discussed in
this chapter. Both PAR antenna with nonadaptive beamforming and the dish
antenna show increased angular spread as the interference signal increases in
power, which is expected since the sidelobe levels in these configurations are
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fixed. Once the interference power exceeds the sidelobe attenuation, more
angles would be contaminated by it. For a PAR antenna with the adaptive
beamspace algorithm, the performance actually improves for stronger interfer-
ence signals (greater than 20 dB) because the algorithm can detect the pres-
ence of such interference more reliably. By automatically placing nulls in the
direction of the interference, the adaptive beamspace algorithm can success-
fully limit the impact of strong interference sources. This result shows that
having adaptivity is much more beneficial to interference mitigation than hav-
ing sidelobe levels below specified requirements. The gradient simulations in
Chapter 4 showed the breakdown point of the adaptive beamspace algorithm.
When gradients have step sizes above 60 dB, the higher sidelobe levels cause
the adaptive beam configuration to have more angles with large biases when
compared to a system with fixed low sidelobe levels. However, gradients with
a large step size and a small spatial extent are the least likely to occur (Tor-
laschi and Humphries 1983). In the more likely situation where the gradients
have large step sizes and large spatial extents, the degradation in performance
is small. Both of these factors alleviate some of the concerns about the high
sidelobe levels produced by the adaptive beamspace algorithm.
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5.2 System Comparison
In the previous section, three configurations that meet key MPAR functional
requirements were designed in using a simplified process. This section will
compare and contrast these different configurations and provide a first order
estimate on the cost of each system. Table 5.2 summarizes the different sys-
tems.
Table 5.2: Summary of different systems that meet key MPAR functional requirements
Split Transmit Beam Spoiled Transmit Beam with Spoiled Transmit Beam with
Nonadaptive Receive Beams Adaptive Receive Beams
Receive taper Taylor Taylor von Hann
Number of elements 207 314 269
in one dimension
Transmit power per element (Watt) 30 15 18
Total transmit power (MW) 1.29 1.48 1.30
Total cost (millions of Dollars) 5.14 5.9 5.21
Sensitivity (dBZ) -10.5 -10.7 -10.8
Beamwidth (deg) ≤1.0 ≤1.0 ≤1.0
Angular spread of Matches dish antenna Matches dish antenna Superior to dish antenna
interference source
Zone-of-impact of Matches dish antenna Matches dish antenna Matches dish antenna
signal-power gradient
Computation Complexity Simple Simple Complex
One of the largest differences between the three configurations is the num-
ber of elements required for each. Assume the elements are arranged in a
square aperture to provide two dimensional steering, a rough estimate for the
number of elements required per face for the split transmit beam configuration,
the spoiled transmit beam with nonadaptive receive beam configuration, and
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the spoiled transmit beam with adaptive receive beam configuration would be
42,894, 98,596 and 72,361 elements, respectively. The number of elements
also translates directly into the aperture size. Assume the radar operates at
S-band with a 10-cm wavelength, the diameters of the aperture for the three
configurations are 10.35, 15.70, and 13.45 m, respectively. In both measures,
a PAR antenna with the split transmit beam configuration can achieve the
requirements with the least amount of resources. For configurations using
spoiled transmit beams, using adaptive beamforming on receive can result in
27% less radiating elements and 14% smaller aperture compared to those with
nonadaptive receive beams. When comparing the required transmit power per
element, the situation is reversed where a PAR antenna with the split trans-
mit beam configuration would require the highest transmit power per element
while a PAR antenna with the spoiled transmit beam and nonadaptive receive
beam configuration would require the lowest transmit power per element. A
PAR antenna with the spoiled transmit beam and adaptive receive beam con-
figuration is between the other two options. The total transmit power for a
PAR antenna with the split transmit beam configuration or the spoiled trans-
mit beam and adaptive receive beam configuration is approximately 1.3 MW,
while a PAR antenna with the spoiled transmit beam and nonadaptive receive
beam configuration would require close to 1.5 MW of total transmit power.
The number of radiating elements and the transmit power per element directly
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affect the cost of the system. As discussed in Chapter 3, each radiating element
would require its own transmit/receive (T/R) module with a power amplifier
in the all digital architecture. The size consideration alone makes solid-state
power amplifiers (SSPA) the most likely choice. Based on current technology,
the cost of SSPA is roughly $4 per Watt in peak transmitting power (when
purchased in bulk), at current-day prices (Kurdzo 2015). Ignoring the costs of
other components in a T/R module, the rough price for a T/R module for each
of the three systems listed in Table 5.2 is $120, $60, and $72, respectively. The
cost per T/R module multiplied by the number of radiating elements gives the
rough estimated cost for each system listed in Table 5.2. A PAR antenna with
the split transmit beam configuration or the spoiled transmit beam and adaptive
receive beam configuration has a total cost in the range of $5 million, while
the total cost for a PAR antenna with the spoiled transmit beam and nonadap-
tive receive beam is closer to $6 million. Of course this cost estimate is only
a rough estimate for a PAR antenna. A more accurate estimate would need
to take into consideration the cost of other components (e.g., digital receivers,
A/D converters, filters) in the backend of a PAR that increases as a function of
the number of elements. Moreover, increased number of elements generally
leads to increased system complexity requiring more monitoring and control.
It can be expected that a PAR using the spoiled transmit beam and adaptive
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receive beam configuration would cost more than a comparable PAR using the
spilt transmit beam configuration.
All three proposed configurations have similar beamwidth at a 45◦ scan-
ning angle. A PAR antenna with the split transmit beam or the spoiled transmit
beam and nonadaptive receive beam configuration would meet the sidelobe re-
quirements, which ensures that its performance is similar to that of a dish an-
tenna when a power gradient is present. Simulations in Chapter 4 showed that
a PAR antenna using a spoiled transmit beam and the adaptive beamspace al-
gorithm on receive has performance that is similar to that of a dish antenna for
power gradients with step sizes up to 50 dB. Gradients with larger step sizes
can result in a larger zone of impact for the adaptive beamspace algorithm, but
such gradients are unlikely to occur. Simulations also clearly showed that, out
of the three configurations, a PAR antenna with adaptive receive beams has
the best ability to reject interference signals. Nonadaptive beams can only rely
on the sidelobe levels to provide attenuation of interference signals, which is
inadequate when the interference signal is strong. In addition, the split trans-
mit beam requires careful calibration of the hardware to maintain the pattern
shape, which is difficult to achieve in a real radar system. The trade-off for
the improved interference mitigation is increased computational complexity.
First, the adaptive weights depend on the receive data; therefore, they cannot
be pre-calculated for fast access as in the systems with nonadaptive receive
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beams. Second, in the current form, the solution to the optimization problem
in the adaptive step requires a significant amount of iterations to find a solu-
tion, which makes it impractical to run in real time unless analytical solutions
to the optimization problem can be found. Third, as explained in the last sec-
tion, the adaptive beamspace algorithm requires the storage of received data
from two successive transmit beams, which also increases the computational
burden. However, the last challenge is not as significant as the other two chal-
lenges due to the constant improvement in computational hardware that allows
for more data storage and faster access.
Beyond computational concerns, the adaptive beamspace algorithm is also
sensitive to errors on the weights, especially when deep nulls are needed
to cancel strong interference signals. To test the sensitivity of the adaptive
beamspace algorithm to errors on the adaptive weights, white gaussian noise
was added to the adaptive weights to simulate errors that represent a sum of all
possible error sources. The simulated scenario consists of a uniform weather
profile and a 70-dB CSR interference at 0◦. Figure 5.10 shows adaptive beam
patterns pointed at -2◦ with no noise (blue line) and noise with -40-dB SNR
(red line) added to the adaptive weights. It is clear that by adding the error
to the adaptive weights, the resulting beam pattern no longer has a sharp null
located at 0◦ to reject the interference source. In the beam pattern with no
added noise, the null depth exceeds 80 dB, more than enough to completely
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Figure 5.10: Adaptive beam patterns when no noise (blue) and noise with -40-dB SNR (red)
was added to the adaptive weights. The errors added to the adaptive weights reduced the
depth of the null located at 0◦ from more than 80 dB to less than 40 dB. Since the interference
signal has a CSR of 70 dB, the errors lead to a 30-dB bias in signal-power estimates. In other
directions away from the interference, the impact of the errors is minimal.
attenuate the interference signal. In the beam pattern with noise added, the
null at 0◦ disappeared and the sidelobe level at 0◦ is less than -40 dB, which
leads to a 30-dB bias in signal-power estimates. For directions away from 0◦,
the impact of the added noise is minimal, and the two beam patterns are nearly
identical. Figures 5.11 and 5.12 show the cases when noise with -60 and -80-
dB SNR was added, respectively. When noise with -60-dB SNR was added
to the adaptive weights, the null in the beam pattern was preserved and located
in the right direction. However, the null was not deep enough to completely
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Figure 5.11: Same as Figure 5.10, except noise with -60-dB SNR was added to the adaptive
weights. The null at 0◦ only has a depth of 60 dB, which is not enough to attenuate the
interference signal completely.
attenuate the interference signal, resulting in a 10-dB bias in signal-power es-
timates. When noise with -80-dB SNR is added to the adaptive weights, its
impact on the adaptive beam patterns becomes negligible. These simulations
showed that errors on the adaptive weights can significantly degrade the in-
terference mitigation performance of the adaptive beamspace algorithm, and
efforts such as consistent hardware calibration and minimization of quantiza-
tion noise should be made to reduce the magnitude of the errors as much as
possible.
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Figure 5.12: Same as Figure 5.10, except noise with -80-dB SNR was added to the adaptive
weights. The added error has negligible impact on the beam pattern for all directions, and the
interference signal is attenuated by the null at 0◦.
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Chapter 6
Conclusions and Future Work
In order to protect people and property from hazardous weather, the NWS uti-
lizes a weather radar network to monitor the atmosphere and to provide early
warnings for severe weather. Despite continuous upgrades to the hardware and
software, there is still a desire for more rapid volumetric updates, which can
lead to increased warning lead times and warning confidence levels in tornado,
severe hail, and high-wind events. Phased-array radars have been shown to be
a natural candidate to achieve the desired update time. Moreover, there are
multiple radar networks in the USA for aviation missions, such as the TDWR,
ASR, and ARSR networks. The operational and maintenance cost of these
single-mission radars can be greatly reduced if their functionality can be com-
bined into a multifunction phased-array radar (MPAR). With the WSR-88D
nearing its expected lifetime, an MPAR network has been proposed where
each radar can perform the weather surveillance function of the WSR-88D
and the aviation-support functions of the TDWR, ASR, and ARSR. Since an
MPAR system must complete both weather and aircraft surveillance missions,
the update time reduction provided by having multiple faces is insufficient to
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achieve the desired 60 second update time for weather surveillance. Therefore,
it is likely that multiple beams per face will be needed to meet the timeline
requirements. There are many different ways to achieve multiple scanning
beams including multiple frequencies, time multiplexing, and beamforming
approaches. In the category of beamforming approaches, a potential solution
is to use a spoiled transmit beam and to form a cluster of simultaneous receive
beams. This approach is attractive because the transmit and receive beams are
relatively simple to generate and maintain compared to more exotic transmit
beams that have multiple main lobes. However, a significant challenge for this
approach is the potential of high sidelobe levels in the two-way pattern, which
can result in significantly biased estimates of the spectral moments in situa-
tions where the signal power has large spatial variations. Nonadaptive beams
must be tapered aggressively to drive down the sidelobe levels to meet the
specifications, which leads to loss of sensitivity and spatial resolution. On the
other hand, adaptive beamforming can automatically adjust the sidelobe levels
to attenuate unwanted signals. By having the flexibility to adjust the sidelobe
levels automatically, adaptive beams do not have to meet the sidelobe require-
ments for the worst-case scenario. In most cases, the worst-case scenario is
not present, and the adaptive beams can trade higher sidelobe levels for better
spatial resolution. There are many adaptive beamforming methods in the liter-
ature, but most are designed to operate on signals from discrete point targets.
182
When applied to distributed targets that are of interest to weather radars, the
existing adaptive beamforming methods result in biased estimates of the radar
variables. Furthermore, the uncontrolled behavior of the sidelobes prevents a
straightforward calibration process to convert from signal power to reflectivity
factor, which is the quantity of interest for quantitative precipitation estimation
(QPE), for example.
To address these issues of adaptive beamforming for weather radar appli-
cations, an adaptive beamspace algorithm was developed and presented in this
dissertation. The proposed adaptive beamspace algorithm is a two-step pro-
cess that first forms a set of deterministic beams and feeds the output of the
deterministic beams into an adaptive algorithm to generate the final output
time-series that can be used directly to estimate the radar variables. Since the
number of initial beams is usually much smaller than the number of receiv-
ing elements, the data dimensionality of the adaptive algorithm is significantly
reduced, which leads to requiring smaller number of samples and reduced
computational complexity when compared to adaptive algorithms that oper-
ate in element space. However, reduced data dimensionality results in loss
of degrees of freedom that could be used to reject interference signals. The
adaptive algorithm solves an optimization problem that seeks to minimize the
total output power while ensuring that signals from the direction of interest
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are minimally distorted. The novelty of the proposed adaptive beamspace al-
gorithm is the additional adaptive weight magnitude constraints that must be
met. These adaptive weight magnitude constraints are designed to balance two
competing goals: to minimize the interference power and to prevent cancella-
tion of weather signals. When interference cancellation is required, the adap-
tive weights are unconstrained, which ensures that signals in the side beams
are properly scaled and phase-shifted to cancel the interference signal in the
center beam. Otherwise, the adaptive weights are constrained to be at least
one order of magnitude smaller than the weight for the center beam, which
prevents cancellation of weather signals and minimizes the adverse effects of
combining signals from different resolution volumes.
Simulations were used to determine the appropriate choices for the param-
eters of the adaptive beamspace algorithm. It was shown that as the number of
initial beams increased, the signal-power estimates became more negatively bi-
ased, which is caused by weather signal cancellation allowed by the increased
degrees of freedom. Similarly, negative biases in signal-power estimates oc-
curred when the initial beams were spaced closely together, which is the result
of having highly correlated outputs from the initial beams. From these simula-
tions, it was determined that having five initial beams spaced 1◦ apart results
in near-zero biases. A von Hann taper was chosen as the taper of the initial
beams because its fast roll off away from the main lobe helps shape the final
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beam pattern away from the pointing direction. The higher sidelobe levels
near the main lobe were not a concern because the adaptive algorithm deter-
mines the sidelobe levels of the final beam pattern in those directions. The
correlation threshold used to determine which beam contains interference sig-
nal was set to 0.75 based on simulation results showing near-zero biases for
a range of CSRs that are most challenging to the algorithm. Similarly, the
weight magnitude constraint was set to 0.1 based simulation results showing
zero biases in the estimates of the spectral moments.
With the algorithm parameters determined, the adaptive beamspace algo-
rithm was evaluated with two scenarios that could result in significant biases
in estimates of the radar variables. The first scenario involves an interference
source in a uniform weather profile, which is designed to evaluate the algo-
rithm’s ability to automatically mitigate interference signals. Simulation re-
sults showed that the adaptive beamspace algorithm can significantly reduce
the angles impacted by the interference signal compared to a dish-antenna
system with low sidelobe levels. For all simulated CSRs, the impact of the in-
terference signal is the same or smaller for the adaptive beamspace algorithm
compared to that for the dish-antenna system. For interference with CSRs
greater than 20 dB, the adaptive beamspace algorithm limited the angles im-
pacted by the interference signal to less than half of that for dish-antenna sys-
tem. In the extreme 70-dB CSR case, the angles impacted by the interference
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signal were reduced from close to 4◦ to 1◦. The adaptive beamspace algo-
rithm also showed no significant performance degradation for SNRs greater
than 0 dB. Due to a finite transmit beam width, in some cases the initial beams
are from different transmit beams, and the time-lag could impact the perfor-
mance of the algorithm, especially when the interference signal has large spec-
trum width. This situation is most likely to occur when the interference is lo-
cated near the edge of a transmit beam, and simulations confirmed the degrada-
tion in performance. However, even in this worst-case scenario, the adaptive
beamspace algorithm still reduced the impact of the interference signal com-
pared to that for a dish-antenna system.
The second scenario used to evaluate the adaptive beamspace algorithm in-
volves signal-power gradients. MPAR’s functional requirement on data quality
is to obtain localized measurements, and the sidelobe requirements for non-
adaptive beams were designed to reduce biases in resolution volumes with
weak signals that are caused by resolution volumes with strong signals. As
long as the estimates from the adaptive beamspace algorithm have acceptable
biases, the beam pattern does not have to meet the sidelobe requirements. Sim-
ulations showed that the proposed adaptive beamspace algorithm can have
similar performance as the dish-antenna system for gradients up to 50 dB in
step size. For gradients with larger step sizes, the adaptive beamspace algo-
rithm results in more angles having large biases. However, these gradients
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with large step size and small spatial extent are quite unlikely to occur in prac-
tice. The improved performance of the adaptive beamspace algorithm as the
gradients shifted from the edge of the scanning range to the broadside of the
array is mainly due to the narrowing of the main lobe that occurs naturally
in all phased-array systems. Moreover, unlike the interference case, gradients
located near the edge of a transmit beam lead to improved performance due
to the gradient not being illuminated simultaneously. In both the interference
and gradient scenarios, for angles away from the contamination source, the
adaptive beamspace algorithm produced estimates with near-zero biases when
compared to estimates produced by a dish-antenna system. This supports that
in weather-only situations, the adaptive beamspace algorithm can produce ac-
curate and calibrated estimates. Real data collected by the AIR were used
to demonstrate that the adaptive beamspace algorithm can perform spatial fil-
tering of ground clutter signals, and the weather estimates were qualitatively
comparable to nonadaptive beamforming results.
Since there are many different beamforming approaches to achieve the de-
sired multiple beams in an MPAR system, the proposed adaptive beamspace
algorithm was compared to other potential configurations to determine the ad-
vantages and limitations of each approach. A simplified design process was
used to design three configurations that met MPAR requirements regarding
update time, sensitivity, and spatial resolution. A PAR antenna using the split
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transmit beam approach requires the least elements and the smallest aperture
size, but requires the highest transmit power per element. A PAR antenna with
a spoiled transmit beam and nonadaptive receive beams requires the most el-
ements and the largest aperture size, but the least transmit power per element.
A PAR antenna with a spoiled transmit beam and adaptive receive beams that
utilizes the proposed adaptive beamspace algorithm is between the two non-
adaptive approaches in terms of amount of elements and transmit power per el-
ement. Assuming solid-state power amplifiers (SSPA) that have prices linearly
related to the transmit power per element are used in the T/R modules, a first-
order cost estimation showed that a PAR antenna with the split transmit beam
or the spoiled transmit beam and adaptive beamspace on receive configuration
would have a similar cost while a PAR antenna with the spoiled transmit beam
and nonadaptive receive beam configuration would be costly. When the cost
of the backend of a PAR is taken into consideration, it can be expected that a
PAR using the spoiled transmit beam and adaptive receive beam configuration
would cost more than a PAR using the split transmit beam configuration. Both
nonadaptive approaches are computationally simple since the weights only
need to be calculated once, but do not offer any interference rejection except
the natural sidelobe attenuation. In addition, the split transmit beam requires
careful calibration of the hardware to maintain the pattern shape, which is dif-
ficult to achieve in a real radar system. The configuration utilizing adaptive
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beamspace on receive is computationally complex due to the need to recal-
culate the adaptive weights and to store data from successive transmit beams.
However, its ability to reject interference signals is superior compared to con-
figurations with nonadaptive receive beams. The interference rejection ability
also makes the adaptive beamspace algorithm sensitive to adaptive weights
errors. Simulations showed that if the error is large enough, the nulls in the
adaptive beam pattern to attenuate the interference signal would become shal-
low, which leads to large biases in signal-power estimates. All three proposed
configurations have similar beamwidth at a 45◦ scanning angle, and have sim-
ilar performance to that of a dish antenna when a signal-power gradient is
present.
In summary, it has been shown that the proposed adaptive beamspace algo-
rithm can produce accurate and calibrated estimates of the spectral moments.
The algorithm can automatically adjust the sidelobe levels to reject interfer-
ence and clutter, and can also produce estimates similar to those of a low-
sidelobe dish-antenna system in the presence of signal-power gradients de-
spite its higher sidelobe levels. Moreover, preliminary analysis has shown that
the adaptive beamspace algorithm used in conjunction with a spoiled trans-
mit beam is a viable configuration that can meet the timeline, sensitivity, and
spatial resolution requirements of an MPAR. Compared to configurations that
have nonadaptive receive beams, having adaptive receive beams formed with
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the adaptive beamspace algorithm can lead to superior interference rejection.
The major trade-off is increased computational complexity. With advances
in computing technology, the additional computational burden should not be
a major concern for an upgradable MPAR system with an expected life span
longer than 30 years.
6.1 Future Work
The next steps for further development of the adaptive beamspace algorithm
should focus on three aspects:
• Evaluate its performance in estimating the polarimetric variables.
• Analyze the impact of non-ideal components on the performance of the
algorithm.
• Find an analytical or approximate solution to the optimization problem
that can speed up the calculation of adaptive weights to facilitate real-
time implementation of the algorithm.
Since this is the first time that adaptive beamspace algorithm is applied to
weather radar, the work focused on estimation of the spectral moments to sim-
plify the analysis of the first-order trade-offs. However, future MPAR systems
will have polarimetric capabilities and the impact of using adaptive beamform-
ing on the estimation of polarimetric variables must be analyzed. When beam
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patterns for the horizontal and vertical polarization are mismatched, it is possi-
ble that different adaptive weights can be applied to the different polarizations
to mitigate the effects of the mismatched patterns. Furthermore, polarization
dependent adaptivity could offer new ways to filter out unwanted signals that
are difficult to distinguish in time, frequency, or space. Similarly, the sen-
sitivity of the adaptive algorithm to different sources of errors was not ana-
lyzed thoroughly in this study. In Chapter 5, a preliminary analysis showed
that small errors on the adaptive weights can significantly change the adaptive
beam pattern, resulting in a failure to reject interference signals. The impact
of other sources of error such as steering vector error and covariance matrix
errors that impact traditional adaptive beamforming algorithms has not been
considered in detail. Lastly, the optimization problem in the adaptive step is
currently solved using the iterative interior-point method in MATLAB’s opti-
mization toolbox. Unless an analytical or approximate solution that can be
calculated efficiently is found, the real-time implementation of the adaptive
beamspace algorithm will be challenging.
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Appendix A : List of Acronyms
ACF Autocorrelation Function
A/D Analog to Digital
AIR Atmospheric Imaging Radar
ARRC Advanced Radar Research Center
ARSR Air Route Surveillance Radar
ASR Airport Surveillance Radar
ATC Air Traffic Control
AVSET Automated Volume Scan Evaluation and Termination
C-band IEEE band classification for 5 cm-wavelength
CLEAN-AP Clutter Environment Analysis using Adaptive Pro-
cessing
CPPAR Cylindrical Polarimetric Phased Array Radar
CSR Clutter-to-Signal Ratio
DDS Direct Digital Synthesizer
DSD Drop Size Distribution
DTFT Discrete-Time Fourier Transform
ESPIRT Estimation of Signal Parameters by Rotational In-
variance Techniques
FAA Federal Aviation Administration
GCF Ground Clutter Filter
GMAP Gaussian Model Adaptive Processing
IEEE Institute of Electrical and Electronics Engineers
I/Q In-Phased and Quadrature
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LPF Low Pass Filter
MESO-SAILS Multiple Elevation Scan Option for SAILS
MMSE Minimum Mean Squared Error
MPAR Multi-Function Phased Array Radar
MUSIC Multiple Signal Characterization
MVDR Minimum Variance Distortionless Response
NCEI National Center for Environmental Information
NOAA National Oceanic and Atmospheric Administration
NWRT National Weather Radar Testbed
NWS National Weather Service
OU University of Oklahoma
PAIR Polarimetric Atmospheric Imaging Radar
PAR Phased Array Radar
PARISE Phased-Array Innovative Sensing Experiment
PPI Plan-Position Indicator
PRF Pulse Repetition Frequency
PRT Pulse Repetition Time
QPE Quantitative Precipitation Estimation
RCB Robust Capon Beamformer
RF Radio Frequency
RHI Range-Height Indicator
ROC Radar Operations Center
S-band IEEE band classification for 10 cm-wavelength
SAILS Supplemental Adaptive Intra-Volume Low-Level
Scan
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SNR Signal-to-Noise Ratio
SSPA Solid-State Power Amplifier
STALO Stable Local Oscillator
TDWR Terminal Doppler Weather Radar
T/R Transmit/Receive
ULA Uniform Linear Array
USA United States of America
VCP Volume Coverage Pattern
WSR-57 Weather Surveillance Radar-1957
WSR-74 Weather Surveillance Radar-1974
WSR-88D Weather Surveillance Radar-1988 Doppler
WTC Wind Turbine Clutter
X-band IEEE band classification for 3 cm-wavelength
Xcvr Transceiver
203
Appendix B : List of Commonly Used Symbols
a(θ) steering vector
A steering vector matrix
|A| amplitude of received signal, m2
c speed of light, m s−1
C constraint matrix
d separation between adjacent elements, m
D drop diameter, mm
fo carrier frequency, Hz
fr normalized receive beam pattern
fs sampling frequency, Hz
ft normalized transmit beam pattern
f (t) transmit signal
gr directive gain of receive antenna
gt directive gain of transmit antenna
H step size of gradient
Hd(θ) desired beam pattern
I identity matrix
I(t,r) in-phase component
KDP specific differential phase, rad km−1
Kw complex refractive index, unitless
l losses, unitless
L number of sources
M number of samples
n white noise vector
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N number of elements
N(D) drop size distribution
No mean noise power, W
P signal power profile
P expected receive power, W
Pr received signal power, W
Pt peak transmit power, W
Q(t,r) quadarture component
r range, m
ra maximum unambiguous range, m
rb blind range, m
r0 range to resolution volume, m
R covariance matrix
R(lTs) autocorrelation function
S signal power, W
S source signal matrix
S( f ) Doppler spectrum
s(t) received signal of first element
sn(t) received signal of nth element
t time, s
T beamforming matrix
Td dwell time, s
Ts pulse repetition time, s
U(t) pulse modulation function
va maximum unambiguous velocity, m s−1
vr radial velocity, m s−1
205
V (t,r) received signal
V resolution volume, m3
w(θ) complex weight vector
wB beamspace weight vector
W (r) range weighting function
x received data vector
X received data matrix
y(t) output of beamformer
yB(t) output of adaptive beamspace algorithm
Z reflectivity factor, mm6 m−3
Ze equivalent reflectivity factor, mm6 m−3
ZDR differential reflectivity, dB
∆r range resolution, m
∆θ separation between initial beams, degree
ε squared error between beam patterns
η reflectivity, m−1
θ elevation angle, degree
λ wavelength, m
ρhv correlation coefficient, unitless
σb backscattering cross-section, m2
σv spectrum width, m s−1
τ pulse width, s
τs range-time sampling delay, s
φ azimuth angle, degree
φDP differential phase, rad
ψe phase of received signal, rad
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ψs backscattering phase, rad
ψt initial transmitter phase, rad
ωd Dopper shift, rad s−1
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Appendix C : Index
ACF, 37, 40, 41
Adaptive Beamforming, 12, 59, 71, 72,
78, 82, 83, 182
Capon, 13, 72, 75, 76, 78, 79, 82, 107,
111, 121
Diagonal loading, 13, 76
MMSE beamforming, 13
Robust Capon, 13
Adaptive Beamspace, 15, 83, 153, 154,
166, 172, 176, 183, 188, 189
Adaptive weights, 85, 92, 93, 115,
116, 170
Algorithm parameters, 102, 103, 106,
109, 116, 119, 121, 184
Center beam, 86, 87, 89, 90, 184
Computational complexity, 176
Correlation coefficient, 90–92, 103,
107, 108, 116–118, 166, 185
Gradient, 101, 114, 133, 136, 140,
142, 144, 145, 147, 172, 176, 186,
187, 189
Initial beam power, 91, 92
Initial beam separation, 86, 87, 106,
107, 110–113, 184
Initial beams, 85–87, 89, 92, 97, 98,
106, 107, 110–113, 129, 166, 168,
183, 184
Interference rejection, 99, 114, 123,
124, 131, 149, 151, 172, 176–179,
185, 186, 189
Optimization, 89, 91, 183, 191
Side beams, 86, 87, 89–92, 129, 130,
184
Taper, 87, 106, 107, 110, 113, 114,
116, 184
Time lag, 98, 103, 129, 168, 186
Weight magnitude constraint, 89, 90,
108, 119–121, 184, 185
AIR, 148, 187
Beam Pattern, 22, 32, 35, 52
Beamwidth, 23, 30
Main lobe, 22
Sidelobe, 22, 23, 26
Beamspace, 14, 15, 81, 82
Calibration, 35, 39, 78, 80, 85
Clutter, 16, 45
Ground clutter, 45, 47
Ground clutter filter, 45, 48
Wind turbine clutter, 47, 49
Degrees of Freedom, 59, 85, 87, 107, 111,
183, 184
Delta Bias, 99, 100
Digital Beamforming, 62
Computational complexity, 62
Fourier beamforming, 64, 66, 76
Null steering, 53, 69, 70, 156, 159
Pattern synthesis, 69, 156
Taper, 66, 69, 71
Weight vector, 62, 65, 69, 70
Doppler Spectrum, 36–38, 45
Dwell Time, 36, 37
GCF, 45
Ground Clutter, 149, 150
MPAR, 7, 54, 77, 81, 96, 153, 161, 173,
181, 189
Functional requirements, 154, 159,
170, 186
Sensitivity requirement, 158, 159, 164,
166, 169
Sidelobe requirements, 154, 161, 170,
176, 182, 186
Timeline requirements, 7, 77, 98, 153–
155, 159, 182
Multiple Frequency, 8, 154, 182
NWRT PAR, 5, 51, 54, 57
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Phased-Array Radar, 5, 21, 22, 32, 51–55,
77, 148, 181
All-digital array, 56, 59
Digitized subarray, 58
Passive array, 56, 57
Phased-Array Radars, 56
Digitized Subarray, 56
Power Amplifier, 21
PRT, 30, 31, 36, 50
Pulse Width, 19, 30
Radar Network, 2, 3, 6, 54, 181
Range Resolution, 19, 20
Reflectivity, 34, 35, 39
Resolution Volume, 23, 29, 30, 33, 35, 79
SAILS, 4, 5, 50
Simulation, 93, 94
Angular spread, 99, 118, 123–125,
130–132, 159, 164, 171
Assumptions, 95
Concept of operations, 96, 97, 129,
136, 156, 161, 167
CSR, 103, 123, 124, 130, 132, 159,
164
Gradient, 98, 103, 104, 140, 145, 161,
165, 176
Gradient extent, 104, 133, 140, 172
Gradient location, 104, 133, 136, 138,
140
Gradient step size, 104, 133, 140, 143,
172
Interference, 98, 103
Interference location, 103, 123, 128,
130
Interference rejection, 159, 164, 171,
185
Interference type, 103, 123
Profiles, 96
Scattering center, 95, 96
Signal parameters, 102–105, 109, 110,
117, 123, 125, 130, 133, 138, 141,
159, 177
SNR, 103, 123, 125, 126
Zone of impact, 101, 134, 136, 138,
141, 147, 172, 176
Spectral Moments, 16, 38, 40, 45, 159,
160, 164, 182, 189
Signal power, 32, 35, 38, 40, 43, 68,
79, 99, 101, 110, 111, 115, 117,
119, 124, 126, 133, 141, 148, 178,
179
Spectrum width, 38, 40, 41, 118, 121,
124, 126, 134
Velocity, 28, 30, 38, 40, 41, 118, 121,
124, 126, 134
Split Transmit Beam, 10, 154, 156, 159,
171, 174–176, 188
Spoiled Transmit Beam, 10, 96, 182
Adaptive receive beam, 154, 166–168,
172, 174–176, 188, 189
Nonadaptive receive beam, 154, 161,
164, 171, 174–176, 188
SSPA, 20, 175
System Design Parameters, 155
Number of elements, 155, 158, 162,
163, 169, 173
Power per element, 155, 158, 162,
163, 169, 174
Taper, 155, 159, 161, 163
Time Multiplexing, 9, 53, 154, 182
Time Series, 36, 82
Volume Coverage Pattern, 4, 49, 50, 154
Weather Radar, 2, 16, 33
Antenna, 17, 21, 22, 32
Polarimetry, 3, 16, 43, 55, 190
Receive, 17, 26
Sensitivity, 19, 20
Transmit, 17
WSR-57, 2
WSR-74, 2
WSR-88D, 3, 4, 16, 20, 31, 41, 49,
51, 52, 181
Weather Radar Equation, 33–35
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