Abstract. In this paper, we study a recently proposed Ginzburg-Landau-type model for some high-Tc superconductors with d-wave pairing symmetry. The scalar complex order parameter used in the conventional Ginzburg-Landau models for low-Tc superconductors is replaced by a multicomponent complex order parameter, and the free energy functional is modified accordingly to account for the symmetry properties in the setting of the d-wave pairing. A brief introduction to the physical and mathematical background of the d-wave models is provided first. We then present some rigorous mathematical analysis and discuss the relation between the new model and the conventional Ginzburg-Landau models. Various limiting cases such as the high-κ, high-field regime are examined. Numerical methods for the approximations of the new model are also considered along with results from numerical simulations that illustrate the complex structures for isolated vortices, vortex lattices and vortex motion driven by the applied current in the context of d-wave models. 1. Introduction. The Ginzburg-Landau-type models [19] have been well accepted as valid models for low-T c superconductors. They have been used extensively by physicists to study vortex phenomena in conventional superconductors. Rigorous mathematical analysis and large scale numerical simulations based on GinzburgLandau models have been carried out by many mathematicians and computational scientists in recent years (see [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 18, 22, 23, 24, 26, 33] and the references cited therein). For high-T c superconductors, in spite of the lack of satisfactory microscopic models, generalizations of Ginzburg-Landau models to account for high-T c properties such as the anisotropy and the inhomogeneity have been proposed and analyzed.
, discussions of the upward curvature of the H c2 curve in the H-T phase diagram were made. In a series of papers [25, 31, 32] , Ginzburg-Landau-type models for both the s-wave and the d-wave pairing were derived from the phenomenological Gorkov equations (see also [39] ). In [17, 20, 31] studies of the structure of a single vortex were made, and in [20, 31, 46, 49] Abrikosov-type vortex lattices were analyzed and oblique lattices were found. These generalized Ginzburg-Landau models have built a reasonable basis upon which detailed studies of the fine vortex structures in some high-T c materials have become possible. Nevertheless, they consist of systems of nonlinear partial differential equations that are even more complicated than the original (or conventional) Ginzburg-Landau equations [19] . Analytical studies of the Ginzburg-Landau models for d-wave superconductors are still limited [16, 17, 32, 45] . Numerical solutions of the model have been obtained in [16, 17, 20, 29, 30, 31] for various simple cases. To get a better understanding of the pairing mechanism in high-T c superconductors, and to see how the macroscopic properties of the materials with d-wave pairing would differ from those conventional superconductors, it is desirable to have more rigorous analysis of the new models and more efficient codes when solving them.
In this paper, we examine a Ginzburg-Landau model for d-wave superconductors (GLd) that was first derived in [25] (see also [31, 32, 35, 36, 37, 38] and similar models in [17, 20, 21] )and establish a rigorous mathematical framework. Comparison with the conventional Ginzburg-Landau model for low-T c superconductors is made. We also study various simplifications and reductions of the model, as well as their numerical approximations. In addition, our numerical results illustrate various new and exotic structures in the vortex solutions of the GLd model.
The rest of the paper is organized as follows. In section 2, we describe the Ginzburg-Landau-type functional for d-wave (or mixed (s+d) wave) superconductors and the basic terminology. In section 3, we study various mathematical properties of the free energy functional, including the existence of its minimizers. In section 4, the full set of Ginzburg-Landau-type equations and the corresponding boundary conditions are given. Energy lower bounds and trivial constant solutions are discussed in section 5. In section 6, several limiting regimes are discussed and the leading order equations are derived. Comparison with the conventional Ginzburg-Landau model is considered. In section 7, a time-dependent Ginzburg-Landau model is generalized for d-wave superconductors. Numerical approximations of the models are discussed in section 8. Results of numerical simulations are presented in section 9, and some final comments are given in section 10.
Ginzburg-Landau models for superconductivity.
This section is concerned with some basic questions related to the Ginzburg-Landau-type models for d-wave superconductors. For an introduction to the theory of superconductivity, see [27] . The conventional Ginzburg-Landau model for low-T c superconductors is simply referred to as the GL model. In this paper, as an illustration of the models for dwave pairing and the mixed (s + d) pairing, we use the equations derived in [25] as model equations; they are referred as the GLd models. Detailed derivations of the GLd models from the phenomenological Gorkov equations can be found in [25, 32] .
Let Ω ⊂ R 2 denote the region occupied by the superconducting sample. Throughout the discussion, unless otherwise noted, we will assume that Ω is a bounded, connected polygonal domain with boundary Γ. Let H be a constant applied magnetic field. Recall that the variables employed in the conventional GL models for superconductivity are the real, vector-valued magnetic potential A and the complex, scalar-valued order parameter ψ. They are related to the (appropriately nondimensionalized) physical variables as follows: magnetic field h = curl A, current j = curl h, density of superconducting charge carriers N s = |ψ| 2 .
(2.1)
With proper nondimensionalization, the conventional GL functional is given by
where κ is the GL parameter which is the ratio of the coherence length ξ and the penetration depth λ. In the GLd model given in [25, 31] , there are two complex scalar order parameters ψ d and ψ s along with the magnetic vector potential A. The modified Ginzburg-Landau free energy functional with d-wave pairing symmetry is given by
where (·) * denotes the complex conjugate; {·} denotes the real part; Π = i∇ − 2eA with components Π x ,Π y ; e is the electric charge; α, λ d , v 2 F , and the coefficients k 1 ,k 2 ,k 3 are all positive constants; T is the temperature; and T s0 and T d0 are the critical temperatures for the s-wave and d-wave components.
We assume that the three coefficients k 1 , k 2 , and k 3 satisfy
In [31] , those constants are given by
for some positive constant ξ and some positive parameter s that depends on the temperature T . Direct calculation shows that
so the inequalities in (2.4) are indeed satisfied. Remark 1. One may modify the coefficient in front of |ψ d | 2 to include the effect of nonmagnetic impurities [32] .
Remark 2. For models dealing with orthorhombic symmetry, the free energy density is an expansion of the multicomponent d-wave parameters rather than the expansion of both the s-and d-wave order parameters [15, 20] . 
Some properties of the Ginzburg-Landau
Similar to the conventional Ginzburg-Landau functional, (2.2) also has an important gauge invariance property. To be specific, for any φ ∈ H 2 (Ω), let the linear transformation T φ be defined by
Then, direct calculation gives the following proposition.
With a properly chosen φ [10] , we also have the following lemma.
. We now consider the modified functional
By conditions on k i s and the equivalence of norms between { curl
and A 1 in the space H 1 n (Ω), we can check that there exist positive constants C 1 , C 2 such that
Combining with the compact imbedding theorem, we find that F is lower semicontinuous in the weak topology of 
The last statement provides a variational formulation for finding a minimizer of G d in which the divergence free constraint may be imposed implicitly. Similar conclusions can be made for the GLd models with orthorhombic symmetry given in [20, 21] .
4. The GLd model. The Ginzburg-Landau-type models are in general valid only for T near the critical transition temperature. It is obvious that for the GLd model, when T > max{T s0 , T d0 }, we have the normal state as the minimizer. For this reason, we concentrate on the more interesting regime where T < T d0 so that a pure normal state for the d-wave component is not energetically favorable. For simplicity, we follow [10, 31] and take k 1 = k 2 = k 3 = 1. In this case, we may introduce a nondimensionalized form similar to that in [10, 31] :
where Π = i∇ − A, κ is the GL parameter, β is related to the ratio
and we see that 
Candidate minimizers of G d are not a priori constrained to satisfy any boundary conditions. Let Γ denote the boundary of Ω and n = (n 1 , n 2 ) the unit outer normal vector to Γ. Then, the minimization process also yields the natural boundary conditions
where n = (n 1 , −n 2 ) and
More general boundary conditions may also be considered; see [5] . The equations are again gauge invariant. A common gauge choice is the Coulomb gauge in which div A = 0 in Ω, and A · n = 0 on Γ. To recover the physical variables, the induced magnetic field is given by h = curl A and the supercurrent j is given by
The GLd functional given in (4.1) is only one particular form of the many free energy functionals proposed in the literature for the (s + d) or pure d-wave superconductors. Analytic and numerical techniques developed for (4.1) may also find applications to the study of the other forms as well.
Energy lower bounds and trivial solutions.
We first provide some energy lower bounds and investigate whether these bounds may be attained by trivial solutions.
Note that for any element (
and if β ≥ 2/3, we have
Thus we get
It is interesting to see if the energy lower bound can be attained by trivial solutions of the GLd equations given in the previous section. That is, we assume that all variables ψ s , ψ d , and A are constants. Consequently, the applied magnetic field is set to be zero.
Let
with respect to the (real and imaginary) components of (ψ s , ψ d ) and the components of A. In the case A = 0, we also use G
with respect to the (real and imaginary) components of (ψ s , ψ d ). Now, let us consider a number of cases.
Obviously, this implies that, for any β, the pure normal state is unstable (a nonminimizer of the energy) without the applied field (or if the applied magnetic field is very small). Case b. We assume that |ψ s | + |ψ d | = 0. Due to the boundary condition (4.5), we get A = 0. There are several possibilities.
(
, and using gauge transformation, we may assume that ψ s is real and positive so that ψ s = √ 3β/2. This is the constant s-wave solution.
Simple calculation shows that
Thus, when 0 < β < 1, the constant s-wave solution is unstable (not a local minimizer of the energy) without the applied field (or if the applied magnetic field is very small).
(2) If ψ d = 0, then using gauge transformation, we may assume that ψ d is real and positive so that (4.2), (4.3) reduce to
and we have the d-wave state.
Thus, when β > 2/3, the constant d-wave solution is unstable (not a local minimizer of the energy) without the applied field (or if the applied magnetic field is very small).
Thus, ψ d = (3β − 1)/5 and ψ sr = ± (6 − 3β)/20 (which implies that 1/3 < β < 2). This is referred to as the constant (s + d)-wave solution;
Here, G
sd (ψ s , ψ d ) is always indefinite for 2 > β > 1/3. Thus, the constant (s+d)-wave solution is never locally stable without the applied field (or if the applied magnetic field is very small), as claimed in [31] .
(2iii) If ψ si = 0, ψ sr = 0, then
In turn, we get ψ d = √ 3 − 3β and ψ si = ± (9β − 6)/4. (Again, this is possible only if 2/3 < β < 1.) This is the constant (s + id)-wave solution, symbolizing the relative phase shift of π/2 between the two order parameters:
The matrix is positive semidefinite, with a kernel spanned by (± (3β − 2), 0, 0,
. From the higher-order expansions of the free energy in the eigenspace, the local stability of the constant (s + id)-wave state can be made. In fact, we see that among all trivial solutions, the (s + id)-wave state has the lowest energy. Thus, it is reasonable to expect that the most stable state in the (s + d) superconductors is the (s + id) state. A pictorial description of the constant solutions given above and the branch that attains the global minimum are given in Figure 5 .1. The bold lines (including bold dashed line segments) are labeled according to the cases to which they correspond, e.g., Γ b2i stands for the constant d-wave solution. Note that even though these results apply only to the case H = 0, it is expected that if the applied field is weak, the superconductor should display the corresponding features similar to H = 0 with respect to various values of β.
Various limiting regimes.
In this section, we discuss the behavior of the solutions of the GLd models in several limiting cases.
The high-κ, high-field limiting regimes.
One limiting regime is the case of large κ. Then similar to [2, 9] , one may make the following expansions:
We now examine in more detail the relation between minimizers of the GLd functional and the high-κ formulation. Let = 1/κ, H = H 0 (independent of κ), and
Using the present scalings, let us define
The limiting functional of (4.1) is given by
where Π 0 = i∇ − A 0 . We are interested in the minimizers of (2.3) and the minimizer of (6.4).
Proof. In ( We may easily deduce the following result.
Then there exists a sequence k → 0, such that the sequence of corresponding
, and consequently, we have the following result.
The above result implies almost everywhere (a.e.) convergence in the domain Ω. Using the weak formulations of (4.1)-(4.3) and standard techniques for passing to the limit in the nonlinear terms, we deduce the strong convergence of the subsequence.
Lemma 6.4. Any convergent subsequence of
Consequently, we haveÂ 0 = A 0 and the following proposition. Proposition 6.5.
Proof. If we use the imbedding theorems and the strong convergence in
Multiplying (4.4) by A
k − A 0 , integrating over Ω, and applying Hölder's inequality, we have
This completes the proof.
Proof. Suppose the result is not true. Then there exists (
But then, for sufficiently small ,
which, of course, is a contradiction to the definition of (ψ
The limit as β → ∞.
It is understood that as T → T d0 , the superconductor will be completely d-wave like if T s0 < T d0 [31] . More rigorously, we have the following.
Theorem 6.7. For any β < 0, let (ψ
First of all, we have the uniform boundedness of (ψ
n (div ; Ω) for large β > 0. Thus, a subsequence converges weakly to some element
, and the convergence can be assumed to be strong in L p for any p < ∞ by the compact imbedding theorem. Meanwhile, we have the uniform boundedness of the term
This implies that ψ s = 0. Now, by the lower semicontinuity of G d in the weak topology of
On the other hand,
so we must have
Thus, for large n, 
and 
where Π 0 = i∇ − A 0 , and [54] ). Detailed numerical studies will be given later. If one considers the limit β → +∞, i.e., T d0 < T s0 , then using the discussion in section 5, one may get from the energy lower bound (5.4) that
Therefore, using proper scaling and the compact imbedding theorems, one may show the following. Theorem 6.8. As β → +∞, there exists a subsequence β n → +∞ such that
The above results indicate that for large and positive β, the s-wave component becomes dominant and the minimizers approach to the constant solution given in Case b1, even if the applied field H is present. If one considers cases where H depends on β, then more refined studies are needed in order to determine the asymptotic behavior of minimizers of the energy.
To summarize, the full GL models for the d-wave superconductors may be very complicated, but results of this section indicate that it is reasonable to study the vortex structures in the d-wave models using some simplified models that are asymptotically valid in some limiting cases.
A time-dependent model. As with the conventional GL models, we may consider the time-dependent versions of the GLd equations. A particular form may be given by
where σ is a positive relaxation constant and Φ is the electric potential.
The boundary conditions are
where n = (n 1 , n 2 ) is the unit normal of the boundary Γ and n = (n 1 , −n 2 ),
∂A ∂t
+ ∇Φ · n = E on Γ, (7.5) and curl A = H on Γ, (7.6) where H and E are the applied magnetic field and the applied electric field. The initial conditions are given by ψ s (x, y, 0) = ψ s0 (x, y), ψ d (x, y, 0) = ψ d0 (x, y), and A(x, y, 0) = A 0 (x, y) in Ω. (7.7) The above system of equations also satisfies the gauge invariance. With proper choices of the gauge, one may prove the existence and uniqueness of the solutions and study their asymptotic behaviors for large time, using ideas similar to those in [7, 13, 22, 23] and [26] . Simplifications can again be discussed for limiting cases such as the high-κ, high-field regime [9] .
Solutions of the time-dependent equations may be used to simulate the penetration of the magnetic flux into the superconductor and, for type II materials, the interaction and the motion of vortices under applied current. Such work has been previously carried out in [30, 45, 47] .
Numerical approximations.

Finite element approximation.
Finite element approximations of the conventional GL models have been studied in detail in [6, 10, 11] . They are based on the standard Ritz-Galerkin approach. The discrete approximation results in problems like
where V h and V h are finite element subspaces of H 1 (Ω) and H 1 (Ω). One can follow the arguments given in [10] to prove the convergence of the finite element approximation of the GLd models given by
Again, an implicit discrete enforcement of the divergence-free gauge condition may be given by an equivalent formulation,
where V h n is the subspace of V h whose elements have normal component zero on the boundary of Ω. Error estimates of the form
may be derived for finite element spaces containing piecewise polynomials of degree r and for exact solutions of the GLd equations on a regular branch. The constant c is a generic constant that depends on the regularity of the solutions.
Other type of approximations.
In general, discrete approximations given by (8.2) no longer enjoy the gauge invariant property even in the discrete sense. For problems in a rectangular region, a discrete gauge invariant difference approximation may be constructed for (4.2)-(4.6), similar to that given in [5] . For more general triangular grid, covolume approximations may also be constructed and analyzed for the GLd models using the ideas of [14] so that the discrete gauge invariance properties are satisfied.
Discretizations of the time-dependent equations.
The finite element approximations and the gauge invariant difference can both be generalized to timedependent models, as was done in [4, 6, 8] . For the discretization in time, one can use the implicit Euler method or the second-order Crank-Nicolson scheme. If the applied electric field is zero, then at each time step, both methods can be implemented as a solution of a minimization problem similar to (8.1). These stable schemes also provide ways to solve the steady state equations when one views time as a relaxation parameter. A code using the finite element approximations of the system (7.1)-(7.7) has been developed based on an existing code for the conventional GL models. Numerical results are reported in the next section. Implementation of the backward Euler schemes and other time-stepping schemes based on the finite element discretization in space has also been done in [29, 30] .
For the gauge invariant difference methods, discrete gauge invariance can also be preserved with the modified Euler scheme, which retains first-order accuracy in the time step [8] .
9. Some computational results. We now present some numerical solutions of the GLd models based on the finite element approximations described above. We take piecewise biquadratic polynomials on a rectangular grid as the underlying finite element space. Although we shall limit ourselves mostly to the steady state solutions, these codes are developed for time-dependent equations with a backward Euler scheme for the time discretization. The nonlinear systems of equations are solved by Newton's method whereas we employ a conjugate-gradient (CG) solver for the linearized systems. For each experiment, the solutions are usually solved for a sequence of refined grids to assure the convergence of the numerical solutions.
Comparisons of the solutions of the GLd model on different grids.
To illustrate the convergence of the numerical algorithms, we present results for a square sample of dimension 15ξ × 15ξ, where ξ is the GL coherence length. With a constant applied field H = 0.27, κ = 3, and β = −0.01, we solved the GLd equations on a sequence of different grids, and the results are very consistent when the grid is fine enough to resolve the vortices.
In Figure 9 .1, three-dimensional views of the solutions are given; they consist of surface plots of curl A (between 0.0 and 0.45), |ψ s | (between 0.0 and 0.1), and |ψ d | (between 0.1 and 1.0) for solutions on a 16 × 16 grid and a 32 × 32 grid, respectively.
Comparisons of the GLd model and the conventional GL model.
We have seen from previous sections that as β → −∞, the GLd model is closely related to the conventional GL model. We solved both models for the same set of parameters. More specifically, we take a square sample of dimension 8ξ × 8ξ, where ξ is the GL coherence length. With a constant applied field, we solved the conventional GL equations first; the solution formed a vortex in the center of the box with degree 1. Then, we varied the values of β and solved the GLd model under the same conditions. In Figure 9 .2, the plots of the maximum of |ψ s | and the free energy differences against log 10 (10β) are given based on the numerical solutions for β = −0. In Figures 9.4 and 9.5, the solutions are dominantly d-wave-like. Similar pictures can be found in [31] , where the solutions are solved using periodic boundary conditions and in [17] where Dirichlet-type boundary conditions are used (see also [20] ). For the single vortex case, a common feature of the our calculations and all the previous calculations is that the d-wave component displays single vortex structure with winding number 1 at the center while the s-wave order parameter has a relatively smaller magnitude and displays a single vortex with winding number −1 at the center. However, there are also various different features. First, the existence of the four off-center single vortices with winding number 1 located on the axis for the s-wave component is consistent with the results of [17, 20] , along with the four-leafed clover structure away from the core of the central vortex, but differs from the calculations given in [20] . The fourfold symmetry away from the vortex core is also reflected in Figures 9.4 and 9 .5. The absence of the off-center vortices located on the axes in the calculation of [31] has been attributed to the fact that κ = 2 by the authors of [20] . In our calculations, with κ = 2, H = 0.3, β = −0.1, and in a 15ξ × 15ξ box, the solutions have the same structure as in the case κ = 3 (see Figure 9 .7).
Calculations for even smaller values of κ (such as κ = 1.8) result in pictures similar to Figure 9 .7. Based on these numerical experiments, we speculate that the disappearance of off-center vortices observed in [31] may not be related to κ < 2. Instead, it may be related to the use of the periodic boundary conditions, which could determine the total winding number of both the s-and d-wave components in advance. Interestingly, our numerical solution also illustrates the possible existence of the s-wave vortices on the diagonals of the box (see the contour plot of ψ s and the vector field plot). The cores of the s-wave vortices located on the diagonals are severely stretched, and they almost appear as "channels." The stretching is perhaps due to the boundary effect.
In the literature, the existence of such diagonal vortices has been ruled out based on topological arguments that are valid only under the assumption that |∇ψ s | << |∇ψ d |. This assumption, nevertheless, may not be true for the numerical solution presented here so that no valid topological arguments could lead to the nonexistence of diagonal vortices in this case. The winding numbers of the diagonal vortices balance out the winding number of those vortices on the axes so that the total winding number for the s-wave component in the far field remains −1, rather than +3. The decay behaviors of |ψ s | and |ψ d | along the axes and the diagonals are shown in Figure 9 .6. With properly chosen values for the parameters δ 1 , δ 2 , δ 3 , a function of the form f (r, θ) = (δ 1 r + δ 2 r
3 )e −iθ + δ 3 e 3iθ would give a vortex at the center and four off-center vortices on the axes and four off-center vortices on the diagonals.
Similar calculations were also carried out for a rectangular domain of size 13ξ × 17ξ, with H = 0.3 and κ = 2. The qualitative structures of the solutions are the same as those corresponding to a square domain (see Figure 9 .8). 9.6. Vortex lattice of d-wave vortices with β = −0.001. We computed the solution in a 40ξ × 40ξ sample with κ = 10 and H = 5.0. In the middle of the sample, the vortices form a rectangular lattice rather than a triangular lattice as for the conventional GL equations [12, 27] . The contour plot of the magnitude of ψ d (between 0.0 and 0.6) of the solution is given in Figure 9 .13. Figure 9 .15. In our numerical experiments, the double vortex remains stable under certain small perturbations which are artificially constructed in the numerical simulation. The s-wave component appears to have a complicated structure, but the important features are the off-center vortices located on the axes and the vortices located on the diagonals. It can once again be approximated by fitting to a function of the formψ s (r, θ) = f 1 (r) + f 2 (r)e 4iθ for the Figure 9 .17). This is almost identical to the pictures in Figure 9 .11 if we switch between the d-and s-wave components. The contour plots of the d-wave components are for values between 0.5 and 1.0; the contours for the s-wave components range from 0.0 to 0.12.
Induced motion of d-wave vortices.
The induced motion of the conventional s-wave vortices under an applied electrical current has been studied extensively in the literature. In particular, it was found that vortices move along a direction perpendicular to the applied current. For the d-wave vortices, such phenomena may not be duplicated. Here, we present some numerical results based on a high-κ simplification of the time-dependent d-wave GL equations. In Figure 9 .18, we give a few contour plots of the magnitude of the order parameters when the applied current is aligned with the horizontal axis. In Figure 9 .19, we show some contour plots of the magnitude of the d-wave component of the order parameters for a vortex lattice when the applied current is aligned with the diagonal of the square sample.
Finally, by maintaining the strength of a constant applied electrical current while varying the angle of the current with respect to a square sample, we have measured the differences between the averaged angle of motion path for the d-wave vortices and that of the conventional s-wave vortices. These data are shown in Figure 9 .20. We see that the difference peaks when the current is aligned with the diagonals of the square; there is no difference when the current is aligned with the sides of the square.
Conclusions.
In this paper, we have studied various issues related to an (s + d)-GL model for some high-T c superconductors with d-wave or (s + d)-wave pairing. In doing so, we also wish to bring the new GLd models to the attention of more applied mathematicians and computational scientists. The determination of the pairing symmetry is a fundamental issue in the studies of high-T c superconductivity. The GLd-type models may be a useful tool for the study of vortex motion in high-T c materials. The numerical experiments presented in the paper are very preliminary. Although some of the results confirm findings of previous studies of the d-wave vortices, there are also a number of results illustrating novel features that have not been discussed in the literature. They demonstrate the existence of various exotic vortex structures in the d-wave and (s + d)-wave vortices. Many important questions remain to be answered, e.g., a detailed study of the phase diagram in relation to the strength of the applied magnetic field including the characterization of the lower and upper critical fields. Certainly there are many more debatable issues for the use of GLd models to examine the pairing symmetry in high-T c materials. Further mathematical and computational studies will no doubt lead to a better understanding of the models and will help physicists in the study of high-T c superconductivity.
