Atomic scale models of dislocation cores in minerals: progress and prospects by Walker, AM et al.
                          Walker, A. M., Carrez, P., & Cordier, P. (2010). Atomic scale models of
dislocation cores in minerals: progress and prospects. Mineralogical
Magazine, 74(3), 381 - 413. 10.1180/minmag.2010.074.3.381
Link to published version (if available):
10.1180/minmag.2010.074.3.381
Link to publication record in Explore Bristol Research
PDF-document
University of Bristol - Explore Bristol Research
General rights
This document is made available in accordance with publisher policies. Please cite only the published
version using the reference above. Full terms of use are available:
http://www.bristol.ac.uk/pure/about/ebr-terms.html
Take down policy
Explore Bristol Research is a digital archive and the intention is that deposited content should not be
removed. However, if you believe that this version of the work breaches copyright law please contact
open-access@bristol.ac.uk and include the following information in your message:
• Your contact details
• Bibliographic details for the item, including a URL
• An outline of the nature of the complaint
On receipt of your message the Open Access Team will immediately investigate your claim, make an
initial judgement of the validity of the claim and, where appropriate, withdraw the item in question
from public view.
 1 
Atomic scale models of dislocation cores in minerals: progress and prospects 
Andrew M. Walker1,*, Philippe Carrez2 and Patrick Cordier2  
1 Department of Earth Sciences, University College London, Gower Street, London, WC1E 6BT, 
UK 
2 Unité Matériaux et Transformations, UMR 8207 CNRS-Université Lille 1, Univ Lille Nord de 
France, F-59655 Villeneuve d’Ascq, France 
*E-mail: a.walker@ucl.ac.uk 
 
Abstract 
Recent advances in computer simulation at the atomic scale have made it possible to use these 
methods to study the structure and behaviour of the cores of dislocations in minerals. Such 
simulation offers the possibility of understanding and predicting the dislocation-mediated properties 
of minerals such as mechanisms of plastic deformation, pipe diffusion and crystal growth. In this 
review the three major methods available for the simulation of dislocation cores are described and 
compared. The methods are: (i) Cluster based models which combine continuum elastic theory of 
the extended crystal with an atomistic model of the core. (ii) Dipole models which seek to cancel 
the long range elastic displacement caused by the dislocation by arranging for the simulation to 
contain several dislocations with zero net Burgers vector, thus allowing a fully periodic super-cell 
calculation. (iii) The Peierls-Nabarro approach which attempts to recast the problem so that it can 
be solved using only continuum based methods, but parameterizes the model using results from 
atomic scale calculations. The strengths of these methods are compared and illustrated by some of 
the recent studies of dislocations in mantle silicate minerals. Some of the outstanding unresolved 
problems in the field are discussed.  
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Introduction 
Many of the properties of minerals are controlled or influenced by the presence of dislocations, line 
defects in their crystal structure. Knowledge of the detailed structure of dislocation cores is essential 
to understand many processes in minerals. For example, the plastic deformation of minerals at high 
temperature is often controlled by the glide or climb of dislocations (Poirier, 1985), processes 
which are directly controlled by atomic scale changes in the dislocation core. During glide 
controlled plasticity, the dislocation mobility is permitted as the core structure changes to overcome 
the resistance imposed by the periodic crystal lattice, the Peierls potential. During climb controlled 
deformation, interactions between point defects and dislocations allow the dislocation to move out 
of the glide plane and around larger-scale obstacles. Mineral growth from solution, especially at 
low super-saturation, is enhanced by the emergence of screw dislocations at the crystal surface 
(Burton et al., 1949); a process that results in the formation of characteristic growth spirals in 
minerals as diverse as rock salt (Sunagawa and Tsukamoto, 1972), calcite (Davis et al., 2000) and 
some zeolites (Dumrul et al., 2002). The presence of line defects in crystals can also open pathways 
for the rapid diffusion of point defects, an effect that has been measured in simple materials such 
aluminium (Legros et al., 2008), MgO (Narayan and Washburn, 1972, Sakaguchi et al., 1992) and 
Y2O3 (Gaboriaud, 2009) and could perturb trace element geochemistry (Reddy et al., 2006). This 
pipe-diffusion mechanism modifies high temperature diffusion controlled deformation mechanisms, 
complicating the relationship between point defect diffusion and deformation (Frost and Ashby, 
1982). Dislocations also play a role in the formation of sub-grains during deformation. Indeed, a 
low angle sub-grain boundary is a particular alignment of dislocations that can form during 
deformation in order to minimise the long range stress field. 
Although dislocations can be imaged routinely using electron microscopy (see Cordier, 2002, for a 
recent review) it has only become possible to infer anything about the structure of the dislocation 
core from experiment recently, and in a few special cases. One example is a study of a [100](010) 
edge dislocation from a low-angle grain boundary in forsterite (Johnson et al., 2004). This study 
made use of a combination of high resolution transmission electron microscopy (HRTEM) and 
geometric phase analysis (Hÿtch et al., 1998; 2003) to map the deformation of the crystal structure 
around the dislocation, resolving displacements of less than 0.1 Å. This is sufficient to reveal the 
non-linear displacement field around the dislocation core but the approach does not directly 
constrain the core structure. Work that does experimentally constrain the structure of dislocation 
cores makes use of HRTEM, as illustrated by the study of a [001](110) dislocation in SrTiO3 
perovskite (Jia et al., 2005). This work is possible thanks to the recent developments in aberration 
(Cs) corrections in TEM. It shows in this case that the dislocation core is extended and 
nonstoichiometric. Despite these advances, the determination of the structure of dislocation cores in 
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minerals remains extremely challenging. However, knowledge of the structure of the core is 
important to fully understand dislocation mediated processes in minerals. In order to circumvent the 
formidable experimental challenges it is necessary to turn to atomic scale simulation of dislocation 
cores. Such simulations have been performed for structurally simple materials including metals and 
rock salt structured crystals for many years but until recently there were no computational studies of 
dislocation cores in silicate minerals. During the last five years this situation has changed and much 
progress has been made in developing methods suitable for the modelling of dislocation cores in 
minerals. These methods have been used to provide the atomic scale structure of dislocation cores 
in order to explain experimental observations, and to probe dislocation behaviour under extreme 
conditions in order to predict deformation behaviour at pressures beyond those accessible to 
experiment. This article reviews the recent progress in atomic scale simulation methods to model 
the cores of dislocations in minerals, outlines the major advances made by applying these methods, 
and describes some of the remaining problems still to be tackled.  
Although atomic scale modelling of dislocations in minerals is a relatively recent advance,  
computational simulation methods have been used to overcome experimental limitations and study 
the atomic-scale detail of the cores dislocations in crystalline solids for over four decades and the 
basic theory of dislocations has been established since early in the 19th Century. We don’t seek to 
review the whole subject but instead concentrate on the methods as they are applied to minerals. 
However, significant overlap between this work and previous review articles is inevitable.    
General introductions to dislocation theory many books and a multitude of review articles (e.g. 
Christian and Vítek, 1970). A gentle introduction to the theory can be found in Hull and Bacon 
(1984) while a comprehensive survey has been made by Hirth and Lothe (1984). Reviews of 
techniques for the atomic scale simulation of dislocation cores are largely restricted to the 
consideration of metals and structurally simple semiconductors (e.g. Schoeck, 2005; Woodward, 
2005) or multi-scale modelling of deformation (Cordier et al., 2005). The review is split broadly 
into three parts. First, the three major approaches to modelling dislocations: cluster based embedded 
models, fully periodic dipole models and the semi-continuum Peierls-Nabarro model, are described. 
Second, the applications of these models to mantle minerals are reviewed. Third, some of the new 
directions and remaining difficulties are discussed. Before this we recall some of the major features 
of dislocations and discuss some of their important properties.  
Background 
The study of dislocations has two historical origins. The original concept of the dislocation, the 
singularity formed by the deformation of a multiply connected elastic continuum, was 
systematically developed by Volterra (1907) and named by Love (1920). Conceptually a Volterra 
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dislocation is introduced into an elastic body by introducing a cut from the edge to the centre of the 
body, translating the two sides of the cut relative to each other such that the sides remain parallel, 
then cementing the cut surfaces together before allowing the body to relax to elastic equilibrium 
(Figure 1). The equivalent procedure where the sides are rotated instead of translated leads to the 
formation of a disinclination, but these are not generally found in minerals. In order to describe the 
formation of a dislocation using using continuum theory it is first necessary to remove a small 
amount of material from the centre of the elastic body, where the cut will terminate, and depending 
on the direction of relative movement across the cut it may be necessary to add or remove material. 
The equations giving the displacements and energy stored by the dislocation in an elastically 
isotropic body are well known (e.g. Hull and Bacon, 1984). In the case where the displacement is of 
magnitude b and is in a direction parallel to the terminating line at the end of the cut (a screw 
dislocation, defined more formally below) the displacement field is given by: 
 , 
 ,        (1) 
 , 
where the notation used in this and other equations are given in Table 1. Equation 1 shows that any 
point in the elastic body (x,y) simply moves parallel to the dislocation line, such that a 360° rotation 
about the line corresponds to a displacement equal to the displacement applied across the cut, which 
can no longer be distinguished. In the case shown in Figure 1, where the displacement is 
perpendicular to the edge of the cut surface (an edge dislocation), the solution is slightly more 
complex. For an isotropic body with displacement along the x axis, the displacement of any point is 
given by: 
, 
 
,  (2) 
 
 
. 
One important feature of Equations 1 and 2 is that the deformation field does not change between 
locations along lines parallel to the dislocation line; for any given value of x and y the three 
components of the displacement field are equal for all values of z. This symmetry is a general 
feature of all straight dislocations and is used extensively in dislocation modelling. The stored 
energy in the elastic body increases as a result of introducing the dislocation. When introduced into 
a body of radius r (with a central hole radius r0) the additional energy is given by: 
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         (3) 
For a screw dislocation the constant K is the shear modulus, µ, while for an edge dislocation it is 
given by µ/(1-ν), where ν is Poisson’s ratio. 
The second origin of the study of dislocations came from the realisation that the theoretical strength 
of a perfect crystal is orders of magnitude higher then the strength found when experimentally 
deforming real crystals. This led the idea that dislocation-like defects may provide an explanation 
(Prandtl, 1928; Dehlinger, 1929) and the description of edge dislocations in crystals (Taylor, 1934; 
Orowan, 1934; Polanyi, 1934). Screw and mixed dislocations were first introduced by Burgers 
(1939) in a paper that is often regarded to have begun the systematic development of the theory of 
dislocations in crystals. The general geometry of an edge dislocation in a simple crystal, and the 
terms used to describe it, are shown in Figure 2. It is first necessary to distinguish regions of ‘good’ 
crystal, volumes where the atoms can be unambiguously mapped to equivalent atoms in a perfect 
reference crystal by allowing small displacements compared to the inter-atomic separation, from 
regions of ‘bad’ crystal, volumes where no such correspondence exists (Frank, 1951). Real crystals 
always contain some ‘bad’ crystal, for example near the core of dislocation lines and close to point 
defects, and linear elasticity theory cannot be applied to these regions. A closed circuit can be 
defined in the reference crystal and mapped onto atoms in the good part of a real crystal. If the 
circuit is threaded by a dislocation line (as in the case of circuit marked by the smaller arrows in 
Figure 2) then it is no longer closed  in the real crystal and is known as a Burgers circuit. The vector 
measuring the failure of the closure is known as the Burgers vector (the large arrow in Figure 2, but 
see Bilby and Smith, 1956). The concept of the Burgers circuit can also be used to define the 
dislocation line (the z axis in Figure 2), as the locus around which Burgers circuits are not closed. 
When constructing a Burgers vector it is necessary to choose a convention for the direction of the 
Burgers vector (which could go from the start to the finish of the circuit or be reversed and can refer 
to a closed circuit in the real or reference crystal) and of the dislocation line (right handed or left 
handed). In Figure 2 the FS/RH convention (Bilby et al., 1955) is used, where the Burgers vector 
goes from the finish to the start of the closed right handed circuit in the reference crystal and the 
positive direction of the vector describing the dislocation line is out of the page towards the reader. 
For a straight dislocation line the character of the dislocation can be defined by the angle between a 
vector describing the dislocation line and the Burgers vector. If the two directions are orthogonal 
then the dislocation is an edge dislocation (shown in Figures 1 and 2), if they are parallel the 
dislocation is a screw dislocation, otherwise the dislocation has mixed character. For edge and 
mixed dislocations, the plane containing the dislocation line and the Burgers vector is know as the 
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glide plane (the x-z plane in Figure 2). The bad crystal around the dislocation line is known as the 
dislocation core and only the behaviour of the crystal away from the core can be treated using 
continuum elasticity. 
There is a close relationship between the two descriptions of dislocations given above. Away from 
the dislocation line, in the region of good crystal, the deformation induced by the dislocation can be 
described by linear elasticity. This means that the elastic description of the dislocation is sufficient 
to describe the structure, stress, strain and excess energy of the extended crystal. However, there is 
one important constraint on the displacement across the cut surface and thus the Burgers vector 
allowed in a dislocation in a crystal. For the cut surface to be indistinguishable the crystal structure 
must be continuous across it. In turn this means that the displacement must result in the crystal 
structure ‘matching up’, resulting in the important result that the Burgers vector must be equal to a 
lattice vector. A second consideration is that the elastic description of the dislocation breaks down 
close to the dislocation line. In the description of dislocations in crystals the discrete atomic 
structure circumvents this, but results in a core structure that is hard to predict from the structure of 
the dislocation-free perfect crystal. In general the core will have a different energy to the same 
volume of perfect crystal, and Equation 3 is modified to account for this: 
         (4) 
where E(core) is the energy stored in the dislocation core and r0 is now the radius of the core. 
Because the structure of the core can be different to that of the strained perfect crystal, the core may 
occupy a different volume in the dislocation free and dislocated crystal. The core of the dislocation 
can thus apply forces on the extended crystal around the core which results in additional 
deformation, beyond that predicted from linear elasticity alone.    
The major problem when simulating dislocations is due to the fact that all of the atoms in the crystal 
containing the dislocation are significantly displaced by its presence, atoms away from the core are 
not in the same locations as atoms in a perfect reference crystal. Indeed, the long-range 
displacement field is proportional to 1/r. This means that the modelling approaches used to study 
point defects and surfaces, where the atomic structure away from the defect is identical to the 
structure of a perfect reference crystal, are not available. The various approaches to modelling 
dislocation cores described below side-step this issue in different ways. The cluster based methods 
combine continuum elastic theory of the extended crystal with an atomistic model of the core. 
Dipole models seek to cancel the long range elastic displacements by arranging for the simulation to 
contain several dislocations with zero net Burgers vector. The Peierls-Nabarro approach attempts to 
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recast the problem so that it can be solved using only continuum based methods, but parameterizes 
the model using results from atomic scale calculations.  
Cluster models 
The first class of approaches to the atomic scale modelling of dislocation cores is often described as 
the ‘cluster’ based approach. The idea is to take advantage of the symmetry of the Volterra 
dislocation to build a model using periodic boundary conditions along the dislocation line while 
only including a finite cluster of atoms perpendicular to the dislocation line. The resulting 
simulation cell is shown in Figure 3. This natural approach results in a model containing a single 
isolated dislocation, but care must be taken to avoid introducing spurious interactions between the 
edge of the simulated system and the dislocation core. The approach is similar in spirit to models of 
point defects and surfaces, where the defect is shielded from the surrounding vacuum by layers of 
atoms that represent perfect crystal, but instead of perfect crystal the dislocation is shielded by an 
elastically deformed crystal. This implies the need to couple an atomistic model of the dislocation 
core with elastic models of the extended crystal. These models can include very long range elastic 
effects and at this level the system can be considered to contain an isolated dislocation in an infinite 
crystal.  
Coupling elastic and atomistic models 
In coupling the core to the extended crystal there are four related issues that must be considered. 
First, it is necessary to be able to cope with the fact that minerals are generally not elastically 
isotropic so anisotropic elasticity must be used to describe the extended crystal. Second, the way 
that the elastic and atomistic models communicate must be considered. Third, the way that the 
atomistic model is terminated can be important. Finally, one must decide how much of the 
dislocated crystal must be included in the atomistic simulation cell. 
For an elastically isotropic body, the displacement fields for screw and edge dislocations are given 
by Equations 1 and 2, respectively. However, most minerals are not elastically isotropic and to 
avoid a discontinuity between the elastic and atomistic parts of the model the correct, anisotropic 
solution is required. In the general case with 21 independent elastic constants analytical solutions 
are not available, even given the symmetry afforded by the straight dislocation line (Steeds and 
Willis, 1979). However, several approaches to the anisotropic problem have been suggested (Stroth, 
1958; Hirth, 1972; Asaro et al., 1973) most notably using the crystal’s symmetry to simplify the 
problem to one that can be solved analytically (Steeds, 1973). The effect of limited anisotropy of 
the sort that can be handled analytically is shown in Figure 4. This compares the displacement field 
for a screw dislocation in an elastically isotropic body with one in an anisotropic body where the 
symmetry of the elastic constants tensor compatible with the dislocation line being aligned along a 
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2-fold rotation axis with a second 2-fold rotation axis perpendicular to the dislocation line. An 
example of this symmetry is found in orthorhombic crystals with the dislocation line aligned 
parallel with one of the lattice vectors, for example. In this case the effect of the anisotropy is 
simply to change the pitch of the screw dislocation from a situation in the isotropic case where it is 
independent of the angle around the dislocation line to one where a steep pitch is found in directions 
where the shear modulus is soft and shallow in directions where the modulus is stiff. The use 
analytical solutions for the displacement field in elastically anisotropic minerals was one of the 
ingredients in the approach described by Walker et al. (2005a), but this is not a fully general 
solution.  
Numerical approaches to finding the elastic displacements field in the the general case are possible 
and two are described in Hirth and Lothe (1982). The first of these, the sextic theory (Stroth, 1958), 
has been used to provide an illustration of some of the key concepts. We don’t fully describe the 
computational steps used to derive these solutions here but, briefly, the approach involves finding 
the roots of a sixth-order polynomial. The seven coefficients of the polynomial are combinations of 
elements of the elastic constants tensor. The complex roots are then used with the components of 
the Burgers vector to form a set of six simultaneous equations. The real parts of the solutions to 
these equations are summed to yield the elastic displacement field, while the imaginary parts give 
the anisotropic energy factor, K. The effect of general anisotropy can be seen in Figure 5 where this 
numerical approach has been used to find the displacement field for a screw dislocation in a triclinic 
crystal with exaggerated anisotropy. The major effect is due to the existence of cross terms in the 
elastic constants tensor which act to include edge dislocation like displacements perpendicular to 
the dislocation line in the displacement field of the screw dislocation. The use of this numerical 
approach makes it possible to model the core of dislocations in minerals of any symmetry, as well 
as opening the possibility of describing mixed dislocations and dislocations which do not align with 
symmetry elements in the higher symmetry crystals. 
The second issue relates to how the elastic and atomistic segments of the model communicate; how 
forces between atoms cross the model divide. These forces arise from changes in the structure of the 
core: rearrangement of the atoms inside the core will mean that the surrounding atoms will change 
the relative positions of atoms inside and outside the core, leading to forces on the external atoms.  
One way to visualise this is to consider the effect of the atoms inside the core moving away from 
each other as they relax from their initial configuration to an energy minimum configuration. This 
will generate an outward force on the surrounding atoms as the volume of the core increases. The 
result is an additional ‘core displacement field’ surrounding the dislocation core that is not 
anticipated in the linear elastic Volterra solution. The question is how should this force and the 
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resulting displacements be handled? The problem has been intensively studied in the materials 
science literature since some of the earliest computational work modelling dislocations was 
performed on metals. Various boundary conditions were developed to account for the behaviour of 
the crystal away from the dislocation core. If the core displacement field decays sufficiently rapidly 
that it becomes unimportant before reaching the edge of the relaxed part of the simulation cell, then 
rigid boundary conditions, where the outer atoms are held fixed in the location predicated by linear 
elasticity, can be used. Otherwise one of the flexible boundary conditions, e.g. Flex-I (Gehlen et al., 
1972), Flex-S (Sinclair, 1971) or Flex-II (Hirth, 1972; Sinclair et al., 1978), must be used. Briefly, 
Flex-I involves calculating the forces applied on the atoms of the boundary region in order to move 
the atoms according to the solution of the displacements for a non-linear elastic body. These 
solutions are available for the isotropic case as used by Gehlen et al. (1972), but not for anisotropic 
systems.  Flex-S expands the non-linear elastic displacement field as a Fourier series and splits the 
simulation into three regions; the forces on the middle region are used to calculate the coefficients 
of the expansion in order to calculate the displacements in the outer two regions. Flex-II and the 
more modern approach of Rao et al. (1998) solves the non-linear problem using Green’s functions. 
The general feature of all of these approaches involve minimisation of the energy of the inner 
atomistic region then fixing this and moving the atoms that represent the elastic continuum, these 
two steps must be repeated until self-consistency is achieved.   
With the exponential increase in the availability of computational resources and algorithmic 
advances in simulation methods, it has become possible to perform simulations of very large 
numbers of atoms using models based on parameterized interatomic models. This leads to the 
situation where using these efficient models it is possible to  perform studies of dislocation cores in 
minerals using fixed boundary conditions. Indeed, thus far only fixed boundary conditions have 
been used for the simulation of dislocations in silicate minerals. Increasing computational resources 
has also lead to an increase the number of atoms that can be handled using density functional theory 
and an important mile-stone was reached recently when the first studies to use DFT to simulate 
isolated dislocations were reported (Woodward and Rao, 2002; Woodward et al., 2008). For these 
simulations the use of the flexible boundary conditions (Rao et al., 1998; Rao et al., 1999) was an 
essential ingredient to make the calculation feasible.  
Details of exactly how the atomistic model is terminated, and how large the model has to be depend 
in detail on the crystal structure of the mineral being simulated. These details are discussed in the 
next section, but some general principles can be elucidated here. The size of the simulation cell is 
something that should be tested for each calculation. As discussed above, when using fixed 
boundary conditions the simulation cell must be large enough to contain the displacements arising 
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from the non-linear core effects and these extend beyond the core. Two tests for this condition are 
possible. One option is to plot the deviation of the final structure from the structure predicted from 
linear elastic theory and show that this decays within the radius of the simulation cell, before the 
outer boundary is reached. The second approach is to repeat the calculation with larger and larger 
simulation cells and seek a radius where the result becomes independent of cell radius. In practice 
the radius often need to be 50 Å or more implying the need to include 104 - 106 atoms in the 
calculations. The method of termination is also an important technical detail of simulations of 
dislocation cores in minerals. It is clear that whatever the method of termination, it must insulate the 
dislocation core from the vacuum surrounding the atomistic model otherwise the structure of the 
core will not correspond to that expected in an infinite system. The thickness of the outer layers 
must be large enough to insulate all the atoms in the inner region from the effects of the vacuum. As 
described below, the method of achieving this goal is dependent on how the electrostatic 
interactions in the model are handled.     
Implementation  
In realising the cluster model as a practical calculation for a mineral, the first task is to construct a 
correctly orientated atomistic simulation cell of the appropriate dimensions. This process begins 
with a standard simulation of the periodic crystal finding the positions of the atoms in the unit cell 
and the lattice vectors that minimise the energy. The elastic constants for the mineral are then 
calculated and recorded for future reference. The optimised structure is then used as input to build 
the simulation cell for the dislocation. By repeating the input structure in space, a simulation cell is 
constructed with a circular cross section approximately centred on the intended origin of the 
dislocation. The cell is orientated as described in Table 1 with the dislocation line aligned with the 
Cartesian z axis. The simulation cell may also need to be terminated such that it is charge neutral. 
For crystals which consist of charge neutral strings of atoms along the dislocation line, such as the 
1/2  edge dislocation in MgO, this is automatically true for any termination of the 
simulation cell that preserves the strings of atoms. The problem is also trivial in the case of 
molecular crystals where there is no charge if each molecule is completely included or completely 
excluded from the simulation cell. For more complex crystals, charge neutrality can be achieved by 
trimming and manipulating the charge of atoms from the outer edge of the simulation cell so that 
the final cell is equivalent to the cell that would have been built from charge neutral polyhedera 
centred on the cations. This is exactly analogous in one dimension to the method used by 
Braithwaite et al. (2002) in their embedded-cluster study of point defects in forsterite. The exact 
recipe for achieving this depends on the charges assigned to the cations and the polyhederal 
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connectivity in the mineral. Increasingly involved examples are given in the literature for a pure-
silica zeolite (Walker et al., 2004), forsterite (Walker et al., 2005b) and wadsleyite (Walker, 2010). 
The second stage of a practical cluster calculation is to introduce the dislocation into the simulation 
cell. Far from the core the structure will be as predicted by linear elasticity and the displacement 
fields described above (Figures 4 and 5) can be applied to the atoms in the simulation cell. The 
structure of the core is unknown so some suitable starting configuration must be selected in the 
hope that subsequent energy minimisation will locate the ground state structure of the core. The 
typical approach to simply apply the elastic displacement field to the structure of the whole 
dislocation, with suitable steps taken to avoid numerical instabilities at the origin. When applying 
this field the structure of the underlying crystal must be considered in order to avoid creating an 
initial structure which is beyond the scope of the potential model to correct. A pathological example 
would be produced if two atoms were superimposed but severe changes to the bonding can also 
lead to significant problems. These difficulties can be avoided by careful selection of the location of 
the origin of the elastic displacement field.  
Once the initial structure of the simulation cell containing a dislocation has been generated the final 
step is to perform a geometry optimisation to find a low energy stable structure of the dislocation 
core. The large size of the problem requires the use of several special techniques in order for the 
calculation to be tractable. The choice of optimisation algorithm is important. Most efficient 
algorithms make use of both first and second derivatives of the energy with respect to the atomic 
positions. However, the O(n2) storage requirement makes the use of the full second derivative 
matrix impossible, even when using approximate updating schemes to avoid directly calculating 
elements of the Hessian. In order to avoid the large increase in number of required energy 
evaluations implied by turning to a first-derivatives only optimiser the use of limited memory 
Hessian methods are useful. Specifically, the use of the limited memory BFGS approach 
implemented in the GULP code has proved useful (Nocedal 1980; Gale and Rohl 2003). The 
second important consideration, beyond minimising the number of energy evaluations, is reducing 
cost of each energy evaluation. For an interatomic potential model of a large system the cost of the 
energy evaluation is dominated by the evaluation of the electrostatic energy and so care must be 
taken when calculating this term. In contrast with the two or three dimensional cases, there is no 
problem in principle with the calculation in one dimension, the 1D Coulomb summation is 
absolutely, if slowly, convergent (Gale and Rohl, 2003). However, the slow convergence makes a 
simple real space summation inappropriate for these terms. Several methods are now available 
which make the problem tractable and in recent studies approaches due to Saunders et al. (1994) 
and Wolf et al. (1999) have been used. Both have been implemented in recent versions of the 
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GULP code (Gale and Rohl, 2003). For cells with a smaller radius a summation originally 
developed for the simulation of polymers is convenient (Saunders et al., 1994). This approach is 
based on the Euler-MacLaurin summation formula and involves the application of a neutralising 
background for each ion in the system. As the cell radius increases, this scheme becomes 
increasingly inefficient. A faster approach for these large cells is a real-space Coulomb sum (Wolf 
et al., 1999).  This has the advantage of allowing domain decomposition and thus linear scaling 
with the number of atoms in the simulation cell. However, the short range part of the potential 
model needs to be be refitted when the Wolf summation is used. 
Extracting the dislocation energy and structure 
The energy minimisation procedure yields a structure of the dislocation core. Further steps are 
needed to evaluate the energy associated with the formation of the core and to interpret the 
structure. The calculated energy of the simulation cell contains a core term and an elastic term that 
varies with radius, as described by Equation 4. Extracting the core energy and radius requires 
additional calculations. The first step is to evaluate total energy stored by the dislocation (the 
difference between the energy of the cell containing the dislocation and an equivalent cell without 
the dislocation) inside a series of radii smaller then the radius of the simulation cell. In order do this 
for each particular radius the final atomistic model is divided into two parts. Region I contains all 
atoms found closer to the origin than the chosen radius while the remaining atoms are assigned to 
region II. The energy of the simulation cell containing the dislocation is then partitioned into 
interactions between atoms within region I, interactions between atoms in region II, and interactions 
between the two regions. The energy of the perfect cell is then partitioned in the same way while 
ensuring the distribution of atoms between the two regions is identical. The energy stored by the 
dislocation within the cut-off radius is then given by the difference between the energies of region I 
of the perfect and dislocated cell, including the interaction energy between region I and II. Figure 
6a shows the energy calculated in this way for a screw dislocation in wadsleyite (solid points) fitted 
to Equation 4 (shown by the line). The logarithmic relationship between energy and radius is 
particularly clear when using the log-radius scale shown in Figure 6b where the deviation from the 
fitted line at small radii is a reflection of the core energy. However, the fitting procedure does not 
yield a unique solution for the dislocation core radius and core energy as these two parameters are 
correlated. An alternative approach to finding the core energy is illustrated in Figure 6c where the 
difference between the elastic and calculated energies are plotted as a function of radius (Clouet, 
2009). This graph (Figure 6c) converges on the core energy at large radii and the core radius can 
then be directly read from Figure 6b using the core energy.  
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The dislocation structure can be analysed in a number of ways and on several length-scales. On the 
smallest scale it is possible to use the atomic positions to gain an understanding of the bonding in 
the core which can be directly compared with the perfect mineral structure. On a longer length-scale 
a useful comparison is between the structure predicted from linear elasticity and that resulting from 
the atomic scale simulation. Although changes in this measure close to the origin have limited 
relevance as the initial structure is rather arbitrary, away from the core this measure is a direct way 
to probe the deformation caused by changes in the size or shape of the core and non-linear elastic 
effects. 
Dipole models 
The second distinct approach to modelling dislocation cores is to build an array of dislocations so 
that a periodic simulation cell can be constructed. Forcing the dislocation into a periodic model has 
the advantage of allowing the simulation to be performed using any of the common simulation 
techniques used in computational mineral physics. For example, density functional theory 
calculations are commonly performed using a plane-wave basis set, where fully periodic boundary 
conditions are essential. The first difficulty with this approach is that a simulation cell containing a 
single dislocation cannot fit within periodic boundary conditions. At least two dislocation are 
needed in each simulation cell such that the sum of the Burgers vectors is zero and a dislocation 
dipole is formed (Figure 7). For this reason the approach is often known as the dipole method. The 
second difficulty is in common with similar super-cell calculations for point defects. Rather than 
simulating an isolated point defect or dislocation, an infinite array of defects are simulated and 
adjacent defects can interact, changing the defect structure and properties. These defect-defect or 
dislocation-dislocation interactions must be understood and minimised if any super-cell approach is 
to yield useful results. It is worth noting that, with the exception of some studies of diamond that 
are described below, this type of calculation has not yet been pursued in the mineral sciences and 
much of the discussion comes from the materials and physics literature. 
Dislocation-dislocation interactions 
The origin of major interactions between dislocations is elastic. Beyond the necessity to ensure that 
the system is periodic (by making the sum of the Burgers vectors zero) one must also take care that 
the superposition of the elastic stress fields produces no net force on any of the dislocations (e.g. 
Woodward, 2005). If this condition is not fulfilled, there will be a spurious interaction force in the 
simulation which will tend to cause the dislocation to move during dynamics or energy 
minimisation. Furthermore, it is necessary to ensure that the array of dislocations do not result in 
the formation of unintended misfit across the cell boundaries. This was a problem with some early 
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simulations of dislocations in silicon, identified and resolved by Bigger et al. (1992) who showed 
that it is necessary to introduce a quadrupolar rather than dipolar lattice of dislocations.    
Although the correct arrangement of the dislocations in the simulation cell allows the structure of 
the dislocation core to be determined, finding the energy is less straightforward. There is an elastic 
interaction energy between the dislocations in the simulation cell and their periodic images that 
must be subtracted from the total energy of the cell. The difficulty is that the summation is 
conditionally convergent and special techniques must be used to properly obtain the correction 
energy (Cai et al. 2001; 2003). There is also an elastic interaction energy between the two 
dislocations within the central simulation cell that must be corrected and removed. Finally, in order 
to allow rigourous comparisons with cluster calculations, it is necessary to include a correction for 
the core traction term (Clouet, 2009). 
Using the dipole approach, the dislocation structure and formation energy can be calculated given a 
sufficiently large simulation cell and the core energy can be found from the variation in the total 
energy of the simulation cell with cell size. Examples of the sort of calculation that can be 
undertaken using this approach include studies of molybdenum and tantalum (Ismail-Beigi and 
Arias, 2000), of semiconductors (Bigger et al., 1992; Liu et al., 1995; Heggie et al., 2000; Kaplan et 
al., 2000; Cai et al., 2001) and of diamond and graphite (Heggie et al., 2000; Ewels et al., 2001; 
Heggie et al., 2002; Martsinovich et al., 2003; Suarez-Martinez et al. 2007). To our knowledge, the 
series of studies of dislocations in diamond and graphite represent the only examples of super-cells 
being used for the study of dislocations in minerals. This work also made use of fully aperiodic (e.g. 
Heggie et al., 2000) and 1D periodic cluster based models (Blumenau et al., 2002) to investigate a 
wide range of dislocation properties using DFT and tight-binding methods. Key results include the 
identification of the mechanisms of graphitization (Ewels et al., 2001) and hydrogen-facilitated 
kink mobility (Heggie et al., 2002) in diamond. An interesting effect of imposing periodic boundary 
conditions has been described recently in a study of dislocations in iron. Clouet et al. (2009) 
examined the variation of simulation cell energy with cell size for three arrangements of 1/2<111> 
screw dislocations in bcc iron using DFT and showed that the predicted core energy (after 
correcting for the elastic interactions) were different. The reason for this was that for all of their 
simulation cells (of up to ~350 atoms) the dislocation cores were sufficiently close together that 
non-linear elastic interactions between dislocations were important. After correcting for these terms, 
Clouet et al. (2009) were able to extract constant values for the core energy from their simulations. 
Peierls-Nabarro model  
The third major class of models that can be used to find the atomic scale structure and properties of 
the dislocation core involve seeking a simplified description of a dislocation. The simplification, 
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first introduced and refined by Peierls (1940) and Nabarro (1947), leads to a description of 
dislocations including an effective core, without having to explicitly treat the atomic scale details. 
In essence, this is a continuum model of a dislocation including a core. The key to this Peierls-
Nabarro (PN) model is that the model dislocated crystal is constructed in a different way to 
approaches based on the symmetry of the Volterra dislocation. Instead of considering the crystal as 
a single elastic body, it is separated into two elastic half crystals, one above and one below the the 
glide plane, as shown in Figure 8a. The dislocation is then considered as a distribution of mismatch 
across the glide plane shown in Figure 8b. The derivative of the mismatch function, expressed as 
the ‘local dislocation density’, is a measure of the localisation of the dislocation core on the glide 
plane. For a single dislocation the mismatch function must fulfil the boundary conditions: 
        (5) 
 
The approach is to consider the forces acting on a plane of atoms above (A) and below (B) the glide 
plane. The forces on each plane arise from two origins. First is the elastic response of the half-
crystal containing the plane of atoms which is given as a shear stress, τ, on the plane by: 
        (6)  
 
for an elastically isotropic system (Nabarro, 1947). This stress will tend to keep the separation of 
the atoms within the plane constant and thus spread the mismatch function out, extending the 
dislocation core. If this were the only force the dislocation would be equally distributed across the 
entire glide plane and the mismatch function would increase monotonically giving a constant  
infinitesimal local dislocation density. The second force acts across the glide plane and acts to keep 
the atoms in plane A and plane B aligned, minimising the mismatch. Because the forces between 
atoms are balanced at equilibrium, this non-elastic interaction force must disappear for zero 
mismatch and mismatch giving a displacement equal to the Burgers vector, where the crystal’s 
translational symmetry returns the system to an equilibrium configuration. Peierls (1940) assumed 
the interaction force was a sinusoidal function of the offset across the glide plane and parameterized 
the function to match the elastic modulus of the crystal for small displacements giving: 
         (7) 
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As the non-elastic force becomes more important the dislocation becomes more localised to the 
centre of the glide plane. At equilibrium the stresses described by Equations 6 and 7 balance, 
leading to the Peierls Nabarro equation: 
      (8) 
 
Which has the the solution: 
 
       (9) 
 
Figure 9 shows the mismatch function and local dislocation density distribution for three different 
values of Poisson’s ratio calculated using this model. The size of the dislocation can be 
characterised by a half-width, the region where the value of S(x) is more than half its maximum. 
This width is given by a/{2(1-ν)} or, more generally, Kb/(4πτmax). Increasing Poisson’s ratio 
spreads the dislocation out more on the glide plane and is equivalent to increasing the size of the 
elastic force at the expense of the force acting across the interface. 
DFT and the GSF 
In order to understand how the PN model is used with modern atomic scale simulation, it is 
necessary to first consider the concept of the generalised stacking fault, or GSF. The idea, first 
introduced by Vítek (1968) in the context of the exploration of stacking faults in bcc metals, is that  
the atomistic interaction energy across a shear plane can be mapped out constructing a “γ surface” 
showing the energy as a function of displacement. The approach is to define a plane in a model 
crystal, displace one half of the crystal relative to the other half and relax the structure normal to the 
shear plane while constraining the calculation to preserve the displacement and localise it on the 
chosen plane. This gives an energy associated with the chosen displacement and the procedure is 
repeated for the all displacements on the plane within the unit cell. It is because any displacement 
can be chosen the stacking faults are described as ‘generalised’ (Christian and Vítek, 1970). Each 
structure generated in this procedure contains a stacking fault, although these will mostly be 
unstable and are associated with a restoring force equal to the negative of the energy gradient in the 
direction of displacement. When the GSF contains a single maximum no stacking fault is stable in 
this plane: stable stacking faults are represented by metastable energy minima. The gradient of the 
GSF is related to the strength of the perfect crystal; a resolved shear stress greater than the 
maximum gradient is sufficient to cause a perfect, defect-free crystal to deform by shearing along 
that plane. The maximum gradient is known as the ideal shear stress or ISS and this first point of 
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contact between the GSF and deformation can directly provide useful information (e.g. Li et al., 
2003). 
The close relationship between the GSF and the PN model was pointed out by Christian and Vítek 
(1970), who showed that the sinusoidal function assumed by Peierls (1940) and Nabarro (1947) to 
represent the restoring force (Equation 7) could, in principle, be replaced by the negative of the 
derivative of the stacking fault energy with respect to displacement of the two planes of atoms. This 
approach was quickly refined and used for bcc metals using stacking fault energies from inter-
atomic potentials (Lejček, 1972; Kroupa and Lejček, 1972). By the 1990s it was possible to 
calculate the stacking fault energies using DFT and use these to solve the PN model for silicon 
(Joós et al., 1994) and a wide range of other materials including Al (Sun and Kaxiras, 1997; 
Hartford et al., 1998), Pd (Hartford et al., 1998), NiAl and FeAl (Medvedeva et al., 1996), TiAl and 
CuAu (Mryasov et al., 1998), Si (Kaxiras and Duesbery, 1993; Joos et al., 1994; de Koning et al., 
1998) and MgO (Miranda and Scandolo, 2005). The approach of Joós et al. (1994) was eventually 
adopted for the study of minerals as described in detail in a study of ringwoodite  (Carrez et al., 
2006). In this approach the integrodifferential PN equation is written as: 
      (10) 
 
where the the sinusoidal restoring force on the right hand side of Equation 8 has been replaced with 
an unknown restoring force that is itself a function of the mismatch and elastic anisotropy has been 
assumed. The solution for the mismatch function is assumed to take the form: 
       (11) 
 
where αi, xi and ci are variational constants, N is an integer controlling total number of variables and 
the normalization condition leads to: 
          (12) 
 
with each αi a positive number. Substituting Equation 11 into the left hand side of Equation 10 
gives the trial solution for the PN equation: 
       (13) 
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Varying the constants to minimising the difference between the restoring force predicted from the 
GSF calculation and those predicted by Equation 13 leads to a solution for the mismatch function.  
Practically, the variational constants αi, xi and ci are found obtained from least-squared 
minimisation of the difference between Equation 13 and the forces obtained from the atomic scale 
GSF calculations. Differentiation of the mismatch function gives the profile of the density of partial 
dislocations across the glide plane, exactly as shown in Figure 9.  
To summarise, the PN model involves describing the dislocated crystal as consisting of two parts 
separated by the glide plane and each described by linear elasticity. A non-elastic force is assumed 
to operate between the two half-crystals across the glide plane. By imposing boundary conditions 
that imply the presence of a dislocation and balancing the elastic and non-elastic forces, the profile 
of the dislocation can be found. Both the elastic and non-elastic forces can be found by tractable 
calculations based on density functional theory making the approach attractive for predictive 
calculations. Key approximations are that the dislocation core is limited to a single (chosen) glide 
plane, that any partial dislocations are collinear, and that the deformation of the crystal slightly 
away from the glide plane, even within the core, can be described using linear elasticity. Some of 
the consequences of these approximations will be illustrated below, along with emerging ways that 
can be used to relax the approximations (e.g. Bulatov and Kaxiras, 1997; Lu, 2005; Schoeck, 
1999a; 2005; Schoeck and Krystian, 2005).  
Recovering an atomic scale description  
In the construction of the PN model the atomic structure of the dislocation is discarded. This makes 
direct comparison with the dipole and cluster approaches difficult and introduces a significant 
problem: just like an elastic Volterra type model of a dislocation, a PN dislocation experiences no 
resistance to movement. Selecting a different origin on the x-axis, corresponding to moving the 
dislocation does not alter the PN solution. In order to study the resistance to motion of the 
dislocation, or examine the core structure, it is necessary to reintroduce the atomic structure (Joós et 
al., 1994; Schoeck, 1999b). The key to achieving this is the construction of a misfit energy. This 
energy is a function of the core displacement, u, and is given summing the misfit energies between 
pairs of atomic planes. The misfit between planes is given by S(ma’-u), where m the number of 
planes from the origin, a’ is the inter-planar distance and S is the disregistry function generated 
from the PN model. Multiplying this mismatch by the GSF energy gives the contribution of this 
plane to the misfit energy and summing over all planes gives the energy cost of displacing the 
dislocation:  
       (14) 
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The Peierls stress is then found by seeking the maximum derivative of the misfit energy with 
respect to the displacement of the dislocation core: 
         (15) 
 
For visualisation and comparison with the dipole and cluster approaches it is useful to be able to 
generate an atomic scale representation corresponding to the solution to the PN model. The 
approach is to start with a atomic scale model of the crystal, displace the atoms above the glide 
plane according to the calculated disregistry function, then applying the elastic displacement field 
for the local dislocation density distribution also taken from the PN model (Carrez et al., 2007a). 
For an edge dislocation these displacements are given by: 
  
 (16) 
 
 
which can be directly compared with equation 2 and where isotropic elasticity has been assumed.  
Periclase, halite and related materials 
Rock salt structured (B1) minerals such as halite (NaCl) and periclase (MgO) have been used as a 
structurally simple tests for many developing areas of computational mineral science. Studies of 
dislocation cores are no exception with much of the early work focusing on this type of material. 
Some of the earliest work includes an investigation of the core structure and Peierls stress of 
dislocations in alkali halides using a cluster based approach (Hoagland et al., 1976) and a series of 
studies undertaken by Puls and co-workers leading to the development of the PDINT code for the 
cluster-based simulation of dislocations in cubic ionic materials.  Concentrating on MgO as a model 
system this group first used a simple shell model with ridged boundary conditions to calculate the 
Peierls energy for the 1/2  edge dislocation (Puls and Norgett, 1976; Woo and Puls, 
1976).  A breathing shell model was then used with the Flex-II boundary conditions to recalculate 
the geometry of the dislocation core (Woo and Puls, 1977a) and to re-evaluate the Peierls energy 
barrier (Woo and Puls, 1977b).  The code was then developed further in order to model point defect 
– line defect interactions, again in MgO (Puls et al., 1977; Puls, 1980, 1983).  Further work 
involved comparisons between the behaviour of MgO, NaCl and NiO (Rabier and Puls, 1989; 
Rabier et al., 1990). These studies were somewhat limited by the relatively small number of atoms 
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that could be included in the simulation cell and utilised a Coulomb summation scheme that could 
only handle cases where charge-neutral strings of atoms were aligned parallel to the dislocation 
line. More recent work by Watson and co-workers began to address these issues. This group, using 
the METADISE code (Watson et al., 1996), were able to study screw dislocations in MgO (Watson 
et al., 1999) and the effect of these dislocations on the MgO {100} surface (Watson et al., 2001). A 
key development was the use of a Coulomb sum that can handle the general case. 
We can usefully compare the Peierls stress calculated from the different cluster based models (Woo 
and Puls, 1977b) of the  1/2  edge dislocation MgO with those more recently calculated 
using the Peierls-Nabarro model (Carrez et al., 2009a) which gives a core structure shown in Figure 
10. This is the stress required to move a straight dislocation line in the direction of the Burgers 
vector over the energy barrier imposed by the periodic crystal structure (the Peierls barrier) without 
generating kinks. When resolved onto the glide plane, this stress is sufficient to move the 
dislocation through an otherwise perfect crystal at zero K. The cluster based methods (Woo and 
Puls, 1977b) give the height of the Peierls barrier as between 1.4×10-3 and 0.8×10-3 eV/Å, 
depending on which inter-atomic potential is used (Table 2) while the PN approach, which utilises 
density functional theory, gives a barrier height of 0.03×10-3 eV/Å. This variation leads to a 
difference in the predicted Peierls stress, which is 20 MPa for the PN model and between 46 and 76 
MPa for the cluster based calculations (Table 2). The reason for this discrepancy is unclear. One 
possibility is that the relatively small size of the cluster based calculations leads to an overestimate 
of the energy barrier. It is also possible that the use of formal charges on the ions in these models 
causes the overestimate in barrier height (formal charge models can overestimate energy barriers for 
point defect diffusion, Walker et al. 2003). Alternatively, the PN model could underestimate the 
Peierls barrier and stress, perhaps by underestimating the difference in structure between a 
dislocation in its minimum and maximum energy configuration. This possibility is discussed in 
more detail with regards to forsterite below.  
Dislocations in perovskite and post-perovskite structured minerals  
One of the key reasons for modelling the cores of dislocations is the ability to predict the rate and 
style of the deformation of mantle minerals in order to better constrain the dynamics of the Earth’s 
interior and understand the origin of plate tectonics. In the case of lower mantle perovskite and the 
recently discovered post-perovskite phase (Murakami et al., 2004; Oganov and Ono, 2004; 
Tsuchiya et al., 2004; Iitaka et al., 2004) such predictions are particularly useful. Experiments 
examining the deformation behaviour of these minerals are difficult; large-volume deformation 
apparatus is currently limited to ~15 GPa (Yamazaki and Karato, 2001; Wang et al., 2003) and 
although deformation experiments are possible in the diamond anvil cell (e.g. Kinsland and Basset, 
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1977; Merkel et al., 2007; Miyagi et al., 2009) they are beset by problems with small sample sizes, 
high stresses, and difficulties in reaching high temperature. While developments are ongoing to 
enhance the ability to perform high pressure deformation experiments, an ability to predict the 
strength of lower mantle minerals and thus the viscosity of the Earth is clearly useful. A second 
fundamental problem with experimental studies is that recovered samples of MgSiO3 perovskite are 
unstable in electron beam of the TEM and many materials, such as MgSiO3 post-perovskite, low 
spin ferropericlase and CaSiO3 perovskite, cannot be recovered to ambient conditions. Because of 
these difficulties, much of the experimental work on the deformation of lower mantle minerals has 
been performed on analogue materials which are stable at much lower pressure (e.g. Wright et al., 
1992; Li et al., 1996; Miyagi et al., 2008; Miyajima and Walte, 2009).  
Perovskites 
The perovskite structure is common and accepts a wide range of chemistry. It consists of a large 12 
coordinate cation ‘A’ site and an octahedral ‘B’ site. The B site octahedra are corner sharing and the 
anions are arranged in a face-centred cubic lattice. The idealised structure is cubic and is illustrated 
by tausonite (SrTiO3) in Figure 11a. If the ‘A’ cations are too small, the symmetry can easily be 
lowered (tetragonal, orthorhombic) by tilting the octahedra relative to each other. This is the case 
for the mineral perovskite (CaTiO3) which is orthorhombic and hence does not exhibit the ideal 
perovskite structure. The structural flexibility leads to the wide range of possible compounds and 
minerals that can form with this structure. MgSiO3 perovskite shown in Figure 11b is of direct 
interest in studies of the deep Earth, as (with some Al and Fe) it forms 80% of the lower mantle, by 
volume. In common with CaTiO3, this structure is distorted to orthorhombic symmetry. CaSiO3 
perovskite represents a smaller fraction of the average lower mantle (7% by weight) but it is much 
more abundant (20 weight %) in subducted slabs. CaSiO3 perovskite has cubic, or almost cubic, 
symmetry. All four of these materials have been the subject of dislocation modelling using the 
Peierls-Nabarro model with generalised stacking fault line energies calculated within DFT using a 
plane-wave basis for the valence electrons and the projector augmented-wave method to describe 
the core electrons (Ferré et al., 2007; Carrez et al., 2007a; Ferré et al., 2008; 2009a; 2009b). SrTiO3 
represents an interesting case since, thanks to its industrial applications, it has been the subject of 
numerous experimental studies. In particular, the core structure of dislocations in SrTiO3 has 
recently been the subject of very detailed studies using HRTEM (Jia et al., 2005) and EELS (Zhang 
et al., 2002a; 2002b) leading to atomic-scale models of dislocation cores that can be compared to 
PN models. Jia et al. (2005) have used Cs correction together with numerical phase-retrieval 
techniques to image the dislocation core of an <100>{011} dislocation in SrTiO3. Using the PN 
model to produce an atomic structure of the same dislocation, Ferré et al. (2008) have shown that 
the essential elements of the core structure were satisfactorily reproduced by the model. This was 
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the first validation of the method with a complex oxide. In this study, four potential slip systems 
were compared: <100>{010}, <100>{011}, <110>{001} and <110>{1 0}. The GSF 
corresponding to <110>{1 0} is very flat and results in a widely spread dislocation core which 
bears little lattice friction. Indeed, this correspond to the easiest slip system as observed in 
experimental studies (e.g. Nishigaki et al., 1991; Matsunaga and Saka, 2000; Brunner et al. 2001; 
Gumbsch et al., 2001). For the purposes of dislocation core modelling, CaSiO3 was assumed to be 
cubic (Ferré et al., 2009a). Direct comparison is then possible with SrTiO3. Since CaSiO3 
perovskite is stable throughout the whole lower mantle, three pressures were considered 0, 30 and 
100 GPa. At 0 GPa, SrTiO3 and CaSiO3  exhibit the same essential features. The <110>{1 0} GSF 
is flat and much lower that the others. This results in a widely spread <110>{1 0} dislocation core 
shown in Figure 12, which glides easily. With increasing pressure, the <110>{1 0} GSF in CaSiO3 
shows a more and more pronounced minimum at 50% shear. The dislocation core which is spread at 
0 GPa, splits into two well-separated collinear partial dislocations at 30 and 100 GPa. The stacking 
fault between those partials correspond to edge-sharing octahedra found in the post-perovskite 
phase (see below). This large dissociation corresponds to a very low lattice friction, a unique case 
so far for a silicate under high pressure. Following earlier work and in order to compare the slip 
systems in the cubic and orthorhombic phases it is possible to describe the orthorhombic slip 
systems on the idealised cubic lattice: each of the slip cubic slip systems are split into several 
distinct systems by the orthorhombic distortion as shown in Table 3. In orthorhombic perovskites, 
PN modelling has been performed for the following slip systems: , , 
, , , , , and  (Ferré 
et al., 2009b, see Table 3). The quasi doubling of the orthorhombic cell compared to the pseudo-
cubic cell result in widely dissociated dislocations. This is the case for , , 
,  and . Slip systems which correspond to the easiest in the cubic 
structure, , give rise to the easiest slip systems in MgSiO3 perovskite as well. However 
the lattice friction contrast between them and the other slip systems is smaller. The reason is that 
orthorhombic distortions increase the stacking fault energy and result in a less extended (and thus 
glissile) core. The same effect is observed in CaTiO3 which exhibits many features in common with 
MgSiO3 perovskite although some differences are observed (for instance glide in CaTiO3 is very 
easy compared to MgSiO3). 
 23 
Post-perovskite 
One of the most dramatic recent developments in the mineral sciences was the discovery of a post-
perovskite phase transition in MgSiO3 at around 125 GPa and 2500 K (Murakami et al., 2004; 
Oganov and Ono, 2004; Tsuchiya et al., 2004, Iitaka et al., 2004), corresponding to conditions 
found just above the core mantle boundary. A phase transition under deepest mantle conditions has 
long been suggested as a possible explanation for the D’’ layer, a 200-300 km thick region of 
anomalous, heterogeneous and anisotropic seismic wave velocities observed above the core-mantle 
boundary. The geophysical significance of the phase transition was reviewed by Hirose (2006). The 
MgSiO3 post-perovskite structure, shown in Figure 11c, is shared with the oxide CaIrO3. It exhibits 
orthorhombic symmetry (space group Cmcm) with a = 2.456 Å, b = 8.042 Å and c = 6.093 Å (Iitaka 
et al., 2004). The structure consists chains of edge sharing SiO6 octahedera along the a axis which 
are joined by their corners to form sheets in the a-c plane. These sheets are stacked along the b axis 
and separated by layers of magnesium ions. The structure appears to be very anisotropic for several 
reason. First the unit cell has a very large aspect ratio with a being much smaller that b and c. As 
the elastic energy of a dislocation is proportional to the square of its Burgers vector, the aspect ratio 
of the unit cell is expected to have significant implications on the stabilisation of some dislocations. 
Second, the structure consists of octahedral layers parallel to {010}. This layering has been related 
(at least qualitatively) to the strong anisotropy of the D” layer (Oganov and Ono, 2004). However, 
Metsue et al. (2009) have shown that under high pressures, the bond strength contrast between Si-O 
and Mg-O (in the two octahedral layers) is decreased (it is much smaller than the bond strength 
contrast between Ca-O and Ir-O in the isostructural CaIrO3, for example) and that the plastic 
behaviour of low pressure layered silicates cannot be simply transposed to MgSiO3 post-perovskite. 
The elastic properties of MgSiO3 post-perovskite have been calculated by several groups using DFT 
(see Wooky et al., 2005) with the conclusion that this phase transition could explain many of the 
seismological observations of D’’. However, in order to understand the observed seismic anisotropy 
it is necessary to know the active deformation mechanisms. These have been probed using DFT as 
well as experiments on analogue materials and in situ deformation experiments in the diamond 
anvil cell (e.g. Merkel et al., 2006; 2007; Niwa et al. 2007; Hunt et al. 2009; Walte et al., 2009) 
Metadynamics calculations using DFT allowed Oganov et al. (2005) to probe the perovskite to 
post-perovskite transition mechanism. These calculations suggested that the transition was 
accomplished by shear and the formation of stacking faults leading to a lattice preferred orientation 
(LPO) dominated by {110} planes. Deformation has been examined by applying the PN model to 
several potential slip systems of the post-perovskite structured MgGeO3, CaIrO3 and MgSiO3: 
[100](010), [100](001), [100](011), [001](010), [001](110), [001](100), [010](100), [010](001), 
½[110](001) and ½[110]( 10) (Carrez et al., 2007a; 2007b; Metsue et al., 2009). The additional 
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½[110] Burgers vectors arose from consideration of the Cmcm space group, which is face centred. 
The occurrence of a very small lattice distance a has several implications on the dislocation 
structures and properties. It tends to stabilise [100] dislocations which exhibit the lowest elastic 
energy. However, these dislocations will have to glide over the longest distance, b and c. The PN 
model shows that lattice friction is very sensitive to the translation vector. Another implication is 
that dislocations with a high elastic energy, such as screw [010](001) dislocations that move along 
[100], will see a decrease of their lattice friction. The core of [100] dislocations is very narrow 
which does not favour their mobility. ½[110] dislocation exhibit quite similar core profiles to [100], 
although they are slightly wider. In case of [001] and [010] dislocations, the PN model shows that 
the higher elastic energy can be relaxed by significant dissociation into two or three (e.g. 
[010](100)) partial dislocations as shown in Figure 13. As a result, [100](001) exhibits the lowest 
lattice friction in MgGeO3 post-perovskite (surprisingly, the easy glide plane is not in the (010) 
octahedral layers). This is not the case in MgSiO3 and CaIrO3 where glide is easier along 
[001](010). Metsue et al. (2009) have shown that such differences are observed between those three 
compounds although the dislocations exhibit generally the same structures. These calculations 
showed that the [001](010) slip system is the weakest and will thus accommodate most of the strain 
in dislocation controlled deformation leading to a (010) type LPO. To further quantify differences 
in the LPO, Metsue et al. (2009) used their results to perform VPSC calculations and find the 
expected texture of polycrystalline samples deforming via dislocation glide. The CaIrO3 and 
MgSiO3 post-perovskite phases produced virtually identical distributions of crystal orientations, 
while MgGeO3 produced a different distribution of orientations. 
Forsterite, wadsleyite and ringwoodite 
The upper mantle and transition zone, to a depth of 660 km, is dominated by the three Mg2SiO4 
phases olivine (to ~440 km), wadsleyite (~440-520 km), and ringwoodite (to 660 km). Despite the 
fact that deformation experiments are possible under upper mantle conditions, the deformation 
mechanisms controlling the rheology of these phases, and thus the the upper mantle, remains an 
open question. In the upper part of the upper mantle, seismic anisotropy is consistent with 
deformation dominated by the glide of [100] dislocations in olivine. But the observed anisotropy 
changes at higher pressure and around subduction zones, observations that has lead to a wide range 
of hypotheses spanning corner flow in the mantle wedge (Russo and Silver, 1994), changes in the 
active slip system in olivine caused by pressure (Couvy et al., 2004; Raterron et al., 2007; 2009; 
Jung et al., 2009) or water content (Jung and Karato, 2001; Katayma and Karato, 2006; 2008; Jung 
et al. 2006), and an upper mantle anisotropy dominated by the presence of hydrous layer silicates 
(Katayama et al., 2009; Healy et al. 2009). The situation in the transition zone is perhaps even more 
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confused, but reliable data on deformation mechanisms in this region offer the prize of 
understanding how mantle flow responds to the rapid increase in viscosity in this region.  
Apart from MgO, forsterite was the first mantle mineral where dislocation cores have been studied 
at the atomic scale. Both the cluster and PN approaches have been used and many of the 
complications of using these methods for complex minerals were first addressed in these early 
studies (Walker et al., 2005b; Durinck et al., 2007). There has also been a detailed comparison 
between results from the two approaches, which provides a useful illustration of their relative 
strengths and weaknesses (Carrez et al. 2008). More recently attention has turned to wadsleyite, 
which has also been studied using the PN and cluster approaches (Metsue et al. 2010; Walker 
2010). Ringwoodite was the subject of one of the early PN studies of mantle minerals, which 
provides a good example of this approach (Carrez et al., 2006). 
Cluster based models of dislocation cores in forsterite concentrated on the two common screw 
dislocations with [100] and [001] Burgers vectors and made use of fixed boundary conditions and 
the advances reviewed above (Walker et al., 2005a; 2005b). Analysis of the structure concentrated 
on the atomic scale reconstruction in the dislocation core and on the non-Volterra displacement 
field    extending from the core. The magnitude of the Burgers vector for these two dislocations is 
similar  (~4.7 and ~6.0 Å for [100] and [001], respectively) and the elastic shear anisotropy is small 
(c44 is about 17% smaller than c66), so differences in the properties of the two dislocations are likely 
to be due to the structure of the core. In both cases the non-Volterra displacements were found to be 
inwards, towards the core, but the size of this effect is larger for the [100] than the [001] 
dislocation. The reason for this difference seems to be that magnesium ions closest to the core of 
the [001] screw dislocation are able to maintain octahederal coordination while those in the core of 
the [100] screw dislocation are not and form a more distorted but lower volume structure.  
The PN modelling of dislocations in forsterite was used to study both edge and screw dislocations 
and to probe the influence of pressure on the various dislocations. The first studies involved 
calculating the GSF energies (Durinck et al., 2005a) and examining how these changed with 
pressure (Durnick et al., 2005b). Key results from this early work were that GSFs corresponding to 
easy slip systems in experiment yielded the lowest ideal shear stress and that pressure significantly 
lowered the ideal shear stress for slip systems with a [100] Burgers vector while those with [001] 
Burgers vectors were less effected. This result helped explain emerging experimental findings that 
suggested that the dominant slip system (i.e. the hardest slip system that contributed to plastic 
deformation) changed from [100](010) to [001](010) with increasing pressure (Couvy et al., 2004). 
The findings from the ideal shear strength calculations were essentially confirmed when the GSF 
energies were used to parameterize the PN model (Durinck et al., 2007). It was noted that screw 
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dislocations were always less mobile than edge dislocations in forsterite (Durinck et al. 2007). An 
additional result was that the [001] dislocations spread in the (100) and {110} planes in the PN 
model, but the [100] dislocations tended to yield a narrow core in all slip planes. On the basis of this 
observation, Durinck et al. (2007) suggested that the [001] screw dislocation may have a complex 
non-planar core structure and that this could explain experimental observations that [001] screw 
dislocation segments are typically long and straight. 
The suggestion of a non-planar core structure for [001] screw dislocations in forsterite motivated a 
comparison of the core structure predicted by Walker et al. (2005b) using a cluster model and 
Durinck et al. (2007) using the PN model (Carrez et al., 2008). The first potential difficulty with 
this comparison was that the underlying method used to describe the interactions between atoms 
was different in the two cases: density functional theory was used for the PN model while 
parameterized interatomic potentials were used for the cluster model. This was addressed by 
recalculating the relevant GSF energies using the same interatomic potential used by Walker et 
al.(2005b). The resulting PN models were qualitatively similar to those of Durinck et al. (2007) 
although the maximum of the GSF, and thus the ISS, was higher for the potentials than for the DFT 
results. With major differences due to the choice of atomic interaction ruled out the next stage was 
to visualise the difference in the structure predicted by the two methods using the differential 
displacement, or Vítek representation (Vítek et al., 1970) illustrated in Figure 14. Comparing the 
two structures, which are shown in Figure 15, is instructive as it illustrates the major differences 
between the cluster and PN methods. The difference in the structures also suggests a mechanism for 
the formation of the long straight dislocation segments observed in experiment. The key idea comes 
from studies of bcc metals where it has been suggested that the core can exist in two forms, a non-
planar core that is immobile under stress and a planar core which can easily move on a particular 
slip plane (Vítek, 1966). Movement of such a dislocation involves the formation of the planar core, 
which has a higher energy than the non-planar core. This can result in motion by an unlocking 
mechanism described by Couret and Caillard (1989) or by the formation and migration of an 
unstable transient core structure (Pizzagalli et al., 2009). The metastable planar dislocation is able 
to glide rapidly over a free-glide distance before it falls into its low energy stable configuration 
which stops glide resulting in the long dislocation segments. Initial results using the PN Galerkin 
model, which is described below, lend support this hypothesis.  
The comparison of the structure of the [001] screw dislocation in forsterite described above 
highlights some of the shortcomings of the PN model. The underlying assumption is that the 
dislocation core only exists on one particular glide plane. Spreading and dissociation on this plane 
are handled by the model but not out of plane spreading or non-collinear dissociation. There are 
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several approaches that can be used to extend the PN model and overcome these limitations (e.g. 
Schoeck, 1996; 1997; Ngan, 1997; Xu and Argon, 2001) but the only approach that has been 
applied to the mineral sciences is the PN Galerkin (PNG) model (Denoual 2004; 2007). At its heart, 
the PNG model is a generalisation of the 1D PN model recast as an energy minimisation rather than 
a force balance problem that allows the dislocation core to spread over a number of glide planes. 
Instead of using analytical solutions to handle the elastic part of the PN model, an element free 
Galerkin approach similar to a finite element model is used. Instead of using the GSF energy 
directly, the elastic contribution is removed and ‘inelastic stacking fault energies’ are used within 
the code. This approach results in a method that can handle complex moving and evolving core 
structures with boundary conditions that can handle externally applied stress and pressure. 
Importantly, dislocation cores can spread onto different planes and non-collinear dissociation is 
possible. An early application of the PNG model has been dislocations in wadsleyite (Metsue et al., 
2010).   
The dislocation microstructure of deformed wadsleyite have been the subject of significant 
experimental study with eight slip systems identified as being activated by deformation (e.g. Sharp 
et al., 1994; Dupas et al., 1994; Dupas-Bruzek et al., 1998; Chen et al., 1998; Mossenfelder et al., 
2000; Thurel et al., 2003a; Thurel and Cordier 2003; Nishihara et al., 2008). The elastic energy and 
possible dissociation schemes were analysed by Thurel et al. (2003b) and these authors argued that 
dislocations with the 1/2<111>, [010] and <101> Burgers vectors commonly dissociate into pairs of 
partial dislocations joined by stacking faults while dislocations with a [100] Burgers vector are 
generally not dissociated and commonly exhibit a screw character. The lack of dissociation of [100] 
dislocations and the low density of [001] dislocations is not predicted by the elastic theory. Both 
these observations are likely to be due to particular features of the dislocation cores, and in order to 
probe the structure of dislocation cores in wadsleyite Metsue et al. (2010) used the PNG model, 
with GSF energies calculated using interatomic potentials. These calculations show that 
1/2<111>{101} and [100](010) are the easy slip systems at high pressure and that dislocations in 
both of these slip systems are dissociated. The cores of [100] and [001] screw dislocation in 
wadsleyite have also recently been studied using the cluster approach (Walker, 2010). These 
calculations reveal very different core structures for the two dislocations with the [100] core having 
a particularly low energy (2.5 eV/Å, Figure 6) and containing four coordinate magnesium ions. A 
detailed comparison of the results of the two methods has not been undertaken, principally because 
of the difficulty of mapping the PNG results back onto an atomic scale structure. However, there 
are signs that that two approaches yield similar results: the cluster approach predicts that the 
dislocation core spreads by about 15 Å in the [010] and [001] directions, a magnitude similar to that 
found from the PNG approach. 
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Progress and prospects 
In sharp contrast to the situation only a decade ago, there are now two computational methods that 
have been shown to be usable for the simulation of the structure of dislocation cores in structurally 
complex silicate minerals. These approaches, one based on the Peierls-Nabarro model and the other 
involving embedding an atomistic model of the dislocation in an elastic continuum, are 
complementary: the Peierls-Nabarro model allows the use of predictive and ab-initio density 
functional theory while the cluster method is free of the approximations inherent in the PN 
approach. The recently described Peierls-Nabarro Galerkin model offers the opportunity to 
overcome some of the limitations of the original Peierls-Nabarro approach. One  particular strength 
is the ability to model changes in complex dislocation core structures under the application of 
external stress. One useful direction of future research would be the development of methods to 
better compare the output of these two approaches, perhaps by extracting local dislocation density 
profiles or mismatch functions from cluster based models. In principle this should be possible given 
a chosen glide plane (or a set of glide planes if the comparison is with the PNG approach), but the 
necessary algorithm is not easy to implement. An alternative method is to decorate a PN solution 
with an atomic structure and compare this with the output of a cluster calculation in the manner 
undertaken by Carrez et al. (2008), but the extension of this approach to the PNG model is not 
completely clear.  
There is also a third method that can be used to probe the properties of dislocation cores - the super-
cell or dipole approach. It is not obvious why this hasn’t been used to study dislocation in mantle 
minerals when super-cell approaches have become the dominant approach used by mineral physics 
for studies of point defects (e.g. Brodholt, 1997; Walker et al., 2007; Verma and Karki, 2009) and 
disordered phases (e.g. Mookherjee et al., 2008). One area where the dipole approach may prove 
useful is in studies of point-defect dislocation interactions. Understanding these interactions is 
essential to probe pipe-diffusion and dislocation climb and, usefully, the effect of dislocation - 
dislocation interactions should largely cancel for these processes. In many cases interatomic 
potentials are sufficient to probe the properties of point defects in mineral and will presumably also 
be sufficient to examine point-defect dislocation interactions. For example, in recent proof-of-
concept calculations examining the interaction between oxygen vacancies and edge dislocations in 
MgO (Walker et al., 2009). However, when chemical bonds are broken, formed, or modified by the 
introduction of the point defect, or where charge transfer occurs, a simple potential model can be 
insufficient. In these cases the most profitable approach may be to perform the point-defect 
dislocation study using fully periodic boundary conditions and the dipole method to take advantage 
of implementations of density functional theory.   
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Another area ripe for exploitation is the use of models of dislocation cores to model deformation by 
dislocation glide. To a certain extent this information is provided by the Peierls stress which is the 
maximum derivative of the Peierls potential and can be extracted from the PN model (Equations 14 
and 15). However, this is an upper bound on the resistance to simple dislocation glide in the 
absence of thermal fluctuations. At high temperature dislocation glide is expected to operate via the 
thermally activated nucleation of a pair of kinks. High temperatures increase the rate of kink 
formation while applied stress lowers the energy barrier to kink formation (Figure 16). Models exist 
that allow the temperature and stress dependence of kink nucleation to be found from the Peierls 
potential (e.g. Dorn and Rajnak, 1964; Seeger, 1981; Koizumi et al., 1993). Recent work on MgO 
by Carrez et al. (2009a; 2009b) has used the Peierls potential calculated using the PN model to 
parameterize a kink nucleation model based on balancing the kink energy with the elastic 
interaction between kink pairs and the work done by moving a dislocation segment (Koizumi et al., 
1993). While this approach shows promise, extension to more complex dislocation cores may be 
problematic. For example, it is not clear how to apply this sort of kink nucleation model for cases 
such as the [001] screw dislocation in forsterite where the barrier to dislocation motion is not the 
Peierls barrier but the energy change associated with modifying the structure of the dislocation core. 
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Tables 
 
Symbol Meaning 
x ; y ; z Cartesian coordinate system for crystal containing dislocation. z is aligned 
along the dislocation line. 
ux ; uy ; uz Components of the displacement field around a dislocation.  
b Burgers vector 
r Radius of crystal containing a dislocation 
r0 Radius of dislocation core / hole 
ν Poisson’s ratio 
µ Shear modulus  
K Anisotropic energy factor 
γ Generalised stacking fault energy 
a Crystal periodicity in direction of Burgers vector (in Peierls-Nabarro model)  
S(x) Mismatch function in Peierls-Nabarro model 
ρ(x) Local dislocation density in Peierls-Nabarro model 
W(u) Energy cost of moving dislocation in Peierls-Nabarro model 
 44 
Table 1: Selected list of symbols used in the text. The convention used thorough out this work is 
for the dislocation line to lies along the z Cartesian axis.  Screw dislocations then have a Burgers 
vector parallel to z and edge and mixed dislocations have a Burgers vector in the xz plane (y is 
perpendicular to the glide plane).  
 
 
 
 
 
Model Peierls energy 
(×10-3 eV/Å) 
Peierls stress 
(MPa) 
Cluster based rigid ion model  0.78 46 
Cluster based shell model  0.81 47 
Cluster based breathing shell model 1 1.40 76 
Cluster based breathing shell model 2 1.24 69 
Peierls-Nabarro model with DFT 0.13 20 
Table 2: Peierls energy barrier height and Peierls stress for the 1/2  edge dislocation 
MgO calculated using cluster based (Woo and Puls, 1977b) and PN models (Carrez et al., 2009a). 
The PN model is based on DFT calculations of the GSF energy while the cluster based models 
utilise different interatomic potential models. 
 
 
Cubic Orthorhombic SrTiO3 
(GPa) 
CaSiO3 
(GPa) 
CaTiO3 
(GPa) 
MgSiO3 
(GPa) 
 45 
   0.7 1.9 6 33.6 
     2 34.3 
     8.7 33,9 
   9.9 6.7 16.6 44.1 
     11 23.6 
   0.9 1.4 8 22.6 
     9 39.2 
   
0.006 0.02 5.5 15.5 
     5.8 8.3 
 
Table 3: Peierls stresses for screw dislocation in perovskite structured minerals.  
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Figures 
 
Figure 1: Conceptual model of the introduction of an edge dislocation into an elastic body. An 
undeformed elastic body (a) is modified by the introduction of a cut from the edge of the body to 
the centre (b) and the two sides of the cut are displaced (c) before being cemented together and the 
body allowed to reach elastic equilibrium. For an isotropic elastic body the resulting displacement 
between any point in the undeformed and deformed elastic body is given by Equation 2. Note that 
the necessary hole along the termination of the cut in the centre of the body is not shown. 
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Figure 2: Geometry of an edge dislocation in a square lattice. The magnitude of the dislocation is 
described by the Burgers vector, the vector which closes a loop threading the dislocation core that 
would be closed in a perfect crystal. The locus of points around which the loop is not closed defined 
the dislocation line (extending perpendicular to the page in this example). The relationship between 
the Burgers vector and the vector describing the dislocation line determined the character of the 
dislocation (in this case they are perpendicular and the dislocation has an edge character, if they are 
parallel the dislocation has a screw character, mixed dislocations are also possible). In the shaded 
central region of the figure there is no direct mapping between the structure of the dislocation and 
that of a perfect reference crystal, the shaded region described as ‘bad’ crystal and contains the 
dislocation core.   
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Figure 3: Basic simulation geometry used for 1D cluster type simulation of dislocations. A central 
simulation cell and two adjacent periodic images are shown in solid and broken lines, respectively.  
During the geometry optimisation, atoms close to the dislocation core (in the volume marked R1) 
are free to move to minimise the energy of the system while an outer sheath of atoms (in the volume 
marked R2) are either fixed at locations predicted from linear elasticity for a hollow core Volterra 
dislocation (fixed boundary conditions), or updated according to an iterative update that responds to  
elastically to forces generated by the core (flexible boundary conditions). Two radii, r1 and r2, and a 
periodicity along the dislocation line, h, define the size of the simulation cell. 
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Figure 4: Linear elastic displacement field around screw dislocations in isotropic and simple 
anisotropic crystals. (a) For an isotropic crystal, or when the dislocation line lies along a four-fold 
rotation axis, the displacement increases smoothly with the angle around the dislocation line. (b) 
For an orthorhombic anisotropic crystal the pitch of the screw dislocation varies with angle around 
the dislocation line. The difference is highlighted by the red arcs which represent 1/4 of the total 
displacement around the dislocation and show the effect of the soft elastic constant in the 
orthorhombic case.  
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Figure 5: Linear elastic displacement field around a screw dislocation in a fully anisotropic 
(triclinic) crystal. Unlike the case shown in Figure 4, the displacement field has components in all 
three directions.  
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Figure 6: Energy extracted from an atomistic simulation of a dislocation, the data is from a model 
of the [100] screw dislocation in wadsleyite reported by Walker (2010). (a) Shows the total energy 
stored in a cylinder inside the simulation cell as a function of cylinder radius. (b) Shows this data 
plotted on a logarithmic axis which highlights the functional dependence of the elastic energy on 
radius. (c) Shows the core contribution to the total energy as a function of cylinder radius, found by 
subtracting the elastic energy from the data shown in (a). For large radii this converges on the core 
energy. 
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Figure 7: Arrangement of dislocations for to allow fully periodic dipole modelling of dislocations. 
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Figure 8: Illustration of the Peierls-Nabarro model. The crystal is separated into two bodies 
described using linear elasticity as shown in (a). In each half crystal experiences an internal elastic   
force and an interaction force from the other half crystal. The forces acting on the plane of atoms 
labelled “B” (on the top of the lower half-crystal) are represented by the pairs of arrows in (a). At 
equilibrium these forces balance leading to a mismatch across the glide plane, shown as the smaller 
arrows in (b).     
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Figure 9: Solutions to the Peierls-Nabarro model for an elastically isotropic crystal with a 
sinusoidal restoring force (Equations 6 and 7) with three different values of Poisson’s ratio (blue: 
0.5, green 0.25, orange: 0.1). (a) The mismatch function. (b) The local dislocation density 
distribution.  
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Figure 10: Structure of the 1/2 <110>{1-10} edge dislocation in MgO extracted from the Peierls-
Nabarro modelling of (Carrez et al., 2009a) using Equation 16. 
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Figure 11: Structures of tausonite (SrTiO3), a cubic perovskite (a), orthorhombic MgSiO3 
perovskite (b) and MgSiO3 post-perovskite (c). In (a) and (b) the ‘A’ cation sites are shown as 
isolated spheres while the octahedral ‘B’ sites are shown as filled shapes. 
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Figure 12: Core structure of <110>{1 0} dislocation in SrTiO3 from Peierls-Nabarro modelling 
showing how the pair of partial dislocations joined by a stacking fault leads to edge sharing 
octahedra. 
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Figure 13: Core structure of [001](010) edge dislocation in MgSiO3 post perovskite from Peierls-
Nabarro modelling. The two partial dislocations lower the elastic energy of the dislocation (which 
has a large Burgers vector). This figure is reproduced from the original publication in Nature 
(Carrez et al., 2009a).  
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Figure 14: Outline of the construction of the Vítek representation for a screw dislocation. Two 
adjacent atoms in the un-dislocated crystal are at different positions relative to the incipient 
dislocation line (a). In introducing the dislocation the elastic displacement and atomistic 
reconstruction lead to different total displacements for the two atoms as they move from a location 
in the un-dislocated crystal to a new location in the dislocated crystal (b). The difference in the z 
component of the total displacements is calculated and represented as a vector plotted between the 
two atoms (c). Note that the axes are rotated in (c) compared to (a) and (b). 
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Figure 15: Vítek representation of the [001] screw dislocation in forsterite calculated using the 
Peierls-Nabarro (a) and cluster (b) models. The differential displacement is concentrated on a 
chosen (010) plane in (a) while it is distributed over several planes in (b). 
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Figure 16: Kink nucleation and thermally activated glide. In (a) the crystal periodicity leads to 
periodic energy barriers (the Peierls potential, Ep) resisting movement of the dislocation in the glide 
plane. With no applied stress the dislocation will lay along the low energy ‘valley’ in the Peierls 
potential. At zero K the application of stress (b) will move the dislocation out of the bottom of the 
valley. Plastic deformation is only possible if the stress is more than the Peierls stress, otherwise the 
dislocation will only be slightly displaced. At finite temperature (c), thermal fluctuations can help a 
portion of the dislocation line to overcome the Peierls potential barrier at stresses lower than the 
Peierls stress leading to a flow law that depends on both stress and temperature.   
