In this paper, we present a decentralized optimal control framework for connected and automated vehicles (CAVs) crossing two interconnected intersections. We develop a hierarchical optimization framework that consists of an upper-level and a low-level problems. In the upper-level, we formulate a scheduling problem the solution of which designates the optimal time of each CAV to cross the intersections. The outcome of the upper-level scheduling problem becomes the input of the low-level problem. In particular, in the low-level, we formulate an optimal control problem the solution of which yields the optimal control input (acceleration/deceleration) of each CAV to exit the intersections at the time specified in the upper-level scheduling problem. We demonstrate the effectiveness of the proposed framework through simulation.
Introduction

Motivation
Due to the increasing population and travel demand, traffic congestion has become a significant concern in big metropolitan areas. By 2050, it is expected that 66% of the population will reside in urban areas; by 2030, there would be 41 Mega-cities (with more than 10M people or more); see Cassandras (2017) . Schrank et al. (2015) reported that in 2014, traffic congestion in urban areas in the US caused drivers to spend 6.9 billion additional hours on the road, burning 3.1 billion extra gallons of fuel. Traffic accidents have also increased dramatically over the last decades. In 2015, 35,092 people died on US roadways. However, 94% of serious motor vehicle crashes are due to human error; see Singh (2015) .
Related Work
One of the promising ways to mitigate congestion is the integration of information and communication technologies with cities. Using connected and automated vehicles This research was supported in part by ARPAE's NEXTCAR program under the award number DE-AR0000796 and by the Delaware Energy Institute (DEI).
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(CAVs) is one of the intriguing ways towards transitioning to smart cities; see Klein and Ben-Elia (2016) and Melo et al. (2017) . CAVs have been used to improve both safety and efficiency of the transportation network using two approaches. The first approach, which gained momentum in the 1980s and 1990s, uses CAVs to reduce vehicle gaps and form high-density platoons to cut congestion; see Shladover et al. (1991) and Rajamani et al. (2000) . The second approach smooths the traffic flow to eliminate stop-and-go driving through optimal coordination through traffic bottlenecks; see Stern et al. (2018) . Other efforts have been reported in the literature using deep reinforcement learning for training CAVs to achieve smoother traffic flow in different scenarios; see Sugiyama et al. (2008) , and .
Several research efforts have been reported in the literature proposing coordination of CAVs. Most studies have focused on traffic bottlenecks such as merging roadways, urban intersections, and speed reduction zones; see Lioris et al. (2017) . In earlier work, a decentralized optimal control framework was established for coordinating online CAVs in different transportation scenarios, e.g., merging roadways, urban intersections, speed reduction zones, and roundabouts. The analytical solution without considering state and control constraints, was presented in Rios-Torres et al. (2015) , Rios-Torres and Malikopoulos (2017) , and Ntousakis et al. (2016) for coordinating online CAVs at highway on-ramps, in Mahbub et al. at two adjacent intersections, and in Zhao et al. (2018) at roundabouts. The solution of the unconstrained problem was also validated experimentally at University of Delaware's Scaled Smart City using 10 CAV robotic cars in Stager et al. (2018) for a merging roadway scenario and in at a corridor. The solution of the optimal control problem considering state and control constraints was presented in at an urban intersection without considering rear-end collision avoidance constraint. The conditions under which the rear-end collision avoidance constraint never becomes active were discussed in . Rios-Torres and Malikopoulos (2016) did a thorough literature review on the different methods of CAVs in their paper and discussed different remaining challenges and potential paths for future research.
Other research efforts have used scheduling theory for tackling the crossing intersection problem; see Ahn et al. (2014 ), De Campos et al. (2015 , Colombo and Del Vecchio (2015) , Ahn and Del Vecchio (2016) and Fayazi and Vahidi (2018) . Colombo and Del Vecchio (2015) proposed a least restrictive supervisor for intersection with collision avoidance constraints. Ahn et al. (2014) designed a supervisory controller by imposing a hard constraint on safety and studied its behavior in the presence of manual-driven cars. In a sequel paper, Ahn and Del Vecchio (2016) introduced a supervisory controller for an intersection that overrides human-driven control input in case of a future accident. The authors used jobshop scheduling to solve the problem without considering the rear-end collision avoidance constraint. Fayazi and Vahidi (2018) considered a centralized intersection control server that constantly solves an optimization problem for the coming vehicles and passes the optimal arrival time reducing the stop at at the intersection and improving the safety.
Contribution of this paper
The contribution of this paper is the development of a hierarchical optimization framework to coordinate CAVs at two interconnected intersections. In the upper-level, we formulate a scheduling problem the solution of which designates the optimal time of each CAV to cross the intersections. In the low-level, we formulate an optimal control problem the solution of which yields the optimal control input (acceleration/deceleration) of each CAV to exit the intersections at the time specified in the upperlevel scheduling problem. In earlier work, we provided some preliminary results for the scheduling problem by considering constant speed at the merging zone; see .
Organizing this paper
The rest of the paper is structured as follows. In Section 2, we introduce the modeling framework and the formulation of both low-level and upper-level optimization problems, while in Section 3, we present the corresponding solutions. Finally, we provide simulation results in Section 4, and concluding remarks along with a discussion for a future research direction in Section 5.
Problem Formulation
We consider two interconnected intersections shown in Fig. 1 . A drone stores information about the geometric parameters of the intersections, the paths of the CAVs crossing the intersections, and schedules of CAVs. The intersections have a "control zone" (Fig. 1) inside of which the drone can communicate with the CAVs. The drone does not make any decision and it only acts as a "coordinator" among the CAVs. We define the area where lateral collisions may occur as a "merging zone" (Fig. 1 ).
Modeling Framework
Let N (t) ∈ N be the number of CAVs inside the control zone at time t ∈ R + and N (t) = {1, . . . , N (t)} be the queue that designates the order that each CAV enters the control zone. If two, or more, CAVs enter the control zone at the same time, the CAV with a shorter path receives lower position in the queue; however, if the length of their path is the same, then their position is chosen arbitrarily. We partition the roads around the intersections into n ∈ N zones that belong to the set M. Let I i denotes the path of each CAV. When CAV i ∈ N (t) enters the control zone, it creates a tuple of the zones I i := [m 1 , . . . , m n ], m n ∈ M, n ∈ N, that need to cross. Although the number n of partitions is arbitrary, choosing a big number increases the burden of computation for the scheduling problem, since CAV i ∈ N (t) needs to find its entry time to each zone. We consider each road connecting to the merging zone to be a single zone. We also partition each merging zone into four smaller zones ( Fig. 2 ). Without being restrictive in our analysis, the total number of zones in the intersections we consider here is n = 22.
Definition 1 For each CAV i ∈ N (t), we define a tuple C i,j of conflict zones with CAV j ∈ N (t), j < i,
where the symbol "∧" corresponds to the logical "AND."
In Definition 1, the condition j < i implies that CAV i only considers CAVs that are already within the control zone, i.e., their index in the queue is lower than i. Therefore, CAVs that are already inside the control zone do not need to address potential conflicts with a new CAV entering the control zone. For example in Fig. 2 , CAV#3 has the following conflict tuples with CAV#1 and #2 respectively: C 3,1 = [7] and C 3,2 = [4, 13, 7, 8, 19] .
Vehicle model and assumptions
We model the dynamic of each CAV i ∈ N (t) as a double integratorṗ
T , u i (t) be the state and control input of the CAV i at time t. Let t 0 i and t f i be the time that CAV i ∈ N (t) enters and exits the control zone, and
T be its initial state. For each CAV i ∈ N (t) control input and speed is bounded with the following constraints
where u i,min , u i,max are the minimum and maximum control inputs for each CAV i ∈ N (t) and v min , v max are the minimum and maximum speed limit respectively. For simplicity, we do not consider diversity among CAVs. Thus, to this end, we set u i,min = u min and u i,max = u max . The sets P i , V i and U i , i ∈ N (t), are complete and totally bounded subsets of R. To ensure the absence of rear-end collision between CAV i ∈ N (t) and the preceding CAV k ∈ N (t) in zone m ∈ I i ∧ m ∈ I k , we impose the following rear-end safety constraint
where δ i (t) is a predefined safe distance. The minimum safe distance δ i (t) is a function of speed
where γ i is the standstill distance, and ϕ is the reaction time.
Assumption 1 The path of each CAV is predefined, and all CAVs in the control zone have this information through the drone.
Assumption 2 There is no error or delay in any communication among the CAVs, and the CAVs to the drone.
Assumption 3 The speed at the boundaries of each zone is imposed and known.
Assumption 4 For CAV i ∈ N (t) the constraints (4) is not active at entrance of any zone m ∈ I i .
The first assumption ensures that when a new CAV enters the control zone, it accesses the memory of the drone and discerns the path of CAVs that are inside the control zone. The second assumption may be strong, but it is relatively straightforward to relax it, as long as the noise or delays are bounded. The third assumption is used to relax the constant speed assumption in the merging zone; see . We can relax this assumption by estimating the speed at boundaries in the upper-level control for future. The fourth assumption is imposed based on the fact that CAVs would not violate any of the speed limit inside and outside the control zone.
However, we can impose a feasibility enforcement zone, preceding the control zone, to ensure that the CAVs enter the control zone with the feasible speed; see Zhang et al. (2017) .
Upper-level Problem: Scheduling
The objective of each CAV inside the control zone is to derive an optimal control input (acceleration/deceleration), which minimizes its travel time and energy consumption. The drone does not make any decision and it only handles information among the CAVs. Each CAV derives its optimal control input in a two-level control framework. In the upper-level control, each CAV uses available information and solves the scheduling problem to compute the appropriate entry time to all zones along its path. Scheduling is a decisionmaking process that addresses the optimal allocation of resources to tasks over given time periods; see Pinedo (2016) . Thus, in what follows, we use scheduling theory to find the time that CAV i ∈ N (t) has to reach the zone m ∈ I i . Each zone m ∈ M represents a "resource," and CAVs crossing this zone are the "jobs" assigned to the resource.
Definition 3 The time that a CAV i ∈ N (t) enters each zone m ∈ I i is called "schedule" and is denoted by T m i ∈ R + . For CAV i ∈ N (t), we define a "schedule tuple,"
For example, the schedule tuple of CAV 1 in Fig. 2 is
For each zone m ∈ I i , i ∈ N (t), the schedule T m i ∈ R + is bounded by
where R m−1 i ∈ R + is the shortest feasible time that it takes for CAV i ∈ N (t) to travel through the zone (10)
Definition 4 For CAV i ∈ N (t) and j ∈ N (t), j < i the safety constraint at the entry of zone m ∈ C i,j , with the minimum time gap h ∈ Γ, can be restated as
where Γ is set of all feasible time which do not activate (6) at the entry of zone m.
Remark 1 Definition 4 relaxes the first-in-first-out (FIFO) entering policy to the conflict zone by restricting the absolute value of the difference between the two schedules.
Problem 1 For each CAV i ∈ N (t) with schedule tuple T i and minimum time gap h ∈ R + , the scheduling problem is formulated as follows
subject to : (9), (11).
In our decentralized scheduling framework, upon entering the control zone, the CAVs solve the scheduling problem sequentially, based on their order at N (t). Then, they share their schedule tuples with the drone. For example for CAV #3 with I 3 = [10, 3, 4, 13, 7, 8, 19] , 4, 13, 7, 8, 19] , we have the constraint (9) for each zone m ∈ I 3 as
and from the safety constraint (11) for m ∈ C 3,1 and m ∈ C 3,2 we have
where the schedule tuples of CAV #1 and #2 are accessible through the drone. CAV i ∈ N (t) needs to find the release time and the deadline of each zone m ∈ I i prior to solving the scheduling problem (12).
Problem 2 For each CAV i ∈ N (t) and each zone m ∈ I i , the release time R m i can be found by the following optimization problem
where t s,m i and t e,m i are the time that CAV i ∈ N (t) enters and exits the zone m ∈ I i respectively. For zone m ∈ I i , evaluating the objective function at the optimal u * i (t) results in the minimum time that CAV i can travel through zone m which is R m
By considering each CAV i to decelerate with u i (t) = u min and accelerate with u i (t) = u max , each CAV i ∈ N (t) can find the deadline D m i and release time R m i for each zone m ∈ I i . If the deadline cannot satisfy either the boundary conditions or the speed constraint, then it decelerates with u i (t) = u min to reach v i (t) = v min , cruises for some time, and then it accelerates with u i (t) = u max . For example, consider CAV #3. After computing R m 3 and D m 3 for all m ∈ I 3 , it solves the scheduling Problem 1, the solution of which yields the schedule tuple T 3 .
Low-level problem: Energy Minimization
After addressing the scheduling in the upper-level problem, in the low-level problem, each CAV derives its minimum control input (acceleration/deceleration) that minimizes the energy consumption; see Malikopoulos et al. (2008) . The problem is formulated as follows.
Problem 3 For each CAV i ∈ N (t) and each zone m ∈ I i , the energy minimization problem is
subject to: (2), (3), (4), (6),
where T m i and T m i are the entry and exit time of CAV i ∈ N (t) from zone m ∈ I i .
Solution of low-level and upper-level problems
In the previous section, we described the hierarchical optimization framework that consists of two upper-level and one low-level problems. Upon entering the control zone, each CAV is added to the queue N (t), and it solves the upper-level problems (Problems 1 and 2) the solutions of which designate the optimal entry time to each zone along its path. In the upper-level problems, each CAV first derives the release time and deadline (Problem 2) prior to solving the scheduling problem (Problem 1). The outcome of the upper-level scheduling problem becomes the input of the low-level problem (Problem 3). In particular, in the low-level Problem 3, each CAV derives its optimal control input (acceleration/deceleration) that minimizes energy consumption along its path travelling at the time specified in the upper-level Problem 1. To this end, to simplify notation, we use
Analytical solution of the release time and the deadline
For the analytical solution of the release time problem (Problem 2), we apply Hamiltonian analysis. For each CAV i ∈ N (t) the Hamiltonian function with the state and control constraints adjoined is
where λ p i and λ v i are costates, and µ T is a vector of a lagrange multipliers:
The Euler-Lagrange equations become: 
Proof. From (2) and Lemma 1, the intermediate states is found by solving the following system of equations
which yields (35) and (36). 2
Proof: The total time is found by integrating (2) for
Solving (39) for t c,m i and t e,m i , we have 
Proof: The control input of vehicle i ∈ N (t) in zone m ∈ I i consists of two arcs, decelerating with u i (t) = u min and accelerating with u i (t) = u max . Similarly to the Lemma 2, (44) and (43) are found. The total time for each arc is found by integrating (2) v
Solving (45) for t c,m i and t e,m i , we have
Substituting
, activates the state constraint v i (t) = v min , if the speed at the intermediate point derived by (43) is either imaginary, or violates the speed constraint (4).
State constraints are active
Next, We consider the cases where the speed constraints become active.
Theorem 1 In Problem 2, if there is no switching point of the control input, then none of the speed constraints become active.
Proof: We consider the two cases that there is no switching point i.e., Case 1: {u min }, Case 2: {u max }.
Hence, the minimum and maximum speed can only occur at t e,m i and t s,m i respectively, namely
and
However, from Assumption 4,
Case 2: Similarly to Case 1, we have
Corollary 1 For CAV i ∈ N (t) in zone m ∈ I i , the unconstrained solution of the release time problem (Problem 2) can not lead into activating the constrained arc v i (t) = v min .
Proof: From Theorem 1, we consider one switching point, Thus
min
From Assumption 4, state constraints are not active at the entry and exit of the zones, and the proof is complete. 2
One can check whether the unconstrained solution of CAV i leads to violation of the speed constraint v i (t) ≤ v max in zone m, by checking the speed at the interior point v c i found from (36). If the unconstrained solution violates the speed constraint v i (t) ≤ v max , then the solution exits the unconstrained arc at time τ 1 , and enters the constrained arc v i (t) = v max . Then the unconstrained arc is pieced together with the constrained arc v i (t) = v max , and we re-solve the problem with the two arcs pieced together. The two arcs yield a set of algebraic equations that are solved simultaneously using the boundary conditions and interior conditions between the arcs. From Assumption 4, the speed at the boundary of zones do not activate the speed constraint; therefore, the solution can not stay at the constrained arc v i (t) = v max and it must exit the constrained arc v i (t) = v max at time τ 2 . The unconstrained and constrained arcs are pieced together, and we re-solve the problem with the three arcs pieced together. 
where
Proof: See Appendix B.
Proposition 3 Let τ 1 and τ 2 be the time that CAV i ∈ N (t) travels in the constrained arc
T be the initial and final states of CAV i in zone m respectively. The deadline of CAV i for zone m is computed as follows
Proof: See Appendix C.
Solution of the scheduling problem (Problem 1)
In the scheduling problem (Problem 1), the safety constraint (11) is a disjunctive constraint that
In disjunctive constraints, only one constraint has to be satisfied. By introducing a binary variable B i ∈ {0, 1} and big number M ∈ R + , we rewrite the disjunctive constraints as two separate constraints as following:
After transforming the safety constraint to two separate constraints, we use a mixed-integer linear program to solve the scheduling problem. Upon entering the control zone, CAV i ∈ N (t) solves the scheduling problem, which results in schedule tuple T i .
Analytical solution of the energy minimization problem (Problem 3)
One approach to address the inequality constraints, which are a function of state variables, is adjoining the qth-order state variable inequality constraint to the Hamiltonian function. The qth-order state variable inequality constraint can be found by taking the successive total time derivative of constraint and substitute (2) forẋ, until we obtain an expression that is explicitly dependent on the control variable; see Bryson and Ho (1975) . For each CAV i ∈ N (t), with CAV k ∈ N (t) positioned immediately in front of it, the Hamiltonian is
(68) where λ p i and λ v i are costates, and µ T is a vector of a lagrange multipliers.
State and control constraints are not active
If the state and control constraints are not active, µ a i = µ b i = µ c i = µ d i = 0 and the solution; see , is
by substituting (69) in (2) we have
In the above equations a i , b i , c i , d i are constants of integration, which are found by substituting the initial and
Note that since (72) can be computed online, the controller may re-evaluate the four constants at any time t ∈ [T m i , T m i ] and update (69).
There are different cases that can happen and activate either the state or control constraints. Next, we consider the cases that CAV only travels on the constrained arcs except the rear-end safety (6).
CAV travels on different constrained arcs
Case 1: CAV i ∈ N (t) enters the constrained arc u i (t) = u max at T m i . Then, it moves to the constrained arc u i (t) = u min at τ 1 and stays on it until T m+1 i .
Theorem 3 Let T m i and T m+1 i be the schedules of CAV i ∈ N (t) for zones m, m+1 ∈ I i respectively, where zone m + 1 follows m. In zone m, the CAV i first travels in the constrained arc u i (t) = u max and then in the constrained arc u i (t) = u min , if the speed constraint does not become active in zone m and
Proof: Let CAV i ∈ N (t) enter and and exit the zone m ∈ I i at T m i and T m i respectively. Substituting (10) 
Thus, CAV i is traveling at earliest feasible time in zone m. Since the speed constraint is not active, the solution is equivalent to the solution of the release time problem (Problem 2) when the speed constraint is not active. 2
In the above case, the optimal control input is
Substituting (74) in (2), we have
where b i , c i , d i and e i are constants of integration, which are found by using initial conditions p i (T m i ), v i (T m i ) and final conditions p i (T m i ), v i (T m i ) of the CAV in zone m ∈ I i . The switching point τ 1 can be found from (40).
Case 2: CAV i enters the constrained arc u i (t) = u max at T m i , then it moves to the constrained arc v i (t) = v max at t = τ 1 . It exits the constrained arc v i (t) = v max at t = τ 2 , and it enters the constrained arc u i (t) = u min and stays on it until T m+1 i . Corollary 2 CAV i ∈ N (t) travels in zone m ∈ I i similarly to Case 2, if the speed constraint becomes active in zone m and (73) holds.
Proof: As in Theorem (3), the solution is equivalent to the solution of the release time problem (Problem 2) when the speed constraint is active. 2
Substituting (77) in (2), we have
where b i , c i , d i , e i and f i are constants of integration, and time τ 1 and τ 2 are times that we move from one arc to another arc, which are found by using initial and final conditions in zone m and continuity of states at τ 1 and τ 2 .
Case 3: CAV i ∈ N (t) enters the constrained arc u i (t) = u min at T m i . Then, it moves to the constrained arc u i (t) = u max at τ 1 and stays on it until T m+1 i .
Theorem 4 Let T m i and T m+1 i be the schedules of CAV i ∈ N (t) for zones m, m + 1 ∈ I i respectively, where zone m + 1 follows zone m. In zone m, the CAV i first travels in the constrained arc u i (t) = u min and then at the constrained arc u i (t) = u max , if the speed constraint does not become active in zone m and
Proof: Let CAV i ∈ N (t) enter and and exit the zone m ∈ I i at T m i and T m i respectively. substituting (10) 
Thus, CAV i is traveling at the latest feasible time in zone m. From Proposition (2), CAV i is decelerating with u min and accelerating with u max in zone m. 2
In the latter case, the optimal control input is
Substituting (82) in (2), we have
where b i , c i , d i and e i are integration constants, which can be computed by using initial and final conditions of CAV in zone m ∈ I i respectively. The switching point τ 1 can be found from (42).
Case 4: CAV i enters the constrained arc u i (t) = u min at T m i , then it moves to the constrained arc v i (t) = v min at t = τ 1 . It exits the constrained arc v i (t) = v min at t = τ 2 , and it enters the constrained arc u i (t) = u max and stays on it until T m+1 i . Corollary 3 CAV i ∈ N (t) travels in zone m ∈ I i as described at Case 4, if the speed constraint becomes active in zone m and (81) holds.
Proof: As in Theorem (4), CAV i is traveling at the latest feasible time in zone m. From Proposition (3), the proof is complete. 2
Substituting (85) in (2), we have
CAV travels on combination of constrained and unconstrained arc
Using (69), we first start with the unconstrained solution of Problem 3. If the solution violates any of the speed (4) or control (3) constraints, then the unconstrained arc is pieced together with the arc corresponding to the violated constraint at unknown time τ 1 , and we re-solve the problem with the two arcs pieced together. The two arcs yield a set of algebraic equations which are solved simultaneously using the boundary conditions and interior conditions at τ 1 . If the resulting solution violates another constraint, then the last two arcs are pieced together with the arc corresponding to the new violated constraint, and we re-solve the problem with the three arcs pieced together at unknown times τ 1 and τ 2 . The three arcs will yield a new set of algebraic equations that need to be solved simultaneously using the boundary conditions and interior conditions at τ 1 and τ 2 . The process is repeated until the solution does not violate any other constraints; see . 
CAV enters the safety constrained arc
Proof: See Appendix D.
Lemma 4 If the rear-end safety constraint becomes active for CAV i ∈ N (t) at τ 1 ∈ (T m i , T m i ), then it must exit the rear-end safety constrained arc at τ 2 ∈ [τ 1 , T m i ).
Proof: From Lemma 3, it follows that CAV i with a schedule T m i ∈ T i does not activate the rear-end safety constraint at the entry of zone m for all m ∈ I i . Since the exit time of zone m is T m i = T m+1 i , it does not activate the rear-end safety constraint at the exit of zone m. Thus, if CAV i activates the rear-end safety constraint at τ 1 , it must exit the constrained arc before it exits zone m. 2 3.3.4.1 Hamiltonian analysis when only rearend safety is active The Hamiltonian (68) when CAV i ∈ N (t) enters the rear-end safety constrained arc simplifies to the following.
From the Euler-Lagrange equations we havė
Since the rear-end safety constraint is active, taking the time derivative of (91) we havė
Considering u k (t) = a k t + b k and solving (95) for u i (t) yields
Using (96) and solving (92)-(94), we have the following results for λ v i , λ p i and µ s i
where e i , f i , C 1 , C 2 , C 3 and C 4 are constants of integration.
Theorem 5 Let CAV i ∈ N (t) and k ∈ N (t) travel in zone m and CAV k is immediately ahead of CAV i. Suppose the control input of CAV k is of the form u k (t) = a k t+b k . Then, CAV i does not stay on the rear-end safety constrained arc, and it only activates the rear-end safety constraint instantly, if a k = 0 and b k = 0.
Proof: See Appendix E.
3.3.4.2 Hamiltonian analysis when only rearend safety is active for an instant at τ 1 . We have to piece two following unconstrained arcs:
First arc:
Second arc:
Since we activate the rear-end safety constraint at t = τ 1 , we have an intermediate constraint. Thus, the tangency condition is N (x(τ 1 ), τ 1 ) = 0,
where N (x(t), t) is
We have the following jump conditions:
From the continuity of states of CAV i at τ 1 , we have
From the initial and final conditions we have
We have 10 unknowns for piecing the two unconstrained arcs, which are a i , b i , c i , d i , π i , τ 1 , g i , h i , m i , n i and 11 equations, i.e., (108)-(134). However, equation (113) does not give us a useful equation. These equation must be solved simultaneously for piecing two arcs together. If this problem does not have a feasible solution, we must have activated the rear-end safety constraint more than once. However, CAV must still leave the rear-end safety constrained arc immediately after activating it, based on the Theorem 5
Simulation results
To evaluate the effectiveness of the proposed framework, we investigate the coordination of 16 vehicles. We consider two symmetrical intersections, where the length of each road connecting to the intersections is 300 m, and the length of the merging zones are 30 m. The minimum time headway is 1 s. The maximum acceleration limit is set to 1 m/s 2 and the minimum deceleration limit is -1 m/s 2 . The CAVs enter the control zones from four different paths (Fig. 2) at random time with uniform distribution between 0 and 20 s. The desired speed at the boundary is set 20 m/s. Standstill distance and reaction time are set to 5 m and 0.2 s. Upon arriving in the control zone, each CAV solves the upper-level scheduling problem the solution of which designates the optimal time of entry to each zone minimizing the CAV's total travel time.
We present the resulting schedule tuple of each CAV in Table 1 . It can be seen from Table 1 that the framework does not limit only one CAV in the merging zones. For example, CAV #2 enters zone 4 at 14.06 s and exit the merging zone at 14.8 s. CAV #3 enters the merging zone at 14.3 s, while CAV #2 is already in the merging zone. Furthermore, CAV #3 enters the zone 4 at 15.06 s and activates the safety constraint (11) at the entry of zone 4 with CAV #2. Moreover, the relative position of CAV #2 and CAV #3 is shown in Fig. 3 for zones which rearend collision may occur.
The upper-level control provides (11). For instance, CAV #13 and #2 enter the control zone at 13.27 s and 2.05 s respectively. However, CAV #13 enters the zone 7 earlier than CAV #2, CAV #2 should enter the zone 7 earlier than CAV #13, since it arrives earlier to the control zone.
The control input of CAV #15 for its first two zones is shown in Fig. 4 . According to Theorem 4, CAV #15 follows u min and then u max trajectory in zone 3. It is shown that the unconstrained trajectory for the zone 10, (shown in black) violates the u min in t ∈ [T 10 15 , T 3 15 ], thus we pieced unconstrained and corresponding constrained arcs for zone 10, and the resulting trajectory is shown in Fig. 4 (in red) .
The control input of CAV #13 for its first zone is shown in Fig. 5 . CAV #13 violates the u min in t ∈ [T 22 13 , T 5 13 ] (shown in black). We piece unconstrained arc and corresponding constrained arc for zone 22, and the resulting trajectory is shown in Fig. 5 (in red) . As it can be seen, the resulting trajectory violates the u max at the beginning. Thus, we piece constrained arc, u max , the unconstrained arc, and the constrained arc, u min , together. The final trajectory is shown in Fig. 5 (in blue) , which does not violate any of the constraints.
The speed for the CAV #13 − #16 is shown in Fig. 6 . The relative positions for the CAVs travelling in zone 13 is shown in Fig. 7 . In this paper, we proposed a decentralized optimal control framework for CAVs for two interconnected intersections. We established a hierarchical optimal control framework for the coordination of CAVs that consists of two upper-level and on low-level problems. In the upperlevel problem, we formulated a scheduling problem that each CAV solves upon entering the control zone. The outcome of the upper-level problem becomes the input of the low-level problem, which is the tuple of proper entry time for each zone to avoid the lateral collision and minimizes the CAV's travel time. In the low-level control, we formulated an optimal control problem the solution of which yields the optimal control input (acceleration/deceleration) minimizes the transient engine operation. We derived an analytical solution for each zone that can be implemented in real time. Finally, we demonstrated the effectiveness of the proposed framework through simulation.
There are three potential directions for future research: First, to address uncertainty in data communication and control process in the low-level problem. Second, to investigate the effects of the noise and errors in the upperlevel problems. Third, to explore efficient ways of computing the transition time between different arcs, since solving a constrained problem leads to a system of nonlinear equations that might be hard to solve in real time.
Appendix A Proof of Lemma 1
If the state constraints for the release time problem (Problem 2) are not active, then µ c j = µ d j = 0. Solving (33) and (34) simultaneously yields λ p i (t) = a i and λ v i (t) = −a i t + b i , where a i , b i are the constants of inte-gration. Hence
It follows immediately from the linearity of λ v i (t) that its sign can change at most once. For the second statement, we use the fact that we can have at most one switching point. There are four cases that we should consider: 
This case is feasible.
Case 3: We have u max then u min , this implies the following:
whereλ v i (t) = −λ p i (t) = −a i > 0. Evaluating the Hamiltonian along the optimal control at time t c,m i yields 
The Hamiltonian (28) must be constant along the optimal solution, since it is not an explicit function of time 
and v i (t e i ) = v e i . CAV i cruises with u i (t) = u max , and then it enters the constrained arc v i (t) = v max at time τ 1 . It stays at the constrained arc with u i (t) = 0 until time τ 2 . After exiting the constrained arc, it decelerates with u i (t) = u min . Substituting optimal control input in (2) results to the following optimal state equations.
The states of CAV are continuous at τ 1 and τ 2 , thus
From (131)-(134) and the boundary conditions, piecing the unconstrained and constrained arcs together, we have
Solving the system of equations above results to (56). 2
Appendix C Proof of Proposition 3
Let CAV i ∈ N (t) enter and exit the zone m ∈ I i at t s i and t e i respectively. From the boundary conditions, we
i . CAV i decelerates with u i (t) = u min then it enters the constrained arc v i (t) = v min at time τ 1 . It stays at constrained arc with u i (t) = 0 until the τ 2 . After exiting the constrained arc, it cruises with u i (t) = u max . Substituting optimal control input in (2) results to the following optimal state equations.
From (144)-(147) and the boundary conditions, piecing the unconstrained and constrained arcs together, we have
Solving the system of equations above results to (59). 2
Appendix D Proof of Lemma 3
Let CAV i ∈ N (t) and k ∈ N (t) enter the zone m at T m i and T m k respectively, and CAV k is located in front of CAV i. Since CAV i and k are in the same lane and CAV k is in front, (11) simplifies to T m i ≥ T m k + h. For CAV k we have
Evaluating the (6) at time T m i yields 
holds, then (157) also holds, and the rear-end safety constraint never becomes active at t = T m i .
The LHS of (160) corresponds to the distance that CAV k travelled after h seconds from its entry in the zone m, denoted by ∆ m k (h, u i (t)). Thus, argmin ui(t) ∆ m k (h, u i (t)) = u min .
Substituting (161) and t = h into (2), we have
If (162) is greater than γ i +ϕv i (T m i ), it yields (160), and the proof is complete.
Appendix E Proof of Theorem 5 CAV i ∈ N (t) enters the constrained arc at t = τ 1 from unconstrained energy-optimal arc and exit the constrained arc at t = τ 2 to the unconstrained arc again. We have to piece together the following arcs:
Second arc: For t ∈ [τ + 1 , τ − 2 ]
Equations (96), (100) and (101) form the second arc in which the rear-end safety constraint is active.
Third arc:
At the entry to the constraint arc, we have the following tangency and jump conditions N (x(t), t) = p i (t) − p k (t) + ϕv i (t) + γ i = 0, (169)
The π i is the constant of lagrange multiplier where determined to satisfy the condition (169), which is found from :
At the exit point of the constrained arc we have
Continuity of states of CAV i at τ 1 and τ 2 yield following equations:
The initial and final conditions yield the following equations:
Since the Hamiltonian does not depend explicitly on time, the Hamiltonian is constant along the optimal trajectory. Therefore, substituting (96), (97) and (99) into the Hamiltonian of the second arc (90) yields the following:
on the rear-end safety constrained arc, we have S (1) (x i (t), u i (t)) = 0.
For having (191) to be time-invariant, we have the following:
∂H i ∂t = 0.
Taking partial derivative of (191) and setting it to zero gives the following equation:
If the a k = 0 and b k = 0 for the CAV k, the following equations must hold to satisfy (193)
C 3 = C 1 = 0, (195) C 2 = a k .
(196) From equation (175), we get g i = a k and from equation (176), we get h i = −a k ϕ + b k . Substituting g i and h i into the (166) yields the u i (t) = a k t + b k − a k ϕ. Using equation (177), gives the m i = e i . Using (181), we get n i = f i . From the above conditions, it can be concluded that second and third arcs are exactly the same, and CAV i stays in the constrained arc until T m i , which contradicts the Lemma (4). Therefore, CAV i enters the constrained arc, and leaves it immediately.
