ABSTRACT Vehicle detection and identification techniques have been widely applied in traffic scene to acquire traffic information depending on various sensors, such as video camera, induction loop, and magnetic sensor. The quantity and category of vehicles are the key components of the intelligent transportation systems as they provide original data for further analysis. Compared with the inductive loop and video camera, magnetic sensor can measure magnetic field distortion caused by the movement of vehicles. The precise amount and category of a vehicle can be obtained through reasonable data analysis. A novel vehicle detection algorithm is proposed based on the short-term variance sequence transformed from raw magnetic signal. The parking-sensitive module is introduced to enhance the robustness and adaptability of a detection method. With abundant signal data, 42-D features are extracted from every vehicle signal comprising statistical features of whole waveform and short-term features of fragment signal. The Gradient Tree Boosting algorithm is employed to identify four vehicle categories. The effectiveness of the proposed approach is validated by the data collected at a freeway exit of Beijing. According to the experiential results based on 4507 vehicles, the vehicle detection algorithm proves to have 99.8% accurate rate and can be highly practical in site traffic environment. The 80.5% accuracy rate on vehicle identification approves the effectiveness of the proposed features on recognizing vehicles.
I. INTRODUCTION
With the rapid development of technology, researches on active traffic surveillance have attracted much attention, aiming to monitor and analyze traffic flow. Currently, traffic congestion, violations and accidents bring great challenges on traffic management in many regions of the world [1] . Some of the challenges may be alleviated by applying specific transport regulations or building new roads infrastructures. Nevertheless, these methods have some limitation to balance strict traffic demand and land cost. An alternative strategy is to use advanced technologies and facilities to improve the safety and efficiency of traffic [2] . Intelligent solutions are prevalent due to the constantly decreasing price of sensors and the stronger ability of providing traffic information, such as traffic flow, violations case and other parameters [3] , [23] .
Intelligent Transport Systems (ITSs) have benefited from the development of sensor, communication and computer technologies [2] , [4] . With the trend of intellectualization, more and more devices, such as magnetic field detector [3] - [5] , inductive loop detectors [6] , [7] and video camera detectors [8] , are used in traffic information acquisition. Induction loop and video camera are widely employed on roads, and many researches concentrate on vehicle detection and identification methods based on them [6] - [10] . However, many shortcomings of these two devices is emerging when applied in the complex traffic scene. In general, the main drawbacks of inductive loops include high maintenance fees, difficult installation process and the damage on road surface [11] . Systems based on vision are sensitive to weather condition, vehicle occlusion, image resolution and pose variation [1] . Furthermore, vehicle detection and identification through video camera require vast storage space and computing capability. In contrast, the magnetic sensors are less expensive, more robust in capricious weather conditions, more energy-efficient with wireless transmission and easier to install or maintain [12] , showing obvious advantages over other equipment.
Much work has been done focusing on acquiring traffic information efficiently and accurately by magnetic sensor. The primary task is to detect the passing vehicles from the collected magnetic signal. In [13] , researchers introduced a traffic surveillance scheme with magnetic sensors network and proposed the adaptive threshold detection algorithm (ATDA) for vehicle counts. ATDA is a stable method to overcome the drift problem caused by temperature or light. Many of the subsequent detection algorithms [5] , [14] are mostly derived from it because of the success of detection state machine. The double window vehicle detection algorithm (DWVDA), an improved algorithm, was proposed in [12] , which achieves low error in jam flow conditions solving the ''tailgating effect''. However, there are so many threshold parameters bringing down the generalization of this algorithm. In [14] , a fixed threshold state machine algorithm based on variance weighted signal was proposed to detect vehicles within a single lane. In the low-speed traffic jam environment, the accuracy is over 99% based on around 100 samples. But the variance of the signal value is calculated at every sampling point, making great computation surge.
On the other hand, in the study of vehicle identification, most of the methods are derived from pattern recognition. Extracted vehicle features constitute the input of neural network, support vector machine or other classifiers, and the trained model is used to predict the type of samples. For example, authors designed ''Average-Bar'' and ''Hill-Pattern'' to represent the vehicle signatures with a fixed vector size in [13] . Only X-axis and Y-axis signals were analyzed in the feature extraction process in [14] , and the classification accuracy is over 90%. As for classifier, researchers obtained high recognition rate over 90% using neural networks in [15] . Another alternative identification method of vehicle identification is to utilize a hierarchical discriminant tree [14] , [4] , which is a decision tree with thresholds set by hand on leaves.
Magnetic sensor has also been proved to be effective when working with other sensors or as a node in sensor network. Researchers construct a wireless system for automatic vehicle classification with accelerometer detecting vehicle axles and magnetic sensor estimating vehicle arrivals, departures and speed [16] . Sifuentes et al. [17] presented a vehicle detector which includes a magnetic and an optical sensors as sensor node in wireless sensor network (WSN). The low-power optical sensor can detect the shadow cast by car, so it was used to wake-up the magnetic sensor. In [13] , researchers also performed sufficient experiment on vehicle features and classifiers for vehicle classification by WSN. However, some scenes are impractical for the large-scale sensor network, such as parking lot space monitoring, automatic gate opening [13] , and this is due to the high deployment and maintenance costs.
We consider that except for multi-sensors fusion or WSN technique, a single magnetic sensor can also achieve excellent results in vehicle detection and identification. In this study, an Anisotropic Magneto resistive (AMR) sensor is deployed at a freeway exit, which gets less attention to research. In this traffic scene, the speed of vehicle is low and most of the vehicles are at start stage or parking on the road. It is notable that Zhang et al. [18] proposed an algorithm for parking detection based on the AMR sensors. The discriminant analysis method is used to solve this binary classification problem, achieving over 98% accuracy. The way of detect parking is very instructive for vehicle detection.
This paper focuses on the investigation of a magnetic sensor to detect and identify vehicles. Firstly, we introduce the technique dividing magnetic signal into overlapping short fragments in the detection scheme, which is widely used in speech signal processing [19] . Moreover, a series of discriminant features are extracted for the gradient tree boosting algorithm. The proposed methods are validated using a sample set containing more than 4,500 vehicles.
II. METHODOLOGY
This study is divided into two parts: vehicle detection and vehicle identification. Fig. 1 shows the relationship and the algorithm framework. Robust vehicle detection technique is the base for subsequent vehicle identification part, providing reliable vehicle signals. First, the raw magnetic data is split into overlapping frames named data frames (DF). Then, calculate the intra-frame variance to convert DF to the variance sequence (VS). The detection results will be obtained by applying the double window detection algorithm on it. For the robustness of detection method, it is improved by using the data frames to check whether the vehicle is parking on the sensor. Afterwards, vehicle features are firstly extracted in identification part before the model training and testing. The gradient tree boosting is the classifier to accomplish the identification task. 
A. VEHICLE DETECTION ALGORITHM
This research is based on AMR sensor, which can simultaneously measure the magnetic field for X, Y, and Z-axis.
1) SPLIT SIGNAL TO FRAMES
The signal of AMR sensor is a series of sampling data recording the magnetic intensity at different times around the sensor. Numerous vehicle detection algorithms are based on the smoothed signal, which has no significant difference from the raw signal except for the noise. The proposed approach is to convert the raw signal to another signal form which is constituted of the short-term variance of the raw signal.
Signal segmentation is a pre-processing method commonly used in speech processing, based on the short-term stability of speech signals. Simultaneously the short-term stability of magnetic signals was also observed. Therefore, the raw signal can be divided into short fragments and each signal fragment is called a frame. In detail, framing operation is achieved by using a movable fixed-width window sliding on raw signal with certain step. In order to achieve a smooth transition between frames, it is common for frames to overlap with each other by a small portion. As shown in Fig. 2 , there is a raw signal whose length is L, and the width of the sliding window is W, which is plotted as a red dotted rectangle in Fig. 2 . The raw signal data inside the sliding window constitutes a data frame, in other words, the width of a frame is W. Supposing the step size of sliding window is INC, there will be an overlap between the previous frame and the next whose length is OVE=W-INC. If there is not enough data to form a whole frame at final fragment, the last few data will be employed to fill it as shown in Fig. 2 . After magnetic signal has been split to frames, the variance sequence is obtained through calculating the variance of the data within every frame. Considering the proposed vehicle detection algorithm is based on VS, the transformation of VS position kk to original signal position i is defined as
Fig . 3 shows the magnetic intensity changes of Z-axis when vehicles passing the sensor and the corresponding variance sequence waveforms.
According to [13] , the signal noise is unavoidable on magnetic measurement. So a smoothing filter, which takes a running average of the signal, is adopted to remove the undesirable factor for the vehicle detection algorithm. To get a smoother signal, many studies adopt various techniques. A fast Fourier transform and a median filter are employed in [14] to eliminate background random noise and large impulse noise. As shown in Fig. 3 , the background random noise is eliminated by the conversion of the raw signal to the variance sequence. Furthermore, the variance sequence signal is clearly enhanced compared to the original magnetic signal when vehicle passing. At the same time, the variance is close to zero when there is no vehicle, which suppresses noise interference and solves the drift problem. These are very helpful characteristics for the accuracy of vehicle detection algorithm. The proposed signal processing and transform methods are not only simple, elegant, but also practical when applied in reality scene.
2) VARIANCE BASED DETECTION ALGORITHM
The double window detection algorithm is found to be valid based on the Z-axis magnetic signal in normal traffic conditions in [12] . Based on the variance sequence, it can also be used to find the position of vehicles' arrival and leaving due to the difference between vehicle variance signal and background. Named this new vehicle detection method variance based detection algorithm (VBDA). The main idea of this method is that only when the signal is large enough and last long enough, it will be determined as the vehicle arrival point. According to the same principle, the vehicle leave point is reached when the variance is small than a threshold for a while. Two windows, arrival detection window and leaving detection window, are used to check whether this criterion is met.
Here define two signal states in the detection: True and False. True state that represents current signal is derived from vehicle disturbance, and False state that indicates current signal is the background. For the given variance sequence and the signal states of previous point, the whole sequence states will be deduced by the signal states transition algorithm, which is shown as follows.
In algorithm 1, WD is a subset of VS whose element met the requirement of window constraint. The signal state set contains information about vehicles' passing through the VOLUME 6, 2018
Algorithm 1 Signal States Transition Algorithm
Input:
• VS: variance sequence • states: signal states set
: leaving detection window Output:
• states: updated signal states set 
where function f represents the signal transition algorithm and state is the state of the kth VS data. Due to the special nature of the variance sequence, there is slightly different from the raw signal when applying the double window detection algorithm. As the magnitude of variance signal is close to zero when there is no vehicle, the baseline is fixed to zero, which is adaptive updated in DWVDA. Fig. 4 shows the two windows located at arrival points and leaving points when applying the detection algorithm on variance sequence, as well as the results corresponding to original signal.
The signal states set imply the arrival and leaving points, and use equation (1) to convert them to the original signal position. It is noted that using the arrival and leaving points to intercept the vehicle waveform may result in the loss of some information. In this paper, the signal between the arrival and leaving points is extended forward and backward for three data frames length as the detected vehicle signal.
3) PARKING-SENSITIVE IMPROVEMENT DETECTION ALGORITHM
The variance based detection algorithm could complete the detection task if vehicles are in normal driving state. Unfortunately, vehicles on the road have a variety of status or under complex situations, which may cause detection failure. For example, vehicles may just be stopped above the sensor for a while. Only relying on variance sequence is difficult to distinguish this status, due to the tiny changes of magnetic signal.
A parking-sensitive improved detection algorithm (PSDA) is proposed to overcome this shortcoming. The magnetic intensity with a vehicle stopped is always different from the intensity of background signal because of the influence of metal material. Thus, introduce data frames into the detection algorithm to obtain a sliding background mean of data frames when there is no vehicle. We set 100 as the max data frames involved in the mean calculation. Then the sliding background mean is defined as:
where s is the number of frames in BG and BG is a data frames set which contains the last one hundred frames whose signal state is False, defined as:
To limit the size of the data frame set, the oldest data frame will be removed when a new frame established. Comparing the sliding background mean and current magnetic strength mean, we can determine whether the vehicle is stopped or it has passed the sensor
where pt is a parking threshold to measure vehicle state. The improved PSDA is shown in Fig. 5 . Only the vehicle variance sequence met the signal transition condition and the original 5250 VOLUME 6, 2018 signal satisfy the parking detection constraint, the vehicle state will be obtained eventually.
states(k) = True iff (k) and p(k) False otherwise
The proposed approach eliminates the need to constantly adjust the baseline to solve the drift problem. Furthermore, vehicle signal becomes more significant and easier to identify, which makes detection results not sensitive to the setting of the two windows threshold. The double window detection method can successfully detect the arrival and leaving points based on the variance sequence, and the proposed stopped perception module has made the algorithm more robust.
B. VEHICLE IDENTIFICATION ALGORITHM
To identify the type of a vehicle, some quantitative features have been proposed to reflect the characteristics of vehicle signals. Gradient tree boosting, a robust classification algorithm, is employed to accomplish the classification task. With reasonable features and extraordinary classifier, vehicle identification can be easily realized.
1) FEATURE EXTRACTION
Features play an important role in vehicle identification, which have strong correlation with the vehicle types and weak correlation between themselves. The same category of vehicle signal waveform may be different due to the impact of cargo, speed and other factors. Reliable features should reduce the influence of these factors on classifying vehicle. Based on these tenet, three types of signal features are extracted from Z-axis data to reflect the difference among vehicle types in this study
• Statistical features Statistical features are some statistical results of vehicle waveform data and waveform structure features reflecting the distribution of signal. According to the principle of magnetic disturbance, vehicle containing greater iron material will make sharper changes to signal when passing the sensor. Therefore, the statistical features are supposed to vary for different vehicle categories. Ten statistical features are listed in TABLE 1.
Specifically, the maximum is acquired from the average of ten largest signal value to mitigate the effect of abrupt value. The same principle is also applied to minimum. The illustration of parts of the statistical features is shown Fig. 6 Crossing mean counts feature is defined as the times of vehicle signal crossing the mean line, which is four in the illustrated example. Maximum position and minimum position describe the vehicle waveform distribution and structure. As shown in Fig. 6 L max and L min indicate the distances of the maximum point and the minimum point to the vehicle starting point. The maximum position and the minimum position are defined as
Energy features have high correlation with the amplitude of vehicle signal and vehicle size. To solve the problem that traditional energy value is too large, we take the natural logarithm as the final feature. On the other hand, in order to describe the energy features in multiple ways, the vehicle energy and average energy features are extracted from the vehicle signal, which are defined as,
• Short-term features Inspired by the previous framing operation, the vehicle signal is split to ten frames to obtain the short-term features, which ensure different vehicles have the same feature VOLUME 6, 2018 dimension. Specially, the moving step is equal to window width W , which means there is no overlap between adjacent frames. The short-term features whose dimension is 30 will be obtained through calculating the intra-frame mean (M 1 −M 10 ), variance (V 1 − V 10 ) and energy (E 1 −E 10 ), where the energy is calculated refer to equation (9) .
2) VEHICLE IDENTIFICATION ALGORITHM
Based on the vehicle data collected, the vehicles are divided into four categories:
• Class 1: sedan and SUV • Class 2: van and seven-seat • Class 3: light and medium trucks • Class 4: heavy truck and semi-trailer The gradient tree boosting algorithm is adopted to identify the vehicle types. Among the machine learning methods used in practice, gradient boosting is a typical one that shines used in many applications. This method belongs to the ensemble learning, that is, we can get a strong classifier by the combination of hundreds of weak classifiers. In this paper, a strong classifier called tree ensemble model is acquired, which is constituted by a set of classification and regression trees (CART) by training on the vehicle sample dataset. A The CART is a bit different from decision trees where the leaf only contains decision values. A real score is associated with each of the leaves in CART, giving us richer interpretations that goes beyond classification.
For a given data set with n samples and m features D={x i , y i } (x i ∈R m , y i ∈R), a tree ensemble model uses K additive functions to predict the output. as follows
where l is a differentiable convex loss function that measures the difference between the predictionŷ i and y i . The second term is the regularization term that penalizes the complexity of the model and avoids over-fitting on training dataset. A feasible train method is to use additive strategy: fix all the trees we have learned, and add one new tree for each iteration. In the process of generating a new tree, the structure score of the new tree is calculated to find the direction of minimizing the objective function. This is different from the traditional boosting method increasing the weight of the wrong classified samples. The Extreme Gradient Boosting (XGBoost) is an advanced implementation of gradient boosting algorithm [20] . It is developed with prudent consideration in terms of systems optimization and principles in machine learning, making it efficient and flexible for many tasks. In this study, XGBoost is employed to train a reliable classifier and predict the categories of vehicles.
III. EXPERIMENT AND RESULTS
To verify the effectiveness of the algorithm proposed, we deployed the magnetic sensor at the exit of a freeway toll station located at the southwest of Beijing. The sensor was placed in the middle of a lane to collect data. A video camera was used to record the actual traffic information as the ground truth. Most of the vehicles are in the state of starting and accelerating, making the speed various. Six vehicle datasets are collected at different time in the experiment.
A. VEHICLE DETECTION RESULTS
The parameters used on all the datasets are consistent for vehicle detection algorithm. The sampling frequency of the AMR sensor is 35Hz. The parameters for framing operation are set to INC= 7,W = 10, and the arrival and leaving detection windows are set to w1 (4 × 300) , w2 (7 × 300), respectively. The parking threshold pt is fixed to be 300.
It is considered that the comparison of detected vehicle number and ground truth cannot fully reflect the algorithm performance. Because the algorithm may cause false detection or missing detection, this will not be reflected on the overall number of detected vehicle. A false detection mistakes one vehicle's waveform for two or more vehicles, which increases the counting number. A missing detection mistakes two or more vehicles for one. The combination of a false detection and a missing detection may render a correct number of detected vehicles, but there exist errors. Therefore, these two types of errors should be considered in the check of results.
We test the performance of VBDA and PSDA on the six datasets, and the results are shown in TABLE 2. The output term denotes the number of vehicle detected by tested methods, and actual denotes the number of correctly detected vehicles.
The performance of the VBDA and PSDA is excellent with over 99% accuracy tested on 4507 vehicles. Under certain conditions, VBDA can achieve satisfactory results. The parking perception module of PSDA improves strength and adaptability of the original algorithm. There are 9 false detections in VBDA versus 1 in PSDA, and all of the corrected 8 vehicles have parked for a while through observing recorded video. The reason for the remaining one false detection of PSDA is that the vehicle is a semi-trailer with long length and low speed. Noting that our data is collected at the exit of a freeway, vehicles stopped for a short time are a small portion of all vehicles. Nevertheless, the experimental results still validate the effectiveness of the PSDA.
B. VEHICLE IDENTIFICATION RESULTS
There are 36 buses in the detection results and they are removed from the sample set due to their minority. The remaining 4462 vehicles' signals constitute the experimental sample set. Half of these vehicle samples form the training set to train the classifier and another half are used as the test set to verify the performance. Samples are normalized before input to the XGboost system. Given a feature q i , the normalized feature nq i is defined as,
where q imin and q imax are the minimum and maximum of the feature q i , respectively. The parameter of max depth of the tree in the training phase is set to 10, and the iteration term is set to 100. The identification results on the test sample set are listed in TABLE. 3   TABLE 3 . Vehicle identification results on the test sample set.
The 1797 vehicles are correctly identified and the overall accuracy rate on 2231 vehicle samples is 80.55%. The accuracy of the four categories is measured separately. The results of class 1 and class 4 are relatively more accurate and there are less samples misclassified. On the other hand, we also see that many samples of class 2 are mistaken for class 1. The main reason may lie in the similarity between these two types in size and other attributes, rather than the imbalance of sample distribution, because the tree method has good performance for this condition. We also study the features of the results. The measures are based on the number of times a feature is selected for splitting, weighted by the squared improvement to the model as a result of each split, and averaged over all trees [21] . 
IV. DISCUSSION A. ANALYSIS OF VEHICLE DETECTION PARAMETERS
Detection result is affected by the framing parameters W, INC and windows parameters w1 (t1×h1), w2 (t2×h2) in PSDA. In order to verify the robustness of the proposed algorithm, we changed one parameter with others fixed to test the performance of detection method. Fig. 8 shows the relationship between the number of detected vehicles and varying parameters. The step size INC is less sensitive to the detection results, which ranges from 1 to 10. The framing window width W ranges from seven to fourteen, because it must be larger than the step size, having little influence on detection results. The performance of t2 is similar to INC. When t1 changes between 1 to 6 it hardly makes a difference to the detection result. However, using a number larger than seven will results in markedly decreased of vehicle number. The detection window height h1 and h2 are in the range of 100 to 1000 with 100 intervals. They have small impacts on the results when they within a reasonable range. All the results demonstrate the robustness and adaptability of the proposed detection method. TABLE 4 shows identification accuracies of different algorithm, including BP neural network multi-class SVM [22] , Random Forests.
B. COMPARISON WITH OTHER CLASSIFICATION METHODS
A BP neural network with two hidden layers was employed as the classifier, achieving 75% accuracy. Kernel SVM usually obtains high performance in machine learning problems, due to its strong non-linear classification ability. Furthermore, an accuracy of over 78% was found in this task. Random forests and boosted trees are not different in terms of model, but the difference is training method. The XGBoost get higher accuracy than the random forests based on similar parameters.
V. CONCLUSION
In this paper, a novel vehicle detection algorithm is proposed based on a single magnetic sensor. The raw signal collected by the sensor is transformed into a significant form which is more suitable for the double window detection algorithm. The parking-sensitive improvement method is proposed to handle special case. The accuracy and robustness have been adequately validated. 42 vehicle signal features are extracted to classify the detected vehicles into four categories. We investigated various classification algorithms for vehicle identification and obtaind similar results. The gradient boosting algorithm is the best choice considering implementation speed and accuracy. It needs to collect more data in various traffic scenes for algorithm validation in future work. The vehicle identification method still requires intensive research to achieve high performance.
