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ABSTRACT
Due to recent advances in computational hardware and code accessibility, state-of-
the-art calculations are currently employed to investigate materials at the nanoscale
with varying levels of accuracy.
As such, this dissertation highlights a series of materials ranging from one-
dimensional wires, to reactive surfaces, to bulk crystals. Initial characterizations
for all considered materials are carried out using density functional theory where
additional approximations are utilized to obtain more complex quantities.
For Millon’s salt, first-principles calculations confirm a quasi-one-dimensional de-
scription where the metallic backbone influences electronic properties while hydrogen-
bonding between ligands results in structural stability. We show that valence band
dispersion can be controlled via strain or ligand substitution, pointing to tunable
hole-carrier possibilities. Optical properties are also addressed with respect to exper-
imental and theoretical findings.
Our focus then shifts to titanium dioxide, a popular and promising photocatalyst.
Specific nitrogen doping on the anatase (001) surface introduces intra gap states
vi
accessible for photoactivation in the visible. The additional presence of a fluorine
dopant or oxygen vacancy enhances the density of these particular states available
for transitions.
Titanium dioxide also has experimentally displayed involvement in carbon diox-
ide reduction mechanisms. From first-principles calculations, anatase (001) surfaces
containing an oxygen vacancy exhibit an increased potential for carbon dioxide to
undergo reduction due to an exposed titanium atom in comparison to the pristine
case. Other binding configurations on both types of surfaces suggest the existence of
alternative conversion pathways.
As a recently realized plasmonic material, titanium nitride proves advantageous
in relation to more traditional materials, e.g., gold or silver; one of the main factors
stems from its tunable permittivity. We investigate this aspect by theoretically in-
corporating defects into titanium nitride, which introduces a systematic approach to
control plasmonic activity over a broad frequency range.
Finally, lifetimes of hot-electrons, originating from plasmonic decay, for instance,
possess finite lifetimes in titanium nitride, as well as in another similar material,
that are described by electron-electron interactions through the electron self-energy.
Average lifetimes resemble those obtained with a free electron gas model while de-
tails of the band structure influence lifetime behavior. Calculations exploring factors
affecting these lifetimes are presented.
vii
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Chapter 1
Introduction
The last approximately forty years has seen a dramatic leap forward throughout the
disciplines of computer and computational science, and with it, a rapid advance in
hardware and algorithm development. Operating in parallel, formulation and imple-
mentation of quantum mechanical theories and approximations into modern software
(once relegated only to pen and paper) have led to the wide use of state-of-the-art
calculations to provide physical properties for a plethora of materials. Beyond just
supporting experiment, the truly predictive power of first-principles calculations has
gained wide acceptance and brought computational efforts to the forefront of physics,
chemistry, materials science, and engineering.
In Part I, the dissertation begins by providing a fundamental summary of theoret-
ical and experimental background relevant to the study of condensed-matter. Exact
quantum mechanical solutions for systems beyond the most basic are quite imprac-
tical due to the extreme complexity of the many-body wave function. Hence, we
first show in Sec. 2.1 that under certain conditions the system wave function can be
separated into its nuclear and electronic components[1]. Initial construction of the
electronic wave function is then approximated as a product of independent-particle
wave functions[2, 3], but later formulated in such a manner to preserve the physical
characteristics inherent to Fermions[4–6].
Formalisms proposed by Hohenberg-Kohn-Sham from Secs. 2.2 and 2.3 form the
foundation of density functional theory (DFT)[7, 8] and act as the basis for calcu-
2lations in this dissertation. Specifically, knowledge of the ground state electronic
density (a much more convenient quantity) proves sufficient to describe all ground
state properties of a many-body system as a result of a one-to-one correspondence
between density and potential. To realize the power of such a theory, determination
of the interacting ground state density can be achieved by projecting onto a non-
interacting density in the presence of an effective potential. This effective potential,
moreover, proves formally exact.
Meanwhile, the non-interacting electronic density follows from solutions to inde-
pendent-particle equations solved self-consistently[9]; accuracy depends on the ap-
proximation utilized to calculate the exchange-correlation energy functional (and
subsequent potential) required in this procedure. The exchange-correlation energy
contains all quantum mechanical effects, and if known exactly, leads in principle to
the true electronic density. Sec. 2.4 contains an examination of the exact functional
along with theoretical and practical descriptions of various approximations at increas-
ing levels of sophistication, e.g., local, semi-local, and hybrids.
DFT only applies in theory to ground states, therefore, observables correspond-
ing to charged excitations (see Sec. 3.1) like band gaps are ill-defined[10]. In con-
trast, the quasi-particle picture of many-body perturbation theory (MBPT)[11–13]
appropriately corresponds to such excitations. The self-energy within this new frame
possesses all non-local and energy-dependent effects which, in turn, links the non-
interacting and interacting one-particle Green’s function rendering electron addition
and removal energies. In practice, approximations to the self-energy is necessary
where the GW approximation[14, 15] provides varying levels of success[16, 17].
Additionally, discussion regarding optical excitations is given in Sec. 3.2 in the
context of time-dependent DFT (TDDFT)[18, 19]. In particular, all time-dependent
properties are accessible through knowledge of the time-dependent electronic density -
3the time-dependent extension to DFT. Assuming a weakly perturbing time-dependent
electric field, expansion of the density to first-order allows one to form the integral
equation which incorporates an exchange-correlation kernel. Approximations to this
complex kernel are addressed as well as successes and failures in relation to optical
spectra[20–22].
To conclude the background content, we introduce the concept of plasmons[23],
i.e., the quantized collective oscillation of conduction electrons. Chap. 4 starts by
characterizing plasmons in terms of models that incorporate the macroscopic dielec-
tric function for bulk metals while representing them in terms of the polarizability
volume for nanoparticles. Consequently, plasmon activation potentially leads to elec-
tric field enhancement among other effects, where size, shape, and ensemble character
influences plasmonic activity and resonance behavior. Furthermore, plasmon utility
in sensing, spectroscopy, photovoltaics, and photocatalysis is discussed for modern
applications[24–27].
Next, an in depth analysis of various materials utilizing first-principles calculations
is undertaken in Part II. To this end, we first examine Millon’s salt in Chap. 5
via experimental and theoretical methods in collaboration with the Doerrer lab at
Boston University. The anisotropic character of these materials resembles other low-
dimensional semiconducting materials. Growth and refinement of synthesis, shape
control, and characterization of such materials has enabled usage in a myriad of
modern technological applications[28, 29].
Millon’s salt displays quasi-one-dimensional (Q1D) behavior mimicking those
characteristics previously realized for Magnus’ green salt (MGS)[30, 31] - a similar ma-
terial. Due to the Q1D nature, an isolated chain is investigated using first-principles
calculations, which predict this material to be a semiconductor with a dispersive va-
lence band that extends over the metallic backbone. Strain or ligand substitution
4also controls the degree of this dispersion, and thus, it’s hole-carrier characteristics.
Optical properties are also calculated and results are used to provide qualitative in-
terpretations of experiments.
Further, photocatalytic activity of titanium dioxide (TiO2) is explored in terms
of both visible light absorption and carbon dioxide (CO2) surface reactivity. The
driving force behind such investigations stems from a need to discover or enhance the
viability of alternative energy sources besides traditional ones, e.g., fossil fuels. In ad-
dition, balancing out or even reducing atmospheric CO2 could ameliorate potentially
harmful environmental effects[32]. Performing both tasks efficiently with just TiO2
and sunlight would be a substantial coup[33–35].
TiO2 in any of its crystalline phases, however, unfortunately lacks absorption in
the visible range due to typical band gaps above ∼3.0 eV. So, Sec. 6.3 examines nitro-
gen or fluorine doping on the anatase (001) surface where nitrogen doping introduces
p states available for suitable transitions. We then attempt to unravel the fairly com-
plicated CO2 binding and activation process on anatase (001) surfaces in Sec. 6.4.
Our computational studies suggest that reduction of CO2 may be more viable near
surface oxygen vacancies through increased carbon-titanium interactions.
Even though doping of the anatase (001) surface shifts absorption into the visible
range, activation of TiO2 and subsequent CO2 reduction still persist as low likelyhood
events. As a result, plasmonic materials could be utilized to enhance the oscillating
electric field originating from sunlight and assist in photocatalysis[26]. Most conven-
tional plasmonic materials such as noble metals like gold or silver suffer from draw-
backs that curtail wide usage across various platforms, temperatures, and absorption
wavelength ranges[36, 37]. Titanium nitride (TiN), on the other hand, alleviates many
problems observed with these traditional plasmonic metals and presents a novel, more
tunable alternative[37–39].
5Indeed, TiN has shown the ability to assist TiO2[40]; so, taking into account its
tunable permittivity produces potentially controllable plasmonic resonant behavior.
This aspect is further analyzed in Chap. 7 through the introduction of defects at
varying concentration in both bulk and surface samples. In the bulk, the position
of the plasmon resonance is affected by either non-metal or metal dopants that give
a qualitative expectation of experimentally targeted structures. We also track the
plasmon resonance position for the most favorable surface structures with respect to
specific dopants.
Instead of targeting electric field enhancement to promote photocatalytic reactiv-
ity, the final study (see Chap. 8) considers “hot-electrons” which can actually provide
charge carriers necessary for photocatalytic reactions[27]. Hot-electron generation and
transport has been observed in TiN-ZnO-TiN contacts[41] along with carrier transfer
into adsorbates[42]. To further understand hot-carrier decay processes, we focus on
hot-electron lifetimes in TiN and a related material through inelastic electron-electron
interactions. These interactions are subsequently acquired through first-principles
calculations of the electron self-energy (via the GW approximation)[43, 44].
We report on results obtained for TiN as well as for titanium carbide (TiC) (an-
other similar material) to determine certain effects on associated excited electron life-
times. Average calculated lifetime in TiN resembles the scaling from a free electron
gas (FEG) model while this is not observed for TiC. Furthermore, notable k-point
path dependence is observed in each material primarily as a consequence of specific
details of the electronic band structure at high symmetry k-points.
A summary, closing remarks and possible future research directions are presented
in Chap. 9.
Part I
Background Content
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Chapter 2
Density functional theory
Being the subject of the 1998 Nobel prize in chemistry[45], none aptly deserve the
title of “true work horse” in condensed-matter more than density functional theory
(DFT)[7, 8]. First, early methods and approximations of the many-body wave func-
tion are summarized, where we then address the Hohenberg-Kohn formalism along
with its extension to the Kohn-Sham scheme. Finally, specific exchange-correlation
functionals and computational applications are discussed.
2.1 Early approaches
For a many-body system composed of nuclei and electrons at positions R and r, re-
spectively, there are numerous interactions that complicate the calculation of various
properties leading to a critical problem in the field of condensed-matter. Solution
of the Schro¨dinger equation given by HˆTOTΨ˜ (r, R) = ETOTΨ˜(r, R) would in princi-
ple provide one with a complete description of all physical processes associated with
a many-body system, e.g., electronic, optical, mechanical, and magnetic properties,
etc. Exact quantum mechanical solutions are limited in practice, however, to systems
that consist only of a few atoms while calculations of larger systems are currently
infeasible; therefore, approximations must be made.
In this spirit, we decompose the system Hamiltonian HˆTOT into its individual
8nuclear N and electronic e contributions:
HˆTOT =
NN∑
I
Pˆ 2I
2MI
+
NN∑
I<J
ZIZJe
2
4piε0
∣∣∣RˆI − RˆJ ∣∣∣
+
Ne∑
i
pˆ2i
2mi
− ZIe
2
4piε0
∣∣∣rˆi − RˆI∣∣∣ +
Ne∑
i<j
e2
4piε0 |rˆi − rˆj|
= TˆN + VˆNN + Tˆe + VˆNe + Vˆee (2.1)
Here, HˆTOT is formed from the sum over NN nuclei with positions RˆI , momenta PˆI ,
masses MI , and charges ZI , and Ne electrons with positions rˆi, momenta pˆi, and
masses me. Moreover, the last line of Eq. 2.1 expresses the system Hamiltonian as a
sum of kinetic operators Tˆ for nuclei and electrons as well as potential operators Vˆ
for nucleus-nucleus NN, nucleus-electron Ne, and electron-electron ee interactions.
2.1.1 Born-Oppenheimer approximation
Our first approximation relies on the property that the motion of electrons is usually
much faster than that of nuclei due to the large difference in nuclear and electronic
masses. This mass difference, at least three orders of magnitude in fact, allows for
nuclear degrees of freedom to be decoupled from electronic motion. Therefore, it is
assumed that electrons instantaneously respond and adjust their quantum state to the
motion of nuclei. This simplification, known as the adiabatic, or Born-Oppenheimer
approximation[1], will be the underlying approximation throughout the dissertation.
As a result, The many-body wave function Ψ˜ (r, R) can be decomposed into its
nuclear φ (R) and electronic Ψ (r;R) components as Ψ˜ (r, R) ≈ φ (R) Ψ (r;R). The
electronic wave function is thus parametrically dependent on the particular nuclear
configuration R; wherein, the resulting electron energy Ee from Eq. 2.2a acts to
effectively stabilize the atomic lattice.
9[
Tˆe + VˆNe + Vˆee
]
Ψ (r) = EeΨ (r) (2.2a)[
TˆN + VˆNN + Ee
]
φ (R) = ETOTφ (R) (2.2b)
We make the assumption that for each value of R the corresponding Ee remains
the ground state solution, producing an interesting result. Namely, combining VNN
and Ee from Eq. 2.2b into an effective potential allows one to form a potential energy
surface (PES). Various properties of chemical reactions, e.g., binding, dissociation,
etc., can thus be predicted where the motion of the nuclei can now be evaluated via
a classical treatment.
Another valuable outcome of the adiabatic approximation comes from the obser-
vation that exciting electronic transitions usually requires much greater energy com-
pared to exciting nuclear motion. With this approximation, off-diagonal elements
of HˆTOT which account for electron-phonon interactions can be neglected; if needed,
these interactions could be calculated via a perturbative approach[46]. For semicon-
ductors, insulators, and molecules, this is fundamentally valid while for metals, it has
been a surprisingly successful approximation.
From now on, atomic units1 will be used throughout. Also, we here after disre-
gard superfluous indicies “e” and “R” when expressing electronic quantities (unless
ambiguity requires clarity) to reduce redundancy in our notation.
2.1.2 Wave function methods
Despite these simplifying approximations, description of the many-electron wave func-
tion still proves to be quite formidable even for the simplest of systems. Hence,
Hartree in 1927[2, 3] suggested to describe the N -particle electronic wave function
1 ~ = e2 = me = 4piε0 = 1
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Ψ as a product of N single-particle functions Φi where each satisfies its own single-
particle Schro¨dinger equation. The approximate wave function or “Hartree product”
(right side of Eq. 2.3) does not, however, formally satisfy the Pauli-exclusion principle
or account for the antisymmetric nature of Fermionic wave functions.
Ψ (r1, r2, . . . , rN) = Φ1 (r1) Φ2 (r2) . . .ΦN (rN) (2.3)
Fock[4, 5] and Slater[6] later fulfilled these Fermionic conditions by constructing
a single determinant from the N one-particle functions of the Hartree product. With
this approach, the so-called “Slater determinant” forms the approximate wave func-
tion and the single particle functions are regarded as the systems electronic orbitals.
Minimization of the total energy with respect to these orbitals in a variational pro-
cedure, beginning with a trial wave function, provides the basis of the Hartree-Fock
(HF) approach; we leave further pertinent comments to Ref. 47.
The Hartree-Fock Hamiltonian HˆΨHF reads
HˆΨHF =
[
TˆΨ + Vˆ ΨN + Vˆ
Ψ
H
]
δ (r − r′) + Vˆ ΨX (2.4)
which incorporates both local (terms associated with the δ-function) and non-local
operators. In particular, local terms consist of the kinetic energy TˆΨ, nuclear po-
tential2 Vˆ ΨN , and local Coulomb Vˆ
Ψ
H operators; while the Fock exchange operator Vˆ
Ψ
X
accounts for non-local exchange effects between electrons with parallel spin.
More specifically, the electron-electron interaction Vˆ ΨH arises from the classical
potential felt by electrons in the presence of a mean-field generated by all other system
electrons while exchange-correlation (XC) effects are neglected. Vˆ ΨH , in fact, acts as
a much simpler version when compared to the non-local Coulomb operator Vˆee from
2 nuclear potential, here and in future context, refers to the nucleus-electron potential introduced
earlier as VˆNe from Eqs. 2.1 and 2.2a
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Eq. 2.1 that it replaces. Addition of Vˆ ΨX to Hˆ
Ψ
HF incorporates these absent non-local
exchange interactions, which fortunately, negate the spurious self-interaction error
inherent to Vˆ ΨH . The inclusion of Vˆ
Ψ
X thus provides an advantage over conventional
Hartree theory where only local operators are considered.
Absence of correlation in HˆΨHF, on the other hand, leads to effects like band gap
overestimation, valence electron over localization, and ill-defined density of states
at the Fermi level for metals. Issues such as these, as well as others, have been
ameliorated by going beyond conventional Hartree-Fock theory by applying post-
Hartree-Fock approaches such as configuration interaction (CI)[48, 49], coupled clus-
ter (CC)[50, 51], and Møller-Plesset (MP) perturbation[52] theories. Even if they
provide attractive results, post-Hartree-Fock wave function methods can be quite
computationally expensive and currently remain fairly out of reach for extended
systems. For a more detailed description of the Hartree-Fock method and various
applications, the reader is directed to Ref. 53.
2.2 Hohenberg-Kohn formalism
The theorems presented by Hohenberg-Kohn (HK)[7] provide a rigorous foundation
to determine all properties of a many-particle system, and in fact, prove in principle to
be exact unlike its Hartree, Hartree-Fock (see Sec. 2.1.2), or Thomas-Fermi(-Dirac)3
predecessors.
3 Thomas-Fermi(-Dirac) theory[54–56], the original density functional and the precursor to DFT,
utilize convergence of the density n (r) to obtain the ground state energy. This scheme suffers from
numerous drawbacks and proves inaccurate for most systems. Its most critical failure resides in the
fact that atoms have ill-defined atomic shell structures and cannot form molecular bound states[57].
For brevity, we cease here but comprehensive summaries and precise derivations can be found in
additional resources[58–60].
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2.2.1 Theorems
(A) Knowledge of the ground state density n (r), for an inhomogeneous system of
interacting electrons in some external potential vext (r), allows one to determine
the ground state value of any physical observable. As seen in Eq. 2.5, the expec-
tation value of any operator Oˆ in the ground state
∣∣Ψ(0)〉, therefore, becomes a
functional of the density.
O [n] =
〈
Ψ(0)
∣∣ Oˆ ∣∣Ψ(0)〉 (2.5)
(B) There exists a universal functional of the density (being independent of the ex-
ternal potential) which, at its minimum, yields the ground state total energy E0
at the ground state density n - later defined in Eq. 2.17.
Forming the basis of DFT, theorems A and B fortunately allow one to recast the
many-body problem in terms of a function of 3 variables, i.e., the spatial dependence
of the electron density, rather than of 3N variables as in wave function methods.
Originally, the formalism was confined to non-degenerate v-representable4 densities.
Various generalizations to the theory, however, lifted these constraints to encom-
pass degenerate ground states[61], N-representable density functionals[62–64], spin-
polarization[65, 66], finite temperature ensembles[67, 68], non-local potentials[69],
relativistic systems[70, 71], etc.
To demonstrate the theorems, we closely follow the explanation given by Dreizler
and Gross[72] while we assume throughout a non-degenerate non-relativistic n (r) and
omit spin polarization.
4 v-representable refers to densities that can be derived from the ground state of some external
potential vext (r)
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2.2.2 Map formation
We first define the electronic Hamiltonian Hˆ as a sum of operators
Hˆ = Tˆ + Vˆ + Uˆ (2.6)
that describe electrons in motion with kinetic energy Tˆ in the presence of an external
potential Vˆ with Coulomb repulsion Uˆ explicitly given by
Tˆ =
N∑
i
−∇ (ri)2
2
(2.7)
Vˆ =
N∑
i
vext (ri) (2.8)
Uˆ = 1/2
N∑
i 6=j
1/ |ri − rj| (2.9)
In Eq. 2.8, vext (r) refers to an external potential with an explicit spatial-dependence
typically derived from “clamped” nuclei. However, this condition is not restrictive,
and in principle, could include any additional external electromagnetic potential.
Taking the expectation value of Hˆ, where the ground state
∣∣Ψ(0)〉 depends explic-
itly on the chosen Vˆ , leads to the same dependency for E0:
E0 [vext] =
〈
Ψ(0) [vext]
∣∣ Hˆ ∣∣Ψ(0) [vext]〉 (2.10)
Moreover, the density operator nˆ gives rise to n (r) in a similar manner via
n (r) =
〈
Ψ(0) [vext]
∣∣ nˆ ∣∣Ψ(0) [vext]〉 (2.11)
Thus, the maps C : vext (r) →
∣∣Ψ(0)〉 and D : ∣∣Ψ(0)〉 → n (r) follow from the
relationships extracted from Eqs. 2.10 and 2.11, respectively; whereby construction,
C and D are surjective. Accordingly, (C·D) or vext (r)→ n (r) formally exists.
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2.2.3 Proof of theorems
Theorem A - first step: Assume the potentials vext1 (r) and vext2 (r), while differing by
more than a constant5, lead to the same ground state
∣∣Ψ(0)〉 and subsequently n (r).
In addition, the Hamiltonian Hˆ1 (Hˆ2) is associated with its corresponding Vˆ1 (Vˆ2).
Hˆ1
∣∣Ψ(0)〉 = [Tˆ + Vˆ1 + Uˆ] ∣∣Ψ(0)〉 = E1 ∣∣Ψ(0)〉 (2.12a)
Hˆ2
∣∣Ψ(0)〉 = [Tˆ + Vˆ2 + Uˆ] ∣∣Ψ(0)〉 = E2 ∣∣Ψ(0)〉 (2.12b)
Using Eqs. 2.12a and 2.12b, we determine the expectation value of
[
Hˆ1 − Hˆ2
]
to be
〈
Ψ(0)
∣∣ [Hˆ1 − Hˆ2] ∣∣Ψ(0)〉 = 〈Ψ(0)∣∣ [Vˆ1 − Vˆ2] ∣∣Ψ(0)〉
=
∫
dr [vext1 (r)− vext2 (r)]n (r)
= E1 − E2 (2.13)
With this, E1 − E2 = const and thereby violates our initial assumption. This
contradictory result - shown in Eq. 2.13 - displays that two differing external potentials
cannot lead to the same ground state
∣∣Ψ(0)〉. Hence, ∣∣Ψ(0)〉 (if known) defines a unique
vext (r) which proves that the map C is injective.
Theorem A - second step: To illustrate the invertability of D, we utilize in kind
the method of reductio ad absurdum. suppose that two different ground states |Ψ1〉
(belonging to Hˆ1) and |Ψ2〉 (belonging to Hˆ2) with two different external potentials
Vˆ1 and Vˆ2, respectively, result in the same n (r). The expectation value of Hˆ1 with
its ground state |Ψ1〉 gives the ground state E1 while the same relationships could be
assigned to Hˆ2, |Ψ2〉, and E2. In addition, the expression Hˆ1 = Hˆ2 + Vˆ1 − Vˆ2 holds
5 vext1 (r) 6= vext2 (r) + const
15
true. We use the Rayleigh-Ritz minimal principle to show that
〈Ψ1| Hˆ1 |Ψ1〉 < 〈Ψ2| Hˆ1 |Ψ2〉
... < 〈Ψ2| Hˆ2 |Ψ2〉+ 〈Ψ2|
[
Vˆ1 − Vˆ2
]
|Ψ2〉
E1 < E2 +
∫
dr [v1ext (r)− v2ext (r)]n (r) (2.14)
E2 < E1 +
∫
dr [v2ext (r)− v1ext (r)]n (r) (2.15)
With a simple exchange of indecies “1” and “2”, Eq. 2.14 transforms similarly
into Eq. 2.15. Furthermore, combining these inequalities gives E1 + E2 < E1 + E2
which leads to a obviously spurious result. We thusly conclude that the same n (r)
cannot arise from two alternate ground states |Ψ1〉 and |Ψ2〉.
As a consequence, a distinct n (r) leads to a unique ground state
∣∣Ψ(0)〉, making the
map D also injective. In turn, these relations prove the existence of the inverse map
(C·D)-1 or n (r)→ vext (r) which justly validates the existence of a unique one-to-one
correspondence between n (r) and vext (r).
Theorem B: Since Eq. 2.5 has proven to be valid, we justly define the total
energy for a ground state
∣∣Ψ(0)〉 as a functional of n (r). In particular, this energy
functional Evext [n] is composed of “internal” interactions represented by the universal
Hohenberg-Kohn functional FHK [n] and “external” interactions between the electron
density and external field:
Evext [n] =
〈
Ψ(0)
∣∣ Hˆ ∣∣Ψ(0)〉
=
〈
Ψ(0)
∣∣ [Tˆ + Uˆ] ∣∣Ψ(0)〉+ ∫ dr vext (r)n (r)
= FHK [n] +
∫
dr vext (r)n (r) (2.16)
If n˜ (r) represents some density distribution, we then utilize the expression E0 =
Evext [n] < Evext [n˜] to find the ground state of the energy functional (E0). Namely, n˜
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is varied until Evext [n˜] assumes its global minimum at n expressed as
E0 = min
n˜→n
FHK [n˜] +
∫
dr vext (r) n˜ (r) (2.17)
For ordinary systems, , n (r) is positive definite and obeys the constraint of particle
conservation, i.e., N =
∫
dr n (r). Moreover, since FHK [n] remains independent of
vext (r), it has to be determined only once and when known can be applied to all
systems including atoms, molecules, and solids.
2.3 Kohn-Sham scheme
Even though the Hohenberg-Kohn theorems prove the existence of FHK [n], they do
not show its density dependence nor the means in which to construct it. To this
end, Kohn-Sham (KS)[8] provides a scheme that projects a system of interacting N -
electrons onto a reference system of N non-interacting electrons in the presence of a
fictitious effective potential vS (r) instead of the actual one. Without this monumental
breakthrough, the Hohenberg-Kohn formalism may have been unfortunately forgotten
and the power of DFT potentially unrealized.
Indeed, the ground state density n′ (r) arising from this new auxiliary system
of independent-particles recovers the exact ground state density n (r) of the fully
interacting many-electron system. With single-particle orbitals Φi (r), n
′ (r) reads
n′ (r) =
N∑
i
|Φ (r)|2 (2.18)
which only depends on contributions from N occupied orthonormal states. Hence,
acquisition of the non-interacting density provides a direct avenue (n′ (r) = n (r))
to determine all system ground state properties (seeSec. 2.2). For our discussion,
n′ (r) satisfies the same conditions as in the Hohenberg-Kohn demonstration6 found
6 non-interacting density n′ (r) is V-representable, non-degenerate, non-relativistic, spin unpo-
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in Sec. 2.2.
The Hamiltonian from Eq. 2.6, as a result of the Kohn-Sham anzats, is now
redefined with only local operators expressed by HˆS = TˆS + VˆS. Consequently, the
total energy functional ES [n
′] is given by the following:
ES [n
′] = TS [n′] +
∫
dr vS (r)n
′ (r) (2.19)
where the subscript “S” refers to an operator acting on or a energy obtained via a
single Slater determinant. In particular, TS [n
′] corresponds to the non-interacting
kinetic energy7 of the system electrons which reads
TS [n
′] =
N∑
i
∫
dr Φ∗i (r)
−∇2i
2
Φi (r) (2.20)
with the sum being over all occupied orbitals.
One may notice the simplicity of Eqs. 2.19 and 2.20 when compared to the total
energy obtained from interacting electrons seen in Eq. 2.2a or even Eq. 2.16. In
fact, determination of ES [n
′] is strikingly analogous to Hartree theory (see Sec. 2.1.2)
where each single-electron is experiencing a one-body potential. Although in this
case, however, vS (r) is formally exact in contrast to the total potential from Hartree
theory.
Delving deeper, this effective Kohn-Sham potential expands into a sum of three
terms:
vS (r) = vext (r) +
∫
dr′ n′ (r′) / |r − r′|+ vXC (r) (2.21)
In particular, vS (r) includes the real external potential vext (r) equivalent to the
same term seen in the Hohenberg-Kohn formalism. The Hartree potential - second
term shown in the right side of Eq. 2.21) - describes classical Coulombic repulsion
larized, and obeys particle conservation
7 non-interacting kinetic energy TS [n′] is not the “true” kinetic energy but of comparable mag-
nitude
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between non-interacting electrons denoted by vH (r). Lastly, vXC (r) or the exchange-
correlation potential now possesses all the many-body effects between Fermions in
our system.
ES [n
′] = TS [n′] +
∫
dr vext (r)n
′ (r) + EH [n′] + EXC [n′] (2.22)
Through the combination of Eqs. 2.19 and 2.21, ES [n
′] can be represented explicitly by
Eq. 2.22. Therefore, while going from left to right, we have the (i) kinetic energy that
a system with a particular density would possess in the absence of electron-electron
interactions as seen in Eq. 2.20, (ii) exact energy associated with interactions between
electrons in an external field, (iii) Hartree energy or equivalently 1/2
∫
dr vH (r)n
′ (r)
which is the classical Coulombic energy associated with a charge distribution, and
(iv) exchange-correlation energy for electrons.
In theory, EXC [n
′] fully accounts for the exchange-correlation effects not contained
within EH [n
′] and TS [n′]. Alternatively put, the XC energy defined as
EXC [n
′] = FHK [n]− TS [n′]− EH [n′]
=
〈
Ψ(0)
∣∣ Tˆ ∣∣Ψ(0)〉− TS [n′] + 〈Ψ(0)∣∣ Uˆ ∣∣Ψ(0)〉− EH [n′] (2.23)
arises from the difference between the total energy of the interacting system (see
Eq. 2.16) and all other non-interacting components of the Kohn-Sham total energy
(see Eq. 2.22).
One may ask the question, for what systems does the Kohn-Sham scheme apply,
and more generally, can we represent an interacting system by a non-interacting one?
To answer this, we focus on the stationarity condition at the minimum of the energy
functional where δES [n] /δn
′ (r) = 0 for non-interacting densities.
If the functional derivative is well described with respect to n′ (r), we can utilize
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Eq. 2.22 to create the Euler-Lagrange equation given by
δES [n
′]
δn′ (r)
=
δTS [n
′]
δn′ (r)
+ vext (r) + vH (r) + vXC (r)− µ (2.24)
with the Lagrange multiplier µ preserving particle number N . Our question then
shifts to the differentiability of TS [n
′]; for those non-interacting densities that lead to
a well-defined δTS [n
′] /δn′ (r), the Kohn-Sham scheme applies.
To finish our discussion, we exploit the fact that electrons a part of our system
satisfy a non-interacting Schro¨dinger-like equation:[−∇2i
2
+ vext (r) + vH (r) + vXC (r)
]
Φi (r) = iΦi (r) (2.25)
giving the ith Kohn-Sham energies i and Kohn-Sham orbitals Φi (r). From Φi (r)
one constructs n′ (r) using Eq. 2.18 which, in turn, leads to the determination of the
exchange-correlation potential through
vXC (r) =
δEXC [n
′]
δn′ (r)
(2.26)
forming the so-called Kohn-Sham equations.
In practical methods, a starting estimate for the density is used to obtain EXC [n
′],
and through Eq. 2.26, subsequently vXC (r). This potential is placed into Eq. 2.25
which results in new energies and orbitals, leading to a new density. These steps are
repeated until a predefined tolerance or self-consistency has been reached.[9]
Even though obtained single-particle orbital energies i lack a direct physical
meaning unlike their Hartree-Fock counterparts[73], Kohn-Sham orbitals Φi (r) dis-
play qualitative agreement with results from wave function methods[74]. Meanwhile,
, for systems with large N at 0 K, the energy of the highest occupied Kohn-Sham or-
bital (obtained with the correct exchange-correlation functional) equals the ionization
energy[75–78]
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If one knows EXC [n
′] exactly, the Kohn-Sham equations lead in principle to the
ground state density n′ (r), and thus, all ground state properties. This prescrip-
tion allows one to circumvent the determination of FHK [n]; in fact, solutions are no
more cumbersome than solving the Hartree equations. No exact formulation of the
exchange-correlation energy functional is known, however, so the accuracy of DFT
depends on the approximation8 utilized and further expounded upon next.
2.4 Exchange-correlation functionals
In relation to the other terms that form ES [n] (now dropping the marker “
′”) from
Eq. 2.22, magnitude of the exchange-correlation energy is comparatively small but
its inclusion cannot be so easily dismissed. When considering the case where EXC [n]
equals zero9, for instance, problems arise in solids where cohesion energies are drasti-
cally underestimated which negates chemical bonding, supporting the claim of EXC [n]
acting as “natures glue”[79]. Hence, we briefly address some of the vast number of
approximate functionals now available in modern DFT, commonly known as the “Ja-
cobs ladder” of energy functionals[80], along with their particular advantages and
shortcomings.
2.4.1 Local-density approximation (LDA)
The most basic estimate of EXC [n] is calculated via the local-density approximation
(LDA)[8] that takes the form
ELDAXC [n] ≈
∫
dr n (r) HEGXC [n] (r) (2.27)
8 local-density approximation was used to determine EXC [n] in the original Kohn-Sham
formulation[8]
9 Kohn-Sham total energy ES [n′] reverts back to the total energy obtained through Hartree
theory when EXC [n′] equals zero
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relying on the exchange-correlation energy per particle of a homogeneous electron gas
XC [n] (r) (in a canceling uniform background positive charge) with density n at a
given position r. Extensions to spin or the local spin-density approximation (LSDA)
is trivial[68].
Furthermore, one can assume the exchange X and correlation C parts are inde-
pendently determined with XC [n] (r) = X [n] (r) + C [n] (r). Although each value
is known at the high density limit, only an analytic solution for the exchange energy
is known at non-limiting cases. Correlation energy, never the less, can be computed
accurately through parameterizations[81–84] to exact quantum Monte Carlo (QMC)
simulations[81].
XC [n] (r) = 1/2
∫
dr′ nXC [n] (r, r′) / |r − r′| (2.28)
To understand the shocking accuracy of LDA for solids, we examine the underly-
ing properties of the “true” XC [n] (r) - shown in Eq. 2.28 - which depends on the
exchange-correlation hole nXC [n] (r, r
′) or the region around a particle where find-
ing another identical particle is diminished. Firstly, LDA maintains the preserva-
tion of the sum rule through the normalization of the exchange-correlation hole with∫
dr′ nXC [n] (r, r′) = −1. XC [n] (r) additionally relies on the spherical average of
nXC [n] (r, r
′) which LDA describes accurately and not on its particular shape where
LDA is ill-suited.
While being obviously exact for a homogeneous electron gas, LDA provides its
greatest utility for those systems with slowly varying density distributions n (r). In
particular, the locality condition makes it most suitable for solids rather than for
finite systems, e.g., atoms, molecules, surfaces, and clusters, seen primarily in the
field of chemistry.[10]
Even with its moderate successes in the description of extended systems, when
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compared with experiment, LDA consistently tends to overestimate cohesion energies
resulting in an underestimate (overestimate) of lattice parameters (bulk moduli)[85,
86]. The use of LDA additionally leads to significant errors in thermochemistry[58]
as well as underestimating, sometimes drastically so, the band gap in extended
systems[87].
2.4.2 Generalized-gradient approximation (GGA)
A logical extension to LDA, therefore, would incorporate the spatial inhomogeneity
of the density; this gives rise to semi-local functionals under the generalized-gradient
approximation (GGA):
EGGAXC [n ↑, n ↓] =
∫
dr n (r) HEGX [n] (r)FXC [n ↑, n ↓, |∇n ↑ |, |∇n ↓ |] (2.29)
where the energy functional (in terms of spin up n ↑ and down n ↓ densities) is
written in terms of the exchange energy per particle of a homogeneous electron gas
(seen in LDA) and a dimensionless function FXC (n ↑, n ↓, |∇n ↑ |, |∇n ↓ |) dependent
on spin densities and their gradients.
The semi-local nature of GGA functionals provides noticeable corrections to those
specific properties obtained via LDA[85, 86]. In particular, LDA’s common tendency
to overbind in molecules (solids) is relieved which gives rise to increased accuracy
for total/atomization energies[88, 89] (cohesive energies[89–91]). Accompanying the
correction in cohesive energies, however, is the overestimation of lattice parameters
for solids[85, 86, 89, 92]. Typically, band gaps obtained with GGA tend to be slightly
closer to experiment when compared to LDA but this seems relatively fortuitous[90,
93].
A wide-ranging and commonly used GGA functional, providing a nice balance
in both solid state and quantum chemistry, must be the one proposed by Perdew-
23
Burke-Ernzerhof (PBE)[94]. PBE proves advantageous owing to the fact that it is
without any adjustable parameters and satisfies certain physical constraints[86, 94]
(see Sec. 2.4.1). Namely, the PBE functional fulfills the sum rule for the exchange-
correlation hole even with strongly varying densities while guaranteeing the limiting
behavior at high densities, among others. Atomization energies[95, 96], bond lengths
and vibrations for molecules[95], in addition to lattice parameters and bulk moduli for
solids[96] show improvement over LDA and other GGA calculations when compared
to experiment[86].
Over the years, numerous other GGA functionals have been constructed, e.g.,
rPBE[97], revPBE[98], PBEsol[99], etc., each possessing their own optimal applica-
bility. Additional functional developments include accounting for the Laplacians of
the density, i.e., kinetic energy density, known as meta-GGA (mGGA)[100–102] which
has shown its own particular efficacy for atoms/molecules[103] and solids[104]. The
proceeding is by no means intended to be comprehensive; there exists an exhaustive
collection of possibilities in the literature.
2.4.3 Hybrid functionals
Due to the local (semi local) nature of LDA (GGA) functionals, discrepancies in the
energetics of molecules and in the band gaps of extended systems still persist with
respect to experiment. An admix of Hartree-Fock (exact) exchange to traditional LDA
or GGA functionals, i.e. hybrid functionals, shows a promising ability to correct these
deficiencies through a non-local contribution to the exchange energy:
EHFX = −
∑
nk,mq
∫
dr
∫
dr′ Ψ∗nk (r) Psimq (r) Ψ
∗
mq (r
′) Ψnk (r′) / |r − r′| (2.30)
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given in terms of Bloch states10 (Ψ) in real space, spanning over wave vectors (bands)
k and q (n and m). For our purposes, we presume that Kohn-Sham orbitals form
Ψnk (r).
One of the most widely used hybrid functionals for finite systems is the Becke
three-parameter Lee-Yang-Parr (B3LYP)[105] hybrid that integrates 20% of exact
exchange with portions from an LDA functional[84], Becke GGA exchange[106], and
Lee-Yang-Parr GGA correlation[107]. As the name may suggest, B3LYP involves
the fitting of three parameters to a test set of molecules making it, unfortunately,
semi-empirical. Despite this, its practical utility spans a wide range of atomic and
molecular systems; features like total energies, atomization energies, geometries, bar-
rier heights, proton affinities, etc., are well described in relation to results using LDA
or GGA[105]. Although, fitting parameters lead to failures in metals[108].
In a similar vein, the PBE0[109] functional (another type of global hybrid) mixes
exact exchange with the exchange-correlation functional from PBE, where 25% of the
exchange interaction is now determined via Eq. 2.30. PBE0, in contrast to B3LYP,
does not rely on any fitting parameter making it non-empirical, but still shows similar
efficacy in the same domain[110, 111]. For extended or periodic systems (especially
metals), however, the applicability of global hybrids has its limitations because of the
extreme computational cost to compute the long-range exchange interaction[108, 112].
To solve this problem, a range-separated screened hybrid functional was developed
by Heyd-Scuseria-Ernzerhof (HSE)[113–115] where the exchange-correlation energy
functional reads
EHSEXC = αE
HF,SR
X + (1− α)EPBE,SRX + EPBE,LRX + EPBEC (2.31)
with the mixing parameter α taking on the value of 0.25 (like in PBE0). Here,
10 writing the exact exchange energy contribution in these terms seems appropriate since the
work throughout the dissertation utilizes Bloch states to represent the wave function (see Sec. 2.5)
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the exchange energy is broken down into specific short-range (SR) and long-range
(LR) contributions which reduces the domain over which the exchange integrals are
computed.
In particular, these partitionings decompose the Coulomb potential into
1/ |r − r′| = erfc (ω |r − r′|)SR / |r − r′|+ erf (ω |r − r′|)LR / |r − r′| (2.32)
where ω controls the range of interaction of the error functions erfc and erf . In the
limit when ω → 0, HSE reverts to PBE0, while when ω →∞, HSE becomes standard
PBE; for HSE, ω equals 0.11 a−10 [115].
In finite systems, HSE leads to particular results that are superior to PBE and
similar to (if not better than) values obtained using PBE0 or B3LYP.[113, 116] This
occurs with a slight increase in computational effort in relation to PBE but at a
fraction of the cost associated with other hybrids like PBE0 or B3LYP, pertaining to
both finite[113, 116] and extended[117] systems. Avoidence of computing the long-
range exchange clearly explains this advantage[118].
The effectiveness of HSE, however, is most apparent in its description of extended
systems[112, 119]; properties like thermodynamics[120], lattice parameters[121, 122],
proper localization in transition metal oxides and defect structures[112, 119, 123], and
phonon band structures[124] are well described when compared with PBE, PBE0, or
B3LYP. In fact, HSE proves to be generally the most appropriate for semiconduc-
tors and small gap insulators due to predicting band gaps in better agreement with
experiment[117, 120–122]. HSE also shows promising applications toward interfaces
and in surface chemistry[123].
On the other hand, use of HSE gives rise to underestimations (overestimations) of
band gaps (band widths) for large gap insulators (metals)[112, 121, 122]. Not enough
and too much exact exchange is responsible for these insulating and metallic instances,
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respectively. Moreover, adsorption processes[112, 123] and barrier heights[118], along
with spin-exchange splitting[112], cannot be accurately determined with consistency.
Therefore, other mixing and range separation hybrid schemes have been proposed
to overcome these issues. For instance, introducing long-range exact exchange ame-
liorates the errors associated with ionization potentials, electron affinities, and bar-
rier heights, along with its ability to properly express the density decay in finite
systems[118]. Another approach involves a mid-range hybrid scheme that balances ac-
curacy and computational cost between short-range and long-range hybrids[125, 126],
especially apt for extended systems.
2.5 Details for solids
Owing to the inherent translational symmetry of crystals[12], calculations reported
in this dissertation are performed under periodic boundary conditions. Hence, we
invoke Bloch’s theorem[127] to represent the wave function Ψnk (r) for any band n in
terms of the periodic potential unk (r) along with the complex phase factor - shown
in Eq. 2.33a. Each chosen crystal wave vector k lies within the first Brillouin Zone
while unk (r) describes the crystals microscopic local environment[12].
Ψnk (r) = e
ik·runk (r) (2.33a)
=
1√
Ω
eik·r
∑
G
cnk (G) e
iG·r (2.33b)
where Ω represents the crystal cell volume. For computational practicality, a basis
set - shown in Eq. 2.33b - is constructed through the expansion of unk (r) into a
sum of plane-waves which involves reciprocal lattice vectors G. The size or accu-
racy of this plane-wave basis, therefore, relies on the particular energy cutoff of this
expansion[128]. In practice, DFT calculations substitute Kohn-Sham orbitals Φnk (r)
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for Ψnk (r) seen here.
Furthermore, core electrons (residing in the region around nuclei) are fairly in-
dependent of valence electrons and do not have a noticeable effect on chemical or
electronic material properties. The Coulomb interaction dominates their contribu-
tion to the overall potential and therefore does not need to be particularly exact to
maintain practical accuracy. Pseudo-potentials thusly can be utilized to resemble the
potential within the core region providing an effective speedup in calculations[128].
Chapter 3
Beyond density functional theory
The DFT scheme in the Kohn-Sham framework reviewed in the previous Chapter, al-
though adequate for ground states, is not sufficient to describe single-particle, neutral,
or collective excitations. Hence, the self-energy operator is initially discussed to ac-
count for many-body interactions in the context of the GW approximation[14, 15]. To
obtain optical responses, we then concentrate on time-dependent DFT (TDDFT)[18,
19]. We postpone our discussion of collective electron excitations until Chap. 4 and
omit lattice excitations[129, 130].
3.1 Charged excitations
The ability to describe charged excitations, i.e., electron addition (N → N + 1)
or removal (N → N − 1), is of particular significance in practical and theoretical
spectroscopy. Specifically, In photoemission, a photon impinges upon an N -electron
system in its ground state resulting in an ejected electron and a system with N −
1 electrons. Conversely, inverse photoemission involves the process of an incident
electron being captured into an unoccupied state of the N -electron system followed
by emission of an outgoing photon. These particular processes allow for the respective
determination of ionization potentials IP and electron affinities EA of a given system,
and subsequently, the band gap Eg given by Eg = IP − EA.
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3.1.1 Band gap problem in DFT
As summarized in Chap. 2, Kohn-Sham theory1 applies in principle to ground state
properties; description of excited states is bereft of formal justification. Namely, ex-
cept for the highest occupied state, one-electron eigenvalues i (obtained via Eq. 2.25)
cannot be interpreted to describe charged excitations[10, 132]. Furthermore, LDA
and GGA functionals consistently underestimate experimental band gaps while hy-
brid functionals show improvements in gap predictions but lack universal applicability
(see Sec. 2.4).
There exists an inability to theoretically describe the derivative discontinuity in
vXC (r) as fractional electron numbers cross integer points, leading to an underesti-
mation of the energy level of the lowest unoccupied state[133–135]. Consequently,
Kohn-Sham theory even with the correct exchange-correlation functional cannot pre-
dict both the highest occupied and lowest unoccupied states simultaneously[10, 132].
Exacerbating the situation further, the total energy versus particle number curve
should be a series of straight line segments between integer electron points[75]. Stan-
dard functionals, in contrast, show convex behavior, which intensifies the band gap
error as a result[135–137]. In the upcoming sections, we examine an alternative ap-
proach more suited to determine single-particle energies which results in band gaps
in much better agreement with experiment.
3.1.2 Quasi-particle picture
Instead of representing a many-body system in terms of a non-interacting one, we
utilize the concept of quasi-particles[11–13], i.e., a particle along with an associated
screening cloud. With this new picture, quasi-particles weakly interact via a dynam-
1 Generalized Kohn-Sham theory[131] spans the divide between Kohn-Sham theory and experi-
ment for the description of band gaps by incorporating a non-multiplicative total potential. Addition
of exact exchange (see Sec. 2.4.3) contributes to the proper description found in generalized Kohn-
Sham theory through an approximation to this non-multiplicative potential[93, 132].
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ically screened potential which, in turn, renders their effective masses different from
those of bare particles. One can then treat these particular interactions within a per-
turbative expansion, otherwise known as many-body perturbation theory (MBPT),
lending itself to better represent the many-body system in comparison to DFT.
To this end, single-particle energies Ei (ω) and wave functions Ψi (r, ω) proceed
from the solution of a Schro¨dinger-like equation:[−∇2i
2
+ vext (r) + vH (r)
]
Ψi (r, ω) +
∫
dr′ Σ (r, r′, ω) Ψi (r′, ω) = Ei (ω) Ψi (r, ω)
(3.1)
similar to the one found in Kohn-Sham theory (see Eq. 2.25). Although here, all
many-body exchange-correlation effects are contained within the self-energy operator2
Σ (r, r′, ω), a non-local, non-Hermitian, and energy-dependent quantity. In fact, the
difference between the exact values of Σ (r, r′, ω) from MBPT and vXC (r) from DFT
results in the the derivative discontinuity[138]; they are equivalent, on the other hand,
when considering the static and local limit.
Quasi-particle wave functions (energies) from Eq. 3.1 are not eigenstates (eigen-
values) of the electronic Hamiltonian (see Eqs. 2.2a or 2.6). Energies Ei (ω) are, how-
ever, inherently complex and their associated states possess finite lifetimes (due to
the imaginary portion) unlike independent-particles, e.g., Kohn-Sham states. These
particular features lead to spectral functions - shown in Fig. 3·1 - that behave dif-
ferently under non-interacting/interacting manifolds. Namely, the former (red peak)
possesses an infinite lifetime denoted by a δ-function while the latter (blue peak),
with the many-body interaction now turned on, shows a Lorentzian line shape where
its width relates to the inverse quasi-particle lifetime.
2 Electron self-energy operator Σ (r, r′, ω) hearkens back to older approaches like Hartree or
Hartree-Fock theory. In the former case, Σ (r, r′, ω) equals zero, while in the latter, it describes the
exchange interaction under the static bare Coulomb potential V ΨX from Eq. 2.4.
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A
(ω
)
Figure 3·1: Schematic example of a spectral function A (ω) obtained in a
non-interacting frame (red peak) or interacting frame (blue peak) denoted
by a δ-function or Lorentzian line shape, respectively. Peak position reflects
the independent-particle (quasi-particle) energy for the red (blue) signal.
Energies and peak intensities are not necessarily drawn to scale.
Green’s function approach
The one-particle Green’s function G (rt, r′t′) defines the electron addition or removal
process for an interacting N -electron system in its ground state |N〉:
G (rt, r′t′) = −i 〈N |T
[
ψˆ (rt) ψˆ† (r′t′)
]
|N〉 (3.2)
=

−i 〈N | ψˆ (rt) ψˆ† (r′t′) |N〉 , for t > t′
i 〈N | ψˆ† (r′t′) ψˆ (rt) |N〉 , for t′ > t
(3.3)
and includes the time-ordering operator T . As well, the field operators ψˆ (rt) and
ψˆ† (r′t′) in the Heisenberg representation correspond to the annihilation and creation
of an electron, respectively, carrying specific space, time, and spin designations (ex-
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plicit spin dependence has been neglected).
From Eq. 3.3, when t > t′, G (rt, r′t′) determines the probability that an addition
of an electron at r′ and t′ will be observed at r and t. In the case when t′ > t,
the probability amplitude that a removed electron, i.e., hole, at r and t travels to
r′ and t′ is similarly expressed. The observable physics resulting from the poles of
G (rt, r′t′) in the Lehmann representation correspond to the energies associated with
electron addition EA or removal IP . Expectation values of ground state single-particle
operators, ground state energy, and one-electron excitation spectra can thereby be
determined.
Calculating the fully-interacting G (rt, r′t′) is quite difficult due to the complexity
of finding an exact solution for the Schro¨dinger equation. What follows, therefore,
links G (rt, r′t′) with the non-interacting G0 (rt, r′t′) through a perturbative expan-
sion, leading to Dyson’s equation[139, 140] which reads
G (rt, r′t′) = G0 (rt, r′t′) +
∫
dr′′dr′′′dt′′dt′′′ G0 (rt, r′′t′′) Σ (r′′t′′, r′′′t′′′)G (r′′′t′′′, r′t′)
(3.4)
In practice, G0 (rt, r′t′) depends on the Kohn-Sham potential while the self-energy
Σ (r′′t′′, r′′′t′′′) incorporates all remaining interactions beyond mean-field. Eq. 3.4 then
transforms into Eq. 3.1 which leaves only the task of determining the self-energy (see
Sec. 3.1.3).
A (r, r′, ω) =
i
pi
={G (r, r′, ω) sgn (ω − µ)} (3.5)
Once determined, the imaginary portion of the one-particle Green’s function in
frequency space corresponds to the spectral function A (r, r′, ω) as given in Eq. 3.5.
Conveniently, A (r, r′, ω) relates to observable outcomes of photoemission or inverse
photoemission spectroscopy for interacting and non-interacting particles3 (based on
3 this condition is met when the kinetic energy of the incoming photon (electron) is large in a
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how one constructs G (r, r′, ω)). It displays peaks at the energy differences between
an N -electron ground state and some N − 1 or N + 1 excited electron system; a
sample illustration can be seen in Fig. 3·1. For additional details, Ref. 141 contains
a much more thorough review on the subject.
3.1.3 GW approximation
Originally, Hedin[14, 15] formulated a system of coupled integral equations that yields
the self-energy exactly, and thus, the one-particle Green’s function. This unfortu-
nately lacks practical usefulness for most realistic systems but can be contracted to
the relatively simpler GW approximation. In this form, the self-energy is approx-
imated using a first-order expansion in terms of the one-particle Green’s function
G (rt, r′t′) and the dynamically screened Coulomb potential W (rt, r′t′) determined
exactly via linear response[14, 15]:
ΣGW (rt, r′t′) = iG (rt, r′t′)W (rt, r′t′) (3.6)
and when transformed into frequency space, approximately resembles the self-energy
seen in Eq. 3.1.
Since most quasi-particle and Kohn-Sham wave functions in bulk systems are
nearly equivalent[142–144], a starting point for G (rt, r′t′) involves the unperturbed
G0 (rt, r′t′) originating from a ground state DFT Kohn-Sham calculation. Moreover,
the first iteration of the dynamically screened interaction W 0 (rt, r′t′) reads
W 0 (rt, r′t′) =
∫
dr′′
∫
dt′′ V (r − r′′) ε−1RPA (r′′t′′, r′t′) (3.7)
or alternatively, is the bare Coulomb potential V (r − r′′) screened by the inverse
dielectric function ε−1RPA (r
′′t′′, r′t′) under the random phase approximation (RPA)[145–
photoemission (inverse photoemission) experiment, known as the “sudden” approximation[141]
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147]. W 0 (rt, r′t′) additionally introduces energy-dependent correlation not present
in the bare particle picture.
Taking the first iteration of both G and W gives the G0W 0 method[142–144, 148].
One could iterate further, updating just quasi-particle energies and/or wave functions
(GW 0) or undertaking a full self-consistent procedure on both wave functions and
screening (GW ). With the latter, however, it has been shown to lead to undesirable
results for band gaps and band widths.[149–151]. A more comprehensive look at
particular methodologies, technical details, and applications is presented elsewhere[16,
17, 141, 152, 153].
3.2 Optical excitations
Another challenge for theoretical spectroscopy includes an accurate description of
the observed response of matter to a time-dependent electric field. In particular, a
weak perturbing field acts to excite a N -electron system out of its ground state while
conserving particle number, otherwise referred to as an optical or neutral excitation.
One characterization of this process would proceed from the solution of the time-
dependent Schro¨dinger equation given by
Hˆ (t) Ψ (t) =
i∂Ψ (t)
∂t
(3.8)
However, like the stationary version seen in Sec. 2.1, this proves quite intractable.
3.2.1 Time-dependent density functional theory (TDDFT)
If a time-dependent analog of the DFT formally exists, our problem would be much
easier to handle than tracking the evolution of the many-body wave function Ψ (t)
from Eq. 3.8. Fortunately, Runge and Gross formulated such a generally applica-
ble one-to-one correspondence between density and potential for any arbitrary time-
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dependent system known as TDDFT[18]. For this, we define the system Hamiltonian
Hˆ (t) of N -electrons, mutually interacting via Coulomb repulsion in a time-dependent
external potential vext (r, t), such that
Hˆ (t) = Tˆ + Uˆ +
N∑
i
vext (ri, t) (3.9)
which nearly resembles Hˆ from Eq. 2.6 (with Eq. 2.8 inserted), except now, time-
dependent.
Runge and Gross Theorem
The theorem states that two different densities4 n1 (r, t) and n2 (r, t), originating in the
same initial state Ψ (0) and experiencing two different external potentials vext1 (r, t)
and vext2 (r, t), respectively, evolve in an alternative manner if the potentials differ by
more than a time-dependent function c (t):
vext1 (r, t) 6= vext2 (r, t) + c (t) (3.10)
where each one-body potential must be expandable in a Taylor series around the
initial time t = 0.
That is, the map G : vext (r, t) → n (r, t) exists5 while also guaranteeing its in-
vertibility (G−1) up until a time-dependent function. As a consequence, all observable
properties of the many-electron system can be determined through knowledge of the
time-dependent density n (r, t) evolving from an initial state.
4 similar to previous qualifiers, our explanation uses a non-relativistic, v-representable, spin-
unpolarized density n (r, t), now with time-dependence
5 formal proof of map G resembles the time-dependent corollary of the procedure undertaken to
show the existence of (C·D) for the Hohenberg-Kohn theorems in Sec. 2.2.2
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Proof of theorem
To begin, we illustrate the relationship between current densities and external poten-
tials under the presumption of a common starting point. A current density j1 (r, t)
(j2 (r, t)), in the state Ψ1 (t) (Ψ2 (t)) at a given time t, follows from the Heisenberg
equation of motion for the expectation value of the current density operator:
∂
∂t
j1 (r, t) = −i 〈Ψ1 (t)|
[
jˆ (r) , Hˆ1 (t)
]
|Ψ1 (t)〉 (3.11a)
∂
∂t
j2 (r, t) = −i 〈Ψ2 (t)|
[
jˆ (r) , Hˆ2 (t)
]
|Ψ1 (t)〉 (3.11b)
Assuming that both current densities start at the same initial state Ψ (0) and thus
density n (r, 0), taking the difference yields
∂
∂t
[j1 (r, t)− j2 (r, t)]
∣∣∣∣
t=0
= −i 〈Ψ (0)|
[
jˆ (r) , Hˆ1 (0)− Hˆ2 (0)
]
|Ψ (0)〉
= −i 〈Ψ (0)|
[
jˆ (r) , vext1 (r, 0)− vext2 (r, 0)
]
|Ψ (0)〉
= −n (r, 0)∇ [vext1 (r, 0)− vext2 (r, 0)] (3.12)
At initial time t = 0, if vext1 (r, t) and vext2 (r, t) differ by more than c (t) (see
Eq. 3.10), the time-derivative of the difference between j1 (r, t) and j2 (r, t) must be
non-zero, where each will vary then soon after. Moreover, extensions can be made
to encompass situations where additional time-derivatives must be included. As a
result, under initial conditions, a general one-to-one correspondence exists between
current density j (r, t) and external potential vext (r, t).
∂
∂t
n (r, t) = −∇j (r, t) (3.13)
Finishing the proof, we utilize the continuity equation - shown in Eq. 3.13 - along
with Eq. 3.12 to connect the densities n1 (r, t) and n2 (r, t) with their respective ex-
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ternal potentials through
∂2
∂t2
[n1 (r, t)− n2 (r, t)]
∣∣∣∣
t=0
= ∇ (n (r, 0)∇ [vext1 (r, 0)− vext2 (r, 0)]) (3.14)
Again, additional time-derivatives can be undertaken to illustrate that the right side
cannot vanish if the difference between n1 (r, t) and n2 (r, t) becomes non-zero at
times infinitesimally after t = 0. Eq. 3.14, furthermore, is most definitely true for all
physically realistic external potentials[154].
Therefore, a one-body n (r, t) determines a uniquely distinct vext (r, t) up until c (t),
and thus, Ψ (t) up until an arbitrary phase factor; so, any time-dependent physical
observable is a functional of the time-dependent density as well as initial state.
Time-dependent Kohn-Sham equations
Like in DFT, explicitly defining functionals in terms of the time-dependent density
proves to be rather difficult. Hence, similar to the original Kohn-Sham scheme (see
Sec. 2.3), we consider a non-interacting time-dependent density n (r, t) in the presence
of an effective potential vS
[
n; Φ(0)
]
(r, t) that reproduces the fully-interacting time-
dependent density. In this instance though, vS
[
n; Φ(0)
]
(r, t) (assuming its existence6)
possesses a functional dependence on our chosen initial non-interacting state Φ(0)
corresponding to n (r, 0).
We then rewrite Eq. 3.8 in terms of the time-dependent Kohn-Sham equation:[−∇2i
2
+ vS
[
n; Φ(0)
]
(r, t)
]
Φi (r, t) =
i∂Φi (r, t)
∂t
(3.15)
6 For any arbitrary density, the Runge and Gross theorem only guarantees the uniqueness of
vS
[
n; Φ(0)
]
(r, t) and not its existence, the so-called “non-interacting v-representability problem”.
Under certain conditions, e.g., a density that is time-analytic around t = 0, van Leeuwen[155]
showed that construction of the potential is very much explicit. More on this topic can be found in
the literature[156, 157].
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with one-electron Kohn-Sham orbitals Φi (r, t) which, in turn, gives the density
n (r, t) =
N∑
i
|Φi (r, t)|2 (3.16)
Moreover, the expansion of vS
[
n; Φ(0)
]
(r, t) reads
vS
[
n; Φ(0)
]
(r, t) = vext
[
n; Ψ(0)
]
(r, t)+
∫
dr′ n (r′, t) / |r − r′|+vXC
[
n; Ψ(0),Φ(0)
]
(r, t)
(3.17)
which, from left to right, includes the time-dependent (i) external potential
vext
[
n; Ψ(0)
]
(r, t) shown as an explicit functional of the density n and initial many-
body state Ψ(0), (ii) Hartree potential or vH [n] (r, t), and (iii) exchange-correlation
potential vXC
[
n; Ψ(0),Φ(0)
]
(r, t) analogous to the ground state version. Although
now, vXC
[
n; Ψ(0),Φ(0)
]
(r, t) is a functional of the entire past history of n (r, t) (at any
given t) while also being functionals of both initial states Ψ(0) and Φ(0).
In practical use, calculations utilizing TDDFT begin with a non-degenerate ground
state density n(0) (r) usually obtained via a DFT Kohn-Sham procedure previously
discussed in Sec. 2.3. Initial states Ψ(0) and Φ(0) due to the first Hohenberg-Kohn
theorem (see Sec. 2.2) are both functionals of this density. As a consequence, we
hereby drop the dependency on Ψ(0) and Φ(0) since we in principle have all ready
obtained n(0) (r).
Before moving on, one last comment is in order. A fundamental problem in the
original scheme[18] arises when equating vXC [n] (r, t) as a functional derivative of the
quantum mechanical action (a time-dependent corollary to Eq. 2.26). Namely, sym-
metry of the action ends up violating the causality condition of vXC [n] (r, t).luckily,
solutions via the Keldish formalism have since corrected this issue[158–160].
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3.2.2 Application of TDDFT
Initial motivations of Runge and Gross arose from the attempt to describe time-
dependent scattering experiments, but their formulation fortunately applies more
generally to the interaction of electromagnetic fields with matter[161]. The next
challenge, however, was to utilize the TDDFT formalism in a practical and useful
manner.
Linear response theory
In the case of a weak perturbation in vext (r, t), solving the time-dependent Kohn-
Sham equations (see Eqs. 3.15 and 3.16) fails to be the most optimal scheme to
describe the dynamics of an electronic system; linear response theory thereby be-
comes the most efficient approach to determine such a response[19, 161]. With this
motif, our external potential can be expressed as vext (r, t) = v
(0)
ext (r) + v
(1)
ext (r, t) + . . . .
Accordingly, the response of n (r, t) to such a potential follows as n (r, t) = n(0) (r) +
n(1) (r, t) + . . . . Since the perturbing field v
(1)
ext (r, t) is small, we assume that n (r, t)
does not deviate far from our starting density n(0) (r), and therefore, ignore all non-
linear terms.
Concentrating only on the linear term then, the induced density response n(1) (r, t)
is expressed in terms of the interacting and non-interacting density response functions
denoted by χ (r, r′, t− t′) and χ0 (r, r′, t− t′), respectively, via
n(1) (r, t) =
∫
dr′
∫
dt′ χ (r, r′, t− t′) v(1)ext (r′, t′) (3.18a)
=
∫
dr′
∫
dt′ χ0 (r, r′, t− t′) v(1)S (r′, t′) (3.18b)
in which, as a result of the causality condition, each density response function equals
zero for times where t < t′ due to the fact that n(1) (r, t) cannot be effected by
potentials at later times. The equivalence of Eqs. 3.18a and 3.18b indeed proves quite
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advantageous and stems from the fact that a non-interacting n (r, t) in the presence
of an effective potential vS (r, t) exactly resembles an interacting n (r, t) in the field of
the actual potential vext (r, t).
Both density response functions reflect the change in the density with respect to
the potential (dropping the spacial and time dependence for convenience) through
the expressions χ = δn(1)/δv(1) and χ0 = δn(1)/δv
(1)
S for the interacting and non-
interacting cases, respectively. In addition, χ (r, r′, t− t′) (reinserting space and time
dependence) transforms into a Dyson-like equation by using the chain rule along with
substituting in values from Eq. 3.17 (see Appendix A for details):
χ (r, r′, ω) = χ0 (r, r′, ω) +
∫
dr′′
∫
dr′′′ χ0 (r, r′′, ω) fHXC [n] (r′′, r′′′, ω)χ (r′′′, r′, ω)
(3.19)
leading to the known integral equation written in frequency space.
fHXC [n] (r, r
′, ω) = 1/ |r − r′|+ fXC [n] (r, r′, ω) (3.20)
The term fHXC [n] (r, r
′, ω) - shown in Eqs. 3.19 and 3.20 - connects the response
function of a non-interacting system with an interacting one. In particular, 1/ |r − r′|
expresses the inhomogeneity of the Hartree potential or the so-called “local field
effects”. The energy-dependent exchange-correlation kernel fXC [n] (r, r
′, ω) subse-
quently accounts for all many-body effects (see further on).
Eq. 3.19 proves formally exact and tends to be preferred for TDDFT calculations
in extended systems[21]. Conversely, calculations involving atoms or molecules com-
monly rely on the matrix representation developed by Casida et al[162] which contains
specific advantages in this regime[22]. One by no means is limited to these approaches
however. One could “kick” a system with a perturbing field, plot the propagating
dipole moment in real time, and then take the Fourier transform to obtain an optical
spectrum[163].
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Spectra calculations
To obtain spectra for solids, we first connect the density response function from
Eq. 3.19 with the microscopic dielectric matrix εGG′ (q, ω) through
εGG′ (q, ω) = δGG′ − VG (q)χGG′ (q, ω) (3.21)
given more appropriately in reciprocal space where VG (q) is the bare Coulomb po-
tential and G (q) are reciprocal lattice vectors (transferred momenta). In the long
wavelength limit, observables result from the macroscopic dielectric function εM (ω)
via
εM (ω) = lim
q→0
{
1
/
ε−1GG′ (q, ω)
}
(3.22)
Namely, absorption spectroscopy (ABS) and electron energy loss spectroscopy (EELS)
follow as ={εM} and ={1/εM} , respectively.7
Accuracy of ABS and EELS derives from the approximation of particular quan-
tities that form χ (r, r′, ω). Looking past the most basic8, we focus on the very
complicated exchange-correlation kernel where the non-locality in space and time
makes its determination non-trivial. In the specific instance where fXC (r, r
′, ω) is set
to zero, for example, we will just recover RPA[145–147] accuracy where dynamical
exchange-correlation effects will be lost.
The simplest approximation to the kernel by far involves disregarding all non-local
effects resulting in the adiabatic local-density approximation (ALDA)[19] such that
fALDAXC (r, r
′) = [δvXC (r) /δn (r′)] δ (r − r′). The kernel acts instantaneously, contains
no memory of past densities, and is most optimal for systems that do not deviate far
from equilibrium.
7 spectra from absorption displays single electron-hole excitations while electron energy loss
traditionally shows collective plasmon excitations discussed later in Chap. 4
8 most drastic approximation to χ (r, r′, ω) is to set fHXC (r′′, r′′′, ω) from Eq. 3.19 equal to zero.
Peak positions solely depend on just the differences between occupied and unoccupied Kohn-Sham
energies and peak heights rely solely on χ0 (r, r′, ω).
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Never the less, ALDA performs quite well for most finite systems, e.g., atoms,
molecules, and clusters, except when attempting to describe Rydberg series, charge-
transfer, conical intersections, double excitations, etc.[22, 161, 164–166]. For solids,
however, success of ALDA is mostly confined to metals in particular and EELS in
general. It consistently fails to properly predict ABS features for semiconductors and
insulators, e.g., excitonic effects[20, 21, 167].
These discrepancies originate in the exchange-correlation potential vXC (r) and
kernel fXC (r, r
′, ω), theoretically the only two unknown components in any given
TDDFT calculation. In finite systems, vXC (r) proves to be the more impactful
term[168], while in extended systems, fXC (r, r
′, ω) displays the greater influence[20].
Traditional failures of both potential and kernel stems from an inability to describe
the proper 1/ |r − r′| asymptotic decay behavior in the Coulomb potential.
Inclusion of long-range exact exchange in vXC (r), like in standard[169, 170],
tuned[171], or optimally tuned[132] range-separated functionals, generally overcomes
failures experienced in finite systems[164, 166]. In contrast, obtaining accurate ab-
sorption spectra in extended systems is achieved through capture of the correct 1/q2
non-local behavior of fXC (r, r
′, ω) (in reciprocal space)[20, 167]. Particular static
(dynamic) kernels incorporating this behavior, derived from the many-body Bethe-
Salpeter equation (BSE), have shown effectiveness in the description of contin-
uum[172–174] (bound[175, 176]) excitons. Since then, other kernels, e.g., energy-
dependent long-range corrected[177],bootstrap[178], and jellium with-gap-model[179],
have displayed promising results.
Chapter 4
Plasmons
The study of the collective coherent oscillation of free electrons, i.e., plasmons, is a
rapidly growing field with a multitude of potential applications. We start by identi-
fying the various types of plasmonic excitations. Subsequently, specific properties of
plasmonic activity in nanoparticles are examined based on size, shape, and ensemble
effects. Our focus then shifts to exploring particular applications directed toward
spectroscopy, sensing, photovoltaics, and photocatalysis.
4.1 Plasmon excitations
A plasmon excitation, in general, corresponds to the collective quantized oscillation
of an electron distribution in relation to a background of fixed positive charge. More
specifically, an external time-dependent field causes the displacement of an electron
cloud within a given volume which, in turn, generates a restoring force between the
displaced cloud and presumably stationary ionic cores. The electron cloud therefore
begins to oscillate in a coherent manner as a result, where this oscillatory behavior
occurs at a material dependent resonant frequency known as the plasmon frequency
ωP (see Eq. 4.2).[25]
To explain this phenomenon, we first turn to the relative permittivity ε (ω), i.e.,
dielectric function, in the case when the response is assumed spatially local due to
the wavelength of light being much larger than any system property such as unit
cell dimension or the mean free path of electrons. ε (ω) is a complex function that
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Figure 4·1: Illustration of a volume plasmon within a metal where con-
duction electrons undergo a longitudinal oscillation. Figure is graciously
extracted from Maier and Springer Publishing[23].
describes the electronic polarization of a material; the real part ε1 (ω) defines the
strength of the induced polarization while the imaginary part ε2 (ω) expresses losses
encountered by polarizing the material. Depending on the method of study, ε (ω) can
be determined directly or, indirectly through a connection to conductivity.[12, 23]
Using a fairly simple approach, ε (ω) can be modeled in terms of just a free electron
gas (FEG) moving in the presence of background ionic cores. Known as the Drude
model[180], the dielectric function is given by the following:
ε (ω) = 1− ω
2
P
ω2 + iγω
(4.1)
in which γ refers to the damping frequency1 experienced during electronic collisions
and gives the relaxation time τ of a FEG through γ = 1/τ . Although, specifics of
the lattice potential and electron-electron interactions are ignored here, as well as
contributions from interband transitions.
Within this model, the plasmon frequency ωP is expressed through
ωP ≈
√
N
ε0meff
(4.2)
and is related to the free electronic number density N , permittivity of free space ε0,
1 damping frequency γ is supposed to represent the sum of the dissipative processes resulting
from electron-electron and electron-phonon scatterings as well as lattice defect or grain-boundary
scatterings present in realistic materials[23]
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and effective mass of electrons meff . Moreover, meff contains certain details of the
band structure neglected in the determination of ε (ω). Up until ωP, the material
displays metallic character where ε1 (ω < ωP) < 0.
Eq. 4.1 proves reasonable for certain bulk materials, e.g., alkali metals, where
a FEG behavior is a fairly good assumption. In others such as the noble metals,
however, the term “ε∞” replaces “1” in Eq. 4.1 and accounts for a potentially highly
polarized environment due to fill d-bands slightly below the Fermi level. Interband
transitions2 (usually occurring at near-infrared (IR) and visible light frequencies),
seen in certain metals such as gold (Au) and silver (Ag), also cause deviations from
the Drude model. Hence, a sum of Lorentz oscillator terms can be included in Eq. 4.1
to construct the Drude-Lorentz model for the dielectric response, which reads
ε (ω) = 1− ω
2
P
ω2 + iγω
+
∑
i
fi
ω2i − ω2 − iγiω
(4.3)
where ωi are the Drude oscillator frequencies, fi are the oscillator strengths, and γi
are the damping constants.[23]
For bulk plasmonic materials, only longitudinal waves possess the ability to couple
with a plasmon oscillation, thereby excluding transverse waves such as electromag-
netic radiation originating from a light source. Consequently, particle impact (like
from an incoming electron) has the potential to excite a longitudinal oscillation known
as a volume plasmon - shown in Fig. 4·1; observations of such an event manifest itself
experimentally as a distinct peak in EELS measurements. In nanoparticles and at
surfaces, on the other hand, electromagnetic radiation holds the potential to produce
plasmonic excitations.
Another type of plasmonic excitation involves the coupling between an electromag-
2 Interband transitions describe optical excitations (see Sec. 3.2) of electrons from occupied
states below or near the Fermi level into unoccupied states near or above the Fermi level, occuring
between separate bands/orbitals. These transitions contribute to the deviations from the Drude
model given in Eq. 4.1.
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Figure 4·2: Representation of an optical response of a spherical particle
where (a) the particle is initially irradiated by an incident lightwave. (b)
Conduction electrons then oscillate in phase with the electric field which
generates a dipolar oscillation. This leads to an enhancement of the local
electric field. This figure is reproduced from Zhang et al in Ref. 26.
netic light source and a nanoparticle with a given size as seen in Fig. 4·2a. This results
in a subsequent polarization of conduction electrons with respect to predominately
stationary nuclei. As depicted in Fig. 4·2b, an inhomogeneous charge distribution
then exists at the nanoparticle boundary forming a dipole which, in turn, creates a
restoring force that initiates an in phase dipolar oscillation. This simple description
is valid for various particle shapes, e.g., spherical, triangular, and prism-like, among
others.[181, 182]
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To model the interaction between a nanoparticle and electromagnetic radiation,
we operate under the quasi-static approximation which affords one with the ability
to use a relatively convenient analytical treatment. This approximation (valid for
particle sizes up to around ∼100 nm) considers that the phase associated with the
spatial component of the field does not change over the volume of the particle, and
thus, the particle soley responds to only a time varying electric field3 E¯. Other
approaches are more rigorous, e.g., Mie theory for the case of spherical particles[183]
uses solutions to Maxwell’s equations under certain boundary conditions, but we rely
on the simpler quasi-static approximation to give a brief overview[23].
Working in this framework, formation of a dipole p is linearly related to E¯ directly
from incident light and is defined via
p = ε0εMαE¯ (4.4)
where εM is the dielectric constant of the surrounding isotropic medium. α, or the
polarizability volume of the spherical particle, follows as
α = 4pia3
(
ε− εM
ε+ 2εM
)
(4.5)
in which a refers to the particle size where the quasi-static approximation holds true
and ε is just the dielectric function of the material (noted previously). Focusing on
the denominator of Eq. 4.5, resonant enhancement of α occurs at the Fro¨lich condition
when ε+ 2εM reaches its minimal value.
Furthermore, the character of the nanoparticle-light interaction and local nature
of the nanoparticle results in a localized surface plasmon resonance (LSPR) which
3 space and time-dependent electric field E¯ from radiation can be represented by E¯ =
E¯0eiq·re−iωt, where E¯0 is the strength of the field, q describes the phase, and ω is the frequency of
the wave. Under the quasi-static approximation, q is assumed to be zero, and thus, E¯ ≈ E¯0e−iωt.
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occurs at a specific frequency ωLSPR where
ωLSPR = ωP
√(
1
1 + 2εM
)
−
(
1
ω2Pτ
2
)
(4.6)
Since ω2Pτ
2 tends to be much greater than 1 + 2M, the second term within the square
route becomes negligible. From Eqs. 4.5 and 4.6, if εM increases, the resonance
frequency undergoes a redshift4 which shows the influence of the surrounding medium
on the oscillation frequency.
As a consequence of the resonant oscillating dipole, an enhanced electric field
E¯OUT forms around (in and out) the particle surface defined as
E¯OUT = E¯ +
n¯ (n¯ · p)− p
εMr3
(4.7)
where n¯ is the unit direction vector normal to the surface of the particle. E¯OUT
acquires contributions from the incident field along with the field generated by the
dipolar oscillation. In particular, the enhanced dipole induced field - second term
shown in the right side of Eq. 4.7 - falls off with the distance from the center of the
particle r as r−3.
For completeness, we note that surface plasmon polaritons (SPP) are another
type of plasmonic excitation in which the SPPs waves propagate along the inter-
face between a metal and dielectric; if the propagation travels along the xy-plane,
the propagation length in the z-direction is orders of magnitude smaller and decays
exponentially from the interface. Comprehensive descriptions of the physical and
mathematical properties of SPPs can be found in the literature[184, 185].
4 change of a signal to lower energy (higher wavelength) is considered to be redshifted; for the
opposite effect, it is referred to as a blueshift.
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4.2 Size, shape, and ensemble effects
Even though the quasi-static approximation provides a fairly clear picture for nano-
particle excitations, the plasmon excitation peak and spectral width shows depen-
dence on features such as size, shape, and ensemble character.
Effects due to nanoparticle size fall into two categories - the extrinsic and intrinsic
regimes. The extrinsic regime corresponds to large particles, e.g., Au nanoparticles
with diameters above ∼100 nm, where the quasi-static approximation becomes in-
valid. For smaller particle sizes (starting near ∼30 nm and above in Au), deviations
in the linear response according to Mie theory also occur due to excitation of higher
order polarization. Specifically, the combined retardation of the exciting field and
depolarization field results in a shift to a lower frequency of the dipole resonance.
Put in simpler terms, dipole formation in larger particles occurs over relatively large
distances, and therefore, the restoring force is diminished, leading to a redshift in
ωLSPR.[181, 182, 186]
Another consequence of increased particle size involves broadening of the plasmon
resonant peak line width due to increased damping. In particular, radiative damping
channels are present for larger particles where the plasmon excitation decays, creating
outgoing photons. A simultaneous increase in the line width broadening also stems
from the additional enhancement of non-radiative damping processes. Furthermore,
when particle size is comparable to the excitation wavelength, coherent behavior of
the plasmon oscillation breaks down causing a decrease in the resonant intensity.[182,
187, 188]
If the nanoparticle size is near or below the material-dependent electron mean
free path, intrinsic effects start to then dominate deviations from the quasi-static
approximation. A constant feature of these effects manifests itself in further line
broadening due to increased damping, primarily from an increase in surface scattering.
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However, variations of ωLSPR are less predictable and have been observed to undergo
both blueshifts and redshifts for the same material[181].
At extremely small sizes, e.g., Au and Ag particles near ∼2 nm and below, quan-
tum confinement plays a significant role in plasmonic activity. Here, energy levels start
to form discrete bands and states lose their metallic character; the dipole resonance
undergoes an additional blueshift. Meanwhile, coherent behavior of the plasmonic
oscillation is lost, which interferes with, and retards the plasmon excitation.[182]
To summarize shape effects, we examine the simple nanorod configuration (pro-
viding the clearest example). The presence of major (longitudinal) and minor (trans-
verse) components in the nanorod structure result in a splitting of the plasmon reso-
nance peak[189]. In particular, ωLSPR associated with the major axis and minor axis
are relatively redshifted and blueshifted, respectively (the shift is more significant
along the major axis). Accompanying this redshift, generation of the electric field is
enhanced along the longitudinal direction while the transverse direction is minimally
affected.
The aspect ratio, defined as the major component over the minor component,
plays a significant role in determining plasmonic activity. For instance, increasing the
aspect ratio of a particular nanorod leads to a more pronounced splitting between
longitudinal and transverse resonance peaks. This is primarily due to the increased
redshift seen along the longitudinal direction, while the transverse peak is mostly
insensitive to the aspect ratio. Similar to the comment above, an increase in the
aspect ratio produces an electric field enhancement exclusively in the direction of
the major axis. These response features resulting from nanorod shape have been
previously modeled by Gans[190].
Up to this point, we have assumed that interparticle distances are large enough
so that particles are non-interacting; each individual particle is unaffected by the
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electric field generated by an LSPR from surrounding particles. For nanoparticles
that fall outside this description or form aggregates, an effective medium approach
(like Maxwell-Garnett theory[191]) proves better suited to obtain a proper optical
linear response. With this, the wavelength of light is still presumed to be much
greater than the nanoparticle size or the interparticle distance.
When particles become close to each other, their interactions result in near-field
dipolar coupling and far-field diffraction coupling (our discussion excludes the latter).
As noted when examining nanorods, coupling between particles leads to a splitting
of the plasmon resonance peak. In fact, if nanoparticles aggregate in a chain, they
show very similar characteristics to that of nanorods. The most influential outcome,
however, is the electric field enhancement that is observed in between particles which
extends over a greater range than an individual spherical nanoparticle.[24, 182]
4.3 Application of plasmons
As spelled out in the previous sections, the unique properties of plasmons (especially
for nanoparticles) lend themselves to utilization in many applications. In particular,
one of the most important aspects of plasmonic activity involves the generation of
an enhanced electric field E¯OUT around the nanoparticle (see Eq. 4.7). E¯OUT has
the potential to intensify the optical response of a given material/system. Hence,
hard-to-detect, low-intensity effects become more easily discernible in plasmonically
enhanced spectroscopies.
The specific technique of surface-enhanced Raman scattering (SERS) relies on
such an enhancement of E¯OUT from plasmonic nanoparticles to more easily identify
the presence of Raman scattering. To provide the most optimal effectiveness, it has
been shown that the maximum plasmon resonance peak should lie between the energy
of the initial Raman excitation and the observed emission peak. Such a technique has
52
been applied to assist in the characterization of protein structures for example. Addi-
tionally, SERS has shown wide-ranging effectiveness and utility in other spectroscopic
sensing over more conventional approaches.[24, 192]
Noted in Sec. 4.1, we reconsider and concentrate on the influence of the surround-
ing nanoparticle environment on the resonant frequency ωLSPR; when εM varies via
an increase (a decrease), there is a redshift (blueshift) in ωLSPR.
Variations in the nanoparticle environment arise from various potential situations,
e.g., molecular adsorption on particle surface, ligand coating that prevents particle
aggregation, proteins, nucleotides, biological and chemical markers, etc., which pos-
sess characteristic signatures. Thus, a particular shift of ωLSPR observed with a given
nanoparticle allows for the detection of certain molecules/macromolecules.[24, 182,
192]
Over the more recent past, considerable attention has been devoted toward the
investigation of plasmonic activity for use in photovoltaics[36] and photocatalysis[26].
One aspect centers around the aforementioned electricfield enhancement from Eq. 4.7,
which can influence nearby molecules or devices[193]. Beyond this however, there exist
additional features that involve processes initiated by plasmon decay mechanisms after
the initial LSPR excitation; namely, non-radiative decay arises from the following
processes[27, 194, 195]:
(1) electronic absorption (∼1 fs) - generation of single electron-hole pairs caused
by direct interband transitions and/or Landau damping[196] with energies that
exceed thermal excitations at ambient temperatures
(2) electronic equilibration (∼100 fs) - thermalization of the electron gas to a new
Fermi-Dirac distribution at a higher temperature due to electron-electron colli-
sions
(3) electron and lattice equilibration (∼1 ps) - thermalization of the electronic and
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lattice temperatures as a result of electron cooling via electron-phonon interac-
tions
(4) external heat diffusion (∼100 ps) - absorption of heat by the surroundings while
cooling of the plasmon source material occurs
Each process corresponds with an associated time scale, but nevertheless, all can be
occur simultaneously.
Focussing on processes 1 and 2, plasmon decay transfers energy and induces
the generation of hot-carriers in general, and hot-electrons/hot-holes specifically.5
Theoretical studies have shown the particular effects of nanoparticle size, shape,
and confinement on hot-carrier generation along with subsequent hot-carrier energy
distribution[197–200]. In particular, larger particles lead to hot-carrier production
rates that are faster but possess narrower energy distributions in relation to smaller
particles; thus, one can target an optimal particle size for a certain purpose in a
given material. Models also have been developed to examine hot-carrier transport
and injection[197, 201].
Furthermore, harnessing hot-carriers show potential usefulness in chemical or elec-
trical processes that require electrons or holes[193, 202]. For instance, hot-carrier
transfer into adsorbate molecules[203] or across metal/semiconductor contacts[193,
195] enhances the rate of particular processes in photovoltaics and photocatalysis.
These injection processes rely on hot-carrier generation and energy distribution that
is material specific; one who desires a particular outcome is then provided with some
control based on the choice of plasmonic material used[204].
In addition, processes 3 and 4 create heat that transfers to the surrounding envi-
ronment and displays shape dependence[205]. This opens up a new field of thermo-
5 Hot-carriers, i.e., hot-electrons/hot-holes, are not exclusively defined as originating from plas-
mon decay; they can arise from direct optical interband excitations. We ignore the latter’s contri-
bution here though.
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plasmonics to a multitude of directed applications[194].
Up to this point, the current discussion has primarily been focused on elemental
metals, but plasmonic activity is not restricted to these necessarily. On the con-
trary, other materials, e.g., metal nitrides, alloys, doped transparent conductive ox-
ides (TCO), heavily doped semiconductors, graphene, etc., have shown promising
plasmonic capabilities[206–208]. Consideration of certain materials for use in optics,
electronics, catalysis, etc., relies on the trade off between the quality factor, practi-
cality, and cost. In Chaps. 7 and 8, we focus on a particular member of the metal
nitrides for a more thorough analysis.
Part II
Materials Under Study
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Chapter 5
Revisiting Millon’s salt as a
one-dimensional material: A combined
experimental and first-principles study
Materials with low-dimensionality are key for the progress of nanotechnology. Here,
we combine experimental and first-principle techniques to investigate the structural,
electronic, and optical properties of Millon’s salt ([Cu(NH3)4][PtCl4]). Anionic and
cationic subunits alternate along linear arrays. These chains only weakly interact
with each other via hydrogen-bonding. First-principles calculations validate a one-
dimensional description where the dispersive valence band points to Millon’s salt as
a possible one-dimensional hole conductor. We also show through computations that
valence band dispersion and the fundamental band gap could be engineered by strain
or halide substitution. Finally, comparison between experimental and computational
results allow us to elucidate the origin of optical transitions in Millon’s salt.
5.1 Introduction
The field of low-dimensional materials, especially semiconducting nanowires, has ex-
perienced a remarkable expansion over the last two decades, from refinement in syn-
thesis techniques, shape control, and characterization[28] to incorporation into com-
mercial devices[29]. Their novel properties, e.g., tolerance to mechanical deforma-
tions, anisotropic behavior, device integrability, etc., allow for utility in electronic,
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photonic, energy storage, and sensing nano-applications.
Even while forming a bulk crystal, the long known Magnus’ green salt (MGS)[30,
31] classified as a quasi-one-dimensional (Q1D) material due to its uni-directional
anisotropic character. MGS ([Pt(NH3)4][PtCl4]) along with certain analogues have
been well investigated over the years with the examination of their electronic[209]
and conductive[210, 211] properties. Furthermore, MGS derivatives involving lig-
and substitution have contributed to the determination of specific observed optical
signatures[212].
The unique Q1D behavior of MGS results from central platinum (Pt) atoms of
each ionic subunit interacting to form infinite linear arrays. These contacts are char-
acterized by mixed covalent/van der Waals (vdW) interactions between Pt atoms with
closed-shell d8 configurations, usually referred to as metallophilic bonding. More gen-
erally, metallophilic bonds also encompass metals with s2, closed-shell d8, and/or d10
configurations,[213] which is seen in MGS derivatives[212] and other double salts[214,
215]. In addition, theoretical calculations emphasize the importance of hydrogen-
bonding (H-bonding) to crystal and linear array stability[209].
To reduce the overhead costs associated with MGS, other derivatives that target
the substitution of Pt with other metals would appear more practical for future inte-
grability into nanostructured devices. Indeed, derivatives in which copper (Cu) substi-
tutes one of the Pt atoms are known, the so-called Millon’s salt ([Cu(NH3)4][PtCl4])
and Becton’s salt ([CuCl4][Pt(NH3)4])[216]. Although Millon’s salt displays struc-
tural similarities to MGS (contrary to Becton’s salt), limited research into the nature
and properties of these interesting materials has so far been pursued. Therefore, we
attempt here to provide a more detailed and comprehensive analysis.
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5.2 Methodology
5.2.1 Experimental details
Potassium tetrachloroplatinate (K2PtCl4) is prepared from Pt metal by a series of
previously determined methods: first, dissolution of the metal in aqua regia to yield
hexachloroplatinic acid (H2PtCl6)[217], followed by cation exchange to form potas-
sium hexachloroplatinate (K2PtCl6)[218], and finally, reduction to K2PtCl4 using hy-
drazine (N2H4)[219]. All other reagents are obtained commercially and used without
further purification.
Diffuse Reflectance ultraviolet-visible-near-IR (UV-Vis-NIR) spectra are measured
with a Shimadzu UV-3600 Spectrometer using a Harrick Praying Mantis attachment
and analyzed using the Kubelka-Munk transformation.[220, 221] Scanning electron
microscopy (SEM) is performed using a Zeiss Supra 55VP Field Emission Scanning
Electron Microscope and energy dispersive X-ray spectroscopy (EDS) is performed
using the software EDAX. Samples are prepared for SEM and EDS by suspending
the solids in acetone, transferring to a wafer of polished silicon, and allowing to dry
in air overnight.
Millon’s salt is prepared using Ref. 216.
A portion of K2PtCl4 (54.1 mg, 0.120 mmol) is dissolved in ∼5 mL H2O, followed
by the addition of a large excess of solid KBr (1.33 g, 10.8 mmol). The resulting
mixture is stirred vigorously overnight and filtered, yielding a brown solution. Sep-
arately, a portion of [Cu(NH3)4(OH2)]SO4 (31.8 mg, 0.120 mmol) is dissolved in a
mixture of 1 mL 30% NH3 solution and 2 mL H2O. This blue solution is slowly added
to the previous brown solution over the course of 5 min, resulting in the immediate
formation of red/brown crystals suitable for X-ray analysis. The reaction mixture is
stirred for 4 h, filtered over a fine frit, and dried in vacuo overnight, yielding 48.9 mg
(63.0%) of the desired product. UV-Vis-NIR (diffuse reflectance) (ω-max (k/s)): 271
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(6.87), 423 (1), 520 (0.66).
Single crystals of [Cu(NH3)4][PtBr4][222] are obtained directly from the reaction
mixture. After selection of a suitable crystal, particular data are collected on a
Bruker Micro-Source CMOS diffractometer. The crystal is kept at 100.0 K during
data collection. Using Olex2[223], the structure is solved with the ShelXT structure
solution program[224] with Intrinsic Phasing and refined with the ShelXL refinement
package[225] using least-squares minimization.
All of the above experimental synthesis and characterizations are performed by
our collaborators in the Doerrer group.
5.2.2 Computational details
For a more detail description of the theoretical methods outlined below, the reader is
directed to Chap. 2 and Sec. 3.2.
First-principles calculations based on DFT[7, 8] are performed using the ABINIT
code[226, 227] which relies on a implementation of plane waves and pseudo-potentials.
Spin-polarization is included in all DFT calculations.
The exchange-correlation energy is determined by LDA[228], GGA, and the range-
separated hybrid approach. In GGA calculations, we use PBE[94].
Furthermore, to take into account the strong Coulomb repulsion between localized
d electrons, we include an additional effective on-site exchange-correlation contribu-
tion to the LDA functional (LDA+U) and the PBE functional (PBE+U)[229]. This
method has been very successful in predicting the behavior of strongly-correlated
systems such as Mott insulators as well as compounds containing transition and rare
earth metals.[229–231] The effective onsite term - added to L2 angular momentum
channels of Cu and Pt - depends on correlation (U) and exchange (J) potentials
within the fully localized limit[232] as implemented in ABINIT [233]. For Cu, U and
J terms are 4.5 eV and 0.9 eV, respectively[234–236]; for Pt, we employ U=7.0 eV
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while J is set to zero[237, 238].
Finally, range-separated hybrid calculations are performed with the screened hy-
brid HSE functional[114, 115] using a perturbative approach within ABINIT [239].
Relaxed lattice parameters and atomic positions determined with PBE and norm con-
serving pseudo-potentials are used in these HSE calculations. Inclusion of short-range
screened exact exchange as prescribed in HSE has been proven to give band gaps in
better agreement with experiment with respect to LDA and GGA functionals[115,
119, 122]. HSE has also shown good performance with compounds containing transi-
tion metals (see Ref. 240 and references therein).
Electron-ion interactions are described by pseudo-potentials according to the pro-
jected augmented-wave (PAW) method[241–244] for structural and magnetic calcu-
lations, while the norm-conserving (NC) method[245, 246] is used for electronic and
optical calculations. Kohn-Sham wave functions are expanded on a plane wave ba-
sis set with energy cutoffs of 450 eV for PAW and 950 eV for NC pseudopotentials,
respectively.
Under the Monkhorst-Pack scheme[247], the Brillouin zone is sampled by a 4×4×8
k-point mesh for the bulk crystal and by a 1×1×16 k-point mesh for the isolated
one-dimensional chain. A finer Γ-centered k-point grid of 6×6×12 and 1×1×24 are
utilized in determining the density of states (DOS) for the bulk crystal and the one-
dimensional chain, respectively.
As starting atomic configurations and lattice constants for the bulk crystal, the
experimentally resolved structure is used (see Sec. 5.2.1). From this starting config-
uration, we carry out a lattice relaxation and structural optimization, until the force
experienced by any atom is less than 0.01 eV/A˚, and pressure less than 0.06 GPa.
Moreover, the suggested quasi-one-dimensional nature of the bulk Millon’s salt
prompts an examination and characterization of a one-dimensional isolated chain.
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To obtain such a one-dimensional structure, neighboring chains are removed and, in
order to avoid spurious interactions, lattice parameters perpendicular to the chain
axis are increased so that the nearest distance between periodic replicas is ∼10 A˚.
Determination of optical properties requires the use of the dielectric properties
(DP) code[248] to calculate the frequency dependent macroscopic dielectric function
via linear response under RPA[145, 146]. The optimized one-dimensional structure us-
ing PBE with NC pseudo-potentials is employed along with a shifted 1×1×24 k-point
mesh leading to 24 k-points in the irreducible Brillouin zone. Local-field effects[147]
are incorporated into the determination of the microscopic dielectric tensor due to
the known efficacy to properly describe low-dimensional materials[249, 250].
For a semiconductor, the dielectric screening cannot be presumed to be infinite like
in a metal; thus, a binding energy EB should exist between electron-hole pairs, i.e.,
excitons, resulting from neutral/optical excitations (see Sec. 3.2). By definition, RPA
excitation energies do not account for excitonic effects unlike other methods such as
TDDFT[18, 19] when an appropriate exchange-correlation kernel is included[174, 178].
Shortcomings in TDDFT, however, stem from the type of such kernel utilized and
the intrinsic complexity in describing extended systems[20, 21].
We circumvent these theoretical shortcomings by approximating EB with the cor-
rection of electronic eigenenergies between final and initial states (excitation energies
with RPA) going from PBE (ωPBERPA) to HSE (ω
HSE
RPA) where ω
PBE
RPA ≈ ωHSERPA − EB ∼
ωHSETDDFT. With this, we estimate that ω
PBE
RPA is similar to excitation energies using HSE
with TDDFT (ωHSETDDFT). In strongly correlated systems, like in low dimensional mate-
rials, this cancellation of errors can be an appropriate approximation[251]. Therefore,
theoretical spectra presented in this work are calculated with PBE and RPA.
All crystal structures and Kohn-Sham orbital isosurfaces are rendered utilizing
XCrySDen[252].
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5.3 Results and discussion
5.3.1 Structural properties
The crystal structure of Millon’s salt - shown in Fig. 5·1 - corresponds to a primitive
tetragonal Bravais lattice with P4/mnc symmetry belonging to space group no. 128.
Unit cell dimensions of the bulk crystal are a = b = 9.010 A˚ and c = 6.371 A˚ that are
experimentally determined from the procedure stated in Sec. 5.2.1. This compares
favorably to previously observed lattice lengths[216] where the a and c lengths differ
by 0.3% and 1.1% respectively. Other experimentally resolved structural information
for Millon’s salt can be seen along with comparative computational data in Tab. 5.1.
The bulk crystal consists of cationic and anionic subunits, [Cu(NH3)4]
2+ and
[PtCl4]
2−, respectively. Each subunit is formed by a metal (M) center with a quartet
of surrounding ligands (L) and is contained within the crystal ab-plane. Propagating
Figure 5·1: ab-projection (left) and c-projection (right) of the experimen-
tally resolved structure of Millon’s salt bulk crystal. Atomic elements are
identified by the following colors: Pt=gray, Cu=copper, Cl=green, N=blue,
and H=yellow.
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along the crystal c-axis shows alternating cationic and anionic subunit planes parallel
to one another, resulting in uniform interactions between ionic subunits. This par-
ticular configuration promotes the description of Millon’s salt as a collection of single
chains in the c-axis direction of the crystal, and a single (isolated) chain is depicted
in Fig. 5·2.
Within the experimentally determined crystal, neighboring chains in relation to a
central chain run staggered along the four edges of a cube. Hereafter, atoms belonging
to the central chain will be denoted without a prime while atoms of neighboring chains
will be denoted with a prime (′). The metallic centered backbone along the c-axis
contains periodically repeating Cu and Pt atoms with a separation of ∼3.19 A˚ while
the distance between Cu and Pt′ or Cu′ and Pt existing in the same ab-plane is
∼6.37 A˚.
L’s surrounding their associated M center (NH3 for Cu and Cl for Pt) play a crucial
role in maintaining the structural stability of the crystal. Hence, neighboring chains
primarily interact via Cl-H′ and Cl′-H while Cl-H interactions assist in the formation
of a single linear chain. Each nearest Cl-H, Cl-H′, and Cl′-H electrostatic interaction
lies within a distance of ∼2.5 A˚, consistent with an H-bonding categorization.
For each ionic subunit within the crystal, all L-M-L angles are 90◦, which is
representative of a strictly square-planar coordination. In solution, we experimentally
observe that the [Cu(NH3)4]
2+ cationic subunit geometry oscillates between a square-
planar and tetrahedryl configuration. Therefore, during crystal formation, interaction
of the cationic subunit with the predominantly square-planar [PtCl4]
2− induces the
cationic species to preferentially adopt a square-planar coordination. This specific
arrangement of the subunits within a linear chain provides maximal and consistent
Cl-H interactions along the c-axis. Moreover, this behavior is not observed in Becten’s
salt[216] where the [CuCl4]
2− subunit adopts an octahedral configuration and leads
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Figure 5·2: 1D isolated chain of Millon’s salt determined from theoretical
calculations with PBE. Atomic elements are identified by the same color
scheme used in Fig. 5·1.
to an increase in the Cu-Pt distance beyond that of Millon’s salt.
The intrachain electrostatic attraction between Cl and H leads to a Cu-Pt separa-
tion (noted previously) that corresponds to a distance greater than a covalent bond
but smaller than the sum of the vdW radii, a situation which resembles metallophilic-
type bonding[213]. While MGS has interactions consistent with a metallophilic bond-
ing definition, Millon’s salt contains M-M interactions between an open-shell d9 Cu
and closed-shell d8 Pt which does not fully satisfy a metallophilic description. In-
trachain Cu-Pt interactions, however, result in features (discussed in Sec. 5.3.2) that
allow Millon’s salt to be considered a Q1D material; therefore, further discussions
will adopt this nomenclature.
Having established the description of the experimental structure, we direct our
attention to the computational modeling of Millon’s salt with DFT. Upon optimiza-
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Type Exp. LDA LDA+U PBE PBE+U
Unit cell
9.010 8.778 8.801 9.337 9.314
9.010 8.778 8.801 9.337 9.314
6.371 6.098 6.102 6.463 6.533
Cu-Pt 3.185 3.049 3.051 3.232 3.267
Cu-N 2.014 1.979 1.981 2.040 2.042
Pt-Cl 2.307 2.283 2.296 2.328 2.349
Cl-H 2.561 2.310 2.319 2.520 2.549
Cl-H′ 2.519 2.280 2.274 2.501 2.507
N-Cu-Pt 90.0 90.0 90.0 90.0 90.0
Cl-Pt-Cu 90.0 90.0 90.0 90.0 90.0
N-Cu-Pt-Cl 29.5 29.5 30.0 31.1 30.4
Table 5.1: Experimental and computational lattice parameters and dis-
tances (A-B), angles (A-B-C), and torsional angles (A-B-C-D) between
atoms of the Q1D Millon’s salt. Lengths and distances are in A˚ while angles
are in degrees (◦).
tions with LDA, LDA+U, PBE, and PBE+U, Q1D atomic, intrachain, and interchain
distances, as well as bond and torsional angles, remain in good agreement with ex-
perimental characterizations, as reported in Tab. 5.1. The intrachain (Cl-H) distance
along the c-axis and interchain (Cl-H′) distance within the ab-plane at the PBE and
PBE+U level agree with experiment within ∼1% while LDA and LDA+U present
larger deviations. At each level of theory, the calculated Cu-Pt distance agrees fa-
vorably with the experimental value with deviations less than ∼4% preserving the
metallophilic-like description along the c-axis.
Calculated lattice parameters of the Q1D crystal from each functional also lead
to results in good agreement with experimental findings. At the LDA and LDA+U
level, a and b lengths shorten by ∼2% and the c length shortens by ∼4%. On the
contrary, at the PBE and PBE+U level, a and b lengths expand by ∼3% and the c
length expands by ∼2%. These current computational results coincide with known
trends corresponding to the functional dependence of lattice parameters and atomic
distances, where LDA tends to underestimate and PBE tends to overestimate bond
lengths[86].
In most materials, inclusion of an on-site correlation term partially corrects the
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spurious contraction (expansion) for LDA (PBE), but this feature was only observed
when using LDA+U. As shown in Tab. 5.2, the same functional dependence of the
lattice parameter c and atomic distances is also observed in the one-dimensional (1D)
isolated chain. Overall, closer agreement with experimental structural features are
obtained when using PBE over LDA, LDA+U, or PBE+U, making PBE a better
predictor of lattice parameters and atomic distances in the Q1D Millon’s salt.
Transitioning from the Q1D crystal to a 1D isolated chain requires the removal of
neighboring chains and thus eliminates by construction interchain interactions. Each
nearest Cl-(NH3)
′ interaction is found to be ∼0.18 eV at the PBE level, comparable
to known energies associated with H-bonding in halides (see Ref. 253 and references
therein).
Formation of a 1D isolated chain results in a contraction of the lattice parameter
c (direction of the Cu-Pt bond) which maximizes intrachain interactions and lowers
the energy by ∼0.16 eV when compared to the 1D chain before contracting. The
lattice contraction is also accompanied by a uniform L rotation around the c-axis
which, in turn, increases subunit interactions. Due to the L rotation, the torsional
angle between N-Cu-Pt-Cl increases from ∼ 31◦ in Q1D to ∼ 39◦ in 1D at the PBE
level of theory.
As a consequence, this increase causes the distance between M centers of the sub-
Type LDA LDA+U PBE PBE+U
c cell 5.619 5.621 6.006 6.007
Cu-Pt 2.809 2.811 3.000 3.003
Cu-N 1.989 1.990 2.053 2.050
Pt-Cl 2.290 2.306 2.336 2.354
Cl-H 2.289 2.290 2.431 2.434
N-Cu-Pt 90.0 90.0 90.0 90.0
Cl-Pt-Cu 90.0 90.0 90.0 90.0
N-Cu-Pt-Cl 42.2 42.1 39.1 39.1
Table 5.2: Computational cell lengths and distances (A-B), angles (A-B-
C), and torsional angles (A-B-C-D) between atoms of the 1D Millons salt.
Lengths and distances are in A˚ while angles are in degrees (◦).
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units to shorten which decreases the Cu-Pt distance by ∼0.2 A˚. Interactions between
Cu-Pt can be considered the primary cause of the ∼ 8◦ change since the Cl-H distance
only shortens by ∼0.1 A˚. We can therefore conclude that the energetic stability of the
Q1D crystal primarily depends on Cl-(NH3)
′ and Cl′-NH3 interactions while the 1D
chain compensates for this deficiency through the enhancement of Cu-Pt interactions
between alternating subunits along the c-axis.
5.3.2 Electronic properties
We first address the electronic properties of the experimentally synthesized Q1D
Millon’s salt, and then given its 1D nature, we discuss the properties of an ideal 1D
Millon’s salt chain.
Quasi-one-dimensional (Q1D) crystal
The Q1D Millon’s salt is predicted to be a semiconductor with a direct band gap at
the Γ point of ∼1.5 eV at the PBE level, enlarged to ∼3.3 eV with HSE. Fig. 5·3
contains the band structure computed with PBE.
The valence band (VB) - first green dashed line just below 0 eV - displays disper-
sive character along paths through the Brillouin zone with a component along the Z
direction (corresponding to the intrachain direction) while remaining essentially flat
along the X-Γ path (corresponding to the interchain direction). This is true also for
the other more dispersive occupied bands (with band width ∼0.7 eV); such states
correspond primarily to d type orbitals associated with Cu 3d and Pt 5d states and
secondarily to L associated p states.
We additionally observe through visual inspection that bands consisting of the
same state on different chains are nearly degenerate in energy, a fact that suggests
minimal coupling between states on neighboring chains. This effect can be seen,
for instance, in the VB which consists of two degenerate bands as well as the con-
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Figure 5·3: Spin majority DOS (left), band structure (middle), and spin
minority DOS (right) of the Q1D Millons salt with PBE. Valence band
maximum has been placed at 0.0 eV. For the band structure: occupied
bands=blue or green, unoccupied bands=red or grey, spin majority=solid,
and spin minority=dashed. For the DOS: total=solid black, Pt=gray,
Cu=copper, Cl=green, N=blue, projected d states=solid, and projected p
states=dotted.
duction band (CB) and CB+1 which are nearly degenerate. These observations are
in agreement with the characterization of Millon’s salt as a Q1D material. We can
thus conclude that Cu 3d and Pt 5d states resulting from particular interactions (see
Sec. 5.3.1) play a crucial roll in the delocalization of occupied bands.
Focusing now on individual bands and their corresponding orbitals at Γ, the VB
at ∼0.0 eV resembles a dz2 type orbital and delocalizes across Cu and Pt (intrachain
direction) along the crystals c-axis. Conversely, the CB at ∼1.5 eV resembles a dx2−y2
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type orbital localized on Cu which, in turn, lies in the ab-plane of the crystal. From
the associated projected DOS (see Fig. 5·3 - right panel), we determine that these
bands mostly contain contributions from Cu 3d states; both VB and CB correspond
to spin minority states.
As described in crystal field theory,[254] valence M associated d states split into
specific energy levels as a response to the electric field generated by surrounding
Ls. Since Ls coordinate around each M center within the crystal ab-plane, Cu and
Pt dx2−y2 type orbitals - (also lying in the ab-plane) - should be of higher energy
when compared to other d type orbitals due to electronic repulsion arising from the
charge density localized on Ls. This charge repulsion between M and corresponding
L is more pronounced for Pt 5d associated dx2−y2 states when compared with similar
Cu 3d associated states due to the increased spacial extension of the 5d orbital in
the ab-plane. Therefore, the CB and CB+1 consist of highly localized Cu 3dx2−y2
states on the cationic subunit while the higher energy unoccupied CB+2 and CB+3
correspond to Pt 5dx2−y2 states localized on the anionic subunit, where each contains
minor contributions from N 2p and Cl 3p states, respectively.
Orbitals that contribute to the VB at the Γ point, however, do not resemble the
Cu 3dx2−y2 type orbital, but rather they are predominantly dz2 type orbitals. This
feature results from the dispersive character of the dz2 type orbital which originates
from Cu-Pt interactions.
Additionally, subunit interactions can be observed in the mixed character of the
manifold of occupied bands within the range ∼-0.2 eV to ∼-0.5 eV (at Γ), while they
are not observed in bands with Cu 3dx2−y2 character. Hybridization within these
bands occurs between Pt 5d and Cl 3p states as well as Cu 3d and N 2p states where
the anionic subunit is mostly Cl 3p in character and the cationic subunit is mostly Cu
3d in character. Even though hybridization mainly involves states contained within
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individual subunits, the slight dispersion along the Z-Γ path indicates the presence
of intrachain subunit interactions along the crystals c-axis.
Given the larger dispersion along the Z-Γ path, we expect hole carriers to move
predominantly within the VB along the c-axis of the crystal. Conversely, electron
injection into the CB would give rise to electron localization in the crystals ab-plane
and result in negligible electron transport.
One-dimensional (1D) isolated chain
We examine the band structure of an isolated chain at the PBE level of theory pre-
sented in Fig. 5·4 to further investigate the validity of treating the Q1D material as
a 1D chain. This approximation reduces computational resources (by roughly one
order of magnitude) and subsequently allows for more demanding (and more accu-
rate) calculations to be performed with advantageous scaling, providing a simplified
representation of potentially similar materials. This approximation is explored using
LDA, PBE, and HSE to test against any potential functional dependency. Compara-
tive trends between Q1D and 1D remained consistent which leads to observations that
are independent of functional and the discussion will only consider results obtained
at the PBE level of theory.
As in the Q1D crystal previously considered, the 1D crystal is a semiconductor
where the VB and CB arise from spin minority Cu 3d states. The VB dz2 type orbital
is still delocalized across the Cu-Pt backbone (c-axis) as a result of M-M interactions
while the CB is localized on the cationic subunit in a dx2−y2 type orbital. Comparison
between the Z-Γ path in the Q1D and 1D band structures - shown in Fig. 5·5a - left
and right respective panels - leads to features in good agreement with one another.
Relative energies, dispersion, and projected DOS of 1D occupied and unoccupied
bands (see Fig. 5·4) exhibit similar features with respect to the Q1D case.
Minor deviations do however exist, and primarily result from the contraction of
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Figure 5·4: Spin majority DOS (left), band structure (middle), and spin
minority DOS (right) of the 1D isolated chain from Millons salt with PBE.
Valence band maximum has been placed at 0.0 eV. For the band structure
and DOS, the same color designations in Fig. 5·3 are used.
the c-axis from the Q1D crystal to the 1D isolated chain discussed in Sec. 5.3.1. This
contraction augments subunit interactions, and in particular, the interaction between
Cu and Pt. As a result, band dispersion of states with Cu 3d and Pt 5d character
increases due to their increased mixing and leads to larger delocalization. Moreover,
since the CB is essentially unaffected by this change, the increased dispersion leads to
a band gap reduction of ∼0.4 eV at the PBE level. As expected, no energy splittings
are present in the unoccupied bands of the 1D band structure; such splittings were
in fact due to interchain interactions between neighboring chains, which are absent
by construction in the 1D model.
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Apart from these specific instances, band structures from the Q1D crystal and 1D
isolated chain are very similar (see Fig. 5·5a). These observations confirm that the
Q1D experimentally synthesized Millon’s salt can be regarded as a truly 1D material.
In addition, we perform calculations using HSE to investigate the effect of in-
cluding short-range screened exact exchange on the electronic band structure. The
HSE functional is known to correct for the well-known band gap underestimation
in DFT-PBE and shares a similar theoretical footing with the GW approximation
(see Ref. 119). Moreover, HSE tends to provide a more accurate description of band
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Figure 5·5: Band structures of Millon’s salt for (a) the Q1D crystal (left)
and 1D isolated chain (right) from Z to Γ with PBE along with (b) the 1D
isolated chain with HSE. Valence band maximum has been placed at 0.0 eV
in each. For all band structures, the same color designations in Fig. 5·3 are
used.
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dispersion for semiconductors compared to PBE, or unscreened hybrids, due to the
inclusion of screened exchange[119].
The 1D band structure calculated with HSE from Fig. 5·5b gives a fundamental
band gap of ∼2.9 eV at Γ, which corresponds to an increase of ∼1.8 eV with respect
to the PBE result. Dispersion of occupied bands also increases. In particular, VB
dispersion is now ∼0.9 eV, a substantial increase from the ∼0.6 eV predicted by PBE.
With the CB remaining localized, the VB can be concluded to mainly contribute to
the charge carrier mobility due to its dispersive character with a hole effective mass1
meff of ∼7.3×10−3 me (a.u.) at the Γ point.
Due to the unit cell containing an odd number of electrons, we have systematically
tested possible magnetic states of the 1D chain of Millon’s salt using PBE+U (see
Sec. 5.2.2 for more details). When taking into account only one unit cell, the unpaired
electron provides a magnetic moment around Cu of 0.64 µB (a.u.) within an atomic
centered radius of 1.35 A˚ while a negligible magnetic moment exists around Pt. This
confirms our assertion that the M centered backbone possesses a d8 Pt and d9 Cu
electronic configuration. Calculations with larger super cells along the c-axis (up to
four times the unit cell) display no energetic preference for an antiferromagnetic or
ferrimagnetic spin system.
5.3.3 Effect of strain
Exploration of the effect of strain along the M centered backbone (c-axis) of the 1D
isolated chain of Millon’s salt has been undertaken with both PBE and HSE. Tensile
(compressive) strain leads to the expansion (compression) of the Cu-Pt bond length
- red line shown in Fig. 5·6 - accompanied by a proportional change in the distance
between cationic and anionic subunits. Despite this change in the Cu-Pt distance,
1 effective mass meff of the valence band is calculated via meff = (∂2En (k) /∂k2)−1 where En (k)
is the valence band energy eigenvalue at k-point k
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Figure 5·6: Strain along the c-axis on the theoretical 1D isolated chain of
Millon’s salt. Tensile (compressive) strain is described by negative (possitive)
values, where 0% refers to the optimal lattice c length of the 1D chain.
Blue line describes meff values (left y-axis) of the valence band in me (a.u.)
calculated at Γ with HSE where black dots are the exact calculated values.
Red line describes the Cu-Pt distance (right y-axis) in A˚ with PBE.
the linear character of the M centered backbone with alternating square planar ionic
subunits is maintained. Strain has also a negligible effect on the M-L distance in the
ab-plane in each subunit with changes in bond length smaller than ∼0.02 A˚.
Largest differences in structural features due to applied strain arise from the tor-
sional angle between L’s on different subunits. Namely, under tensile strain from
0% to 6%, the N-Cu-Pt-Cl torsional angle decreases by ∼ 8◦. Compressive strain
additionally follows a similar pattern; the torsional angle increases by ∼ 6◦ when 10%
compressive strain is applied.
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On the other hand, variation in the torsional angle does not significantly alter
the Cl-H distance between subunits. When compared to the unstrained structure,
6% tensile strain and 10% compressive strain result in only a ∼0.04 A˚ and ∼0.11 A˚
change in the Cl-H distance, respectively. These findings coincide with the theoretical
trends discussed in Sec. 5.3.1 where shortening of the c-axis (due to the removal of
neighboring chains in that case) led to an increase in the N-Cu-Pt-Cl torsional angle
with the Cl-H distance only slightly effected. Thus, structure of a 1D isolated chain
is mainly unaffected by applied strain except for the L rotation around the c-axis and
distance between the M centers.
Strain, however, does have an effect on the electronic properties of the 1D isolated
chain. Generally, compressive strain leads to a higher degree of dispersion in occupied
bands and some unoccupied bands (to a lesser extent) while tensile strain gives the
opposite trend; this is especially pronounced for Cu 3d and Pt 5d states, and for
the VB in particular. The physics behind this behavior is straightforward. The act
of compressing lowers the distance between subunits which, in turn, increases the
interaction between Cu and Pt, and thus, the band width; The act of stretching
shows the opposite trend.
Degrees of dispersion which vary with strain are analyzed at the HSE level to
determine hypothetical charge carriers in both valence and conduction bands. From
Fig. 5·6, variation in the VB dispersion is pronounced with meff (blue line) decreasing
by nearly ∼30% under 10% compressive strain and increasing by ∼26% under 6%
tensile strain when compared with the unstrained value. This suggests the possibil-
ity to strain-engineer hole mobility, enhancing or reducing interactions between Cu
and Pt with lattice compression or tension along the c-axis (intrachain direction),
respectively.
In contrast, the CB is virtually unaffected by strain remaining flat, as seen in
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Fig. 5·5b (at ∼2.9 eV) for the unstrained case. As a consequence, injected elec-
trons would remain localized in the ab-plane which is to be expected due to the CB
resembling a dx2−y2 type orbital at Γ lying in the ab-plane.
5.3.4 Effect of ligand substitution
Noticing the importance of the Cu-Pt distance in hypothetical charge carrier mobil-
ity, we propose new materials derived from the 1D isolated chain of Millon’s salt.
These materials incorporate different L’s within the anionic subunit and take the
form [Cu(NH3)4][PtX4] where X is either F, Cl (1D Millon’s salt), Br, or I leading to
varying Cu-Pt distances. Beyond Millon’s salt, the Q1D crystal of the Br analog has
actually been synthesized (see Sec. 5.2.1). Selected theoretical data involving new
isolated chains along with the 1D Millon’s salt are displayed in Tab. 5.3.
Structurally, there exists a direct relationship between the vdW radius of L and
Cu-Pt distance from Tab. 5.3. F decreases while Br and I increase the distance with
respect to Cl due to the fact that the X-NH3 interaction is the limiting factor in
Cu-Pt distance. Therefore, a new isolated chain (where Cl is replaced by F) allows
for a shortening of the Cu-Pt distance while using Br or I will result in a subsequent
corresponding increase in comparison with the 1D Millon’s salt.
As previously mentioned, dispersive character of the VB is related to interactions
between Cu and Pt which is inversely related to Cu-Pt distance. The VB for a chain
with F, therefore, possesses higher dispersion when compared with the 1D Millon’s
salt in contrast to a chain with Br or I that contains a VB with lower dispersion.
For X=F or X=Cl, the VB corresponds to a Cu 3dz2 type orbital; when X=I, Cu-Pt
interactions are conversely diminished, and thus, the VB resembles a Pt 5dz2 type
orbital.
For each X considered, the CB and CB+1 remain flat and mirror the flatness
of the CB (at ∼2.9 eV) and CB+1 (at ∼3.2 eV) from the 1D Millon’s salt from
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Ligand X vdW Radius Cu-Pt Distance Band gap meff (in 10
−3)
F 1.42 2.745 2.22 5.3
Cl 1.80 3.000 2.91 7.3
Br 1.91 3.102 3.00 8.3
I 2.09 3.255 3.07 15.8
Table 5.3: Computed features of [Cu(NH3)4][PtX4] 1D isolated chain
where X is a varying halide around Pt. Band gap at Γ in eV and meff
of the valence band at Γ in me (a.u.) are calculated with HSE while the Cu-
Pt distance in A˚ is determined with PBE. The vdW radii in A˚ are averaged
values summarized from Ref. 255.
Fig. 5·5b. When X=F or X=Cl, the CB corresponds to a Cu 3dx2−y2 type orbital
while the CB+1 appears similar to a Pt 5dx2−y2 type orbital at Γ. These features are
reversed, however, when X equals Br or I where the CB (CB+1) now resembles a Pt
5dx2−y2 (Cu 3dx2−y2) type orbital. This behavior is due to the fact that crystal field
effects are not as significant for elements with larger atomic radii (like Br and I when
compared to F and Cl).
Overall, dispersive character of the VB and CB closely mimic trends observed
from theoretical application of strain from Sec. 5.3.3.
Comparing meff values from Tab. 5.3, the effect of differing halide L’s on the
potential hole carrier mobility of the VB calculated is examined at Γ at the HSE
level. In relation to an isolated chain of Millon’s salt, one with F leads to a lowering
of meff of ∼28% while a chain with Br leads to an increase of ∼13%. These values are
very similar to meff values calculated for 9% compressive strain (F correspondence)
and 3% tensile strain (Br correspondence) on the isolated Millon’s salt chain which
nearly overlaps with the Cu-Pt distance for each hypothetical chain. Therefore, we
can conclude that the enhancement of VB dispersion (and the expected corresponding
carrier mobility increase) primarily results from Cu-Pt interactions where varying
halide ligands modifies substantially the Cu-Pt distance.
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5.3.5 Optical properties
The experimental absorption spectrum of the Q1D crystal of Millon’s salt, together
with theoretical spectra of the 1D isolated chain (see Sec. 5.2 for details) are provided
in Figs. 5·7a and 5·7b, respectively. Corresponding experimental and theoretical spec-
tra are additionally presented for the Br analog of Millon’s salt ([Cu(NH3)4][PtBr4]).
Since Millon’s salt Q1D and 1D chain spectra resemble each other, we only present
the computationally less demanding 1D theoretical spectra for Millon’s salt and its
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Figure 5·7: Absorption spectra of Millon’s salt and Br analog from (a)
experimental solid state diffuse reflectance measurements on the Q1D crystal
and (b) theoretical calculations using RPA on the 1D isolated chain with
PBE. Experimental spectra are reported up to ∼6.2 eV. Green (dark red)
solid line in each refers to unpolarized signals for Millon’s salt (Br analog).
Lighter colors in b correspond to polarized calculations with combined xy-
polarization (dashed lines) or z-polarization (dotted lines).
79
Br analog.
In experiment, from Fig. 5·7a, the energy range 1.0 eV-3.0 eV contains peaks
with considerable broadening and low oscillator strengths where the most prominent
signal for either Millon’s salt (green line) or Br analog (dark-red line) lies at ∼2.3 eV;
they primarily correspond to d-d transitions. Theoretical spectra from Millon’s salt
and the Br analog (see Fig. 5·7b) present a similar feature at ∼1.7 eV which arises
significantly from z polarization (light-green and red dotted lines, respectively) along
the c-axis (intrachain direction). The transition in the case of Millon’s salt (resembling
that found in the Br analog) is isolated - shown in Fig. 5·8a - and describes (at Γ)
transitions between Pt 5d type orbitals and the CB, a Cu 3dx2−y2 type orbital.
Within the UV-Vis range, a peak with moderate intensity at ∼3.2 eV appears in
the experimental Millon’s salt spectrum while a similarly characterized peak occurs
at a higher energy of ∼4.2 eV in our calculations. Computed transitions leading to
the signal at ∼4.2 eV - green solid line shown in Fig. 5·7b - possess contributions
from x and y polarization (light-green dashed line) in addition to polarization in the
z-direction. Moreover, we observe that this theoretical peak is representative of a
ligand-to-metal charge transfer (LMCT) transition localized in the ab-plane where
excitations are mostly from Cl 3p type orbitals to a Pt 5d type orbital within the
anionic subunit of Millon’s salt (see Fig. 5·8b).
Moving from Millon’s salt to its Br analog, these LMCT peaks undergo notable
redshifts in both the experimental and theoretical spectra illustrated by dark-red
solid lines. Namely, the experiment exhibits a peak at ∼2.9 eV while the calculated
spectrum shows a corresponding peak at ∼3.5 eV with majority contributions from x
and y polarization (red dashed line). Isolating the computational signal at ∼3.5 eV,
transition characteristics primarily mirror ones assigned to Millon’s salt in Fig. 5·8b,
except in this case, Br replaces Cl.
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Peak at ~1.7 eV (z)(a)
Major contribution Minor contribution
b38s2 b41s2 b41s2b37s2
(b) Peak at ~4.2 eV (xy)
Major contribution Major contribution
b34s1 b42s1 b42s1b35s1
Figure 5·8: Optical transitions in Millon’s salt from Fig. 5·7b that corre-
spond to peaks at (a) ∼1.7 eV and (b) ∼4.2 eV. Each contains iso surfaces
of the initial and final orbitals at Γ with PBE, labeled by band b and spin s
indices relating to Fig. 5·4. Atomic elements are identified by the same color
scheme used in Fig. 5·1.
Although the experimental peak positions are not reproduced exactly in the cal-
culated spectra, our theoretical calculations qualitatively capture the trend and mag-
nitude of the redshift from ∼3.2 eV in Millon’s salt to ∼2.9 eV in the Br analog
observed in experiment. Computed peak intensities at ∼4.2 eV (green solid line) and
∼3.5 eV (dark-red solid line) also differ as a result of contributions from z polariza-
tion in Millon’s salt (light-green dotted line) which remains relatively absent in the Br
analog. Through calculations, this deviation is shown to partially stem from Cu-Pt
distance; as the 1D chain of Millon’s salt is theoretically stretched along the c-axis,
z-polarized intensity subsequently decreases.
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Peak at ~5.9 eV (z)(a)
Major contribution Minor contribution
b37s2 b44s2 b43s2b32s2
(b) Peak at ~6.2 eV (xy)
Major contribution Major contribution
b22s1 b42s1 b42s1b23s1
Figure 5·9: Optical transitions in Millon’s salt from Fig. 5·7b that corre-
spond to peaks at (a) ∼5.9 eV and (b) ∼6.2 eV. Each contains iso surfaces
of the initial and final orbitals at Γ with PBE, labeled by band b and spin s
indices relating to Fig. 5·4. Atomic elements are identified by the same color
scheme used in Fig. 5·1.
The dominant signal in the experimental spectrum from Fig. 5·7a appears at
∼5.6 eV (∼4.6 eV) with respect to Millon’s salt (Br analog). In relation to theory,
we associate these peaks with those at ∼6.2 eV and ∼5.8 eV for Millon’s salt and
its Br analog, respectively. Again, computed signal energy positions are increased
when compared to experiment, but their characteristic features remain qualitatively
similar.
Furthermore, the theoretical peak at ∼6.2 eV (∼5.8 eV) for Millon’s salt (Br
analog) acquires majority contributions from polarization in the x and y-directions
denoted by a light-green (red) dashed line. We conclude that this main spectral
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feature computed for Millon’s salt arises due to transitions between N 2p type orbitals,
a part of the cationic subunit, and a Pt 5d type orbital on the anionic subunit (see
Fig. 5·9b), which is then assigned to the experimental peak at∼5.6 eV; this association
corresponds to the Br analog as well. Like the lower energy theoretical peak near
∼4.2 eV, this also classifies as a LMCT transition. There exists, however, the potential
for additional possible transitions, e.g., N 2p type orbitals to Cu 3d type orbitals.
The dominant intensity signal in either Millon’s salt or its Br analog also possesses
considerable z-polarized contributions, lying at ∼5.9 eV (light-green dotted line) and
∼5.4 eV (red dotted line), respectively. As seen in Fig. 5·9a, transitions mainly orig-
inate from ligand states and end up in states with at least partial metallic character
as in the case of Millon’s salt. This is reflected in the major contribution at Γ, where
a p orbital originating near Cl in the ab-plane transitions to a d orbital delocalized
across the metallic backbone along the c-axis.
Even though there is no perfect correspondence between experimental and the-
oretical spectra, their comparison allows us to elucidate the origin of transitions in
the absorption spectra of Millon’s salt and its Br analog. The discrepancies between
experimental results and theoretical calculations originate from the underlying mean-
field approximation used in DFT. Higher level methods, such as dynamical mean-field
theory (DMFT)[256], related DMFT methods[257–260], or density-matrix renormal-
ization group (DMRG)[261, 262], might give better results due to their ability to
treat electron-correlation beyond the mean-field approximation. These methods have
shown efficacy in describing optical properties of strongly correlated systems[260, 263–
268]. However, This comes at a price of a vastly increased computational cost
(two/three orders of magnitude), and hence, their inclusion is out of the scope of
the present study.
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5.4 Conclusions
We have investigated the structural, electronic, and optical properties of Millon’s salt
with modern experimental techniques and theoretical calculations.
Millon’s salt is composed of alternating anionic and cationic subunits that form
a system of linear chains. Interchain interactions are primarily due to H-bonding
between neighboring chains.
Analysis of the computational band structure shows that Millon’s salt can be
regarded as a truly one-dimensional material where band dispersion occurs in the
intrachain direction while this is negligible in the interchain direction. At Γ, the
valence band corresponds to a delocalized dz2 type orbital along the c-axis while
the conduction band resembles a localized Cu 3dx2−y2 type orbital in the ab-plane.
Interactions between Cu and Pt result in a dispersive valence band which points to
Millon’s salt as a potential one-dimensional hole carrier.
Application of strain or ligand substitution, e.g., F, Br or I in place of Cl, provides
an approach to engineer valence band dispersion. As compressive strain is applied,
shortening of the Cu-Pt distance leads to an increase in the valence band dispersion;
tensile strain shows an opposite trend.
Similar behavior is observed when changing the halide primarily due to the halide
atomic radius and its effect on the Cu-Pt distance. Replacing Cl with F (smaller
atomic radius) leads to increased valence band dispersion while replacing Cl with Br
or I (larger atomic radii) results in a flattening of the valence band. Controlling of
valence band dispersion provides an attractive route to engineer hole carrier mobility
for potential electronic applications.
Comparison between experimental and computational spectra allows us to identify
the nature of Millon’s salt optical transitions, as well as for its Br analog. The main
peak in theoretical spectra is primarily due to ligand-to-metal charge transfer from N
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2p to Pt 5d type orbitals while the peak at ∼1.7 eV corresponds to an inter-subunit
transition between Pt 5d (anionic subunit) and Cu 3d (cationic subunit) type orbitals.
Chapter 6
First-principles examination of titanium
dioxide as photocatalyst: Exploring
dopant/vacancy effects and carbon
dioxide reactivity
Increased levels of green house gases in the future could prove problematic unless yet
untapped conversion pathways are developed. Analysis of anatase titanium dioxide
as a visible light photocatalyst is therefore undertaken from first-principles where
we examine the effect of non-metal doping along with oxygen vacancies in the (001)
surface. Nitrogen-doping introduces occupied p states into the intra gap region while
fluorine-doping or oxygen vacancies fill d defect states below the conduction band.
Combining these dopants/vacancies result in the increased promotion of p states into
the intra gap region available for visible light absorption. We then explore reactivity
of carbon dioxide on pristine and oxygen vacant surfaces, which suggest potential
routes for carbon dioxide conversion.
6.1 Introduction
Over the last couple of decades, fossil fuel usage has sparked a growing concern about
the future supply of low cost energy sources for industrial economies throughout the
globe. A seemingly more pressing matter, there also exists the possibility for unfore-
seen environmental consequences resulting from high levels of atmospheric carbon
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dioxide (CO2). Therefore, combating these issues through use of the practically in-
finite supply of energy provided by the solar spectrum would lead to the proverbial
“holy grail” of environmental science[32–35].
This has precipitated a drive for green chemistry in which titanium dioxide (TiO2)
proves useful[269, 270]. Ever since the discovery of the photocatalytic capability of
TiO2[271, 272], it has been an intensely investigated material with many promising
properties. High reactivity, relative stability, non-toxicity, and low cost make for its
wide use across a large range of fields such as sensors, electrochromics, photovoltaics,
and photocatalytics[273–275].
Nevertheless, activity of TiO2 in conjunction with solar radiation is limited due
to its wide band gap of ∼3.0 eV and ∼3.2 eV for the rutile and anatase phases,
respectively. Onset of optical absorption narrowly occurs within the UV regime and
hence restricts access to only ∼4% of the solar spectrum. Recent experimental and
theoretical Investigations have thus seen the advent of metal[276] and non-metal[277]
doping of TiO2 as a potential strategy to increase visible light absorption.
While much effort has been focused on rutile, the minority anatase phase proved
to possess greater photoactivity essential for catalytic behavior[278, 279]. Once sur-
face considerations were explored, research focused on the more stable anatase (101)
facet over its less stable (001) counterpart. The (001) facet, however, showed higher
photoreactivity[280], and efficient growth techniques have been developed for both
pristine[281, 282] and nitrogen-doped[283, 284] surfaces for this facet. In this Chap-
ter, we use computational methods to explore the properties of the anatase (001)
facet.
Photocatalysis of CO2 reactions with TiO2 requires: (1) initial electron-hole exci-
tation of TiO2 through light absorption, (2) electron-hole separation and migration,
and (3) reactivity/reduction of CO2 along with hole quenching by other adsorbates.
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Step 1 has just been discussed while step 2 is currently out of the scope of our study.
Addition of an electron to CO2 as in step 3 is quite challenging with a reduction
potential of ∼-1.9 eV in aqueous media[33].
Besides this, the overall pathway from a green house gas to a more useful and
less harmful product involves various alternative multistep processes that adds lev-
els of complexity[34]. A common feature though involves the formation of a CO−2
radical species that has been detected in electron paramagnetic resonance (EPR)
experiments[35]. Bending CO2 out of its usual linear configuration (which occurs
upon TiO2 adsorption) eases radical formation by lowering the activation barrier[270].
Specifics of this particular process are further explored in Sec. 6.4.
6.2 Computational details
First-principles calculations are conducted with the ABINIT software package[226,
227]. ABINIT features an implementation of plane waves and pseudo-potentials
while DFT[7, 8] forms the foundation of our calculations.
To obtain the exchange-correlation energy, we rely on the PBE functional[94]
which is a part of the general class of GGA functionals. Moreover, an effective on-site
exchange-correlation contribution is introduced to this functional (PBE+U)[229] due
to the potential for over delocalization of d electrons in TiO2. The correlation (U) and
exchange (J) potentials added to the L2 angular momentum channel of titanium (Ti)
take the values of 4.0 eV and zero, respectively[285, 286]. These PBE+U calculations
operate within ABINIT ’s implementation of the fully localized limit[232, 233].
All subsequent calculations utilize an energy cutoff of 400 eV for the plane wave
basis set wave function expansion. In addition, we employ PAW[241–243] pseudo-
potentials from Garrity et al[244] to represent the inteeraction between ionic cores
and valence electrons.
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For preliminary calculations on the bulk crystal, a k-point mesh of 6×6×3 under
the Monkhorst-Pack scheme[247] is used to sample the Brillouin zone. Structural
optimizations as well as total energies for surface configurations (see below for details)
only depend on one k-point. Electronic structures of surfaces, on the other hand,
are determined with a 2×2×1 k-point mesh while DOS calculations employ a finer
6×6×1 k-point mesh. Unless stated otherwise, all k-point meshes assigned to surface
structures are centered at the Γ point.
Lattice parameters corresponding to the anatase TiO2 crystal after relaxation
and optimization are a=b=3.831 A˚ and c=9.697 A˚ using PBE+U which closely agree
with experiment[287]. Here, convergence is not reached until the force experienced
by any atom is less than 0.01 eV/A˚ and pressure less than 0.06 GPa. For surface
configurations, structural optimizations are carried out under less stringent criteria
so that the maximum force experienced by any atom is less than 0.04 eV/A˚.
Initially, construction of an anatase TiO2 (001) surface involves the replication of
the conventional unit cell along the x and y axes which forms a 2×2×1 configura-
tion. We then increase the lattice parameter perpendicular to the (001) face until the
vacuum region in between periodic replicas measures ∼14 A˚ to minimize extraneous
interactions. This procedure results in a surface structure that consists of four TiO2
layers (each containing 12 atoms). During structural optimizations, each configura-
tion has a fixed bottom TiO2 layer which mimics the underlying bulk crystal
To simulate particular doping and/or vacancy structures, we start with the op-
timized pristine anatase (001) surface described above. For substitutional doping,
oxygen (O) atoms are replaced with either nitrogen (N) or fluorine (F); An O atom is
removed from the lattice, however, in the case of an oxygen vacancy (vO). We exclude
discussion on interstitial doping here due to its potential for increased defect induced
trapping sites and charge recombination centers.
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(a) (b) (c)
Figure 6·1: Optimized pristine anatase TiO2 (001) surfaces incorporating
(a) a single dopant/oxygen vacancy, (b) double/mixed dopants, and (c) sin-
gle/double dopants and oxygen vacancy determined with PBE+U. Atomic
elements are identified by the following colors: Ti=gray, O=red, vO=yellow,
and dopant(s)=remaining color(s). See text for further details.
Doping levels occur at 2% or 4% with regards to a single or double dopant, respec-
tively. Furthermore, dopant/vacancy positions are considered in relation to vacuum
(opposite to that of the fixed bottom layer).
In surface structures with a single dopant or vacancy, the dopant/vacancy exists
within the first four O layers (a part of two TiO2 layers), either at a position nearest
to, or furthest from vacuum as demonstrated in Fig. 6·1a. These configurations for an
N dopant are thus labeled by N1A (blue), N1B (black), N1C (green), and N1D (orange);
the superscript “1” refers to a single dopant and capital letters reflect various dopant
positions related to vacuum (with A being closest and D being furthest).
Configurations possessing multiple dopants with or without vacancies follow a
similar labeling convention where the numerical superscripts describe the number of
dopants/vacancies. In particular, doubly N or F doped structures possess one dopant
consistently in the layer nearest to vacuum (purple) while a second dopant is placed
in either the same or a different layer (see Fig. 6·1b). Specific labels are based on the
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second dopants position being closer to, or further from vacuum, e.g., N2A, N2B, N2C,
or N2D, with color designations maintained from Fig. 6·1a.
When considering N-F co-doping, the same labeling conventions apply except
F (purple) lies only in the layer nearest to vacuum - shown in Fig. 6·1b; hence, the
redundant “A” label for F is dropped which gives N1AF1 (blue), N1BF1 (black), N1CF1
(green), or N1DF1 (orange).
Additionally we investigate the effect of N dopants along with a vacancy as dis-
played in Fig. 6·1c. Like in the N1F1 case, vO (yellow) is positioned consistently
at the top layer nearest to vacuum while one N-dopant or two N-dopants are sub-
sequently placed in varying lattice positions. As the N dopants are placed further
from the vacancy, their specific configuration labeling follows previous trends, i.e.,
N2AvO1 (blue+black), N2BvO1 (black+green), N2CvO1 (black+orange), and N2DvO1
(green+orange); this also applies to N1vO1 with colors resembling those of N1F1 where
vO (yellow) replaces F.
Formation energies EFORM corresponding to particular dopant/vacancy positions
and concentrations are calculated under a specific oxidative condition using the fol-
lowing expression:
EFORM = (EFINAL + l × µO)− (EINITIAL +m× µN + n× µF) (6.1)
with EFINAL (EINITIAL) being the total energy of the final (initial) surface configura-
tion. Chemical potentials for O, N, and F, follow from the quantities obtained via
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µO = 1 [(ETiO2 − ETi) /2 + (1/2)EO2/2] (6.2a)
= 1/2 [µlow + µhigh] (6.2b)
µN = (1/2)EN2 (6.2c)
µF = (1/2)EF2 (6.2d)
where the expression for µO stems from an average of the chemical potentials under
low and high oxidative conditions and involves the total energy of TiO2 ETiO2 . More-
over, ETi, EO2 , EN2 , and EF2 refer to total energies in standard state while l, m, and
n refer to the number of atoms required for the transition from the initial to the final
configuration for O, N, and F, respectively.
Exploring the potential reduction of CO2 at anatase TiO2 (001) surfaces involves
an approach similar to that previously applied to an anatase TiO2 (101) surface
(see model II in Ref. 288). In particular, a CO2 molecule is included within the
vacuum region above a TiO2 surface under standard conditions as well as with an
additional electron (compensated by a uniform background positive charge). The
former - labeled model a - describes a surface before photoexcitation while the latter
- labeled model b - attempts to represent a surface in the presence of a photoexcited
electron and delocalized hole. This is performed for both a pristine and oxygen vacant
(vO1A specifically) 2×2×1 surface.
We vary the starting orientation of linear CO2 in relation to the xy-plane (sur-
face/vacuum interface), either having the two carbon-oxygen double bond axes par-
allel (denoted by COA2 ) or perpendicular (denoted by CO
B
2 ). A thorough sampling
of starting CO2 placements are considered across the xy-plane where the molecule
initially lies within an sufficient distance from the surface for potential interaction.
Not all configurations investigated proved meaningful for models a and b, so analysis
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will be limited to a select number of orientations for each (more on this point later
in Sec. 6.4). The same convergence criteria and calculation details for doped surfaces
were also applied for these configurations.
EB = ESURF−CO2 − (ESURF + ECO2) (6.3a)
= ESURF−CO−2 − (ESURF− + ECO2) (6.3b)
To determine the binding energy EB for CO2 on TiO2 surfaces in models a and b,
we consult Eq. 6.3. From Eq. 6.3a (model a), total energies for surfaces with or
without CO2 in the unit cell are designated by ESURF−CO2 or ESURF, respectively.
Similar values in Eq. 6.3b represent surfaces for model b (denoted by “-” in the
subscript). For both cases, ECO2 corresponds to the total energy of neutral linear
CO2 in vacuum.
Furthermore, charge density around atoms in CO2 or CO
−
2 molecules is obtained
through Bader charge analysis[289]. XCrySDen[252] is employed to render crystal
structures throughout.
Type Pos. A EFORM Pos. B EFORM Pos. C EFORM Pos. D EFORM
N1 2.73 2.91 2.99 3.20
N2 5.61 5.30 5.14 5.54
F1 -2.74 -1.98 -1.73 -1.95
F2 -5.28 -4.84 -4.45 -4.57
N1F1 -0.79 -1.60 -1.84 -1.36
vO1 2.38 3.60 3.41 3.52
N1vO1 2.38 3.49 3.33 3.84
N2vO1 5.77 4.77 5.30 5.09
Table 6.1: Computed formation energies EFORM in eV of doped, oxygen
vacant, or mixed doped/oxygen vacant anatase TiO2 (001) surfaces with
PBE+U. Consult Sec. 6.2 for naming conventions.
93
6.3 Effect of dopants/vacancies on anatase TiO2 (001) sur-
faces
Nitrogen-dopants
To explore dopant effects on the anatase (001) surface, we first introduce 2% N-doping
(substituting O in the lattice) in various positions in relation to vacuum (see Fig. 6·1a).
In each instance, incorporation of 2% N-doping at various lattice positions does not
result in significant structural deformations when compared to the optimized pristine
surface. Furthermore, all of the various structures contain an unpaired electron whose
density mostly centers around the N-dopant in agreement with experiment[290, 291].
Energetically at the PBE+U level of theory, 2% N-doping is more stable for N1A
and becomes less stable as the dopant position shifts away from vacuum into bulk,
i.e., stability follows as N1A > N1B > N1C > N1D (see Tab. 6.1). Comparison between
the dopant nearest to, (N1A) and furthest from (N1D) vacuum leads to a difference in
EFORM of ∼0.5 eV at the PBE+U level of theory, but a difference of only ∼0.25 eV
separates the three configurations with the dopant lying nearest to vacuum. With
this, 2% N-doping would most likely contain an N-dopant occupying a lattice position
near, or on the (001) surface where its actual position would be governed either by
thermodynamics or kinetics depending on specific growth conditions.
Investigation of characteristics of the electronic structure is crucial to better un-
derstand the potential role of N-doping on photoexcitation. Notable features appear
in the theoretical band structure for N1A - shown in Fig. 6·2a - when compared to the
pristine surface - not shown. Namely, existence of occupied bands at ∼0.2 eV (blue
solid line) and ∼0.6 eV (green dashed line) are observed in the intra gap region (∼0 eV
to ∼1.9 eV) which correspond to N 2p states for spin majority (left panel) and spin
minority (right panel) from the projected DOS, respectively. An unoccupied band
(gray dashed line) at ∼1.7 eV resulting from N 2p spin minority states additionally
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(a) (b)
(c) (d)
Figure 6·2: Spin majority DOS (left), band structure (middle), and spin
minority DOS (right) of (a) N1A and (c) N1B doped anatase TiO2 (001) sur-
faces with PBE+U. Conduction band minimum has been placed at ∼1.9 eV
in each to resemble the same respective position in pristine surface calcula-
tions. Accompanying (b) N1A and (d) N1B surfaces are provided for refer-
ence where Ti=gray, O=red, and N=blue. For band structures: occupied
bands=blue or green, unoccupied bands=red or grey, spin majority=solid,
and spin minority=dashed. For general DOS: total=solid black, Ti=gray,
O=red, projected d states=solid, and projected p states=dotted; N=blue in
the projected DOS.
lies in the intra gap region which is absent in the pristine case, and unfortunately,
possesses the ability to act as an electron trap.
Consistent with pristine features, however, Ti 3d states compose the dispersive
CB and related bands (red solid and gray dashed lines) at ∼1.9 eV for N1A, while the
moderately dispersive VB below ∼0 eV is almost purely associated with O 2p states.
Other bands that lie deeper than the VB also possess considerable contributions from
O 2p states with some minor exceptions. Indeed, near ∼0 eV at the top of the
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VB, another N 2p associated occupied spin majority band exists which shows fairly
localized behavior. This band does not result from any appreciable hybridization
with O 2p states, and thus, does not lead to subsequent band gap narrowing.
Placement of the dopant further away from vacuum leads to noticeable results if
only concentrating on N 2p associated bands as seen in Fig. 6·2c. In particular, bands
with major contributions from N 2p states in the intra gap region for N1A now appear
at lower energies for N1B. Here, the unoccupied spin minority band (gray dashed
line) at ∼0.7 eV has shifted to lower energy by nearly ∼1 eV while occupied bands
composed of N 2p states are located around ∼0 eV near the top of the VB. These
occupied bands also tend to have a slight increase in mixing with near by O 2p states
when compared to N1A. We observe similar trends for N1C and N1D as well.
Even though there is a potential for increased hybridization of N 2p and O 2p
states in N1B, N1C, and N1D, the band gap between VB and CB still remains relatively
consistent (if not greater) at ∼1.9 eV at the PBE+U level. This behavior, along with
localized N 2p intra gap states seen in N1A, suggests that 2% N-doping does not result
in band gap narrowing for the (001) surface. On the other hand, photoexcitation of an
electron from intra gap states into the CB can lead to a redshift in optical absorption.
N1A, therefore, seems to be better suited for use in visible light photocatalysis due to
the quantity and energy position of intra gap occupied bands.
Hence, further doping up to 4% will mainly be considered with one dopant con-
sistently nearest to vacuum as discussed in Sec. 6.2. Analogous to the 2% doping
case, each N-dopant possesses the majority of an unpaired electron (resulting now in
a triplet spin configuration). Chemical intuition supports such an arrangement due
to the electronegativity of N and the fact that favorable stability in the lattice would
almost certainly occur with two neutral N’s rather than N+ and N−.
This increase in doping causes a greater degree of structural difference when com-
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pared to a pristine surface than that resulting from 2% doping. More specifically,
the N-Ti bond length deviates from ∼2.0 A˚ at 2% doping to ∼1.8 A˚ or ∼2.2 A˚ in
certain instances at 4% doping. This variance is more pronounced as the second N-
dopant is placed beneath the vacuum region as with N2B and N2C. However, although
deviations are present, they do not greatly alter the surface structures so any likely
electronic structure effect is minimal.
At 4% doping (N2 type in Tab. 6.1), structural stability at the PBE+U level follows
as N2C > N2B > N2D > N2A, making considerably more favorable those structures
(a) (b)
(c) (d)
Figure 6·3: Spin majority DOS (left), band structure (middle), and spin
minority DOS (right) of (a) N2A and (c) N2B doped anatase TiO2 (001) sur-
faces with PBE+U. Conduction band minimum has been placed at ∼1.9 eV
in each to resemble the same respective position in pristine surface calcula-
tions. Accompanying (b) N2A and (d) N2B surfaces are provided for refer-
ence. For band structures, DOS, and surfaces, the same color designations
in Fig. 6·2 are used.
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where the second N-dopant lies near vacuum but not in the same layer as the other
dopant. N2B, N2C, and N2D also result in EFORM which are more favorable when
compared to the sum of their respective individual EFORM for 2% doping. EFORM for
N2A, in contrast, is higher (less stable) by ∼0.14 eV than the sum of EFORM values
for two N1A surfaces. Consequently, an N-dopant positioned near the surface layer
would potentially promote further doping (at least for 4%) on the surface; with only
minor energetic cost, there also exists a possibility for two dopants to be located only
within the layer nearest to vacuum.
As displayed in Fig. 6·3a, the theoretical band structure for N2A resembles a
superposition of two band structures for N1A (see Fig. 6·2a). Each intra gap occupied
band still receives contributions from N 2p states and lies within a very similar energy
range, except two bands are now present where one existed previously. Once again,
overall character of the VB and CB has not significantly altered, which maintains a
band gap similar to the pristine (001) surface.
We have identified a minor discrepancy, however, when comparing the band struc-
ture of N2A to N1A. Unoccupied spin minority bands (gray dashed lines) at ∼1.7 eV
in the N2A case carry greater dispersive character than their counterpart in the N1A
case where they seemingly form an avoided band crossing. This minor difference po-
tentially arises from the limited size of our constructed supercell where a sufficient
isolation of each N-dopant has not been achieved leading to spurious interactions that
would not be present in a realistic setting. Consequently, these empty bands should
be treated as localized states still acting as potential traps as noted before.
Similar trends observed in the comparison of band structures from N1A to N1B also
apply when moving from N2A to N2B - shown in Fig. 6·3c. For instance, intra gap
occupied bands with contributions from N 2p states appear at lower energies around
the top of the VB below ∼0 eV with increased mixing with O 2p states. Moreover, the
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unoccupied intra gap bands resemble a superposition of both the N1A and N1B cases.
Related comments additionally correspond to band structures for N2C and N2D.
Overall, increasing N-doping to 4% does not result in notable band gap narrow-
ing since character of the CB and VB have not altered. N-doping at 2% and 4%
thus introduces localized states into the intra gap region consistent with results from
other anatase forms[291–294]; This feature is pronounced when dopants are nearest
to vacuum while these states subsequently lower in energy as the dopant placement
shifts towards bulk. To enhance photoexcitation using solar radiation, therefore, one
should attempt to target substitutional doping on the (001) surface nearest to vacuum
which, in turn, produces the most appropriate intra gap states.
Fluorine-dopants and oxygen vacancies
Next, we examine the potential effects that n-type doping has on the anatase (001)
surface through first considering F-doping and then oxygen vacancies within the lat-
tice.
In both instances, we observe a greater overall degree of structural relaxation
during optimization with respect to N-doping. Increase in electron density resulting
from n-type doping, especially near to the dopant or vacancy region, induces a greater
structural relaxation to compensate for the formation of Ti3+ from Ti4+. As noted
previously for 4% N-doping, integrity of the lattice is generally maintained which
leads to minimal effects on subsequent electronic structures.
From Tab. 6.1, introduction of 2% F-doping is thermodynamically favored (with
EFORM < 0). In addition, F
1A is at least ∼0.8 eV more favorable than other config-
urations such as F1B, F1C, or F1D at the PBE+U level of theory. This feature stems
from the fact that F prefers a lower coordination number than O. Hence, position
of F in the lattice (substituting O) would then most likely lie in the layer nearest to
vacuum over other positions with higher coordination occurring in layers below the
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surface[295].
The same relationship also applies to trends observed for vacancies where over
∼1 eV separates vO1A from other vacancy positions. In our current formulation
to determine EFORM, however, no vacancy position is favored thermodynamically.
Accounting for lower oxidative conditions, i.e., more negative µO from Eq. 6.1, would
lead to a more favorable structure incorporating a vacancy at the surface.
The most significant impact that n-type doping has on the band structure occurs
through the transfer of an electron into Ti 3d defect states below the CB. From
Fig. 6·4a, this results in a dispersive occupied band (blue solid line) with a band
minimum at ∼1.6 eV for F1A. The energy and dispersive character of the Ti 3d
defect band remain consistent across the various structural configurations of 2% F-
doping. Moreover, F 2p states associated with the projected DOS lie deep in the VB
(around ∼-3 eV and ∼-4 eV) which are not very accessible with solar photoexcitation.
Increasing F-doping to 4% results in a similar picture as displayed in Figs. 6·4c
and 6·4e for F2A and F2B, respectively. Except, in the former, an additional dispersive
Ti 3d associated band occurs at ∼1.6 eV, while for the latter, a Ti 3d defect state with
non-dispersive character exists at ∼0.9 eV. A similar behavior in the band structure
with regards to Ti 3d defect states is also observed in the case of vO1A (see Fig. 6·4g).
A point of clarification for some Ti 3d defect states that lie below the CB from the-
oretical band structures in Fig. 6·4 is in order. Even though some of these particular
bands show delocalized and dispersive character, care should be taken in interpreting
them fully as such[296]. Their dispersive behavior is an artifact of DFT calculations
using PBE, which tends to overestimate delocalization. Instead of using PBE+U to
help correct this issue, treatment with a functional that incorporates exact exchange
(see Sec. 2.4.3) would result in greater localization of Ti 3d defect states along with
promoting an upward shift of the CB to more closely resemble the experimental value
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(a) (b)
(c) (d)
(e)
(g)
(f)
(h)
Figure 6·4: Spin majority DOS (left), band structure (middle), and spin
minority DOS (right) of (a) F1A, (c) F2A, (e) F2B, and (g) vO1A doped
anatase TiO2 (001) surfaces with PBE+U. Conduction band minimum has
been placed at ∼1.9 eV in each to resemble the same respective position
in pristine surface calculations. Accompanying (b) F1A, (d) F2A, (f) F2B,
and (h) vO1A surfaces are provided for reference where Ti=gray, O=red,
F=purple, and vO=yellow. For band structures and general DOS, the same
color designations in Fig. 6·2 are used; F=purple in the projected DOS for
a, c, and e.
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of ∼3.2 eV[297–299].
Besides the transfer of electron(s) into Ti-defect states below the CB, other fea-
tures of the band structure qualitatively (if not quantitatively) resemble the pristine
(001) surface version. As observed also for N-doping, incorporation of 2% or 4%
F-doping, as well as oxygen vacancies, do not theoretically decrease the band gap.
These unfortunately present no potential p states within the intra gap region suitable
for photoexcitation (also applying to bulk[297]) in contrast to N-doping; however, oc-
cupation of Ti 3d states is proposed to contribute to increased IR intensity in spectra
calculations[300].
Mixed dopants/vacancies
Observing that potential enhancement of visible light photoactivity results from the
presence of intra gap states, we target a mixed array of dopants/vacancies to empha-
size advantages and potentially eliminate disadvantages.
To this end, our first approach involves co-doping where both N and F substitu-
tionally replace an O in the lattice. Since an F-dopant is much more stable in the
layer closest to vacuum over other possible locations (by ∼0.8 eV with PBE+U), only
the N-dopant position is varied. Energetic values given in Tab. 6.1 and subsequent
electronic structures rely on calculations without spin polarization due to the singlet
spin being more stable than the triplet spin by ∼1.8 eV at the PBE+U level of theory,
where a similar conclusion has been reached for bulk[298].
Focusing more closely on this last point, substituting both N and F, replacing two
O’s, leads to a synergistic relationship for EFORM values. Incorporation of N and F
produces EFORM energies that are more favorable than the sum of individual EFORM
values for N and F 2% doping by ∼0.8 eV (N1AF1) up to ∼2.8 eV (N1CF1 at the
PBE+U level. Ti 3d defect states resulting from 2% F-doping re-oxidize, and now,
the electron occupies the formerly empty lower lying N 2p associated band from 2%
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(a) (b)
(c) (d)
Figure 6·5: DOS (left) and band structure (right) of (a) N1AF1 and (c)
N2AvO1 doped anatase TiO2 (001) surfaces with PBE+U. Conduction band
minimum has been placed at ∼1.9 eV in each to resemble the same respective
position in pristine surface calculations. Accompanying (b) N1AF1 and (d)
N2AvO1 surfaces are provided for reference where Ti=gray, O=red, N=blue,
and F=purple. For band structures and general DOS, the same color des-
ignations in Fig. 6·2 are used; absent are green/gray bands while N=blue
(F=purple) for a and c (a) in the projected DOS.
N-doping. As a consequence, this fills the N 2p shell resulting in higher stability
of N-F co-doping over individual N or F doping while suppressing potential traps,
observed in bulk as well[301].
From Fig. 6·5a, the theoretical band structure for N1AF1 resembles certain aspects
of the one seen for N1A and F1A. That is, occupied bands (blue solid lines) that lie in
the intra gap region at ∼0.8 eV, ∼0.5 eV, and ∼0.1 eV obtain contributions from N
2p states. F 2p states also compose bands deep in the VB located near ∼-2 eV and
∼-4 eV. Similar trends observed previously occur here as well when the N-dopant is
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placed further away from vacuum (see the discussion for Fig. 6·2c).
Unlike the band structures from N1A and F1A, the more impactful result stems
from the fact that the electron that previously populated Ti 3d defect states (in F1A)
now occupies the band with major contributions from N 2p states. Subsequently, the
N 2p associated unoccupied band for 2% N-doping is now filled. This increases the
density of N 2p states in the intra gap region which would increase the probability of
an optical transition, thereby enhancing possible visible light photoexcitation.
Instead of an F-dopant contributing to fill the N 2p shell in N-F co-doping, we
focus on two electrons from an oxygen vacancy to act in that capacity for 2% and 4%
N-doping. In the former, spin polarized calculations are utilized due to an unpaired
electron, while in the latter, the system adopts a preferred singlet spin configuration
where it can be treated without spin polarization[293].
The same synergistic behavior corresponding to EFORM for N-F co-doping also
pertains here to both a single or double N-dopant. Specifically, EFORM for N
1vO1 is
∼0.7 eV to ∼2.0 eV more favorable than the sum of EFORM for N1 and vO1. More
pronounced stability arises for N2vO1 configurations by ∼2.3 eV up to ∼3.5 eV. For
these two cases, fully occupying the N 2p shell results in increased stability where the
magnitude is obviously greater for structures with two N-dopants, also confirmed in
other anatase facets[290–292].
Effect on the band structure for N2AvO1 - shown in Fig. 6·5c - is quite analogous
to that seen for N-F co-doping. In particular, previously occupied Ti 3d defect states
resulting from vO now occupy bands associated with N 2p states which result in p
shell filling for both N-dopants. These intra gap bands are located at nearly the
same energetic positions as in N1AF1. When compared to its counterpart with deeper
N-dopant placement like in N2BvO1 (not shown), N 2p associated bands again have
lower energy where some lie around ∼0 eV.
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Even though anatase (001) surfaces containing both mixed dopants/vacancies the-
oretically display promise in visible light photoactivity, their high dopant/vacancy
concentration could result in higher disruption of efficient electron-hole separation af-
ter initial photoexcitation. In fact, this concern additionally applies to other doped or
oxygen vacant structures discussed here. In practice, therefore, experiment will also
require a scheme that most efficiently incorporates a successful avenue for electron-
hole separation, e.g., developing mixed phase/facet TiO2 or incorporating hetero-
junctions[269, 275, 302].
6.4 CO2 reactivity on anatase TiO2 (001) surfaces
Having addressed step 1 to enhance photoexcitation in the visible, ,viability of CO2
reduction on the anatase (001) surface is examined. Various orientations and config-
urations of CO2 on pristine - shown in Fig. 6·6 - and oxygen vacant (vO) - shown
in Fig. 6·7 - surfaces for models a (before photoexcitation) and b (after photoexci-
tation) are explored in which we present the more consequential findings. Relevant
computed features are additionally provided in Tabs. 6.2 and 6.3 for pristine and vO
cases, respectively.
When examining the pristine surface for both models, configurations in which
(a) (b)
Type EB O-C-O CO2-surf
COA−Ti2 -0.02 179.5 3.355
COA−O2 -1.44 130.6 1.327
COA−O
′
2 0.29 131.2 1.397
COB−Ti2 -0.07 180.0 2.615
∗
Type EB O-C-O CO2-surf
COA−Ti2 0.17 178.4 3.394
COA−O2 -1.60 130.4 1.324
COA−O
′
2 0.04 130.6 1.370
COB−Ti2 0.20 180.0 2.668
∗
Table 6.2: Computed binding energies EB, CO2 bond angles (O-C-O), and
CO2 distances from pristine anatase (001) surfaces for (a) model a and (b)
model b with PBE+U. EB are in eV, angles are in degrees (◦), and distances
are in A˚. A “∗” signifies the distance is between the nearest O atom of CO2
and surface, instead of the standard C-surface distance. See text for naming
details.
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(a) (b)
(c)
(d)
Figure 6·6: (a) COA−Ti2 , (b) COB−Ti2 , (c) COA−O2 , and (d) COA−O
′
2 con-
figurations on the pristine anatase (001) TiO2 surface theoretically deter-
mined with PBE+U. Structures are given for model a which closely resemble
those from model b. Atomic elements are identified by the following colors:
Ti=gray, O=red, and C=black.
CO2 lies parallel (CO
A−Ti
2 - see Fig. 6·6a) or perpendicular (COB−Ti2 - see Fig. 6·6b)
directly above Ti closest to vacuum lead to binding energies EB near ∼0 eV. O-C-O
bond angles in each case slightly deviate from linear 180◦ showing minimal influence
by the surface. Meanwhile, separation between C (nearest O) in COA−Ti2 (CO
B−Ti
2 )
and Ti tends to be much longer than that associated with any kind of meaningful
interaction at a distance of ∼3.37 A˚ (∼2.65 A˚). Therefore, there is a inability of CO2
to use Ti as a potential binding site before excitation or as an electron donor after
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excitation.
Certain COA−O2 and CO
A−O′
2 configurations from respective Figs. 6·6c and 6·6d in
model a, conversely, strongly interact with either the closest (O) or next closest (O′)
oxygens to vacuum on the pristine surface. In fact, The C in COA−O2 and CO
A−O′
2 only
lies ∼1.33 A˚ and ∼1.40 A˚ from O and O′, respectively, which dramatically lowers the
O-C-O bond angle from linear 180◦ to bent ∼ 131◦ (see Tab. 6.2a). Binding of CO2
with O results in EB of ∼-1.4 eV, while for O′ binding, it is much more unfavorable at
a value of ∼0.3 eV. Since COA−O′2 is positioned closer to surrounding surface atoms
(especially other oxygens), increased repulsion between CO2 and the surface leads to
a more positive EB when compared to CO
A−O
2 .
After photoexcitation, the same features in relation to both COA−O2 and CO
A−O′
2
as seen in Tab. 6.2b compare favorably. The main difference being the more favorable
EB by ∼0.2 eV along with minor decreases in CO2 bond angle and surface separation.
As a consequence, interaction between CO2 and pristine surface will most likely result
in a COA−O2 configuration. Assuming a photoexcitation and migration of an electron
in TiO2, This allows for CO2 to possibly be converted into a carbonate form if the
CO3 unit dissociates[288].
(a) (b)
Type EB O-C-O CO2-surf
COA−Ti2 -0.02 179.4 3.514
COA−Ti
′
2 -0.23 177.5 2.722
COA−Ti
′′
2 -0.38 143.3 2.402
COA−O2 -1.30 131.0 1.342
COB−Ti2 -0.08 180.0 2.584
∗
COB−vO2 -0.12 180.0 3.143
∗
Type EB O-C-O CO2-surf
COA−Ti2 0.15 178.6 3.542
COA−Ti
′
2 0.06 176.9 2.909
COA−Ti
′′
2 -0.22 139.7 2.431
COA−O2 -1.45 130.5 1.335
COB−Ti2 0.16 180.0 2.864
∗
COB−vO2 0.56 179.8 2.345
∗
Table 6.3: Computed binding energies EB, CO2 bond angles (O-C-O), and
CO2 distances from oxygen vacant anatase (001) surfaces for (a) model a
and (b) model b with PBE+U. EB are in eV, angles are in degrees (◦), and
distances are in A˚. “∗” signifies the distance is between the nearest O a part
of CO2 and surface, instead of the standard C-surface distance. See text for
naming details.
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(a) (b)
(c) (d)
Figure 6·7: (a) COA−Ti′2 , (b) COA−Ti
′′
2 , (c) CO
B−vO
2 from model a, and
(d) COB−vO2 configurations on the pristine anatase (001) TiO2 surface theo-
retically determined with PBE+U. Structures are given for model b except
where noted otherwise. Atomic elements are identified by the same color
scheme used in Fig. 6·6; vO=yellow and O positioned in vO=orange.
Shifting to a anatase (001) vO surface, we observe very consistent trends among
similar CO2 configurations from the pristine case. In particular, absence of CO
A−Ti
2 -
surface and COB−Ti2 -surface interactions persist where EB, bond angles, and separa-
tions given in Tabs. 6.3a and 6.3b correspond closely to pristine values. The same
binding features assigned to COA−O2 are additionally seen on the vO surface with
minimal deviations. For these specific configurations, CO2 reduction seems restricted
due to inadequate interactions with surface Ti’s or favorable formation of alternative
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CO3 complexes.
Due to the removal of an oxygen leading to a vO surface, there exists a region that
contains a Ti atom with increased exposure to possible adsorbates. Positioning CO2
somewhat offset from this Ti nearer to the vacancy (COA−Ti
′′
2 as seen in Fig. 6·7b,
separation between CO2 and surface decreases to ∼2.40 A˚ for both models; a much
closer distance compared to unexposed Ti in COA−Ti2 . CO
A−Ti′
2 from Fig. 6·7a (lying
directly on top of exposed Ti) also possesses a separation closer than COA−Ti2 , but
at a larger ∼2.72 A˚ before and ∼2.99 A˚ after excitation, however, C-Ti separation is
comparable.
More importantly, the bond angle in COA−Ti
′′
2 takes on a ∼ 140◦ configuration
with a favorable EB of ∼-0.2 eV in contrast to COA−Ti′2 (only ∼ 176◦). Initiated by a
decrease in the O-C-O bond angle, the LUMO in CO2 lowers in energy which, in turn,
proves to be a better electron acceptor[270]. Hence, vO allows CO2 to favorably reduce
the C-Ti distance as well as adopt a bent configuration facilitating CO2 reduction.
We confirm this by observing increased charge accumulation around C in COA−Ti
′′
2
after photoexcitation (mainly absent in other configurations).
Another alternative interaction between CO2 and vO surface involves the vO
region directly. Namely, COB−vO2 after photoexcitation occupies the once vacant
position - shown in Fig. 6·7d. Rather than binding, it resembles other perpendicular
configurations prior to excitation (see Fig. 6·7c) .
Even if the initial EB of ∼0.6 eV suggests instability, release of CO is quite favored
with a dissociation energy EDIS of ∼-1.5 eV. This potentially creates an outlet to lower
atmospheric CO2 via photocatalysis through alternative pathways by producing CO.
Subsequent reactions of CO with other molecules, e.g., water, in future steps can lead
to more useful and less harmful products.
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6.5 Conclusions
Theoretical calculations illustrate the importance of doping to enhance visible light
absorption on anatase TiO2 (001) surfaces, and thus, potential photoreactivity with
CO2.
In the case of 2% or 4% N-doping, the dopant preferentially adopts a position
nearer to vacuum over bulk. The N-dopant closer to vacuum creates intra gap bands
associated with N 2p localized states, and as the dopant moves toward bulk, these
intra gap bands lower in energy. Similar features are observed for an increased 4%
doping concentration. Although band gap narrowing is not observed, N-doping leads
to intra gap states available for photoexcitation with visible light.
An F-dopant or oxygen vacancy theoretically prefer to be positioned on the surface
nearest to vacuum by nearly ∼1 eV with PBE+U. This n-type doping produces Ti3+
species which introduces Ti 3d states below the CB. Therefore, increased activity in
the IR is possible, but due to selection rules, transition intensities will likely be low.
A combination of the previous types of dopant/vacancies enhances positive effects
while negating deleterious ones. For both N-F co-doping as well as N-doping in the
presence of an oxygen vacancy, synergistic thermodynamic effects promote favorable
formation. Additionally, electrons occupy previous trap sites which increases the DOS
of intra gap N 2p associated bands accessible for visible light absorption.
In regards to potential CO2 reactivity, only oxygens on the pristine anatase (001)
surface meaningfully interact. CO2 favorably binds to O (nearest to vacuum) on the
surface forming a CO3 complex where the bond angle of CO2 is significantly decreased.
Unfortunately, reduction of CO2 on the pristine surface is fairly limited due to a lack
of C-Ti interaction.
On the oxygen vacant surface, conversely, the vacant region allows for CO2 to
experience increased interactions with partially exposed Ti close to vacuum. The
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closer C-Ti separation accompanies a decrease in the CO2 bond angle from a linear
to bent configuration. As a result, presence of a photoexcited electron enhances the
charge accumulation around C. Furthermore, possibility for CO2 conversion into CO
can occur through filling of the surface vacancy.
Chapter 7
Role of bulk and surface defects on the
plasmonic activity of titanium nitride
through first-principles
Plasmonic phenomena play an important role in modern technology applications but
suffer from a lack of universal integrability due to shortcomings of commonly used
materials. Titanium nitride (TiN) possesses practical advantages over its counter-
parts which allows for use in a broad energy range. We show through first-principles
calculations that incorporation of defects into bulk samples provides an ability to tai-
lor the screened plasmon resonance throughout the visible range depending on defect
type and concentration. This applies to defects on the (100) surface in which the
spectral range encompasses the IR. Tentitive conclusions are also formed for (110)
surfaces containing defects.
7.1 Introduction
Recent developments in the field of plasmonics and meta materials have created av-
enues unique from traditional photonics[23]. Fabricated devices have demonstrated
the ability to direct and harness electromagnetic fields for unique functionalities, e.g.,
photocatalysis[26] and photovoltaics[36] applications. Nevertheless, progress in prac-
tical implementation has been stunted due to the properties of standard constitutive
materials.
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Conventional plasmonic materials such as Au and Ag display activity in the UV-
Vis region[303] with strong well-defined resonant behavior[304]. High cost, structural
softness, low melting points, complementary metal-oxide semiconductor (CMOS) in-
compatibility, and poor microelectronic integrability severely restrict their use in prac-
tice, however[36, 37]. In addition, Au and Ag make subpar hyperbolic materials due
to their high reflectivity[305] as well as possessing optical responses that degrade
at higher temperatures[306]. With this, the search for meta materials that possess
the most optimal properties remains ongoing[206, 207] and oxides and nitrides have
shown considerable promise[307].
Titanium nitride (TiN), belonging to a class of transition metal refractory com-
pounds with high hardness and metallic character[308], acts as such an alterna-
tive material[37–39]. Initially, TiN displayed utility as a versatile material in tools
applications[309], resistance to wear corrosion[310], and protective coatings[311–313].
Additional efficacy has also been observed in the fields of gate electronics[314], so-
lar cell technology[315, 316], and semiconductor diffusion barriers[317–319]. Beyond
this though, the future of TiN lies in its plasmonic activity in the near IR-visible
region[320–322].
As a plasmonic material, TiN in relation to Au or Ag shows increased absorption
efficiency along with comparable field enhancement[38, 323]. Some of the drawbacks
associated with Au and Ag are fortunately absent in TiN owing to its refractory char-
acteristics. It proves to be integrable in CMOS fabrication[324], biology[323], high
performance hyperbolic meta materials[305], plasmonic interconnects[325], thermo-
photovoltaics[326], and thermo-plasmonics[327, 328]. Furthermore, structural stabil-
ity, high melting point, and resistance to harsh conditions make TiN an attractive
material for modern plasmonic applications in a broad energy range[39].
Another useful advantage that TiN possesses over its noble metal counterparts
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stems from permittivity tunability. Indeed, specific growth conditions result in vari-
ations of the permittivity which, in turn, affects the plasmon resonance[321, 329].
Permittivity can also be controlled through temperature variations in which optical
properties of TiN show much greater tunable and reversible behavior over Au or
Ag[330–332]. In fact, field enhancement and plasmonic quality equals that of the
noble metals near ∼675 K.
Since TiN assists TiO2 in photocatalysis[40], controllable tailoring of the plas-
monic resonance to mirror the onset of optical absorption of specific doped TiO2
nanostructures (see Chap. 6) would prove useful. Combining this aspect with access-
ing permittivities helpful for modern technological applications will be explored in
this Chapter.
7.2 Computational details
The ABINIT software package[226, 227], relying on an implementation of plane
waves and pseudo-potentials, is utilized in first-principles DFT[7, 8] calculations.
In particular, the exchange-correlation energy is determined by GGA under the pa-
rameterization proposed by PBE[94]. To represent the interaction between ionic cores
and valence electrons, we employ Garrity et al type[244] pseudo-potentials using the
PAW method[241–243] as well as Trouiller-Martins type[245, 246] pseudo-potentials
using the NC method.
A plane-wave expansion of Kohn-Sham wave functions is also employed with a
kinetic energy cutoff of 400 eV (750 eV) with PAW (NC) pseudo-potentials. All cal-
culations incorporate a Marzari smearing[333] of 0.15 eV to assist in the convergence
of occupied bands near the Fermi level.
Initially, lattice parameters for the conventional cubic cell (containing 8 atoms)
of TiN in the rock salt structure are determined via the Murnaghan equation of
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state[334] to be 4.252 A˚ using PAW pseudo-potentials; this result, along with other
physical properties, are in excellent agreement with experiment[329, 335] and other
theoretical studies[336]. Here specifically, the Brillouin zone is sampled using an
8×8×8 k-point mesh under the Monkhorst-Pack scheme[247]. For all other supercell
or surface (see below) configurations, structural optimizations are carried out until
the maximum force experienced by any atom is less than 0.02 eV/A˚.
To simulate substitutional doping and vacancy defects in the bulk crystal, we
initially construct a 2×2×2 supercell configuration (containing 64 atoms) using the
conventional unit cell. Then, boron (B), carbon (C), or oxygen (O) substituents
for nitrogen (N), and scandium (Sc), vanadium (V), or zirconium (Zr) replacements
for titanium (Ti) are introduced into the supercell lattice. Meanwhile, we include
nitrogen vacancies (vN) or titanium vacancies (vTi) by removing specific numbers of
N or Ti atoms from the supercell.
These particular substitutional dopants or vacancies within supercell or surface
(see below) configurations will be referred to as N-type or Ti-type defects; supercell
defect concentrations range from 1.6% up to 7.8% as seen in Fig. 7·1.
Surface configurations of TiN with Miller indices (100) and (110) are then con-
structed where each layer initially contains 4 atoms into which defects can be in-
troduced; we neglect the (111) surface due to its much more unfavorable surface
energy[337]. To simulate each surface, a ∼12 A˚ vacuum is created perpendicular to
the xy-plane (face of each surface type) which provides adequate separation between
the top layer and the bottom layer of the periodic image in the z-direction to avoid
unphysical interactions.
For total energy calculations, (100) and (110) surfaces use six individual layers
(containing 24 atoms). Moreover, the bottom two layers are held fixed during surface
optimizations to resemble the bulk crystal[338].
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Surface calculations for optical properties, on the other hand, use seven layers
(containing 28 atoms) for (100) and (110) surfaces. With this, structural optimiza-
tions are performed with the middle layer held in place where inversion symmetry
is preserved in structures with or without defects. This particular set up ensures
that the optical response is strickly due to surface effects which negates any potential
residual artifacts from bulk.
Total energy calculations rely on results using PAW pseudo-potentials where the
kinetic energy cutoff is increased to 500 eV ensuring that convergence lies within
2 meV/atom. For supercell configurations, we employ a 4×4×4 k-point mesh. Con-
versely, 6×6×1 and 4×6×1 k-point meshes are implemented in (100) and (110) sur-
faces, respectively.
Formation energies of supercell and surface defects (EFORM) are calculated via
EFORM = (ETOT + l × µTi +m× µN)−
(EPURE + n× µDOPANT) (7.1)
where ETOT (EPURE) is the total energy of supercell/surface structures of defect
(pristine) TiN; µ refers to the chemical potential of each respective atom/dopant.
Further, l and m represent the number of Ti and N atoms, respectively, removed to
construct the defect configuration while the number of particular dopants added is
signified by n. Introducing a Ti vacancy, for instance, leads to values of l, m, and n
as 1, 0, and 0, respectively.
µDOPANT values are determined as the total energy per atom of subsequent dopants
in their standard state. As a result of varying experimental conditions, chemical
potentials for Ti (µTiN) and N (µN) are calculated therefore at the two limits of N2
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concentration.
µTi = ETi (7.2a)
µN = ETiN − ETi (7.2b)
Chemical potentials for Ti and N from Eqs. 7.2a and 7.2b are determined at highly
oxidative conditions (low N2 concentration); alternatively, Eqs. 7.3a and 7.3b refer to
potentials determined under low oxidative conditions (high N2 concentration). For
Eq. 7.2, the value of ETi (ETiN) represents the total energy per Ti (TiN pair) from
bulk calculations. In Eq. 7.3, EN2 represents the calculated total energy of an isolated
N2 molecule while the value for ETiN retains the same definition as in Eq. 7.2b.[339]
µTi = ETiN − (1/2)EN2 (7.3a)
µN = (1/2)EN2 (7.3b)
To determine optical properties, we utilize the DP code[248] to calculate the
frequency-dependent macroscopic dielectric function within TDDFT[18, 19]. In par-
ticular, the TDDFT exchange-correlation kernel is approximated under ALDA[19]
where results between ALDA and a higher level approximation[178] compare favor-
ably. For spectra calculated from surface configurations, local-field effects[147] are
included to account for the introduction of a vacuum region, which have shown to be
effective in describing the optical properties of low dimensional structures[249, 250].
Due to the effectiveness of using PAW pseudo-potentials to match experimental
lattice constants for TiN, subsequent spectra calculations employ optimized super-
cell and surface structures using NC pseudo-potentials while relying on lattice con-
stants obtained using PAW pseudo-potentials (at ∼4.25 A˚ with PBE). We validate
this approach by comparing spectra from TiN with lattice constants obtained using
pseudo-potentials from PAW or NC where only negligible differences are observed.
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A shifted 6×6×6 k-point mesh (leading to 216 k-points) is employed in supercell
calculations to ensure proper convergence. Furthermore, a k-point mesh of 12×12×1
[8×12×1] is utilized for the (100) [(110)] surface, giving 144 [96] k-points in the
Brillouin zone.
As in other Chapters, all crystal structures are rendered using XCrySDen[252].
7.3 Results and discussion
7.3.1 Effect of defects on TiN bulk
Our approach considers specific defects (N-type or Ti-type) that range from low to
high concentration, i.e., 1.6% up to 7.8%. Furthermore, these particular defects
fall into three categories related to their effect on electron density of d states near
the Fermi level compared to pristine TiN: reduction (p-type) in C, Sc, and vTi,
equivalence in B and Zr, and addition (n-type) in O, vN, and V.
Structure and energetics
To determine the effect that certain defects have on plasmonic activity, structural
and energetic considerations are initially characterized at the PBE level of theory.
At 1.6% concentration (see Fig. 7·1a), presence of O and vN causes nearest neigh-
bor Ti’s (octahedrally positioned around the defect) to migrate away from the defect
position by a non-negligible ∼0.1 A˚. This is also accompanied by a slight movement
by longer ranged Ti’s toward the lattice vacancy in the case of vN. In contrast, incor-
poration of a C or B substitutional defect at 1.6% minimally affects neighboring, or
longer range Ti atoms where only minor shifting of octahedral Ti’s toward the defect
site for C is found.
Behavior for both O and vN results from the reduction of covalent bond lengths to
neighboring Ti’s around the defect site when compared to the pristine supercell. As
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(a) (b) (c)
(d) (e)
Figure 7·1: Sample TiN supercells with defect(s) at concentrations of (a)
1.6%, (b) 3.1%, (c) 4.7%, (d) 6.3%, and (e) 7.8% theoretically determined
with PBE. Atomic elements are identified by the following colors: Ti=gray,
N=blue, and N-type defects=red. Similar pictures can be envisioned for
Ti-type defects.
such, surrounding Ti atoms move outward to enhance their interactions with nearby
N’s to compensate for the decreased covalencey. The reverse situation occurs for C
where (even if the movement is slight) octahedral Ti atoms around the defect migrate
inward due to the increased coordination number of C compared to N. Therefore,
structural responses of Ti atoms neighboring the defect are governed by the number
of covalent bonds in which the defect and surrounding Ti’s participate.
In the case of 1.6% Ti-type defects, substitutional Sc and V correspond to minimal
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movement of surrounding N atoms even though there exists one less and one more
lattice electron relative to Ti, respectively. Contrary to the shifts observed for C
(inward) and O/vN (outward), the loss (Sc) or gain (V) of an electron in relation
to Ti occurs from delocalized metallic d states near the Fermi level which do not
significantly contribute to covalent bonding with N. Hence, electrons that normally
participate in covalent bonding with N in the pristine lattice remain unaffected leading
to similar structural features.
Incorporation of Zr and vTi defects, however, result in discernible differences
when compared to pristine TiN. Zr defect causes neighboring N’s and Ti’s to move
outward (approximately with the same magnitude of O and vN) even though its
valence shell resembles that of Ti, highlighting its increased atomic size as the main
factor. Moreover, introducing vTi results in under coordinated surrounding N atoms,
violating the octet rule; a general shift of both Ti and N atoms thus occurs to enhance
interactions between N atoms and other Ti atoms in the lattice.
Examining higher defect levels, we raise the defect concentration to 3.1% in which
all possible unique configurations have been considered; a sample illustration can be
seen in Fig. 7·1b. Similar patterns are observed around both defects with respect to
either N-type or Ti-type cases. Only differences appear in the slight increase in the
magnitude of migration for 3.1% compared to 1.6%.
With higher defect levels of 4.7%, 6.3%, and 7.8%, ensembles of particular con-
figurations are considered where defect locations in relation to each other range from
dispersed to clustered - respective sample configurations are shown in Figs. 7·1c, 7·1d,
and 7·1e. Quantities of ensemble configurations are not exhaustive, but they provide
one with an adequate expression of specific trends (if one in fact exists). As before,
increasing defect concentration produces greater displacement of neighboring atoms
at marginally higher magnitudes (with similar relative trends) for all instances.
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Figure 7·2: Computed formation energies per defect EFORM/defect aver-
aged for (a) N-type and (b) Ti-type defect TiN supercells with PBE. N-type
(Ti-type) EFORM/defect values are calculated under low (high) N2 concentra-
tion. For a, B=green, C=black, vN=blue, and O=red; while for b, Sc=blue,
vTi=black, V=purple, and Zr=gray. Dashed (dotted) [solid] lines reflect
the reduction (equivalence) [addition] of electron density when compared to
pristine TiN.
As displayed in Fig. 7·2a, every investigated N-type defect remains thermody-
namically favorable with defect levels up to 7.8% at high oxidative conditions (low
N2 concentration) at the PBE level. In fact, each formation energy per defect con-
centration EFORM/defect line possesses a insubstantial slope where only a maximum
of ∼0.3 eV separates low levels (1.6%) and high levels (7.8%). This reflects the lack
of cooperativity or competition among defects, which subsequently allows potentially
high defect concentration levels to be achieved in the lattice without resulting in novel
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thermodynamic or structural responses.
Ti-type EFORM/defect values under low oxidative conditions (high N2 concen-
tration) - shown in Fig. 7·2b - also display qualitative similarities with one excep-
tion. Namely, vTi (black dashed line) begins as stable at low concentration, but
becomes unfavorable slightly below ∼3%, where it remains unfavorable with a more
pronounced difference of ∼0.7 eV between low and high defect levels at the PBE level
of description. This situation potentially arises from the significant decrease in cova-
lent bonding when compared to pristine or other elemental defect lattices. Indeed, vN
(blue solid line) is actually the least thermodynamically stable N-type defect (even if
EFORM/defect < 0), which supports such a rationale.
Since every N-type and Ti-type defect at low concentration (∼2%), and all but
vTi at relatively high concentration (∼8%) display thermodynamic favorability, spe-
cific schemes must be employed to ensure controlled defects levels in practice. Some
approaches could utilize NH3 instead of N2 as a reagent (among others) for synthesis
or adjust the oxidative conditions to target particular defect levels based on thermo-
dynamic stability. In addition, O defects have shown, with PBE, to be highly favored
at high (∼-5 eV) and low (∼-2 eV) oxidative conditions; O may therefore be very
competitive in forming lattice defects when other defects are more desirable.
Optical response and plasmonic properties
Focusing now on the screened plasmon resonance ωSP, we examine the role that defects
have on the efficacy of TiN as a plasmonic material. ωSP values obtained at the ALDA
level of theory for various N-type and Ti-type defects are provided in Tab. 7.1.
At the lowest defect concentration of 1.6%, the ωSP value for B lies near ∼2.5 eV,
which will act as a baseline due to its electronic similarities with pristine TiN; C
results in a decrease of ωSP to ∼2.4 eV while O (vN) creates an increase to ∼2.7 eV
(∼3.0 eV). These features, in fact, display behavior similar to another study utilizing
122
an alternative approach[340] and are qualitatively similar to what might be expected
from Eq. 4.2. More specifically, C (p-type) when compared with N (pristine) possesses
a higher coordination number, and hence, Ti 3d states now contribute to forming one
more covalent bond rather than occupying metallic bands near the Fermi level, causing
a lower ωSP. The opposite effect is predicted and observed for O and vN since fewer
Ti 3d states are involved in covalent bonding.
Additionally, this pattern is supported when the defect concentration rises to 3.1%
for N-type defects. Again, a more pronounced decrease and increase in ωSP occurs
for C and O/vN due to the reduction and addition of electrons into the CB when
compared to pristine TiN or B, respectively. Higher concentrations (up to 7.8%) of
reported N-type defects beginning at 4.7%, however, exhibit ωSP values that increase
irrespective of the reduction or addition of electrons compared to pristine TiN. We
come back to this point later.
We observe a similar relationship for Ti-type defects as well (see Eq. 4.2), although,
with a slightly alternative explanation. In particular, ωSP values for Sc and vTi (p-
type) decrease with respect to Ti to ∼2.3 eV not as a result of increased covalent
bonding with N, but due to an intrinsic lowering of electronic contribution to metallic
bands near the Fermi level. V shows a subsequent increase in ωSP to ∼2.7 eV from
Type 1.6% ωSP 3.1% ωSP 3.1% STD 4.7% ωSP 4.7% STD
B 2.55 2.42 0.404 3.13 0.174
C 2.40 2.29 0.228 2.55 0.038
vN 2.99 3.22 0.161 3.63 0.065
O 2.73 2.82 0.171 3.12 0.030
Sc 2.35 2.35 0.160 2.66 0.074
vTi 2.27 2.05 0.179 1.98 0.016
V 2.65 2.70 0.147 2.91 0.016
Zr 1.97 2.06 0.174 2.32 0.052
Table 7.1: Calculated screened plasmon resonance frequencies ωSP in eV
from TiN supercell configurations incorporating N-type and Ti-type defects
at varying concentration theoretically determined with ALDA. Average ωSP
values are provided for 3.1% and 4.7% along with their respective standard
deviations (STD) in eV.
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a rise in metallic occupation. Similar explanations correspond also to 3.1% defect
concentration.
In contrast to what is expected, an ωSP value of ∼2 eV for Zr is actually lower than
that of Sc or vTi. At first glance, Zr and B should also provide comparable results
due to a consistent number of d states, but this does not occur. Through inspection
of the band structure and DOS for Zr, d states that occupy metallic bands near the
Fermi level and contribute to plasmonic oscillations diminish with Zr; Zr 4d states are
primarily located at ∼-5 eV. Even though the relative number of d states is unaltered,
Zr 4d states shift to lower energy and away from the Fermi level in comparison to Ti
3d states which leads to a decrease in ωSP.
The aforementioned increase in ωSP is observed for almost all selected defects (p-
type, n-type, and neutral) once defect levels reach 4.7% and continues at higher levels;
a notable exception involves vTi where a steady decrease of ωSP occurs. Beyond the
explanation regarding decreases (increases) in d band occupation observed for p-type
(n-type) defects, these features may stem from the introduction of nuclear charge
effects, except for vN which would have a higher ωSP regardless. Creating small
regions of density inhomogeneity could also disrupt the normal plasmonic activity
where more energy is required to form a plasmon. If true, vTi would not experience
such an increase, and thus, our results correspond to what is qualitatively predicted
by Eq. 4.2.
ωSP values for bulk defect structures display relatively predictable behavior at low
defect concentrations, i.e., levels up to and including 3.1%. The only outlier involves
Zr, which is due to a lower density of d states in metallic bands near the Fermi level,
not apparently obvious if just considering valence electron differences between Zr and
Ti. Qualitatively, these results point to the efficacy of using bulk defects (either
p-type, n-type, or neutral) to generate plasmonic oscillations at specific frequencies
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within a fairly wide energy range, e.g., ∼2 eV to ∼3 eV.
Transitioning from the bulk (which does not couple to electromagnetic radiation)
to nanoparticles (which do) will lead to slightly different behavior (see Chap. 4) but
the trends discussed here for ωSP relate to ωLSPR[322].
7.3.2 Effect of defects on TiN surfaces
Since thin films display promising applications in various technologies, we investigate
the role of defects on the plasmonic activity of the TiN (100) surface - shown in
Fig. 7·3 - as well as the (110) surface - shown in Fig. 7·4.
(100) surfaces
Introduction of defects into the (100) surface leads to quite similar structural re-
sponses throughout. Specifically, layers that contain the defect or lie closer to vacuum
Figure 7·3: Side view (left) and top view (right) of the TiN (100) surface
determined from theoretical calculations with PBE. Atomic elements are
identified by the following colors: Ti=gray and N=blue.
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Type Pos. A EFORM Pos. B EFORM Pos. C EFORM Pos. D EFORM
B -0.99 -1.31 -1.22 -1.21
C -1.60 -1.98 -1.87 -1.86
vN 0.06 -0.05 -0.43 -0.41
O -5.18 -4.50 -4.75 -4.73
Sc -3.92 -3.48 -3.62 -3.67
vTi 1.47 -0.03 0.10 0.60
V -1.84 -1.98 -1.82 -1.78
Zr -3.26 -2.66 -2.87 -2.88
Table 7.2: Computed formation energies EFORM in eV of defect (100)
TiN surfaces with PBE. Values are given for defects positioned in layers
nearest to (Pos. A) and furthest from (Pos. D) vacuum. EFORM for N-type
defects are determined under low N2 concentration while Ti-type defects are
calculated under high N2 concentration.
tend to undergo an upward shift away from the bulk region or defect layer towards
vacuum. The degree of the shift qualitatively corresponds to the atomic size differ-
ence between defect and substituted N or Ti. For instance, Zr defects (at all explored
positions) create the most dramatic upward shifts where B and Sc (to a lesser extent)
also shift with a greater magnitude when compared to other defects.
Considering formation energies EFORM for N-type defects from Tab. 7.2, B and C
defects become more favorable when their positioning moves from the layer nearest
vacuum (Pos. A) to layers that resemble bulk by nearly ∼0.4 eV at the PBE level
of theory. Similarly, this pattern is observed in the case of vN as well. The reverse
situation occurs in O where positions moving from vacuum to bulk (Pos. A→Pos.
D) are ∼0.4 eV less favorable.
With regards to B and C, the defect either possesses the same (B) or higher (C)
coordination number when compared to N, and thus, either defect experiences more
opportunities for bonding as the defect shifts toward bulk, increasing stability. A
similar rationale can be applied to vN, except now, atoms that neighbor the vacant
region experience reduced bonding. Therefore, having vN positioned in layers away
from vacuum allows for surrounding atoms to compensate by possessing the maximum
number of possible bonds. Conversely, a lower coordination number in O makes for
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higher stability where bonding is reduced (nearest to vacuum).
Unlike N-type, Ti-type defects result in values for EFORM at the PBE level with
less defined trends; although, Zr seems to be an exception. In particular, due to
the increased size in comparison to Ti, Zr is favored in the layer closest to vacuum
(Pos. A) by nearly ∼0.5 eV. Furthermore, while other defects like Sc and V are stable
(possessing EFORM relatively near their bulk values), vTi proves generally unfavorable
(mostly EFORM > 0) even at fairly conducive high N2 concentration.
As seen in Tab. 7.3a, the transition from supercells to (100) surfaces incorporating
N-type defects results in ωSP values with similar trends calculated at the ALDA level
of theory. Indeed, ωSP for C occurs on average at ∼0.89 eV while O and vN lie at
higher average energies of ∼1.51 eV and ∼2.23 eV, respectively. Just like the situation
noted earlier, this stems from a reduction (addition) of metallic band occupation in
the case of C (O and vN) with respect to Eq. 4.2. The average resonant frequency in
B falls in between these low and high values, moreover, due to neither removal nor
addition of electronic density when compared to N.
On the other hand, Ti-type defect (100) surfaces lack such a complete correspon-
dence (see Tab. 7.3b) in relation to those supercells with similar defects. Sc and V
provide results (∼0.68 eV and ∼1.00 eV, respectively) that show consistency with
trends from their supercell counterparts at the ALDA level. The discrepancy appears
in the relative position of ωSP for Zr at ∼1.21 eV, however, where it should be lower
(a) (b)
Type Avg. ωSP STD
B 1.04 0.097
C 0.885 0.206
vN 2.23 0.248
O 1.51 0.176
Type Avg. ωSP STD
Sc 0.68 0.169
vTi — —
V 1.00 0.333
Zr 1.21 0.296
Table 7.3: Calculated averaged screened plasmon frequencies ωSP in eV
from (a) N-type and (b) Ti-type defect TiN (100) surfaces theoretically de-
termined with ALDA. Standard deviations (STD) in eV are provided.
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than V and closer to Sc. With an even greater deviation, we do not observe any
cross over point in ε1 (ω) for vTi within a suitable IR frequency range making it an
undesirable defect (lack of favorable EFORM values restricts its formation regardless).
In general, a consistent decrease of ωSP occurs when going from supercell to (100)
surface for each defect type, which is supported by EELS measurements on pristine
TiN[341]. A non-trivial standard deviation (STD) additionally applies to each defect
type (besides B), which illustrates the dependency between defect position in relation
to vacuum and ωSP. This cautiously suggests a potential for resonant behavior to
span a fairly broad frequency range in the IR-visible.
Lastly, these results open the door for future exploration of surface plasmon po-
lariton (SPP) utility. SPP propagate perpendicular to, and along the metal/dielectric
interface. Activation frequencies of such a phenomenon are related to both the di-
electric material and ωSP[322]. Hence, combining defect metal surfaces with known
dielectrics could provide predictable integrability with a broader range of SPP acti-
vation.
(110) surfaces
Subsequent identified patterns in defect (100) surfaces mostly coincide with trends
observed for (110) surfaces as well. Specifically, B, Sc, and (to a greater extent) Zr
have the most significant impact on neighboring atoms in layers within and above the
defect. Though here, there is comparatively more displacement along the x-direction.
This is a result of the extended distance between atoms along the x-direction of the
(110) cut if compared to the (100) cut as illustrated in the left hand side of Figs. 7·4
and 7·3, respectively.
Energetically, we observe some additional commonalities among values of EFORM
for N-type defects. For instance, B and C have increased thermodynamic stability
in layers further from vacuum while O possesses an opposite behavior due to coor-
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Figure 7·4: Side view (left) and top view (right) of the TiN (110) surface
determined from theoretical calculations with PBE. Atomic elements are
identified by the same color scheme used in Fig. 7·3.
dination effects. EFORM for these defects in the layer nearest to vacuum - shown in
Tab. 7.4 - Pos. A - are less (more) favorable when compared with layers that more
closely resemble bulk for B and C (O) when compared to (100) surfaces. This again
stems from the extension in the x-direction, i.e., B C, and O experience less interac-
tions with neighboring atoms in the (110) surface which magnifies the noted trend in
the (100) surface.
Similar explanations pertain to Ti-type defects as well, however, with slight differ-
ences. The main one being the increased favorability of V to lie in the layer nearest
to vacuum. In addition, EFORM shows Zr to possess a reduced preference to lie at the
surface closest to vacuum where the difference between vacuum and bulk goes from
∼0.5 eV in (100) to ∼0.2 eV in (110).
Unfortunately, we can not ascertain any meaningful or substantial trends in ωSP
values in either N-type or Ti-type (110) surfaces (see Tab. 7.5). The most apparent
result from (110) surfaces follow from the effect of field polarization on ωSP, where
the longer x-direction leads to increased values of ωSP for each defect type considered.
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Type Pos. A EFORM Pos. B EFORM Pos. C EFORM Pos. D EFORM
B -0.46 -1.24 -1.12 -1.11
C -1.09 -1.97 -1.75 -1.81
vN -0.36 0.13 -0.68 -0.30
O -5.99 -4.49 -5.21 -4.90
Sc -3.96 -3.38 -3.57 -3.65
vTi -1.41 1.54 0.43 0.77
V -2.46 -2.11 -2.01 -1.95
Zr -3.22 -2.86 -3.00 -2.97
Table 7.4: Computed formation energies EFORM in eV of defect (110)
TiN surfaces with PBE. Values are given for defects positioned in layers
nearest to (Pos. A) and furthest from (Pos. D) vacuum. EFORM for N-type
defects are determined under low N2 concentration while Ti-type defects are
calculated under high N2 concentration.
Confidence in such a conclusion is tempered, however, due to the high STD values
for both x-polarization and y-polarization. Therefore, even qualitative analysis seems
premature.
A lack of clarity with respect to (110) defect surfaces could stem from the relatively
high defect concentration considered. Even though only one defect is included in our
calculations, increasing the number of layers or expanding the cell in the xy-plane
(normal to the surface) may remedy these fairly ill-defined findings. To ensure results,
this could additionally apply to (100) defect surfaces in fact.
Type Avg. x-pol ωSP x-pol STD Avg. y-pol ωSP y-pol STD
B 2.60 0.373 1.33 0.228
C 1.82 0.822 1.48 0.400
vN 2.44 0.792 2.07 0.357
O 2.31 0.278 1.44 0.663
Sc 2.16 0.129 1.42 0.277
vTi — — — —
V 2.45 0.131 1.81 0.095
Zr 2.34 0.039 1.74 0.034
Table 7.5: Calculated averaged screened plasmon frequencies ωSP in eV
from polarization in x (x-pol) and y (y-pol) directions from N-type and Ti-
type defect TiN (110) surfaces theoretically determined with ALDA. Stan-
dard deviations (STD) in eV are provided.
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7.4 Conclusions
We have characterized effects of substitutional defects on supercell, (100) surface, and
(110) surface TiN configurations. Here, N-type and Ti-type defects result in reduced,
consistent, or additional electronic density in relation to pristine TiN.
In TiN supercells, structural responses stem from the coordination number and
size of the atomic defects in question while vacancy defects initiate increased move-
ment to maximize bonding among neighboring atoms. Enhancing defect concen-
tration leads to a notable, but slight increase in general displacement. Otherwise,
magnitudes of structural responses are small enough to have minimal effect on other
investigated properties.
Across low to high defect concentration, N-type or Ti-type defects remain stable
with vTi being the only exception which becomes unfavorable below ∼3%. Due to a
relatively flat formation energy versus defect slope in supercells, the ability for high
defect levels to be achieved should be accounted for experimentally.
At low defect concentration, screened plasmon resonance ωSP values follow what
is to be expected from qualitative predictions. A decrease (increase) in metallic band
occupation near the Fermi level results in a lowering (raising) of ωSP for either N-type
or Ti-type defects. Higher defect concentration produces a raise in ωSP for almost
every defect, presumably caused by inhomogeneities of density or nuclei, vTi defect
being the exception.
TiN Surface calculations for (100) and (110) cuts display similar responses where
layers that contain, or lie above the defect shift toward vacuum. Degree of movement
subsequently depends on the size of the defect in relation to the substituted N or Ti.
There appears to be a preference for the defect to lie nearest to vacuum if its size
is larger or possesses a lower coordination number, which further helps to explain
calculated values of EFORM.
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In both defect (100) and (110) surfaces, averaged ωSP exist at lower energies when
compared to corresponding supercell ones. Furthermore, trends observed in supercell
cases mostly appear for defect (100) surfaces with N-type being more consistent than
Ti-type. Plasmon activation frequencies for (110) surfaces seemingly depend on field
polarization, but one should be hesitant about drawing definite conclusions unless
more expensive calculations are undertaken.
Chapter 8
First-principles investigation of
hot-electron lifetimes in titanium nitride
and titanium carbide
“Hot-electrons” have illustrated particular efficacy in physics and chemistry, which
creates the potential for use in modern technological applications. Through ab initio
calculations, we attempt to explore hot-electrons in titanium nitride and titanium
carbide by considering their lifetimes as a result of electron-electron interactions.
Theoretical lifetimes in both materials exhibit k-point dependence due to major con-
tributions from high symmetry points in the Brillouin zone. These effects primarily
arise from particular details of the calculated electronic band structures.
8.1 Introduction
Electron (hole) excitations in metals garner considerable attention experimentally
and theoretically as a consequence of their involvement in important processes in both
physics and chemistry. In particular, charged particles not in thermal equilibrium with
atoms in a material, otherwise referred to as “hot-carriers”, are among such excited
electrons (holes) which display numerous applications, e.g., energy conversion, carrier
transport, photodetection, photovoltaics, photocatalysis, etc.[342]
Generation of hot-carriers1 initially occurs either by direct radiative absorption
1 previous studies focussing on hot-carrier generation have theoretically investigated plasmonic
decay mechanisms and resulting hot-carrier energy distributions[197, 199–201, 343–345]
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and excitation or through plasmonic activation and non-radiative decay[27]. After ac-
tivation, hot-carriers transport to interfacial regions where potential transfer into ad-
sorbate molecules, injection through Schottky or Ohmic contacts, or barrier tunneling
takes place[346]. This behavior has been observed in various metallic materials[347–
352] as well as with TiN. A material with an ever growing utility, TiN shows efficacy
in utilizing hot-carriers for electronic transfer into adsorbates[42] and metal/insulator
or metal/semiconductor contacts[41].
Key factors in the overall impact of such hot-carriers, however, pertain to their
material dependent lifetimes. Specifically, lifetimes (along with the velocity) govern
other quantities like the mean free path which describes the range of hot-carrier in-
fluence in physical or chemical events. Hot-carrier energies, momenta, and lifetimes
rely on a series of particular processes[44]: electron-transfer and electron-electron,
electron-phonon, and electron-defect scatterings. Inelastic electron-electron interac-
tions usually dominate the lifetime due to the relatively short time-scale (below 1 ps),
approximately one order of magnitude faster than electron-phonon contributions[353].
In this process, once hot-carriers (non-thermal electrons) form, excess energy from
carriers dissipates and distributes into previously non-excited (thermal) electrons.
To theoretically determine lifetimes of hot-electrons, Quinn and Ferrell (QF)[354]
originally devised an approach that calculated the self-energy from a free electron
gas (FEG) with many-body theory. Subsequently, They found that the lifetime of
an electron excitation near the Fermi surface scales quadratically with respect to the
difference in energies between the excited particle E and the Fermi energy EF. In
the high density limit, the lifetime τQF takes the form of Eq. 8.1, which includes the
Wigner-Seitz radius rs involving the free-electron density ne/Ω through the relation
ne/Ω = (4/3)pir
3
s .
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τQF = 263r−5/2s (E − EF)−2 eV2fs (8.1)
While advances in time-resolved spectroscopy have allowed for experimental char-
acterization, a more modern approach incorporating many-body theory (see Secs. 3.1
and 8.2) provides a route for theoretical examination of inelastic interactions[43, 44].
Lifetimes of quasi-particles have been calculated for a vast array of metals, e.g.,
simple[355, 356], alkali[357, 358], transition paramagnetic[359, 360] or ferromag-
netic[361], noble[362–366], 4d[367, 368], and 5d[361, 369] systems have been stud-
ied. Here, we extend this approach to TiN as well as another similar material, and
concentrate on hot-electron lifetimes due to the more significant electron-electron
interaction.
8.2 Theoretical summary
For an inhomogeneous electronic system, relaxation of excited electrons acquires con-
tributions from inelastic electron-electron scattering. The damping rate τ−1i of an
excited electron in the state Ψi (r) with energy Ei from such a process follows as
τ−1i = −2
∫
dr
∫
dr′ Ψ∗i (r)={Σ (r, r′, Ei)}Ψi (r′) (8.2)
obtained within the framework of MBPT. In particular, τ−1i depends on the imaginary
component of the electronic self-energy Σ (r, r′, Ei) previously introduced in Sec. 3.1.2.
If considering Σ (r, r′, Ei) within the context of the GW approximation2 , then the
self-energy reads
ΣGW (r, r′, Ei) = i/2pi
∫
dE G (r, r′, Ei − E)W (r, r′, E) (8.3)
2 additional comments regarding the GW method, one-particle Green’s function G (r, r′, Ei − E),
and dynamically screened Coulomb interaction W (r, r′, E) are contained in Sec. 3.1.3 for reference
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and is the energy-dependent version of Eq. 3.6
With the non-interacting Green’s function G0 replacing the interacting version G,
the imaginary component of the self-energy explicitly becomes
={Σ (r, r′, Ei)} =
∑
f
Ψf (r
′)={W 0 (r, r′, ω)}Ψf (r) (8.4)
which includes the first-iteration of the dynamically screened Coulomb interaction
W 0 (r, r′, ω); ω refers to the energy transferred or alternatively Ei − Ef . The sum
spans over a complete set of final states Ψf (r) with energy Ef that lay between the
Fermi energy EF and Ei.
Furthermore, W 0 (r, r′, ω) in the case of a periodic solid expands into the following:
W 0 (r, r′, ω) = 1/Ω
BZ∑
q
∑
GG′
ei(q+G)re−i(q+G
′)r′VG (q) ε
−1
GG′ (q, ω) (8.5)
where Ω corresponds to the normalization volume while q (G) represent wave vec-
tors over the first Brillouin zone (reciprocal lattice vectors). VG (q) and ε
−1
GG′ (q, ω)
are the Fourier coefficients of the bare Coulomb interaction and inverse dielectric
function, respectively. One can determine ε−1GG′ (inverse of Eq. 3.21) at various levels
of sophistication depending on the treatment used to calculate the density response
function (see Sec. 3.2.2). In conventional GW , however, the response function and
thus ε−1GG′ (q, ω) is solved for by utilizing the relatively simple RPA approach.
τ−1i = 1/pi
2
∑
f
∫
BZ
dq
∑
GG′
B∗if (q +G)Bif (q +G
′)
|q +G|2 =
{−ε−1GG′ (q, ω)} (8.6)
Substitution of Eq. 8.5 into Eq. 8.4, the damping rate τ−1i for an excited electron
results in Eq. 8.6 given in Fourier space. In this new representation, ω refers to the
difference in energies between states at specific k-points through Eki − E(k−q)f while
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Bif (q +G) =
∫
dr Ψ ∗kni (r) ei(q+G)rΨ(k−q)nf (r). Ignoring crystal local-field effects,
Eq. 8.6 transforms into
τ−1i = 1/pi
2
∑
f
∫
BZ
dq
∑
G
|Bif (q +G)|2
|q +G|2
={εGG (q, ω)}
|εGG (q, ω)|2
(8.7)
As a consequence, τ−1i from Eq. 8.7 contains (i) Bif (q +G) reflecting the Bloch
i and f states of the probe electron, (ii) ={εGG (q, ω)} measuring real transitions
between states i and f , and (iii) |εGG (q, ω)|2 accounting for screening with the probe
electron.
The scheme outlined here models the decay process of excited electrons through
electron-hole pair creation and plasmon excitation (if applicable). More generally, it
also applies to both hole and electron lifetimes for paramagnetic systems. A caveat
to this, of course, is that hole initial and final states correspond to energies below
the Fermi energy (Ei < Ef < EF) instead of electrons that possess energies above
(Ei > Ef > EF). Moreover, development of the GW + T method allows one to
determine lifetimes in ferromagnetic materials, which is useful for strongly correlated
systems[370].
8.3 Computational details
First-principles calculations are performed using the ABINIT code[226, 227] relying
on a implementation of plane waves and pseudo-potentials.
As an initial step, DFT[7, 8] is employed to obtain lattice parameters and con-
verged wave functions. Determination of the exchange-correlation energy is therefore
obtained through use of the PBE functional[94].
Accordingly, pseudo-potentials describe the electron-ion interactions in relation
to the PAW method[241–244] and NC method[245, 246] for structural and electronic
calculations, respectively. Kohn-Sham wave functions are expanded in a plane wave
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basis set with energy cutoffs of 400 eV (750 eV) using PAW (NC) pseudo-potentials.
To assist in the convergence of occupied bands near the Fermi level, we incorporate
0.15 eV smearing from the scheme proposed by Marzari[333].
For the considered materials, i.e., titanium nitride (TiN) and titanium carbide
(TiC), conventional cell lattice parameters follow from the same procedure spelled
out in Sec. 7.2 using the same convergence criteria3. With this, lattice parameters of
4.252 A˚ and 4.336 A˚ correspond to TiN and TiC, respectively. These cell lengths are
also applied in all subsequent calculations that utilize a primitive unit cell instead of
a conventional one.
Electronic structure calculations using DFT for each material rely on an 8×8×8
k-point mesh along with NC pseudo-potentials. The DOS, on the other hand, is
obtained through a finer k-point grid of 12×12×12 centered at Γ.
Kohn-Sham wave functions are then utilized to evaluate the first-iteration of the
screened Coulomb interaction W (r, r′, E) incorporating the dielectric function deter-
mined with RPA (see Eq. 3.7) using the contour method[371]. To determine inelastic
lifetimes, we take the imaginary portion of Σ (r, r′, Ei) from Eq. 8.2 which is calculated
through the GW approximation as implemented in ABINIT [239].
For all subsequent GW calculations, we utilize a 12×12×12 k-point mesh to solve
for both the dielectric function and self-energy where care is taken to obtain proper
convergence in all relevant parameters[372]. Moreover, only quasi-particle energies
during self-consistency are updated.
8.4 Results and discussion
We first address hot-electron lifetimes in bulk TiN as a consequence of inelastic
electron-electron interactions, and then, we compare these results to those from a
3 Murnaghan equation of state[334] calculations rely on PAW pseudo-potentials while the
Monkhorst-Pack scheme[247] samples the Brillouin zone with an 8×8×8 k-point mesh
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Figure 8·1: Spin majority DOS (left), band structure (middle), and spin
minority DOS (right) of primitive cell TiN with PBE. Fermi level (black
dotted line) has been placed at 0.0 eV. For the band structure: occupied
bands=blue or green, unoccupied bands=red or grey, spin majority=solid,
and spin minority=dashed. For general DOS: total=solid black, Ti=gray,
projected d states=solid, and projected p states=dotted; N=blue in the pro-
jected DOS.
similar material in bulk TiC. To this end, overall calculated lifetimes τ (E) are taken
from the inverse of the decay rate τ−1i (see Eq. 8.2), formed by the sum of individual
band contributions averaged over all k-points in the first Brillouin zone at a given
energy E in relation to the Fermi level EF at 0.0 eV. Average τ (E) are scaled
4 with
respec to τQF.
4 τ (E) for TiN and TiC are scaled to match τQF at 0.5 eV; other calculated lifetimes corre-
sponding to k-point paths or high symmetry k-points are relative to τ (E).
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Titanium nitride (TiN)
Ab initio GW calculations of the average lifetime τ (E) in TiN (blue solid line) is
presented in Fig. 8·2. In addition, τQF (black solid line), or the lifetime of a FEG
with a valence electron density of TiN with rs =∼ 3.14 obtained via Eq. 8.1, is also
provided. Our calculation for τ (E) nearly resembles the decay behavior observed in
τQF, especially for those energies from 0.5 eV to 3.0 eV where the Fermi level EF is
at 0.0 eV. At lower energies, however, this behavior begins to slightly deviate where
τ (E) possesses a sharpened upward slope when moving towards EF in comparison to
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Figure 8·2: Scaled lifetimes τ (see footnote 4 for details) of excited elec-
trons in primitive cell TiN due to inelastic electron-electron interactions
theoretically determined with GW . Energies are related to the Fermi level
at 0.0 eV. Blue (black) solid line in each plot refers to τ (E) (τQF from
Eq. 8.1 obtained with a valence electron density of rs =∼ 3.14). τ values are
provided for (a) k-point paths along Γ-L, Γ-X, Γ-W, L-X, L-W, and X-W as
well as for (b) Γ, L, X, and W high symmetry k-points.
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τQF.
Focusing on Fig. 8·2a, we observe that hot-electron lifetimes nearer to EF depend
on the particular k-point path through the Brillouin zone. Paths incorporating Γ, i.e.,
Γ-L, Γ-X, and Γ-W designated by red, green, and orange dashed lines, respectively,
possess lifetimes at 0.5 eV (above EF) at least ∼10% lower than that of τ (E) (blue
solid line). In contrast, lifetimes for L-W (gray), L-X (cyan), and X-W (purple) are
no less than ∼15% larger than τ (E) at 0.5 eV (see Fig. 8·2a). Lifetimes for all paths,
nevertheless, resemble τ (E) as the energy above EF increases.
Due to this path dependence, τ values specifically for high symmetry points in
the Brillouin zone - shown in Fig. 8·2b - are further examined. The lifetime at the
Γ point (red dotted line) proves considerably lower with a lifetime ∼77% that of
τ (E) at 0.5 eV. As seen in Fig. 8·1, many occupied and unoccupied bands coalesce
at Γ slightly above the Fermi level where an increase in possible decay pathways
are present. Thus, lower lifetimes around the Γ point most likely occur from higher
electron-hole pair creation as a result of hot-electron decay.
Conversely, L (green dotted line) and X (orange dotted line) points exhibit ∼20%
longer lifetimes at 0.5 eV with respect to τ (E) (see Fig. 8·2b); an increase of ∼13%
is seen for W (gray dotted line) at the same energy. Even though bands converge
at points L and W, there are far less than at Γ which leads to longer lived hot-
electrons. Overall, band structure effects are concluded to influence hot-electron
lifetimes observed in TiN.
Titanium carbide (TiC)
Applying a similar approach to TiC, notable differences appear in the behavior of
lifetimes. In particular, average τ (E) - blue solid line shown in Fig. 8·4 - lacks the
similar decay behavior observed in TiN. Comparison between τ (E) and τQF for
TiC from Eq. 8.1 with rs =∼ 3.20 (black solid line) therefore results in significant
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Figure 8·3: DOS (left) and band structure (right) of primitive cell TiC
with PBE. Fermi level (black dotted line) has been placed at 0.0 eV. For the
band structure and general DOS, the same color designations in Fig. 8·1 are
used; C=blue in the projected DOS.
deviations.
From Fig. 8·4a, hot-electron lifetimes along k-point paths containing the Γ point
lead to drastic decreases in relation to τ (E). Namely, Γ-L lifetime (red dashed line)
is ∼35% lower than τ (E) at 0.5 eV above EF while an even more dramatic decline is
observed at the same energy for Γ-X (green dashed line) at ∼49% and Γ-W (orange
dashed line) at ∼73%. This stems from the contribution to the lifetime at γ which is
∼30% that of τ (E) (see Fig. 8·4b) at 0.5 eV in relation to EF. Similar to TiN, the
significant decrease at the Γ point in TiC results from the convergence of all bands
around EF as displayed in Fig. 8·3.
As a consequence of the lifetime at L being ∼90% larger than τ (E) at 0.5 eV
(green dotted line in Fig. 8·4b), other k-point paths which incorporate the L point al-
ternatively lead to lifetimes larger than that of τ (E). In the theoretically determined
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Figure 8·4: Scaled lifetimes τ (see footnote 4 for details) of excited elec-
trons in primitive cell TiC due to inelastic electron-electron interactions
theoretically determined with GW . Energies are related to the Fermi level
at 0.0 eV. Blue (black) solid line in each plot refers to τ (E) (τQF from
Eq. 8.1 obtained with a valence electron density of rs =∼ 3.20). Other
lines correspond to similar k-point paths and high symmetry k-points from
Fig. 8·2.
band structure from Fig. 8·3, only unoccupied bands exist at the L point at relatively
high energies of ∼3.5 eV and ∼4.7 eV. Thus, there is little chance of additional decay
channels within our chosen energy range due to electron-hole pair creation.
To a lesser extent, this could also explain the ∼55% increase in the lifetime ob-
served in our calculations for W (gray dotted line) when compared to τ (E) at 0.5 eV
above EF in Fig. 8·4b.
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8.5 Conclusions
In this Chapter, we have presented analysis of hot-electron lifetimes for both TiN
and TiC as a result of electron-electron interactions theoretically determined by first-
principles calculations of the electron self-energy via the GW approximation.
Calculated lifetimes in TiN decay as excited electron energy increases above the
Fermi level with a similar behavior to that determined for a free electron gas with
the same approximate valence electron density as TiN. Although, slight deviations
exist when moving to energies closer to the Fermi level due to an observed sharpened
upward slope.
Furthermore, TiN possesses lifetimes that are k-point path dependent, especially
at lower energies near the Fermi level. Paths containing the Γ point result in lower
calculated lifetimes with respect to average τ (E) while other paths which do not
contain Γ possess larger lifetimes when compared to τ (E).
The exhibited decrease at Γ results from convergence of multiple occupied and
unoccupied bands slightly above the Fermi level at Γ. We conclude that this lower
lifetime stems from the presence of more possible decay pathways through creation
of electron-hole pairs. Hence, band structure effects contribute to our calculated
hot-electron lifetimes in TiN.
In contrast to TiN, the decay behavior predicted by a free electron gas model
with a valence electron density associated with TiC is not observed for theoretical
hot-electron lifetimes in TiC. Lifetimes do show k-point path dependence, however,
where paths incorporating Γ (L and W) lead to shorter (longer) lived excited electrons
when compared to τ (E).
Our calculations show that the lifetime at the Γ point is considerably lower than
that of τ (E) while L and W points correspond to lifetimes considerably larger than
τ (E) near the Fermi level. Again, these characteristic behaviors seen in TiC are
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concluded to stem from details of the band structure.
Chapter 9
Summary and future
Within this dissertation, we have examined and categorized various aspects of specific
materials, i.e., Millon’s salt ([Cu(NH3)4][PtCl4]), titanium dioxide (TiO2), and tita-
nium nitride (TiN), through first-principles calculations via density functional theory
(DFT) and its pertinent extensions.
To provide a theoretical foundation, Chap. 2 reviews the fundamentals of DFT
along with explanations of modern functionality and applications to solid state com-
putation seen here. We later build on this in Chap. 3 by discussing many-body
perturbation theory (MBPT) and time-dependent DFT (TDDFT) as extensions to
charged and optical excitations, respectively. Detailed descriptions of plasmons, plas-
monic dependent features, and their particular applications encompass Chap. 4 which
concludes Part I.
Characterization of the structural, electronic, and optical properties of Millon’s
salt is undertaken in Chap. 5 through computation and experiment. Important
to nanotechnology, calculations confirm the one-dimensional semiconducting nature
of Millon’s salt whose linear chains interact via hydrogen-bonding between ligands.
Computed uni-directional dispersion in the valence band suggests the ability to con-
duct via hole transport, and this behavior could be controlled through strain or ligand
substitution. In concert with experimental collaborators, we ascertain the origin of
certain optical transitions observed in Millon’s salt as well as in its Br substituted
analog.
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Additional studies could probe the efficacy of Millon’s salt and derivatives as a
hole conductor by theoretically placing a linear chain in between two leads and solv-
ing a non-equilibrium Green’s function. Moreover, one may determine the effect of
adding chain molecules of varying lengths to ammonia ligands as an alternative to
halide ligand substitution. Higher level approximations such as GW , Bethe-Salpeter
equation (BSE), or dynamic mean-field theory (DMFT) could be used to more ac-
curately determine band gaps, exciton binding energies, assign optical transitions, or
identify strong correlations[153, 373].
Chap. 6 contains theoretical analysis of TiO2 as a photocatalyst for carbon dioxide
(CO2) conversion. Nitrogen doping into the anatase (001) surface introduces N 2p
states into the intra gap region optimal for visible light absorption. In contrast, such
an outcome is absent with other investigated non-metal doping or surface oxygen
vacancies. Mixed co-doped or doped/oxygen vacant (001) surfaces, on the other hand,
theoretically lead to more accessible intra gap states available for optical transitions.
Furthermore, our calculations suggest that CO2 appears more likely to undergo
reduction after photoexcitation on anatase (001) surfaces possessing oxygen vacancies
in comparison to a pristine surface due to a diminished carbon-titanium separation
that can be achieved. However, potential alternative CO2 conversion pathways are
shown to apply to either surface. Since these calculations only correspond to CO2
binding before or after photoexcitation, exploring activation barriers could provide
further mechanistic understanding[374]. Examination with other theoretical models
or techniques may also confirm or suggest other distinct pathways[288].
As a plasmonic material, TiN in comparison to its counterparts (e.g. noble met-
als) possesses advantageous practical properties, useful for technological applicability.
Calculations incorporating non-metal and metal defects into TiN in Chap. 7 display
an ability to effectively tune the frequency of plasmonic activation over a broad en-
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ergy range. In bulk, this tuneability based on defect type is fairly consistent at lower
concentrations, while in thin films, similar but less defined results are obtained for
(100) surfaces.
To obtain results with greater confidence, further work should rely on larger sur-
faces so that any potential spurious effects from high defect concentration can be
negated. Moving forward, similar defect strategies could be applied to nanoparticles
where determination of specific plasmon frequencies is directly relatable for photo-
catalytic enhancement. One could calculate spectra using time-dependent density
functional tight-binding (DFTB) as previously done for oxygen defects in TiN[375].
We lastly consider hot-electron lifetimes in bulk TiN and titanium carbide (TiC)
in Chap. 8 since these hot-carriers are active in TiN[41]. Lifetimes are obtained via
the determination of the electron self-energy through MBPT in general, the GW
approximation specifically. TiN and TiC possess theoretical lifetimes that depend on
particular k-point paths through the Brillouin zone.
To ensure fully representative lifetimes, calculations could be performed with finer
k-point meshes, but this would result in much more demanding computations that
are avoided here. Moreover, incorporating additional processes, e.g., electron-phonon
coupling, resistance, etc., on varying time scales could provide a more comprehensive
look at decay processes in TiN[344, 376].
Appendix A
Derivation of the integral equation for
optical susceptibility
Since the effective potential v
(1)
S depends on the external potential v
(1)
ext, the interacting
density response function χ can be written utilizing the chain rule as
χ =
δn(1)
δv
(1)
S
δv
(1)
S
δv
(1)
ext
(A.1)
A similar notation as seen in Sec. 3.2.2 (the disregard of spacial and time dependence)
is kept here for simplicity.
Substitution of v
(1)
S with its expansion in Eq. 3.17 gives
χ =
δn(1)
δv
(1)
S
[
1 +
δv
(1)
H
δv
(1)
ext
+
δv
(1)
XC
δv
(1)
ext
]
= χ0
[
1 +
δv
(1)
H
δv
(1)
ext
+
δv
(1)
XC
δv
(1)
ext
]
(A.2)
where δn(1)/δv
(1)
S is just the non-interacting density response function χ
0. Realizing
that the chain rule also applies to the last two terms within the brackets, Eq. A.2
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transforms into
χ = χ0
[
1 +
δv
(1)
H
δn(1)
δn(1)
δv
(1)
ext
+
δv
(1)
XC
δn(1)
δn(1)
δv
(1)
ext
]
= χ0 + χ0
[
δv
(1)
H
δn(1)
δn(1)
δv
(1)
ext
+
δv
(1)
XC
δn(1)
δn(1)
δv
(1)
ext
]
= χ0 + χ0
[
δv
(1)
H
δn(1)
+
δv
(1)
XC
δn(1)
]
χ (A.3)
Again, we have replaced δn(1)/δv
(1)
ext with the interacting density response function χ.
By adding back the spacial and time dependence, Eq. A.3 resembles the expression
for χ in Eq. 3.19; the only operation left to perform then is to take the Fourier
transform to represent χ in frequency space.
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