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ABSTRACT 
In 1900, Stephanos showed that given A E C”‘” with spectrum o(A) = {Xi }, 
the eigenvalues of the composite matrix Cp =CP,q~pqAP@.% are the n2 dues 
c ,,,c,,hp~~. This fact has been recently used in the theory of root clustering through 
the characteristic polynomial of Cp. If a characteristic polynomial is given rather than 
A, we can use the companion matrix to generate the characteristic coefficients of Qp. 
In this paper we develop a direct theory for composite polynomials. 
1. INTRODUCTION 
Consider the following region in the complex plane: 
tc={x+iy:f(x,y)<O}, 
where 
f(G y) = c vr,xfyg, f+g,<v. 
f,g 
0) 
(2) 
Define the two variable polynomial 
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As a consequence, we have 
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cpq =cqp, (da) 
P(%P > =dPd. @b) 
We say that N is transformubk if 
With (3), we associate the composite matrix 
(6) 
where 8 denotes the Kronecker product. 
THEOREM 1 [l-3]. Let A E C” Xn, and suppose H is transformuble. 
a(A) c N if and only if the coefficients of the polynomial ]pZ - CPI are all 
positive. 
The proof of Theorem 1 is based on 
THEOREM 2 [4-51. Let A E CnXn, B E Cnx” with spectra a(A) = {Xi}, 
u(B) = ( 7 j }. The eigenvalues of 
@(A, I?) = c cpqAP@ Bq 
P.9 
(7) 
are the nm values p(Ai, vi). 
Since in Theorem 1, Cp E C”* xn2, we have to perform operations on an 
n2 X n2 matrix. If, instead of A, we are given a characteristic polynomial, we 
can use its companion matrix in Theorem 1. The purpose of this paper is to 
develop a polynomial counterpart to Theorem 2. In the present approach we 
operate with two n X n polynomial matrices [matrices whose elements 
depend on parameters; e.g., see (15)] instead of a single n2 x n2 constant 
matrix. A related result with respect to the left half plane can be found in [6], 
and with respect to the unit disk and the real line in [7]. 
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2. COMPOSITE POLYNOMIALS 
Consider the complex polynomials 
a(A) = i a,Xi, a,fO, 
i=O 
b(17) = f bi77iT b,,, f 0 
i=O 
with roots { Xi } and { qi }, respectively. We are looking for the nmth degree 
composite polynomial c(p) with the following nm roots: 
p(Aia 77j) 
pij= 4(Xi,qj) ’ (9) 
where 
Here cpq and d fu are given coefficients and 9( .) does not vanish identically. 
REMARK 1. pi j in (9) is a rational function and is more than we need in 
Theorem 2. However, in light of [8], we prefer a more general case. 
In other words, we are looking for the polynomial 
01) 
Next, fix i. Then, n7_n,,(9(Xi, qj)p - p(X,, qj)) is a polynomial in p, whose 
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coefficients are polynomials in qj. We call this polynomial c(p; Xi). We now 
proceed to calculate c(p; hi). Toward this end we need the following. 
THEOREMS. Let f(x) = C~=afi’x”, f, f 0, be a complex polynomial with 
roots { Ai}. Let p(r)/g( x) be a rational function, where p(x) and 9(x) are 
coprime, and p(x) = CfSOpixi, 9(x) = C~_09ix’. A polynomial G(y) whose 
roots are p(X,)/q(A,), i = 1,2,. . . , n, is given by 
4(y) = Res(f(r),9(r)y - Pi (12) 
where Res is the resultant with respect to x. 
Proof. From (12) we see that yi is a root of I+!(Y) if and only if f(x) and 
9(x)y - p(x) have a common factor, that is, if and only if there exists an i 
such that yi = p( X i)/9( X i). H 
REMARK 2. In (12), 
k 1 
C(~iy-pi)r”+ C cliyxi for l>k, 
i=O i=k+l 
9(x)Y - P(x>= 
r 
i (9iY - Pilxi for Z=k, (13) 
i=O 
i(9iy-pi)xi- 5 p,x’ for l<k. 
i=O i=I+l 
With the aid of Theorem 3 we can calculate c(p; hi). Recall that c(p; A i) is a 
polynomial in ,u whose roots are p(X,, x)/9(Xi, x) in the roots of the 
polynomial b(x) = Cy&,bixi. Applying the resultant operation successively, 
we conclude 
THEOREM 4. The composite polynomial c(p) whose roots are defined in 
@-(lo) is obtained in two steps: 
(i) 4~; A) = Res[b(x), 9(L X)P - P(L x)1 
(ii) c(p) = Res[a(h), c(p; A)]. 
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In the special case where pij in (9) is a polynomial, q( hi, qj) = 1; that is, 
d, = 1 and all the rest are zero. In this case 
= 
bm 
0 
b,,_, ‘.. 
4n b m-1 
0 . . . 
k Clk_,X . . . 
r=O 
. . . 0 
bo 0 . . 0 
. . b, ... 0 
. 
6, b,,ml ..: b, 
i c,,x p- i cr,x ... 0 
r=O r=O 
Note that (14) is the Sylvester determinant of dimension m + k. Another 
possibility is to use Bezout’s determinant of dimension max(k, m). Since 
usually m P- k, the dimension is m. 
As an illustration, consider the left half plane and the polynomial a(r). 
Then, 
= 
a, a,_, un-2 -0. 
-1 11-A 0 ... 
0 -1 q-x . . . 
1, ;, ;, . . . 
0 0 0 . . . 
a1 a0 
0 0 
0 0 
q-h 0 
-1 s-x 
= igo.i(n - Qi
=u(q-A). 
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Next, 
where a( a) = { Xi }. Note that this result is equivalent to Orlando’s 
9(q) = Res[a(q + x>,a(a - A>], 
where 
?jij=$(Xi+Aj). 
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9(1)) = Res[a(A), 9(7; A)] 
=Res[a(A),a(q-A)]. 
Clearly, the roots of ~(9) are 
gij = xi + xj 
3. APPLICATION TO ROOT CLUSTERING 
Given a polynomial a(A) =C~+,ai~‘“, we are looking for a polynomial 
c(p) = C$,C~~~ whose roots are p(Xi, A i), where p( *) is given in (3). Using 
(15), we find 
a, a,_, ... a0 
0 ..I a, . . . 
= - i Cp,hP . . . -p~ocplAp - 2 CpohP 
p-0 p-0 
. . . 0 
al 
. . . 
a0 
0 
Y Y 
- i cpyX’ .*. - c CplAP P - c cpoxp 
P==O P==O p=o 
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Based on the theory of root clustering [l-3], we have 
THEOREM 5. Let a(h) =Cy_-oaihi, a,, > 0, be a complex polynomial, 
and sldppose N is transformubk. For the roots of a(X) to lie in N, it is 
necessary and sufficient that in c(p) = Res[a(X), c(p; X)] all the coefficients 
are positiue, where c(p; A) is given in (15). 
Once more, since usually n > v, (15) can be reduced to Bezout’s determi- 
nant of dimension n. 
4. HISTORICAL NOTES 
Originally, Stephanos posed a problem of composite polynomials but 
stated the solution as composite matrices. More specifically, he was looking 
for the “resultant of the elimination” of (Y and /I from the following set of 
equations: 
u(a) =o, b(P) = 0, P(d)-p==. 06) 
Surprisingly, Stephanos did not use Sylvester determinants as we do, al- 
though according to Bamett [9], they date back to 1840. More surprisingly, 
MacDuffee (1933) quotes in his book [lo], among many of Stephanos’s 
results, the fact that “the resultant of f(x) = 0 and g(r) = 0 is IA@Z - Z@B( 
= 0, where f(x) is the characteristic equation of A and g(r) is the 
characteristic equation of B.” However, years earlier (1907), the Sylvester 
determinant appeared in a book by Bother [ll]. Certainly, the Sylvester 
determinant (or Bezout form) is far more efficient than IA@ Z - I @I BI. 
Finally, Theorem 4 can be extended to the elimination of LY and p from 
the equations 
1 
u(cl) = 0, b(P) = 0, c Pk(“9 P)vk = 0. (17) 
k=O 
This also finds an application in [S]. 
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