ABSTRACT
proof, which depends on the Frobenius-Konig theorem, yields a stronger form of the result than the first. Some curious features in Frobenius's last paper are examined;
these include his criticisms of a result due to D. K&rig and the latter's application of graph theory to matrices. A condition on matrices formulated by Markov is examined in detail to show that it may coincide with Frobenius's concept of irreducibility, and several theorems on stochastic matrices of Perron-Frobenius type proved by Markov are exhibited.
In a research part of the paper, a theorem is proved which characterizes irreducible matrices and which contains Frobenius's theorem and was motivated by Markov's condition. that Frobenius in fact proved a somewhat stronger result in [I9171 than in [1912] ; see Sec. 1.
Introduction and Motivution
The theorem in question is3 F#92-I and F#102-I, and in a slightly different form F#92-XVI, misprinted as XII; see also Konig [1915] , [1933] , [1936 , p. 2411 , Mirsky [1971 , p. 2121 and Ryser [1973 , [1975] . The missing ingredient in the [1912] p roof is Lemma 102-11. This Lemma generalizes Konig [1916, Theorem D&-see Sec. l-and has become famous (and more familiar than 102-I itself) under the name of the Frobenius-Konig theorem (e.g., Kiinig [1933] , [1936 , p. 2401 , Marcus-Mint [1964 , p. 973, Mirsky [1971 ) and, in a slightly more general form, as P. Hall's theorem on systems of distinct representatives (P. Hall [1935] , Ryser [ 1963 , p. 481, Mirsky [ 1971 , Theorem 2.2.11).
(0.2) At the end of Frobenius [1917] there is criticism of a theorem in Konig [1916] and, more generally, the use of graph theory in matrix theoretic proofs. In Sec. 2 we consider various kinds of points related to the resultant controversy.4
The unusual features in Frobenius [1917] have led me to the very speculative hypothesis that the final version of this paper may not have been prepared by Frobenius himself; see the end of Sec. 2. (0.3) Frobenius [1912] is generally credited with the introduction of the concept of irreducibility5 of a matrix and its exploitation in the theory of non-negative matrices.
Yet an examination of Markov [1908] shows that Markov was aware of the need. of some such concept. The passage in which Markov states his "important condition" (3.2) is unclear. Did Markov introduce the same concept of irreducibility as Frobenius (and even the concept of aperiodicity6)? This question is discussed in Sec. 3. We argue that in 1908 Markov proved a substantial part, but by no means all, of what is usually called the Perron-Frobenius theorem7 for an irreducible non-negative matrix, and which may be found in Frobenius [1912] . (0.4) In Sec. 4 we remark that it is a matter of judgment which arguments in the past are or are not graph theoretic. (0.5) While comparing Markov's condition (3.2) with Frobenius's definition of irreducibility (l.l), it occurred to me to investigate whether (3.2) with the last seven words omitted was equivalent to irreducibility.
To prove this is the purpose of the self-contained Part II. Our Theorem (7.1) clearly contains Frobenius's Theorem 92-XVI. Whether Theorem (7.1) is "new" or "essen- To show the uniqueness of the decomposition of a reducible matrix into irreducible components, Frobenius gave two proofs. The second proof involves Theorem 9%XVI, which characterizes irreducible matrices algebratally, and below we state this theorem in essentially the same form as our Corollary (7.2). I n 1s introduction to this paper, Frobenius singles out this h' theorem]" from a collection of results that were to become famous and calls it remarkable or surprising" (merkwiirdig).
But as 92-I in the introduction to F#92 the theorem is stated in a slightly different form. We quote: with m and n -m elements, respectively, such that aii = 0 if i E E, j E F.
So here the theorem characterizes fully indecomposable matrices.
In Frobenius [I9171 the theorem is restated as 102-I in the same words as in 92-1, and it is followed by a sentence to which we shall again refer in Sec.
2:
The proof which I gave there [in F#92] for this theorem is an incidental product which flows from hidden [verhorgen] properties of determinants with non-negative elements.
Frobenius then explains that he will now give an elementary proof.
We shall call the result stated in 92-I and 102-I (and quoted above) If all terms of a detemirumt of order n vanish, then all elements vanish which p roux hove in common with n -p + 1 columns, for p = 1 or 2,. . , or n.
A curious point arises: As a consequence of this lemma the qualifying phrase "however.. . identically", which was needed for the proof of 92-XVI, is now superfluous. The omission of the qualifying phrase results in a stronger form of the theorem; and it is strange that Frobenius included the phrase in the statement of his theorem in F#102.
As it may be hard to distinguish between the two versions of the theorem at first sight, we shall explain in detail, though the mathematical point involved may be minor. For a matrix A whose entries are independent indeterminates or 0, consider the following three propositions:
A is fully indecomposable,
R :
detA is an irreducible polynomial.
The weaker form of Frobenius's theorem, as stated in 92-I and 102-I is
P+(Q@R).
The stronger form (as virtually shown by the proof in F# 102) is Q-R.
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Since R+P is trivial, the stronger form yields Q=+P. But (in my opinion) the last implication cannot be derived from the proof of 92-XVI, as there it is assumed at the outset that the main diagonal of A has no zero entry.
In his paper, Kiinig [1915] This highly critical remark appears to have no parallel in Frobenius's collected works.'s It deals with the utility of graph theory in general, and K&rig's theorem in particular. We shall take up these two aspects one after the other.
There are by now a vast number of applications of graphs to matrices, and today there can be no doubt of the usefulness of graph theoretic methods in matrix theory. We make no attempt at a survey, and confine ourselves to three comments directly relevant to Frobenius's theorem.
First, the "hidden properties of non-negative matrices" (see Sec. 1) in the 1912 proof of Frobenius's theorem can be simply formulated in graph theoretic terms: In an irreducible matrix every non-zero element lies on a non-zero cycle. Second, most proofs of the uniqueness of the decomposition into irreducible components published in the last few years bypass Theorem 92-XVI by means of simple considerations of graph theory or, equivalently, partial order by use of arguments very close to Doeblin [1938 , pp. 95-961, e.g., Cooper [1973 , Richman-Schneider [1977] . Third, the graph theory we use in Part II in our improvement of Theorem 92-XVI is trivial, but crucial.
We now turn to the theorem that Frobenius criticizes specifically, which is quoted at the beginning of this section.'" It would be bold to question the value of this theorem today. For example, KGnig's Theorem D is precisely the condition that Marcus-Mint [1964 , pp. 78-791 and Mirsky [1971 , p. 1921 use to prove a theorem of Birkhoff [1946] that has many applications: The set of n X n doubly stochastic matrices forms a convex polyhedron with the permutation matrices as vertices.20 Thus it is ironical that the last published words of one of the greatest mathematicians alive in this century should have failed the test of time.
Perhaps it is not surprising that Frobenius did not appreciate the uses of the infant discipline of graph theory, 21,22 but why did he fail to acknowledge inF# IO2 KGnig's [1915] proof= of Theorem 92-1, and why did he choose to criticize the method which had yielded this alternative proof, when he himself considered his original proof indirect (depending on non-trivial properties of non-negative matrices)?
I have the following hypothesis to explain some points I have made in this section and in Sec. 1: Frobenius [1917] was prepared from notes by Frobenius, but the final version was not written by him. Owing to circumstances not fully known to me, it was not carefully read and revised by Frobenius.
This hypothesis is speculation on my part-and may not be generally acceptable2"-but in response to an enquiry I have received an interesting letter (dated 4 December 1975) from K. R. Biermann of the Academy of Sciences of the DDR (Berlin) which may lend some credence to some hypothesis of the above form. I quote (the translation is mine): 3. Markol;'s "Important Condition"
In a basic paper on the chains that were to bear his name, A. A. Markov
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[I9081 considers matrices which we now call stochastic and which satisfy an "important condition". This condition is stated in two forms intended to be equivalent and is followed by another condition. We quote" in full a passage from his paper, Markov [1908] . Doeblin [1938 , p. 811, Varga [1962 , p. 201, Rosenblatt [1957 ). That the alternative form (3.2) is intended to have the same meaning as Frobenius's definition of irreducibility (1.1) (rather than a condition which may be proved equivalent) is less certain, but appears to be so by the use Markov made of it in proofs. There are three such proofs (Markov [1908d, pp. 572, 573, 574] ), and we shall discuss each of these briefly. 
j=l
It is hard to see what hypothesis other then irreducibility would make this theorem valid. On the other hand, Markov's proof of this theorem is by induction, and Markov appears to assume that if M satisfies (3.2), then some principal (n -1) x (n -1) submatrix of A satisfies the same condition, and this is false if (3.2) is taken to be irreducibility. In the second argument, Markov asserts that it follows from the theorem in (3.5) that 1 is a simple eigenvalue of a stochastic matrix (satisfying the important condition). The proof proceeds via differentiation, see Wielandt [1950] for a related argument. and to some extent there was also independent rediscovery of his results in the special case of stochastic matrices: see the rather fascinating sequence of papers by Romanovsky [1929] , [1930] (imprecise hypotheses), [193l] (app arently independent rediscovery), [ 19331 and [1936] (many f re erences to Frobenius, but none to Markov); and seeas also [1949] .
We observe that it is possible to obtain an unambiguous form of (3.2) by omitting the last seven words, so that (3.2) would then refer to the irreducibility of a polynomial in n indeterminates. I do not claim Markov intended this, but as was indicated in the introduction, it is possible to show that the condition obtained in this way is equivalent to irreducibility, see Theorem (7.1).
Graph Theoretic Methods in Matrix Theory
Our previous sections raise the question of the date when graph theoretic methods were introduced into matrix theory, particularly in the case of the concepts we have discussed. [1933] and [1936] . Cyclic products are surely now regarded as graph theoretic. Full indecomposability was associated with graph theoretic concepts by Kiinig [1915] and [1916] .
PART II. MATHEMATICS

Graphs and Irreducibility
Let n be a positive integer and put (n) = { 1,. . . , n}. A (directed) graph G on (n) is a subset of (n) X(n) whose elements will be denoted by i-+j and will be called edges. A path in G is a sequence of edges ii+i2-+.
. . +ik, and a cycle y in G is a path i,+... where ii = i, and (ii,. . . , iJ is a permutation of (i,, . . . , ik). Thus there exists an integer p, I< p < k, such that but $ = ii and y>p.
Let G be a graph on (n), and let ( p,u) be a partition of (n). If y is a cycle in G which intersects both p and v, and y' is a distinct
Thus the required cycle is 6:
For example, if y, y' are respectively l-+2+3+4+5-+1, 1+3+5+2-+4+1, then 6 may be chosen as l-+2+4+1.
Let D be an integral domain, which is assumed to be commutative and with identity. We write D "n for the set of all n x n matrices in D. Then it is well known that the A ED n" is irreducible if and only if the following condition holds: 
. +j in G(A).
(See Doeblin [1938 , p. 811, Rosenblatt [1957 , Varga [1962, p. 201 ). An easy consequence is the following form of the condition, which will be used later:
LEMMA. Let A ED"". Then the following are equivalent:
(i) A is irreducible.
(ii) For every partition ( p, v) (1) A is reducible,
Proof.
(l)=+(2) is trivial. $1, v={is+l ,..., i,}, (p,v) is a partition of (n) and each of q, q' is linear in the variables that occur in it. Let Z = X + A, and let a be any subset of (n) that intersects both p and v. Then we claim that det 2 [a] is reducible. For if 7 is the complement of a in (n), then (*) and neither of the last two factors lies in D, since r n p # p and r n v # v. Suppose now that A is irreducible. We shall fix attention on a particular subset a of (n) defined below. By Lemma (5.3), there exist a cycle which intersects both p and u. So let 6 = ir-+ja-+-* . -Sjk+jl be such a cycle of minimal length. Let a be the support of 6. By Lemma (5.1) there is no cycle distinct from 6 whose support is contained in a and which meets both p and ,,-b=c,,,c,,,. It follows that b =O, which is a contradiction. n (7.2) COROLLARY (Frobenius, Theorem 92-XVI).
Let A be a matrix whose diagonal elements are indeterminates and whose off-diagonal elements are indeterminutes or 0 (all indeterminates being independent). Then the following are equivalent:
(1) A is irreducible, (2) detA is irreducible (considered as a polynomial over an arbitrary field F).
Proof.
Let D be the integral domain obtained by adjoining to F all aii, i # j. Let A' be the matrix given by a,!, = 0, ati = aij, i # j, 1 < i, i < n. Then apply Theorem (7.1) to the matrix A' considered as an element of D"".
n
We observe that Theorem (7.1) and Corollary (7.2) hold if we replace the determinant function by the permanent function. Essentially the same proofs apply.
8.
Other 
Notes
'We shall pay attention to the three questions listed in Judith Grabiner [1975] as typical of the concerns of mathematicians writing history: "When was this concept first defined, and what problems led to its definition?", "Who first proved this theorem, and how did he do it?", "Is the proof correct by modern standards?". Historians may wish to raise much wider issues, but those will not be discussed here, except in Ostrowski's comment (see Note 21).
'Note on personal pmnoum: We use the first person singular when we wish to stress that a personal opinion or account is involved. Thus "in Sec. 4 we consider", but "it occurred to me". Seneta (1973 , p. 151, Romanovsky [1931 , [1933] , [1936] and [1949] ). Some authors prefer the term "acyclic", but this would suggest that A has no non-zero cycles. A non-negative irreducible matrix A is primitioe if A has no eigenvalue h equal in magnitude to its spectral radius p, other than X=p itself. A non-negative matrix is primitive if and only if it is irreducible and aperiodic; see Seneta [1973, p. 181. This result was essentially proved by Frobenius [1912b, p. 5601 , but characteristically he prefers to state an algebraic analog of the result as a theorem, viz. Theorem 92-XIV.
'For matrices with positive entries, the theorem may be found in two papers by Perron [1967] and two papers by Frobenius [1968 and 1969] .
aFrom the second paragraph of the introduction to F#92: A non-negative matrix, which is irreducible, has almost all properties in common with positive matrices. "In German, spez~ell means "not general", as "special" does in mathematical English. In colloquial American, "special" commonly means "not ordinary", but the German word lacks this connotation.
"However, Frobenius could write with virulence in official university documents, which were not intended for publication; see Biermann [1973] . For example, see p. 215 of Biermann's book for Frobenius's attack on S. Lie, and see pp. 1222123 for a sketch of Frobenius's character.
""A particularly beautiful and suggestive result in combinatorial matrix theory" (Mirsky [1971 (Mirsky [ , p. 2111 .
s"The analog of Birkhoffs theorem for matrices of non-negative integers had already been proved by K&g [1916, Theorem F] ; see also K&g [1936, p. 2,391 and Mirsky [1971, Theorem 11.1.51 . Konig was surely aware that some of his results proved for matrices of integers had analogues for real matrices; see Note 16. Also Eger&y [1931, Theorem II] proves a result more general than K&g's Theorem F, and observes that by considerations of continuity a result can be obtained containing Birkhoffs. It is easy to unify the two theorems: see Schneider [1977] for a theorem we propose to call the Birkhoff-Eger&y-K&rig theorem. It is interesting to observe that in this case, too, the advance in technology made necessary the development of a new branch in pure mathematics.
"One would not expect to find in print many expressions of the "feeling that was rather general" mentioned by Ostrowski, but a mild example occurs in Muir [1930, p. 591 . Muir is reviewing a graph theoretic solution by 6. Polya (then of Budapest) of a problem on determinants posed by Schur, and he comments that Polya's graph theoretic approach "in the present instance does not conduce to brevity". Muir has the advantage of knowing that a more direct algebraic solution may have been found by Schur, as indicated by Polya. In his proof, Polya foreshadows many results that are now standard in graph theory, and using these, his proof could now be expressed much more briefly. Schur's problem concerns the independence of terms in a determinant and can be reformulated thus: Find n2 -2n + 2 permutation matrices of order n such that every permutation matrix is a linear combination with integral coefficients. The problem and solution are listed by Muir, and hence by us, under Schur [1912] .
23See K&rig [1933] shows that if A is a positive definite irreducible matrix and oii < 0, i # i, i, j = 1,. . . , n, then A -1 has positive entries. Stieltjes happens to refer to a paper of Markov's at the end of his article, but there is no evidence that 20 years later Markov recalled Stieltjes's. For a very extensive list of references to the diagonal dominance theorem, see Taussky [1949] , and for a few additions, see Schneider [1978] .
"See also Seneta [1973, pp. 99-106] for some remarks in a similar spirit and additional references to papers that are not well known.
2gFor related remarks see Solow [1952] , particularly Sec. X, and a footnote on p. 33.
=In Part I we informally used the word "cycle" without the restriction that follows.
31Thus, strictly speaking, a cycle is an equivalence class of paths.
320bserve that the sense of "reducible" here is the usual one for polynomials over a field and differs from that of (1.1).
? 
