
















 Shunfeng Cheng, Doctor of Philosophy (Ph.D.), 
2011 
  
Directed By: Professor Michael G. Pecht 
Department of Mechanical Engineering 
 
Polymer positive-temperature-coefficient (PPTC) resettable fuse has been used 
to circuit-protection designs in computers, automotive circuits, telecommunication 
devices, and medical devices. PPTC resettable fuse can trip from low resistance to 
high resistance under over-current conditions. The increase in the resistance decreases 
the current and protects the circuit. After the abnormal current is removed, and/or 
power is switched off, the fuse resets to low resistance stage, and can be continuously 
operated in the circuit. The resettable fuse degrades with the operations resulting in 
loss or abnormal function of the protection of circuit. This thesis is focused on the 
prognostics methods for resettable fuses to provide an advance warning of failure and 
to predict the remaining useful life.  
The failure precursor parameters are determined first by systematic analysis 
using failure modes, mechanisms, and effects analysis (FMMEA) followed by a 
series of experiments to verify these parameters. Then the causes of the observed 
  
failures are determined by failure analyses, including the analyses of interconnections 
between different parts, the microstructures of the polymer composite, the properties 
(such as crystallinity) of the polymer composite, and the coefficient of thermal 
expansion (CTE) of different parts. The revealed failure causes include the cracks and 
gaps between different parts, the agglomerations of the carbon black particles, the 
change in crystallinity of the polymer composite, and the CTE-mismatches between 
different parts.  
Cross validation (CV) sequential probability ratio test (CVSPRT) is developed 
to detect anomalies. CV methods are introduced into SPRT to determine the model 
parameters without the need of experience and reduce the false and missed alarms. A 
moving window training updating based dynamic model parameter optimization 
(MW-DMPO) n-steps-ahead prognostics method is developed to predict the failure. 
MW methods update the training data for prediction models by a moving window to 
contain the latest degradation information/data and improve the prediction accuracy. 
For each updating of the training data, the model parameters for data-trending model 
are updated dynamically. Based on the developed MW-DMPO method, a MW cross 
validation support vector regression (MW-CVSVR) n-steps-ahead prediction is 
developed to predict failures of PPTC resettable fuses in this thesis. The cross 
validation method is used to determine the proper SVR model parameters. The 
CVSPRT anomaly detection method and MW-DMPO n-steps-ahead prognostics 
method developed in this thesis can be extended as general methods for anomaly 
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Chapter 1: Introduction 
A polymer positive temperature coefficient (PPTC) resettable fuse can “trip” 
from its normal operational state of low resistance to high resistance when overheated 
by ambient heat or the Joule heat generated by high current. It can reset to its normal 
operational state of low resistance when the heat is removed and/or the power is 
switched off.  
1.1 Positive Temperature Coefficient Effect 
The trip is caused by an effect of positive temperature coefficient (PTC) for 
some materials [1]-[6]. According to PTC effect, the resistance of a component 
increases (decreases) with the increases (decreases) in its temperature. A PPTC 
resettable fuse is made of polymer composites, which are mixed by conductive 
particle fillers, such as carbon black particles, and non-conductive semi-crystalline 
polymer matrix, such as polyethylene[4][5]. The mixing of the conductive particles 
into the polymer matrix changes the conductivity of the entire polymer composite and 
enables it to exhibit the PTC effect. Figure 1 is a resistance vs. temperature curve for 
a typical PPTC resettable fuse. A sharp increase in resistance is observed in a narrow 
temperature range (100°C -130°C in the example), lower than which the increase in 
resistance is not obvious with the increase in temperature. The PPTC resettable fuses 
utilize this sharp increase in resistance to reduce the current of a circuit quickly so as 



















Figure 1: Resistance (Log (R)) vs. temperature curve of a PPTC resettable fuse 
1.2 Operation of PPTC Resettable Fuses 
Figure 2 is a schematic picture to show the operational process of a typical 
PPTC resettable fuse [7]. Under normal ambient temperature, the fuse works in a low 
resistance state (like a wire) when the normal current (less than the hold current, Ihold, 
which is the maximum steady-state current the PPTC device can carry without 
tripping at the ambient temperature) passes through it. When a fault current (higher 
than trip current, Itrip, which is the minimum current that causes a PPTC device to trip 
at the ambient temperature) occurs, the resistance of the fuse increases sharply. 
Because of the sharp increase in resistance, the current is decreased to protect the 
circuit. The sharp increase in resistance is called trip. After the trip, a PPTC resettable 
fuse does not break as does a traditional fuse. Instead, it keeps the high resistance 




to a low resistance state within a short time after the heat or fault current is removed 
and/or the power is switched off [1]-[7]. The trip time is defined as the time required 
for a PPTC fuse to decrease the current of the circuit to 50% of the trip current at the 
ambient temperature [6]. Typically, the hold current (Ihold ) is half of the trip current. 
When the current is higher than the trip current, the fuse will trip. When the current is 
lower than the hold current, the fuse will not trip. When the current is between the 
hold current and the trip current, the fuse may or may not trip [4][5][6]. After a 
number of trip-reset cycles, the PPTC resettable fuse will degrade and failures will 
















































As a circuit protection device, polymer positive temperature coefficient (PPTC) 
resettable fuses are widely used in automotive circuits (e.g., the protection of micro-
motors in window lifts, seats, and door locks), computers (e.g., the protection of the 
circuits in hard disk drives, interface ports, and cooling fan motors), 
telecommunication devices (e.g., cell phones), battery packs, power supplies, medical 
electronics, and so on [7]. The failure or abnormal behaviors of PPTC devices may 
cause damage to circuits, abnormal operation of circuits (e.g., inability to work at 
normal current), or unnecessary operations that force operators to switch off and on 
the power to reset the circuit. It is necessary to monitor the PPTC resettable fuses in-
situ to provide advance warning of failures and predict the remaining useful life 
(RUL) to prevent damage to the circuits.  
Prognostics and health management (PHM) has been emerging as an effective 
method to achieve these requirements. PHM is an enabling discipline consisting of 
technologies and methods to assess the reliability of a product in its actual life cycle 
conditions to determine the advent of failure and mitigate system risk [8][9]. PHM 
generally combines sensing and interpretation of environmental, operational, and 
performance-related parameters to assess the health of a product and predict 
remaining useful life. Assessing the health of a product provides information that can 
be used to meet several critical goals: (1) providing advance warning of failures; (2) 
minimizing unscheduled maintenance, extending maintenance cycles, and 




cost of equipment by decreasing inspection costs, downtime, and inventory; and (4) 
improving qualification and assisting in the design and logistical support of fielded 
and future systems[8][9]. 
1.4 Problem Statement and Research Work 
As the literature review in chapter 2 shows, the research on prognostics of 
PPTC resettable fuses has been very limited. There are no established methods to 
provide the prognostics and health monitoring for PPTC resettable fuses. Firstly, the 
failure precursor parameters to be monitored have not been determined. This causes 
the difficulty or increases the complexity of in-situ monitoring. Furthermore, the 
causes of the observed failures of PPTC resettable fuses have not been determined. 
Without the determination of the root causes of the failures, it is difficult to identify 
the failure mechanisms and is hard to improve the design and the reliability of the 
products in the future. The last one, anomaly detection and failure prediction methods 
have not been developed for PPTC resettable fuses.  
This thesis is focusing on solving these problems by the following research 
work: 1) determining the failure precursors by failure modes, mechanisms, and 
effects analysis, followed by conducting a series of experiments to verify the 
parameters; 2) Determining the root causes of the failure by failure analysis methods; 
3) Developing data-driven anomaly detection and prediction methods to detect the 




1.5 Overview of Thesis 
Chapter 2 provides the literature review on principle of PPTC effect, reliability 
of PPTC resettable fuses, prognostics of PPTC resettable fuses, and describes the 
problems not covered in literature. Chapter 3 describes the processes and results of 
determining the failure precursor parameters. Chapter 4 reports the failure analysis 
methods and results to determine the root causes of the failures. Chapter 5 describes 
the development of anomaly detection method using cross validation sequential 
probability ratio test (CVSPRT). In Chapter 6, a moving window (MW) training 
updating based dynamic model parameter optimization n-steps-ahead prognostics 
method is developed. Based on this MW method, a MW cross validation support 
vector regression (MW-CVSVR) prognostics method is developed to conduct the 








Chapter 2:  Literature Review 
The literature review includes the following aspects: 1) the operational principle 
of PPTC resettable fuses; 2) electrical characteristics of PPTC resettable fuses; 3) 
factors affecting the characteristics of PPTC resettable fuses; 4) the reliability 
evaluation of the PPTC resettable fuses; and 5) prognostics methods. After the 
literature review, the unaddressed problems are described in the summary. 
2.1  Operational Principle of PPTC Resettable Fuses 
The understanding of the operational principle of the PPTC resettable fuse can 
help to identify its failure causes and mechanisms. In general, a PPTC resettable fuse 
includes electrodes, conductive polymer composite, and outside coating. The polymer 
composite is the functional part having PTC effect. It is a mixture of non-conductive 
polymer, such as polyethylene, and conductive fillers, such as carbon black (CB) 
particles.  
 
Figure 3: Picture of a radial through-hole 






Figure 4: Connection of a PPTC 




Figure 3 is a picture of a radial through-hole PPTC resettable fuse. There are 
other types of PPTC resettable fuses in the market, such as surface mount 
components. The fuse is connected with other components in series in a circuit, 
shown in Figure 4.  
Both the mechanisms of the conduction of polymer composite under normal 
conditions and the mechanisms of the increase in resistance under abnormal 
conditions should be understood. Although many models [1][2][10]-[19] have been 
proposed in an attempt to explain PTC effect in polymer composites, a model that can 
explain all the phenomenon of PPTC effects is not available yet. The main models 
include conductive chain and thermal expansion model by Kohler [11], tunneling 
conductance model by Ohe et al. [17], CB aggregation structure change and 
migration model by Klason et al.[18], and Ohm conductance and phase change model 
by Allak et al.[19]. The summary of these models is shown in Table 1. Currently, the 
conductive chain and thermal expansion model is used to explain the principle in 
most of literature, for example, Wei et al. [1], Luo et al. [2], Gorniak et al.[3], 
Doljack et al. [12], because of the ease of understanding. 
Figure 5, by Cheng et al. [7], shows the schematic picture of the structure of a 
radial through-hole resettable fuse shown in Figure 3. In general, radial through-hole 
PPTC fuses include conductive polymer composites, electrodes, and outside coatings 
[4][5]. Conductive polymer composite is generally manufactured as a thin sheet and 
consists of non-conductive polymer (e.g., polyethylene) and conductive particles 
(e.g., carbon black (CB)). An electrode is used to conduct and control the flow of 




Table 1: PPTC models 
Models At low temperature At crystalline to amorphous phase transition temperature 




expansion model by 
Kohler [11] 
Polymer is in semi-crystalline 
state; conductive fillers form 
conductive chains. 
Phase transition from crystalline to amorphous 
volume is expanded  conductive chains are 
broken 
Why the sharpness of 
resistance rise is not 




by Ohe et al. [17]  
Distribution of conductive 
filler is uniform; gaps 
between the conductive 
fillers are small and electron 
tunnels are formed 
Distribution becomes random gaps between 
conductive fillers increase to break the electron 
tunnels. 
Why the particle 
distribution changes 
from uniform to 
random distribution 
CB aggregation 
structure change and 
migration model by 
Klason et al.[18]  
CB aggregation structure is 
determined by crystalline 
phase of polymer; CB 
particles distribute in 
amorphous phase and form 
conductive chain. 
Phase transition from crystalline to amorphous 
breaks the CB aggregation structures  a more 
homogenous particle distribution 
Lack of enough 
experiment results to 
support 
Ohm conductance 
and phase change 
model by Allak et 
al.[19] 
Linear I-V curve (Ohm 
behavior); CB resides in 
amorphous regions  easily 
establish conductive chains 
Crystalline to amorphous with a sudden and large 
volume increasegap between new formed 
amorphous and enlarged amorphous regions 
reducemore resistive current pathwaysbreak up 
the conductive chains 
Lacks of enough 





Heated, phase transition, 
and expand
Cooled down, recrystallize, 
and shrink
Conductive chains of CB 
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Figure 5: Conductive chain and thermal expansion model 
The foils are attached on both sides of the polymer sheet. One lead is connected to 
each foil by soldering. The dielectric coating material provides protection for the 
outside of the device. 
According to conductive chain and thermal expansion model, at normal 
temperatures, the conductive particles in the polymer form many conductive paths, 
which allow current to flow through the fuses without interruption. However, if the 
temperature rises around the crystalline to amorphous (CA) phase transition 
temperature of the polymer, some crystalline state of the polymer will change to 
amorphous state. The expansion in volume of the polymer during the phase change 
separates the conductive particles and breaks the conductive paths. This results in a 
large nonlinear increase in the resistance of the PPTC device just in a narrow 




2.2 Electrical Characteristics of PPTC Resettable Fuses 
Some electrical characteristics of PPTC composites should be concerned in the 
applications. For example, the relationship between resistance and temperature of the 
fuse is shown in Figure 1. The relationship between the volume (or thickness) of the 
fuse and the temperature were also introduced by Kohler [11], Doljack [12], and 
Founrnier et al.[14]. For example, Doljack [12] described that the electrical resistivity 
of conductive polymer composites was determined by the type of CBs and the 
volume ratio of total CB to polymer. The initial resistance of the devices is defined 
based on the maximum volume ratio of CB to polymer.  
Trip time is dependent upon the size of the current and the ambient temperature. 
The trip time with different current under a certain temperature should be given by 
manufacturer. This information is used to guide the users to select the proper devices 
for their applications. For example, Bourns [20] provide the curve of trip time vs. 
current under temperature 23 °C in the datasheets. Trip time under 23 °C is used as a 
reference for users to select the proper fuses for their applications. The trip time 
decreases with the increasing of the current through the fuse. Figure 6 illustrates 
schematically the hold- and trip-current behaviors of PPTC devices as a function of 
temperature [4][5]. Region A describes the combinations of current and temperature 
at which the PPTC device will trip and protect the circuit. Region B describes the 
combinations of current and temperature in which the device will allow for normal 
operation of the circuit. In region C, it is possible for the device to either trip or 




its environment. The specific hold current value under different temperature 
conditions are shown in the datasheet of the fuse. 
 
Figure 6: Trip- and hold-current vs. temperature 
 
Figure 7: Recovery of PPTC fuse 
The recovery of PPTC fuse occurs within the first several seconds. Figure 7 
show the process schematically. The resistance fully recovery is depended on both the 
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volume compaction of the polymer is a much slower process than simple cooling 
alone [11].  
2.3 Factors Affecting Characteristics of PPTC Resettable Fuses 
The factors that affect the characteristics of PPTC resettable fuses include the 
properties of the polymers, the particle fillers, and the processing conditions, which 
were mentioned by many researchers, such as Huang [21], Zhang et al. [22], Sau et 
al. [23], and Narkis et al. [24]. Different conductive particle fillers, such as metal 
powders or fibers [25], or CB [26], can be dispersed into a plastic matrix to enable the 
non-conductive plastic become conductive when the concentration of the filler 
reaches a threshold, which was discussed by many researchers, such as Zhang [22], 
Miyasakaet al. [27], and Lux [28]. Although metal particles are more conductive than 
CB, CB is applied as the common filler in the PPTC resettable fuses because of CB’s 
resistance on oxidization, which forms an insulating layer on the surface of the filler. 
CB is an amorphous form of carbon with a structure similar to disordered 
graphite. Huang [21] summarized five types of CBs in the CB industry: furnace 
black, thermal black, lamp black, channel black, and acetylene black. Over 90% of 
the CBs current produced are made by the furnace process. In this process, oil is 
thermally decomposed to form CB particles [29]. The general diameter range of the 
particles to fill in the polymer is less than 100 nm.  
Many researchers, such as Mironi-Harpaz et al. [30], Donnet [31], and Bourat 
[32], pointed out that CB particles have trends to aggregate together so that under 




primary aggregates. The small aggregates also trend to aggregate together again to 
form larger agglomerates. Zhang et al. [22], Narkis et al. [24], and Xi et al. [33] 
stated that when the CBs particles or aggregates are filled into polymer matrix, they 
sit in the amorphous phase of the polymer and are separated by polymer matrix. But 
when the gap between aggregates is less than some critical distance, electrons can 
flow across the polymer barrier, and generate a high conductivity [33]. When the 
polymer is heated and the temperature increase to a certain level, the crystal in the 
polymer may change its phases from crystalline to amorphous. This phase transition 
increases the amorphous phases, which cause to the decrease in the density of CBs 
and increase in the distance between CBs, and cause to the increase in the resistance 
[33]. The CBs obtain more energy at high temperature and more of them are 
aggregating together.  
Researchers also investigated the effects of using different polymer matrix on 
the electrical and mechanical properties of PPTC polymer composites. For example 
Xi et al. [33] used polyethylene, Sumita et al. [34] and Huang et al. [35] used 
Ethylene-Vinyl Acetate Copolymer, and Tchoudakov et al. used the 
polypropylene/polyamide [36]. It is found that the threshold concentration is affected 
by the interaction between the polymer and CB, the crystallinity and melts viscosity 
of the polymer [21][34]-[37]. Huang [21] summarized that if the CB particle-to-
particle aggregation is stronger than the adhesion between CB particles and polymer, 
the CB particles will aggregate and be hard to separate and disperse into the polymer 
matrix; but in the opposite, the particles will disperse into the polymer without 




is not too high. So with the increase of the surface tensions of the polymers, the 
threshold concentration increased. That means more particles are needed to fill into 
the polymer with high extension to obtain high conductivity.  
The other important effect of different polymer on the conductivity of 
composite is the crystallinity. Semi-crystalline polymer contains crystalline regions 
and amorphous regions. The crystallinity is used to measure the ratio of crystalline 
regions. Researches show the threshold concentration increases with the decrease in 
the crystallinity [38]-[46]. CB particles are dispersed uniformly in the amorphous 
regions and rejected from the crystalline regions, which was reported by He et al. 
[38], Park [40], Hunag et al.[41], Xu et al. [43], and Yui et al. [45].  
Experiments were conducted to evaluate the effect of different high-crystallinity 
resin and different content of CB on the electrical conductivity of PPTC device [38]-
[40][45][46]. For example, Horibe et al. [46], investigated the relationship between 
the resistivity and the crystallinity, and the relationship between the resistivity and 
carbon content. During the test, the crystallinity of each polymer was determined by 
X-ray diffraction analysis, and the carbon particle size was directly measured by 
scanning electron microscopy (SEM). He found that high-density polyethylene 
(HDPE) has lowest resistivity at room temperature and the highest resistivity after 
polymer melting. The higher the crystallinity of HDPE is, the lower the resistivity of 





The polymer composite tested in this thesis is made of carbon black particles 
and polyethylene (PE). PE is a semi-crystalline polymer. PE can be classified simply 
as low density PE (LDPE) and high density PE. Table 2 shows the different 
properties of them [48].  
Table 2: Some properties of LDPE and HDPE 
 
Property LDPE HDPE 
Formula –(CH2-CH2)n– –(CH2-CH2)n– 
Melting temperature 
(crystalline to amorphous 
transition temperature) 
Around 110°C Around 130°C 
Glass transition 
temperature Around -110°C Around -100°C 
Crystallinity < 50% >90% 
Density 0.91-0.94 g/cm3 0.95-0.97 g/cm3 
Researchers reported that CBs were dispersed into the amorphous region of the 
PE [38]-[42]. When the temperature is well below the CA transition point of the 
PE, the crystalline and amorphous phase is in a solid state, and the resistivity of the 
composite does not rise significantly with the rise in temperature. Close to the CA 
transition point of the polyethylene, the crystalline phase starts to form new 
amorphous regions. Such structural changes perturb the conducting pathways and 
consequently, the resistivity of the material increase. The CA transition increases 
the volume of amorphous parts, which decrease the volume percent of particle fillers, 





In general, the aggregate of the particles increases the resistance compared with 
the resistance when the particles are distributed in uniformly, under which more 
random conductive networks are formed to decrease the resistance. Yui et al. [45] 
used SEM to investigate the aggregation of CB particles and found that CB particles 
in HDPE aggregated together but these aggregates did not contact together to form 
conductive networks, thus increased the resistance.  
2.4 Reliability and Testing of PPTC Resettable Fuses 
The research on the reliability of PPTC resettable fuses has been very limited. 
A surface-mount PPTC manufactured by Raychem Corporation was tested by White 
et al.[49]. The trip cycle life and the trip endurance life were evaluated from trip tests. 
The distribution was assumed as an exponential distribution, in which the constant 
failure rate was estimated through the 100 cycle test. The estimation was that there 
would be less than one failure out of 276816 trips. The failure of PPTC resettable fuse 
was defined as the observation of arcing or tripping below the hold current. The 
estimation for the trip endurance was that there would be less than one failure out of 
75,900 tripped hours at 95% confidence level [49].  
This work also tested the effect of electrical aging and environmental aging on 
the trip cycling and trip endurance. The data then were fitted in a statistical model to 
calculate the time to failure. No cause analyses of the failure were conducted. The 
device resistance increased with tripping cycles. One failure mode was that, after 




resistance that they would not pass the normal operating current (hold current), and 
device would nuisance trip. 
The environmental aging was generated by the effects of temperature and 
humidity. Results showed that heat aging caused devices to decrease in resistance 
from their post-reflow resistance. Higher aging temperatures caused a faster decrease. 
The results were shown in the Table 3. 
Table 3: Test results by White et al. [49] 







6000 trip cycles 
at 15V 40A, 10 
sec on, 50 sec 
off at 20 °C 
Before 0.422±0.0219 0.013±0.0005 7.4±0.09 
After 4.25±2.24 0.004±0.0004 6.7±0.18 
125 days at 70 
°C 
Before 0.444±0.022 0.012±0.0008 7.4±0.08 
After 0.258±0.006 0.011±0.0006 7.4±0.07 
  
The failure of the fuse in field was defined as the fuse had not tripped properly. 
The possible failure modes include the device becoming high in resistance, arcing, or 
delaminating during trip. Some tests, such as trip cycle test and aging test, are 
conducted by manufacturing or certified institution based on the standard UL 1434 
[6]. Test results are listed in the datasheets of the products. However, these tests are 




is that the number of test cycles is not enough to observe the changes in the 
properties.  
2.5 Prognostics Methods  
Prognostics is an emerging technique in recent years. Anomaly detection and 
prognostics of PPTC have not been reported. This thesis will develop a prognostics 
method to provide advance warning of the failure of PPTC fuse and predict the 
remaining useful life of it. Cheng and Pecht [8][9] defined that PHM is an enabling 
discipline consisting of technologies and methods to assess the reliability of a product 
in its actual life cycle conditions to determine the advent of failure and mitigate 
system risk. PHM generally combines sensing and interpretation of environmental, 
operational, and performance-related parameters to assess the health of a product and 
predict remaining useful life. Traditionally, prognostics has been implemented by 
either a data-driven approach or a model-based approach. Gu et al. [50], Mathew et 
al.[51], Kumar et al. [52], and Pecht et al.[53] described these approaches and 
pointed out advantages and limitations of them.  
Data-driven methods use current and/or historical data to statistically derive 
decisions and predictions about the health and reliability of products [9]. Based on the 
type of the data available, a variety of data-driven methods can be used. These 
methods can be classified as three categories: supervised, semi-supervised, and 
unsupervised. Data-driven methods use a training process to define the healthy 
behavior or baseline of products. The training process reveals patterns or relationships 




from the historical healthy data or the initial healthy state of the detected electronic 
product [9]. The data-driven method then compares the current monitored data with 
the baseline to determine the health of the electronic product and predict its RUL. 
Data-driven methods do not require an understanding of complex failure mechanisms 
and damage assessment models. This advantage enables the data-driven methods to 
be used for the prognostics of complex products that have multiple complex failure 
mechanisms. There are many data-driven methods, such as autoregressive integrated 
moving average (ARIMA) developed by Box et al. [54] and demonstrated by Ho et 
al. [55][56], neural networks (NNs) shown by Xu et al. [57], support vector machines 
(SVMs) developed by Vapnik et al. [58], and demonstrated by Pai et al. [59], and 
Chen et al. [60], decision tree classifiers, used by Kuo et al. [61], and Freund et al. 
[62] on reliability prediction, principle component analysis (PCA), used by Choi et al. 
[63], and Cho et al. [64] on the fault detection, particle filtering (PF) used by Xu et al. 
[65], and Zhang et al. [66] on detection and prediction, and fuzzy logic used by 
Yadav et al. [67] on reliability improvement estimation, etc. However, the data-
driven methods are dependent on the training data. If the training data does not 
contain the entire range of the healthy behavior of the product, or if the training data 
contains any degradation of the product, missed or false alarms may be generated. 
The data-driven method cannot distinguish between different failure modes or 
mechanisms.  
Pecht [9] stated that PoF methods utilize knowledge of a product's life cycle 
loading conditions, geometry, and material properties to identify potential failure 




include that providing the estimate of damage for given loading conditions and failure 
mechanisms; identifying the components which are critical to system reliability; 
estimating remaining life for different loading conditions, as long as the failure 
mechanisms and accelerated factors are identified; predicting the remaining life even 
in non-operating conditions. Several examples about PoF methods were shown by Gu 
et al. [68][69] and Mishra et al. [70]. However, it is difficult to estimate RUL using 
the PoF method if the failure mechanisms or models are unavailable. Sometimes, 
although the individual failure mechanisms are identified, dealing with the 
interactions between different failures mechanisms is still a challenge for the PoF 
method. Models with a combination of failure mechanisms are much more 
complicated than simply being the sum of the individual failure mechanisms. 
Selection of different data-driven methods depends on the features of data. For 
example, if the data is purely linear, ARIMA model may be suitable for the 
prediction; if the data is nonlinear, the NN and support vector regression (SVR) may 
be proper. These models can forecast the future value of the data based on the 
regression of the historical data. The support vector regression (SVR) has some 
advantages compared with other non-linear forecasting method mentioned by Pai et 
al. [59], and Chen et al. [60]. However, SVR has rarely been used in the prediction 
for the reliability of electronics. Most of research showed how to improve the fitting 






Most of research on the PPTC polymer composites was focused on the physics 
of the conductivity and the electrical characteristics under different materials, 
contents, and structures of the fillers and polymers. Different models used to interpret 
the PPTC effects and behaviors were developed although none of them can explain 
all observed phenomenon.  
Prognostics and health monitoring of the PPTC devices have not been 
developed and reported. Failure precursors that can indicate the anomalies or failures 
of the PPTC resettable fuse have not been determined. Although White et al [49] 
reported that resistance after reset and the trip time changed before and after tests, he 
did not monitor these parameters continuously so that the comparison only before and 
after a test did not reveal the trends of the parameter changes and could not draw a 
conclusion about the precursors. The causes for the degradation and failures of PPTC 
resettable fuses as a component, which includes different parts, have not been 
analyzed. The reactions of different parts of the PPTC resettable fuses were not 
considered for the degradation or failures of PPTC resettable fuses. Anomaly 
detection and failure prediction of PPTC devices have not been reported. The failure 






Chapter 3: Failure Precursors of PPTC Resettable Fuses 
The potential failure precursor parameters are determined by a systematic 
method, failure modes, mechanisms, and effects analysis (FMMEA). A series of 
experimental tests are then conducted to verify the precursors by identifying the 
correlations among the parameters and the mapping between the observed failures 
and the parameters. The monitoring of these precursor parameters enables the 
implementation of prognostics methodologies to detect anomalies and predict the 
failure of PPTC resettable fuses. 
3.1 Potential Failure Precursor Parameters of PPTC Resettable Fuses  
It is necessary to understand the environmental and usage conditions, 
structures, materials and geometry of the PPTC resettable fuses to identify the 
potential failure modes, mechanisms, and effects. A radial through-hole PPTC 
resettable fuse, as shown in Figure 3, was used as an example to show the 
determination of the failure precursor parameters. The methodologies used in this 
thesis can be extended to any kind of PTC devices.  
 Figure 5 shows schematic cross-section image of the device shown in Figure 3. 
In general, radial through-hole PPTC fuses include conductive polymer composites, 
electrodes, and outside coating. Conductive polymer composite is generally 
manufactured as a thin sheet by mixing the non-conductive polymer (e.g., 




and then being punched out from the mold. An electrode is used to conduct and 
control the flow of electricity and is typically composed of foils and leads. The foils 
are attached on both sides of the polymer sheet. One lead is connected to each foil by 
soldering. The dielectric coating provides protection for the outside of the device.  
An example of the material sheet of different parts of the device, shown in 
Figure 3 and Figure 5 can be found in [74]. The operational temperature range of this 
PPTC resettable fuse is from -40°C to 85°C. The highest surface temperature is 
around 125°C. The fuse works in a trip-reset cycling way, or essentially a heating-
cooling cycling way. Based on the conductive chain and thermal expansion model, 
device also works in a thermal expansion-shrink cycling way. 
The potential failure precursor parameters can be identified by failure modes, 
mechanisms, and effects analysis (FMMEA). FMMEA is a methodology used to 
identify failure mechanisms and models for all potential failure modes of a product 
under its operational and environmental conditions. Figure 8 is a schematic diagram 
of FMMEA. More detail information can be obtained from Ganesan et al.[75], Pecht 
et al.[76], and IEEE standard 1413 [77]. Identification of the potential failure modes, 
mechanisms, and models can help to determine the potential parameters to be 
monitored and the locations where the sensors should be placed. A series of 






Figure 8: FMMEA process. 
Table 4 shows the FMMEA results of the radial through-hole PPTC resettable 
fuse shown in Figure 3. Potential failure modes include abnormal trip behaviors, 
shifts in parameters, and physical cracks and gaps. The failure criteria should be 
defined based on related standards, specifications, and customers’ requirements. In 
this thesis, a failure was defined as any of the following:  
1) Fuse trips at less than normal current (≤Ihold) at the specific ambient 
temperature. 
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3) Deviations in the trip time of the fuse impact the typical operations of the 
circuit. The criterion of failure in terms of trip time is application-
dependent. A trip in a longer time increases the risk of damage to the circuit 
because of the longer exposure of the circuit to a high fault current. A 
shorter trip time makes the circuit more likely to be disturbed by noisy 
currents, which may result in unnecessary faults in circuit operation. For 
example, when a motor changes its rotating direction, a high peak current 
may be generated. If the trip time of the fuse becomes too short, the high 
peak current will trip the fuse, stop the motor, and the operator must switch 
off and on the power to reset the fuse. In some cases, the designer of a 
circuit does not consider the reliability issues of the PPTC resettable fuse, 
and therefore does not design sufficient margin for trip time changes. For 
example, the circuit may be designed to allow a 20A fault current to pass 
through the circuit for 3 to 5 seconds when the trip time of the selected 
PPTC fuse is 4 seconds. If the PPTC resettable fuse degrades, the trip time 
may become shorter than 3 seconds or longer than 5 seconds. If the trip time 
of the fuse is shorter than 3 seconds, it will stop the operation of the circuit 
even for short peak current noise. If the trip time becomes longer than 5 














Table 4: FMMEA for PPTC resettable fuses 














(e.g., trip at 
normal current, 
no trip at fault 
current) 
Increase in the heat 
dissipation resistance, the 
cracks or gaps at the 
interconnections, the 
changes in the polymer 
properties, and the changes 
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Solder between 













4) A fuse becomes high in resistance after reset. One effect of the increase in 
resistance after reset is that it shortens trip time by generating more heat in 
the same amount of time. The other effect is that an increase in the 
resistance of the fuse decreases the voltage drops on other components, 
which may cause abnormal operation of the circuit.  
5) Physical cracks, breaks, separations, and/or degradation in the outside 
coating. Fuses with these types of degradation may still function; however, 




the dielectric coating. For example, moisture will corrode the electrode 
more easily. Furthermore, degradation of dielectric materials also causes a 
safety issue for the operators. 
Potential causes of these failures include the degradation of materials include 
the increase in the heat dissipation resistance, the cracks or gaps at the 
interconnections, the changes in the polymer properties, such as the crystallinity, the 
changes in the distribution of the CB particles, and CTE-mismatch. Potential failure 
mechanisms include the degradation of the polymer, fatigue, and aggregation of CB 
particles. 
Table 5 shows the potential precursor parameters based on the FMMEA results. 
In actual applications, the current through the fuse, the voltage across the fuse, and 
the surface temperature of the fuse can be monitored in-situ. The resistance during the 
trip can be calculated by Ohm theory using the monitored current and voltage. The 
resistance after trip can be measured by a data-logger using a 4-wire connection if the 
circuit is not too complex. Trip time can be calculated by the difference between the 
time when the fault current occurs and the time when the current decreases to the hold 
current. This can be measured by a current meter or sensors. Actual hold current 
cannot be monitored in-situ based on the test method defined in standard [6] but it can 






Table 5: Potential failure precursor parameters 
 
Potential Failure Precursors Can be monitored in-situ? 
Trip time Yes 
Resistance 
Resistance after reset Yes 
Resistance during trip Yes (by measure current and voltage of the device during trip) 
Surface temperature Yes 
Current 
Current through the devices at 
normal condition Yes 
Trickle current Yes 
Actual hold current No 
Voltage across the device Yes 
 
3.2 Experiments and Results 
In this thesis, the trip cycle tests and aging tests were designed to determine 
whether the trip time, current, resistance, and surface temperature are indicators of 
degradation in PPTC resettable fuses.  
3.2.1 Trip cycle test 
Referring to the manufacturer’s specifications for the fuse [20], standards [6], 
and the requirements of customers, trip cycle tests were conducted for at least 6000 
cycles at four different ambient temperature conditions, -10°C, room temperature 




condition, which was limited by our power supply. In each cycle, current through the 
fuse, voltage across the fuse, the surface temperature, trip time, and resistance in the 
resetting process (power switched off) of the fuse were monitored. The actual hold 
current was measured every 2000 cycles.  
Figure 9 shows the setup of the trip cycle test. The Labview program was used 
to control a data logger and the VEE program was used to control a 4-channel power 
supply. Each channel of the power supply provided power to one PPTC resettable 
fuse. The fuses were placed inside a temperature chamber or air conditioning room to 
perform the trip cycle test under different temperature conditions. The temperature in 
the chamber was constant. The VEE program recorded the time stamp when the 
initial high current occurred and the time stamp when the current reduced to the hold 
current at ambient conditions, and then calculated the trip time of each trip cycle. 
After trip, the VEE kept controlling the power supply on for additional time, and then 
switched off it. An Agilent Data Logger 34970A was used to monitor the resistance 
in the resetting process and the surface temperatures of each fuse. A 4-wire 
connection resistance measurement was used to remove the effects of the wire and the 
connection. The surface temperature was measured by thermocouples, each of which 
was attached on each side of the fuse; the maximum temperature of these two 
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Figure 9: Trip cycle test setup 
Figure 10 shows the current profile in one trip cycle. When the power was 
switched on, a high current was input to the fuse (20A for all conditions). The fuse 
was heated by Joule heat and tripped to a high resistance state in several seconds. 
When the current reduced to the specified hold current at the environmental 
temperature, power supply was kept on for 1 additional minute (called 1 minute trip 
endurance). After that, power was switched off for 7 minutes to cool the fuse and 
reset it to a low resistance state. Table 6 is the test matrix, which shows the input 
current the specified hold current. During each cycle, the fuses were tripped by the 
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Figure 10: Current profile in one trip cycle (current vs. time) 
 
 
Table 6: Trip cycle test matrix 
 
Temperature Input Current Specified Hold Current 
-10 °C (4 samples) 20A 4.8A 
Room Temperature 
(RT, 4 samples) 
20A 3.75A 
60 °C (4 samples) 20A 2.4A 
85 °C (4 samples) 20A 1.5A 
 
3.2.2 Aging test 
When the trip cycle tests were in process, aging tests were being conducted 
under the same environmental condition. Only the resistances were measured using 
data-logger via 4-wire connection. Table 7 is the matrix of the aging test. The 
objectives of the aging tests included the followings: 1) to investigate if the resistance 
of the PPTC resettable fuse changes with time under a constant temperature 




samples (in trip cycle tests) and non-cycled samples (in aging tests) under the same 
environmental condition. 
Table 7: Aging test matrix 
 
Temperature Number of samples 
-10 °C 8 
RT 8 
60 °C 8 
85 °C 8 
 
3.2.3 Results 
Failures were observed in trip cycle tests. No failures were observed in aging 
tests. Observed failures in trip cycle tests includes damage to the coating of the device 
(cracks and gaps) and shifting in some of the performance parameters, such as trip 
time and resistance after rest. The failures are not hard failures that stop the 
functioning of the fuse, but soft failures that affect the performance of the fuses.  
Figure 11 shows the examples of cracks and delimitation observed on the 
coating of the fuses after trip cycle tests under -10°C and RT conditions. These 
failures were not observed at any samples under 60°C and 85°C conditions. Figure 12 
to Figure 14 show the shifting in the monitored parameters, including trip time, 
resistance after reset, and surface temperature with increase in number of cycles. 
Figure 15 shows the maximum resistance that the device can reach during the trip 
endurance. Each point in these figures is the average of the corresponding parameter 




of hold current, which was conducted every 2000 cycles. Figure 17 shows the 
changes in the resistance collected by every half hour in aging tests. Table 9 maps all 
the observations in trip cycle tests and aging tests and the parameter shifting under all 
test conditions. Table 8 shows the correlation coefficients between different 
parameters. 





























Figure 12: Trip time at different conditions 


































Figure 13: Minimum resistance after reset at different conditions 







































Figure 14: Maximum surface temperature at different conditions 






































Figure 15: Maximum resistance during trip endurance at different conditions 






















































60 °C, 20A RT, 20A
-10 °C, 
20A  
Figure 17: Resistance in aging tests at different conditions 
 
Table 8: Correlation coefficients among parameters in trip cycle tests 
 











-10 °C -0.97 0.92 -0.90 -0.43 0.39 -0.43 
RT -0.98 0.92 -0.93 0.27 -0.32 0.36 
60 °C -0.93 -0.46 0.68 -0.33 0.37 0.41 
85 °C 0.77 0.85 0.72 -0.36 -0.42 -0.46 
 Trip time: TT, Maximum surface temperature: MaxST, Minimum resistance after reset: MinR, Maximum resistance during trip: MaxR 
Under -10 °C, RT, and 60°C conditions, decreases in trip times are correlated 
with the occurrences of cracks at coating or gaps between coating and foil (it was 
verified that internal gaps between coating and foil occurred in samples under 60°C 
condition). For 85 °C condition, the changes in trip time are correlated with the 
absence of cracks and gaps. Most importantly, trip time shows the decreases much 
earlier than observable cracks or gaps. This indicated that trip time is precursor for 




Table 9 Summary of observations 
 



























-10 °C Yes (around 4000 cycles) 
Increased by 




35% of the 
initial value  
Decreased by 
7% in the first 
1000 cycles, 
then increases 
by 43% of the 
initial value  
Increased by 
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RT Yes (around 6000 cycles) 
 
Increased by 






24% of the 
initial value  
Decreased by 
4% in the first 
1000 cycles, 
then increases 
by 28% of the 
initial value  
Increased by 
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7% in the first 
1000 cycles, 
then increases 
by 38% of the 
start value  
Increased 
sharply by 


























Under -10°C and RT conditions, surface temperature shows similar trends with 
trip time, shown in Figure 12, Figure 14, and Table 8, it changes in small range and 
later than the changes in trip time. For 60°C and 85°C conditions, surface temperature 
changes are not obvious (less than 5%). Although trip time can provide most of the 
information that surface temperature can provide, we suggest surface temperature 
should be monitored to be assistance for trip time. 
The increases in the trip time in the early period of experiment correlated with 
the decreases in the resistance after reset for all test conditions. This observation 
agrees with the principle of PPTC resettable fuses, in which the lower the resistance, 
the less heat is generated for the same input current, and the longer trip time is at the 
same ambient condition. After the early period, high positive correlation between the 
resistance after reset and the trip time was shown in the tests under -10°C and RT 
conditions. But weak correlation were observed for tests under the 60 °C and 85°C 
conditions, under which the resistance increased more than 30% of the initial value 
but the trip time showed no obvious changes (less than 5% of the initial value). This 
observation inferred that trip time changes were caused by not only the resistance 
changes but other impact factors, and the resistance changes may be not the dominant 
one. The increases in resistance affect the performance of other components in the 
circuit and can indicate other failures of the entire fuses, such as the defects in 
interconnections between different parts and the degradation of CB/PE polymer. Thus 
it is a failure precursor parameter. Other parameters, such as the highest resistance (or 
the minimum trickle current) during the trip endurance and the actual hold current, 




10 °C, 60°C and 85 °C conditions have decreasing trends, it is much higher (more 
than twice) than the manufacturer specified hold currents. The correlation analysis 
among maximum resistance during the trip endurance and other parameters is shown 
in Table 8, which indicates that the maximum resistance during trip endurance has 
low correlation with others. Not enough evidences are observed to conclude that the 
highest resistance during trip endurance and the actual hold current are precursors at 
this stage. The resistance in the aging test does not change obviously, which showes 
that under normal aging conditions, the characteristics of the PPTC fuses are stable. 
3.3 Summary  
Trip time, resistance after reset, and surface temperature show high correlations 
with the observed failures, including the cracks at the coating, the gaps between 
coating and foil, and the performance shifting of the fuses. Changes in the trip time 
and the minimum resistance after reset affect the performance of the fuses directly 
and indicate the degradation of fuses. These parameters are failure precursors and 
must be monitored. High correlation between the trip time and surface temperature 
can simplify the post-analysis of the data. For example, it is enough to use trip time to 
predict the failure. But as a side-product of the performance of the fuse, surface 
temperature can be monitored to provide assistance information for trip time. Other 
parameters, including the maximum resistance during trip endurance and the actual 
hold current, did not exhibit obvious changes in all the conducted trip cycle tests. 
They are not considered as failure precursors at this stage. The resistances at aging 




Chapter 4: Determination of Failure Causes 
Failures including cracks, gaps and performance parameter shifting were 
observed in trip cycle tests. Determination of the causes of the failures helps to 
identify the actual underlying failure mechanisms, develop proper data-driven and 
physics of failure models to predict the failure, and improve the design and reliability 
in the future.  
The PPTC resettable fuse includes polymer composite as a PTC functional 
component, foils, solders, electrodes, and outside coating materials. Degradation of 
any of them contributes to the performance degradation of the fuse. No literature has 
reported the cause analysis considering the entire resettable fuse. Potential failure 
causes of radial through-hole resettable fuses (shown in Figure 3) were identified by 
FMMEA and shown in Table 4. In this chapter, failure analyses considering all the 
parts of the fuse were conducted to determine the causes of the changes in trip time, 
resistance after reset, and surface temperature.  
4.1  Failure Analysis Methods  
Based on the potential failure cause analysis, some nondestructive and 
destructive analyses were conducted. First, heating process analysis (or surface 
temperature increase process) was conducted by infrared (IR) camera to investigate 
whether the heat dissipation changed after the trip cycle test. IR pictures were also 
used to identify the location of the internal gaps between different parts and to verify 




time. The IR pictures were taken under RT condition. For each trip cycle test 
condition, one tested sample was picked for IR test without any cutting. 
The destructive analyses included: 1) interconnection analysis in order to 
determine the effects of the defects at the interconnection on failures of the fuse; 2) 
CB/PE microstructure analysis in order to investigate the effects of the distribution of 
the CB particles on failures of the fuse; 3) CB/PE crystallinity analysis in order to 
investigate the effects of the crystallinity changes in PE on failures of the fuse; 4) 
CTE test on a new sample to investigate the CTE-mismatch. The destructive analysis 
1), 2), and 3), were conducted on the cycled samples under each test condition. A fuse 





Figure 18: Different areas for different analyses 
Area 1 was used for interconnection analysis to identify the cracks, voids, and 
gaps, which affect the mechanical, thermal, and electrical properties of the fuse. This 
area was cut from the fuse, cross-sectioned to different locations, and then 
investigated by environmental scanning electrons microscopy (ESEM). The 




foil sheets and the leads, and the foil sheets and the polymer composite. Area 1 was 
also used to investigate the distributions of CBs in the polymer composite after some 
special process, such as ion etching by Argon ions, which can remove a thin layer of 
the PE and keep CB at its location. Aggregation of CB particles affects the 
conductivity of the polymer composite. 
Area 2 and area 3 were used to investigate the microstructure. The parts were 
freeze fractured. In freeze fracturing process, parts were immersed in liquid nitrogen 
for 1 hour to become fragile and easy to break, and then were broken in the liquid 
nitrogen. The surface at the broken site then was coated with a thin layer of gold by 
sputter coater. Comparing with ion-etched surface, freeze fractured surface kept all 
components of the polymer composite. The gold-coated surface of the section was 
investigated by ESEM to identify the microstructure of polymer composite including 
the CBs and PE networks. 
Area 4 was used to investigate the crystalline to amorphous (CA) transition 
temperature and crystallinity of the polymer composite. These properties of the 
composite affect the heat required for the fuse trip. The polymer composite of this 
area was taken out and put into differential scanning calorimetry (DSC) to investigate 
the changes in CA transition temperature and crystallinity. DSC is a technique for 
measuring heat capacity during a programmed change of temperature. Specific heat, 
which is the amount of energy needed to change the temperature of unit mass by unit 
degree at a constant pressure, was measured using a Pyris DSC. The specific heat 




the polymer phase transitions. For semi-crystalline polymers, the overall area of the 
transition peak increases with the degree of crystallinity, whilst its shape is 
determined by the crystal population present in the specimen. In DSC tests, sample 
was heated at 10 °C /min from 30 °C to 180 °C and then cooled at 10 °C /min to 30°C 
for 6 cycles.  
CTE tests, using Pyris TMA 7, of coating material and the combination of the 
foil and CB/PE composite were conducted to investigate the CTE mismatches, which 
were the possible causes for the gaps between different parts inside the fuses.  
4.2 Analysis Results 
4.2.1 IR test results 
Figure 19 and Figure 20 are the IR pictures of a new sample and a sample with 
cracks and gaps after cycle test under -10°C condition, shown in Figure 11. IR 
pictures reveal the presents and locations of the gaps between coating and foil, as well 
as the thermal distribution in the heating process. Table 10 summarizes the time 
needed to reach the heat balance for samples after cycle tests under different 
conditions. The tests results indicate that the samples, which have cracks and gaps, 
require longer time to dissipate the heat out. This means that the heat is kept inside 
for a longer time, and causes the faster heating of the internal CB/PE composite than 
that of the sample without cracks and gaps. This verifies that the gaps does cause the 
decrease in the trip time. Table 10 can also explain the reason of the a little increase 




sample so longer time is needed to heat the sample up. All IR pictures are shown in 
Appendix A. 
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Table 10: Time needed to reach heat balance 
 
Conditions Time needed to reach heat balance (s) 
Cracks or gaps 
New sample 8 No 
-10°C 24 Yes  
RT 15 Yes  
60°C 7 Internal gap only 
85°C 5 No 
 
4.2.2 Interconnection analysis results 
Figure 21 shows an example of new sample, in which no gaps and cracks were 
observed at all interconnections. Figure 11 shows an example of the observable 
cracks on the outside coating and gaps between coating and foil, which occurred at all 
the samples under -10 °C and RT conditions. Figure 22 and Figure 23 show examples 
of the internal gap between coating and foil, which occurred at all the samples under -
10 °C, RT, and 60 °C conditions. Figure 23 to Figure 26 show examples of different 
type of cracks and voids at the solders, which connect the electrode with the foil. The 
cracks were observed in all the samples under -10°C and RT conditions. Table 11 
summarizes the interconnection analysis results.  
Table 11: Summary of interconnection analysis 
 
Conditions Observable cracks and gap Internal gap 
Cracks at 
solder 
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RT 
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85°C No (after 21000 cycles, all samples) 
Aging 










































































Figure 26: Example of voids and cracks at solder 
 
 
4.2.3 Microstructure analysis results 
Microstructure analysis revealed the distribution of PE and CBs. Figure 27 
shows how CBs distribute in PE matrix in a normal case using freeze fracturing 
method. The CBs have trends to aggregate together. Figure 28 shows a typical 
microstructure of a sample under 60°C aging test, in which the CBs aggregated in a 
relative low level. Figure 29 shows a typical microstructure of a sample under 60°C 
trip cycle tests, in which CBs aggregated more and formed large agglomerations. All 
microstructure analysis results using freeze fractured method are shown in appendix 
A.  
The analyses using ESEM after ion etching processing also observed the 




of the CBs under different trip cycle test (cycled) conditions. Figure 30 shows a 
typical picture of a sample under 60°C aging condition using ESEM after etching by 
Argon ions. Figure 31 is atypical picture of a corresponding sample under 60 ° C trip 
cycle tests. All pictures of CBs aggregates and agglomerations under different 
conditions after ion etching are shown in appendix A.  
Agglomeration of CBs affects the form of CB conductive paths. Although more 
conductive paths are formed in the larger agglomeration, the gap between different 
agglomerations increases. These agglomerations actually reduce the global 
conductive paths and increase the resistance. Table 12 summarizes the microstructure 
analyses.  
 
Table 12: Summary of microstructure analyses 
 





-10°C Yes Yes  Increase 
RT Yes  Yes  Increase 
60°C Yes Yes  Increase 
85°C Yes Yes  Increase 
Aging 
tests 
CB aggregates were observed for all samples; No CB 








Figure 27: Microstructure of CB/PE composite of a normal sample (Sample was 
freeze fractured in LN2) 
 
 
Figure 28: Typical CB aggregates of samples in aging test at 60°C (non-cycled, 











PE Matrix CB agglomerations
 
Figure 29: Typical CB agglomerations of samples in trip cycle test at 60°C (Sample 
was freeze fractured in LN2) 
 
 
Figure 30: Typical CB aggregates of samples in aging test at 60°C (Non-cycled, 







Figure 31: Typical CB agglomerations of samples in trip cycle test at 60°C (Sample 
was etched by Argon ions) 
 
4.2.4 DSC analysis results 
DSC tests revealed the changes in the thermal properties of the CB/PE 
composite, including the CA transition temperature and crystallinity of the semi-
crystalline PE.. Sample was heated from 30 °C to 180 °C at 10 °C /min and then 
cooled to 30°C at 10 °C /min for 6 cycles. The results showed that the first heating 
curve was different with those of the other 5, which were vertically identical. All the 
cooling curves were identical.   
Figure 32 shows an example of DSC test results (only the first and the 6th cycle) 
of a sample after trip cycle test under RT condition. Table 13 summarizes the DSC 








the cycled samples and non-cycled samples (aging samples) under each ambient 
condition. The DSC result of the first scan contained the sample’s thermal history 
including the heating/cooling cycles in the trip cycle tests and the temperature 
changes from experimental condition to room condition for sample preparation of 
DSC. We assumed that the thermal effects of sample preparations for all the samples 
were the same. The first scan then revealed the effects of trip cycle and aging tests on 
the thermal properties of polymer. Based on the results, all main CA transition peak 
temperature of the cycled samples were higher than those of the aging samples. The 
percent crystallinity of the cycles samples were also a little higher than that of the 
aging samples. This indicated that the trip cycle increased the crystallinity of 
polymer. These results agreed with the results from some researchers. For example, 
Omastova et al. [78][79] conducted thermal cycle tests on polymer composite and 
found that the thermal cycles increased the crystallinity. The table also shows that the 
higher the ambient temperature, the higher the CA transition temperature and 
crystallinity are. Since the highest temperature of the sample at different conditions is 
the same, under the natural cooling style, the higher the ambient temperature, the 
lower the cooling rate is. These results agreed with a results that the faster the 
cooling, the less crystallinity under RT is [80][81]. The increase of the crystallinity 
contributes to the increase of trip time because more heat is required for CA 
transition. It also contributes to the decrease of resistance after reset because the less 





























∆ H: -85 J/g Peak: 
120°C




























∆ Hm0=285.8 J/g 
 Aging Cycle Aging Cycle Aging Cycle Aging Cycle Aging Cycle 
-10°C 130 135 120 119 128 128 27% 29% 24% 25% 
RT 130 135 119 120 128 128 28% 30% 26% 26% 
60°C 132 136 119 120 128 128 28% 29% 26% 25% 
85°C 133 137 120 119 128 128 29% 30% 25% 25% 
       
∆Hm and ∆ Hm0 are C-A transition 





4.2.5 CTE test results 
The CTE at X and Z directions of outside coating and the combination of the 
foil and polymer, shown in Figure 33, were measured using Pyris TMA 7. The 
temperature range is from -10 °C to 140 °C by 5 °C/min.  
X Z
 
Figure 33: CTE test direction 
 
 











Expansion Coefficient: 113.9 e-06/°C
Expansion Coefficient: 1063.4 e-06/°C











CTE tests showed non-linear expansion at both X and Z directions. Figure 34 is 
an example of the test curve of the combination of foil and polymer (foil/polymer) at 
Z direction. Table 14 summarizes the CTE test results. CTE in temperature range 
from -10°C-110°C and range from 110°C -130°C were calculated individually, and 
then the overall CTE were calculated at range from -10°C -130°C. At Z direction, 
CTE-mismatch between coating and the foil/polymer combination were high at 
temperature range from 110°C -130°C, in which the CA transition occurred and 
finished. At X direction, the CTE-mismatch was not that obvious. CTE-mismatch is 
one of the causes of the gaps and cracks shown in the interconnections.  


















Coating 38.6 -105.4 20.6 105.4 -294.5 48.6 
Foil and CB/PE 20.2 -12.3 18.9 113.9 1063.4 269.2 
4.3 Causes for Changes in Parameters 
Table 15 shows the mapping of the changes in parameters (trip time and 




the parameters can be determined based on this mapping and some theoretical 
analysis. 
4.3.1 Causes for changes in trip time and surface temperature 
Trip is caused by the PPTC effect when the temperature is increasing to a 
certain level. Trip time is affected by changes in the PTC effects and the rate of the 
temperature increase. PPTC effect is controlled by the properties of the CB/PE 
composite itself, such as the crystallinity of the polymer, which affects the heat 
required for phase transition, and the aggregation of the CBs, which affects the 
resistance changes. Increase in temperature is controlled by a heat transfer equation 
(1), and finally heating and dissipation reach to a balance shown in equation (2).  
 (1) 
(2) 
Where m = mass of the fuse, Cp = heat capacity of the fuse, ∆T = change in fuse 
temperature, ∆t = change in time, I = current flowing through the fuse, R = resistance 
of the fuse, U = overall heat-transfer coefficient, T = temperature of fuse, TA = 
ambient temperature. In equation (1), item 1 is the heat to raise the temperature of the 
fuse; item 2 is the generated Joule heat, which is the heat source; item 3 is the heat 
dissipated to environment. When the heat transfer reaches the balance, the all 
generated heat dissipates to environment, and temperature of the fuse does not 
increase any more. 
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Table 15: Mapping between changes in parameters and failure analysis results 
 








Time to heat 
balance (s) Crystallinity 
compared with 
non cycled 
samples Gap Cracks at solder 
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8s 


















Yes Yes 15 Increased 
60°C 
Increased 








No Yes 7 Increased 
85°C 
Increased 









The external influence factors for temperature increasing include the current 
passing the fuse, the ambient temperature, and heat dissipation rate around the fuse. 
Temperature increasing is also affected by some internal factors including the start 
resistance of in each trip cycle (or the resistance after the previous cycle) and the heat 
dissipation ability of the device itself. In my experiment, the external effects were 
assumed to be constant. Only the internal effects were concerned in this thesis.  
Based on the analysis above and the mapping in Table 15, the causes for the 
trip time changes can be determined as the following:  
1) The increase in the trip time in the early period was caused by the decrease 
in resistance at that time period and the increase of the crystallinity, due to 
which more heat was required for CA phase transition. 
2) The decreases in trip time after the earlier period were caused by the 
decrease in the heat dissipation ability due to the gaps and cracks at the 
interconnections between different parts. The increase of the resistance after 
reset contributed the decrease of the trip time but was not a dominant cause. 
The gaps between foil/polymer combination and coating were caused by the 
CTE-mismatch and the heating/cooling cycles. 
3) The gradually increase trend exhibited at 85 °C was caused by the increase 




Surface temperature is a side-product of the trip of the fuse. It was high 
correlated with trip time. The causes for the changes of these two parameters were the 
same. 
4.3.2 Causes for changes in resistance after reset 
Table 15 also shows the mapping between the changes in resistance after reset 
and the failure analysis results. Resistance after reset measured in the trip cycle test 
was the entire resistance of the fuses including the resistance of the CB/PE composite 
and the resistance of interconnections. Defects at the polymer and interconnection all 
contributed the changes in resistance after reset. The causes for changes in the 
resistance after rest included the following: 
1) The early decreases in resistance were caused by the increase in the 
crystallinity. Based on some research by He et al. [38], Park [40], Hunag et 
al.[41], Xu et al. [43], and Yui et al. [45], the CBs sit in the amorphous 
phase in PE. The increase in crystallinity reduces the amorphous phases 
resulting in the increase in the resistance. Furthermore, no cracks at 
interconnections were observed in this period. 
2) Cracks and gaps at the interconnections except for that between coating and 
foil contributed to the increases in the resistance after reset. 
3)  The formation of large CB agglomerations caused the increase in 
resistance. The local conductivity inside the agglomeration increases, but 




increase in the gaps. The agglomerations increase the global resistance of 
the CB/PE composite.  
4) With the trip cycles, the effects of crystallinity changes on the resistance 
were ignorable comparing with the effects by the cracks at interconnections 
and CB agglomerations in CB/PE composite. 
4.4 Summary 
The causes for changes in parameters were determined in this chapter. Gaps 
between different parts were the main causes for decreases in the trip time. Without 
gaps, the properties change of the CB/PE, such as the increases in crystallinity, were 
the main causes for the increase of the trip time. The agglomerations of the CBs were 
the one of the main causes for the increase in the resistance after reset. With the 
increases in the cycle numbers, the cracks at the solder and the gaps between foil and 
CB/PE composite will control the increases in the resistance and finally cause an 
open current. The further analysis by CTE revealed that the CTE-mismatch caused to 









Chapter 5: Anomaly Detection Using Cross Validation 
Sequential Probability Ratio Test (CVSPRT) 
Trip time and resistance after reset were determined as precursors for gaps, 
cracks, and prosperity degradation of CB/PE composite, which have different failure 
mechanisms. Anomaly detection for PPTC resettable fuse should monitor and detect 
the abnormal behaviors exhibited in each of the precursor parameters. In this thesis, 
sequential probability ratio test (SPRT) is used to monitor the trip time and resistance 
after reset to detect the anomalies. The difficulty of model parameter selection for 
SPRT was solved by a cross validation method.  
Sequential probability ratio test (SPRT) has been used in in-situ monitoring, 
anomaly detection, and decision making for electronics, structures, and process 
controls. For example, Gross et al. used SPRT to monitor anomalies in computer 
servers [83][84], and equipment in nuclear plants [85]. Pecht et al. [53] used SPRT to 
detect anomalies in BGA solders by monitoring the resistance in the temperature 
cycles. SPRT was also used as an anomaly detection algorithm for an ePrognostics 
sensor tag [86]. Sohn [87] applied SPRT to conduct a statistical damage classification 
of a system, such as automotive system based on monitored vibration signals. 
Stoumbos et al. [88][89] utilized SPRT to generate a statistical process control model 




However, because model parameters for this method, such as the system 
disturbance magnitudes, and false and missed alarm probabilities, are selected by 
users primarily based on experience, the actual false and missed alarm probabilities 
are typically higher than the requirements of the users. This chapter presents a 
systematic method to select model parameters for the sequential probability ratio test 
without the need of experience by using a cross validation method. The presented 
method can improve the accuracy of sequential probability ratio test by reducing the 
false and missed alarm probabilities caused by improper model parameters. 
General anomaly detection using SPRT is shown in Figure 35. The training 
data, which are healthy data of the system, can be obtained from historic data or from 
the stable operational phases when the product is known to be healthy. Statistical 
features of the training data, such as the distribution, are extracted to create a 
detection baseline. In the detection procedure, in-situ monitored data is compared 





5. 1 Wald’s SPRT  
SPRT is a sequential statistical binary hypothesis test introduced by Wald [90]. 
SPRT is different from traditional hypothesis testing where the data collection is often 










executed without analysis, and after all the data are collected analysis is conducted 
and conclusions are drawn [87]. In SPRT, data is monitored in-situ and is analyzed 
directly once it is collected. This ability enables SPRT for the detection of statistical 
changes against a null hypothesis at the earliest possible time or with the smallest 
sample size [90][91].  
The binary hypothesis of SPRT includes one null hypothesis and one or more 
alternative hypotheses, shown in Figure 36. For a normal distribution, the null 
hypothesis H0 represents the healthy state, with mean = 0 and standard deviation = σ; 
The alternative hypothesis includes four cases: 1) H1: the mean of the test data has 
shifted high to +M, with no change in standard deviation; 2) H2: the mean of the test 
data has shifted low to –M, with no change in standard deviation; 3) H3: the variance 
of test data has increased to Vσ2, with no change in mean; 4) H4: the variance of test 
data has decreased to σ2/V, with no change in mean. M and V are the predetermined 
system disturbance magnitudes, which are decided by the user, and in general they 
are several times of the standard deviation of the training data.  
Figure 37 shows the procedure of SPRT. The SPRT calculates the SPRT index 
for each in-situ monitored data point and compares the SPRT index with the 
boundary to make a decision. The SPRT index is the natural logarithm of the ratio of 
the probability that accepts the null hypothesis to the probability that accepts the 
alternative hypothesis. Four SPRT index formulas for normal distribution are shown 
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SPRT uses the probabilities of missed alarms and false alarms to create the 




Each SPRT index is compared to the decision boundaries (A, B). For each 
comparison, there are three possible outcomes: 1) the lower limit is reached, in which 
case the healthy hypothesis (H0) is accepted, the corresponding index is reset, and 



































































the corresponding index is reset, and sampling continues; or 3) neither limit is 
reached, in which case the information is not sufficient to make a conclusion, and the 
sampling continues.  
 
Figure 37: SPRT procedure 
Four model parameters should be determined for SPRT detection: the system 
disturbance magnitude, M, which is m times the standard deviation of the training 
data; the variation factor, V; the false alarm probability, α; and the missed alarm 
probability, β. In practice, these model parameters are selected by experience. Even 
though the system disturbance magnitudes selected are in this recommended range 
[92] [93], the actual false alarm probability and/or missed alarm probability may be 
higher than the user-allowed values. Developing a systematic model parameter 
selection method for SPRT is necessary to improve its performance and control the 
false alarms and missed alarms. In this thesis, a cross validation method was used as a 
systematic method to select a proper model parameter set (m, V, α, β) for SPRT 
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5. 2  Cross Validation SPRT 
Cross validation (CV) is a statistical method that can be used to evaluate the 
performance of machine-learning-based anomaly detection and prediction algorithms. 
In the process of CV, the labeled dataset, which is a known healthy dataset, is 
partitioned into two subsets: a training subset and a validation subset [94]. Machine-
learning-based anomaly detection and prediction algorithms are trained by the 
training subset and tested by the validation subset. The performance of the anomaly 
detection algorithms can be estimated by the error rate of the detection results 
compared with the validation subset, in which data is labeled as healthy or abnormal. 
The performance of the prediction algorithms can be estimated by the mean squared 
error (MSE) calculated by the difference between the predicted data and the 
validation data. 
CV can also be applied to conduct the model parameter selection for anomaly 
detection algorithms [94] [95]. For example, it has been used to determine the number 
of neighbors of k-nearest-neighbor classification [96][97] and the number of hidden 
units for a one-layer neural network [98][99]. The performance of an anomaly 
detection algorithm with a certain model parameter can be calculated by error rate 
estimated by the CV process. The model parameter with which the algorithm has the 
lowest error rate is selected for the algorithm.  
Common CV methods include hold-out CV, k-fold CV, and leave-one-out CV 
(LOOCV) [100][101][102]. In hold-out CV, labeled data is split into two independent 




labeled data are randomly picked up as validation data and the remaining 70% of the 
labeled data is training data. The anomaly detection error rate is calculated by 
equation (8). 
(8) 
Hold-out CV avoids the overlap between the training subset and the validation 
subset. But it does not use all the labeled data to validate the model, and the detection 
error rate estimation is highly dependent on how to split the dataset. K-fold CV can 
overcome some of these problems [101][102]. In k-fold CV, a labeled dataset is 
partitioned into k equally or nearly equally sized subsets. An iterative process is then 
conducted. In each iteration, a different subset is selected as validation data to 
estimate the performance of the algorithm, and the remaining k-1 subsets are used as 
training data to train the algorithm. The detection error rate is calculated in each 
iteration using equation (9). The process is iterated k times until each of the subset has 
been selected as the validation data. After k iterations, k error rates are calculated. The 
mean of the k error rates, shown in equation (10), is considered to be the final 
detection error rate of the algorithm when the entire labeled dataset is used as the 





























All the labeled data is used as validation data in k-fold CV; therefore, the 
accuracy of the detection error rate estimation is improved. However, with the 
increase of k, the variance of the detection error rate estimation becomes large, and 
the entire CV process is more time-consuming.  
Leave-one-out CV (LOOCV) [102] is actually the extreme condition of k-fold 
CV, in which k equals to the number of data points in the labeled data, N. In each 
iteration, 1 different data point is selected as validation data and all the remaining 
data points are the training data. LOOCV runs N iterations, and the final detection 
error rate is estimated by equation (11). LOOCV can provide an unbiased estimation 
of the error rate, but the variance in the estimation is large.  
 
(11) 
The selection of the CV method can be based on the size of the labeled dataset. 
If the size is small, LOOCV can give unbiased error rate estimation. However, if the 
size of the labeled data is large, k-fold CV may reduce the computation time and 
maintain the accuracy of the estimation.  
The model parameter set (m, V, α, β) for SPRT can be selected by k-fold CV. 
We recommend the range for each parameter as shown in Table 16. The procedure of 
model parameter selection by k-fold CV is shown in Figure 38. The first step is to 
select the training dataset, which is all healthy data and is the training data for SPRT 
after the proper model parameter set is obtained. After the training data is selected, a 














parameter set, the actual false alarm probability (α’) and missed alarm probability (β’) 
are then calculated by k-fold CV.  
Table 16: Range and change interval of SPRT model parameters 
Parameter Range Start value Interval 
m 2 ~ 4 2 1 
V 2 ~ 4 2 1 
α 0.005 ~ 0.05 0.005 0.005 
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Figure 38: Model parameter selection procedure by k-fold CV 
 
 
The total training data are partitioned into k subsets of equal or nearly equal 
size. k iterations should be conducted to calculate the actual false alarm probability 
(α’) and missed alarm probability (β’). In each of the k iterations, one different subset 




training data. If SPRT is only run on the original validation data, which is all healthy 
data, only false alarm probability can be calculated. In order to calculate the actual 
missed alarm probability of SPRT, an abnormal dataset should be added into the 
original validation dataset, as shown in Figure 38 and Figure 39. The abnormal 
dataset can be generated by randomly picking up data outside of the range of [µ-m×σ, 
µ+m×σ]. Here the µ and σ are the mean and standard deviation of the training data in 
each CV iteration (the remaining k-1 subsets of the entire training data).  
In each iteration, both false alarms and missed alarms can be identified based 
on the comparison of the detection results with the validation data and abnormal data. 
The false alarm probability and missed alarm probability can be calculated by 
equations (12) and (13). The process is repeated for k times until each of the subsets 
has been selected as the original validation dataset. The mean of the k false alarm 
probabilities and the mean of the k missed alarm probabilities are calculated by 
equations (14) and (15) as the final false alarm probability, (α’), and final missed 





























































Figure 39: Adding an abnormal dataset into original validation dataset to calculate the 
missed alarm probability 
The actual false alarm probability and missed alarm probability are compared 
with the ones in the selected model parameter set. If both the final false alarm 
probability and the missed alarm probability are less than the user-specified false 
alarm probability and missed alarm probability, respectively, the model parameter set 
is considered as a proper model parameter set for SPRT, but may be not the optimal 
model set. The optimal model parameter set can be defined as the one with the 
minimum error probability, which is the minimum sum of the false and missed alarm 
probabilities. If the criteria are not satisfied, another model parameter set based on the 
interval in Table 16 should be re-assigned and the performance of the SPRT with the 
model parameter should be evaluated by k-fold CV again. A model parameter set 
should be updated when the training data is updated since the actual false alarm and 
missed alarm probabilities are calculated based on the specific training data. 
 
5. 3 Anomaly Detection Results of PPTC Resettable Fuses 
As demonstrations, trip time and resistance after reset under -10°C condition 
were used individually for the anomaly detection by CVSPRT. Trip time was plotted 
in Figure 12, and resistance after reset was plotted in Figure 13. Training data should 
Original validation dataset 
Abnormal dataset 




be selected in the first step. It is proper to select the data in the early period as training 
data. The sequential changes in the data indicate the occurrences of failures. In this 
section, the first 20 TT data points in Figure 12, which represented the trip time 
values in the first 2000 cycles, were selected as training data for anomaly detection on 
trip time. The first 15 MinR data points in Figure 13, which represented the resistance 
after reset values in the first 1500 cycles, were selected as training data for the 
anomaly detection on resistance after reset. 
 The data may be normalized first using equation (16), where xi’ is normalized 
data, xi is original data, and μ and σ are mean and standard deviation of the training 
data, respectively. The normality of the training data should also be checked using 
some tools. If the training data is not normally distributed, a transformation, such as 
the Box-Cox transformation [103] or the Johnson transformation [104], may be used 
to transform the data into normal distribution. Here the normalized training data was 
normally distributed. 
(16) 
Then the model parameters (m, V, α, β) were determined by the 5-fold CV 
process, in which an abnormal dataset with 20 abnormal data points, which were 
randomly generated out of the range of [µ-m×σ, µ+m×σ] were added into each 
validation set. Here the µ and σ are the mean and standard deviation of the training 
data (the remaining k-1 subsets of the training data). The updated validation data set 










After the 5-fold CV process, SPRT model parameter set (m=4, V=4, α =0.005, 
and β=0.01) was selected for trip time data under -10°C condition. SPRT then used 
these model parameters and the training data to detect the anomalies in-situ when a 
new trip time (TT) data was collected. Figure 40 shows the trip time anomaly 
detection results on trip time. Figure 41 is a plot of anomaly detection for the trip time 
when using a different model parameter set (2, 2, 0.02, 0.01), under which some false 
alarms were detected in the training data. Similarly, after 5-fold CV process, model 
parameter set (m=3, V=2, α =0.005, and β=0.015) was selected for SPRT for the in-
situ anomaly detection of the resistance after reset data. Figure 42 shows the final 
minimum resistance after reset (MinR) anomaly detection results. All the detection 

































Figure 41: Anomaly detection on trip time under -10°C condition using model 
































Table 17 summarizes the anomaly detection results based on trip time and 
resistance after reset for all the trip cycle test conditions. The anomaly detection for 
the component should provide the times (cycles) and the corresponding parameters, 
which triggered the alarm. The earliest anomaly alarm among all the parameters was 
used to trigger alarm for the anomaly of the component.  






























-10°C 1-20 (4,4,0.005,0.01) 30 1-15 
(3,2,0.005,
0.015) 25 25 
RT 1-30 (4,2,0.005,0.005) 61 1-30 
(4,2,0.005,
0.005) 45 45 
60°C 10-34 (4,4,0.035,0.005) 47 7-24 
(4,2,0.005,
0.005) 37 37 
85°C 1-50 (4,2,0.015,0.005) 65 1-20 
(3,2,0.035,
0.005) 41 41 
 
5. 4 Summary 
CVSPRT is developed to select a proper model parameter set for SPRT without 
the need of experience, thus reduce the false alarm and missed alarm probability. 
Besides the anomaly detection for PPTC resettable fuses in this thesis, CVSPRT can 
be extended to conduct the anomaly detection for any conditions if the training data is 






Chapter 6: Moving Window based Dynamic Model Parameter 
Optimization N-steps-ahead Prediction  
Prognostics of PPTC resettable fuses can be implemented using data trending or 
regression methods on the precursor parameters directly. When any anomalies are 
detected by the methods developed in chapter 5, failure prediction should be 
implemented to provide the information in the future. In this section, a moving 
window based dynamic model parameter optimization (MW-DMPO) n-steps-ahead 
prediction method is developed first as a general method for dynamic data trending 
and then moving window cross validation support vector regression (MW-CVSVR) 
n-steps-ahead prediction method is developed as a case study for the prediction of the 
PPTC resettable fuses. 
6. 1 Moving Window based Dynamic Model Parameter Optimization 
(MW-DMPO) N-steps-ahead Prediction  
The fixed training data can not contain the latest degradation information, thus 
cannot generate the prediction with high accuracy. Training data for prediction 
modeling should contain degradation features as much as or as latest as possible. 
Moving window method has been developed as the method to update the training 
data. For example, Djukanovic et al. [105] used MW on neural network and Ren et 
al. [106] applied MW on autoregressive quadratic model for short-term forecasting. 




of aging systems. However, the model parameter parameters, which determine the 
performance of the trending models, were not updated with each updating of the 
training data using MW. This caused the prediction inaccurate, even though the MW 
method was used to update the training data to catch the latest degradation 
information. A MW-DMPO n-steps-ahead prediction method is developed in this 
dissertation to solve this problem. 
The MW-DMPO n-steps-ahead prediction method is shown in Figure 43. Initial 
training data may be needed to transform to a certain pattern based on the requirement 
of the prediction model, and then used to train the prediction model, during the 
training process, best model parameters for the prediction model is identified by a 
model parameter optimization method. The n-steps-ahead predictions are calculated 
by the trained prediction model. N-steps-ahead predictions mean that only n values in 
the future are predicted in one prediction. If any of the n-steps predictions reaches the 
threshold, alarm is triggered and a failure is predicted. If all the n predictions do not 
reach the failure threshold, a conclusion should be drawn that the product will not fail 
in the future n steps (such as, times or cycles). And then the training data should be 
updated by a MW method to re-train the prediction model when the actual n 
observations are obtained to conduct the next n-steps-ahead predictions. Most 
importantly, for each training data updating, the model parameters should be 
optimized. That is called the dynamic model parameter optimization with each 
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Figure 43: Moving window training updating based prediction method 
Two MW methods were developed in this thesis to update the training data. 
The first one is called double-side MW updating, shown as the upper right in Figure 
43. In this method, actual observations in the n-steps-ahead prediction window are 
added into the training data, but at the same time, the same amount of the oldest 
training data is discarded. It looks like a fixed size of training window slide n-steps 
ahead. The second method, shown in the middle right of the Figure 43, called 
extending window updating, does not discard the oldest training data, but keep all the 
data when the actual observations in the n-steps-ahead window are added in. The 
selection of the MW updating methods depends of the features of the data itself, if the 
features do not change so much, the double-side moving window method maybe 




window method is suitable. After the training data is updated, the next n-steps-ahead 
prediction will be conducted. 
The most valuable information that n-steps-ahead prediction can provide is 
whether the product will fail in the n steps (such as, times or cycles) in the future. 
Most of researchers in prognostics try to calculate when the product will fail. But 
sometimes, it is more valuable to tell the heath information (health or failure) of a 
product in the near future. Then operators can have enough time but not too early to 
conduct maintenance or replacement. Besides this, n-steps-ahead may be more 
accurate than long-term prediction because of the accumulation of uncertainty of 
predictions. Furthermore, n-steps-ahead predictions can be conducted for individual 
products. It predicts the behavior in n steps in advance based on the historical 
information of the individual product itself. 
This MW-DMPO n-steps-ahead prediction method can be implemented by 
using different data trending and regression models, such as autoregressive integrated 
moving average (ARIMA), neural networks (NN), and support vector regression 
(SVR). As a case study, the MW-DMPO n-steps-ahead prediction method was 
applied on support vector regression (SVR) to predict the failure of PPTC resettable 
fuses in this chapter. This chapter also developed a cross validation method to select 
proper SVR model parameters, selections of some of which have not been considered 






6. 2 Development of MW-CVSVR 
Many models have been used for time series forecasting in recent years, 
including ARIMA model [54][55] and neural network [56][57]. Selection of different 
modeling depends on the features of the data. For example, if the data is linear, 
ARIMA model is suitable, but if the data contains nonlinear components, neural 
network model has been thought as a universal approximator with an arbitrary 
accuracy [58][60]. 
 The data shown in Figure 12 and Figure 13 presented nonlinear features and 
ARIMA model may be not a good choice. As a novel neural network technique, 
support vector regression (SVR), developed by Vapnik [58], has some advantages 
compared with traditional neural network modeling. SVR can achieve an optimum 
network structure by balancing between the empirical error and the confidence 
interval. This balance eventually leads to better generalization performance than other 
neural-network models. Additionally, the SVR training process is equivalent to 
solving linearly constrained quadratic programming problems, and the SVR 
embedded solution meaning is unique, optimal and unlikely to generate local 
minima[58][60].  
However, using SVR for remaining useful life prediction of a product has been 
very limited in literature. Most of applications of SVR were focused on the 
forecasting of the time series data in financial area, such as stock price. Although 




the reliability estimation, SVR was used only to predict the next reliability value 
based on the reliability values in the history. The research on using SVR for a real-
time tool for the remaining useful life prediction based on actual in-situ monitored 
data directly has been very limited.  
In this chapter, a MW-CVSVR model was developed to capture the updating 
degradation features of the data and predict the future values. MW-CVSVR can solve 
the problems of traditional SVR on model parameter selection and training data 
updating.  
 
6.2.1 SVR modeling for precursor parameters  
The basic idea for SVR includes mapping the input data X into a high-
dimensional feature space F by kernel functions, and then solve a linear regression 
problem in the feature space. This process is shown in Figure 44. The linear 
regression in the feature space is presented as equation (17): 
(17) 
Where, φ(x) is the feature in the feature space of data x in the input space. ω 
and b are coefficients, which are solved from the training data. Assuming a training 
data set including n data points, in which xi is the input vector and yi is target: 
Training = {(xi , yi ),i = 1,2,…, n} 




In ε-SVR (Vapnik [58]), the objective is to find a function f (x) to estimate the output 
of input x. The requirements for the function f(x) include two points: 1) for all the 
training data (xi,yi), the output estimation of input xi, f(xi), can only have at most ε 
deviation from the actually obtained targets yi; In other words, errors are not 
concerned as long as they are less than ε; 2) at the same time f(x) must be as flat as 











Figure 44: Non-linear SVR 
A regularized risk function can be defined by balancing these two requirements 
as equation (18), in which the first item is used as a measure of the flatness, and 
second item is used to measure empirical risk. Equation (19) defines a ε-insensitive 
loss function. The loss is zero if the estimate is within the ε-tube, shown in Figure 44. 
C is called cost function, which specifies the trade-off between the empirical risk and 















Where fi is the estimated output of input xi and yi is the actual output of xi. 
(19) 
The equation (19) has an assumption that function f actually exists and 
approximates all training data within ε-tube. However, sometimes, this may not be the 
case, or some small errors may be allowed. Slack variables, ξi and ξi*, are introduced 
into to form a soft margin, shown in Figure 44. The slack variables assume non-zero 
values outside ε-tube. The SVR fits f(x) to the data to satisfy that 1) the training error 
is minimized by minimizing ξi and ξi*, and 2) (ω•ω)/2 is minimized to raise the 





The minimization can be solved by introducing Lagrange multipliers and 
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Finally, by applying Karush-Kuhn-Tucher (KKT) conditions for regression, the 
optimize formulation can be transformed into a Dual problem: 
Maxing:  
(23) 
Subject to  
(24) 
 Where, αi and αi* are Lagrange multipliers, and satisfy the equality, αi• αi*=0. 
By solving the Lagrange multipliers αi and αi*, the optimal weight vector of the 
regression is expressed as: 
(25) 
Then the regression is: 
(26) 
The nsv denotes the number of total support vectors. For ε-insensitive SVR, the 
vectors in the tube are not considered as support vectors. The training vectors, whose 
corresponding coefficients (αi-αi*) are non-zero values, have approximation error 
equal or larger than zero (on or outside the tube). Only these vectors are called 
support vectors. That means SVR do not need all training data as support vector, only 























































  K(xi,xj) is the Kernel function, which is the inner product of two vectors xi and 
xj in the feature space, φ(xi ) and φ(xj), meaning that K(xi,xj)= φ(xi)• φ(xj). The kernel 
function is intended to handle any dimension feature space without the need to 
calculate φ(x) accurately. Any function can satisfy the Mercer’s conditions then can 
perform the non-linear mapping. Common kernel functions used in SVR are listed in 
Table 18.  
Table 18: Common Kernel functions 
 
Kernel Function Formula 
Polynomial  
Gaussian Radial Basis Function  
Exponential Radial Basis Function  
Multi-layer Perceptron  
Fourier Series  
B Splines  
Based on the understanding of the concepts of SVR, Figure 45 summarizes the 
procedures of SVR modeling [108]. In the training process, training data is used to 
obtain a model including the solutions of ω and b, support vectors, and all the 
corresponding mapped vectors in feature space. Support vectors are a subset of 
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training data. When a new vector is input to the model, it is mapped into the feature 
space by φ(X), and then the dot product of φ(X) with each existing mapped vectors in 
the feature space φ(Xi) obtained from training data are calculated. These two 
processes are conducted by kernel function, K(X,Xi), the output is the summation of 
the weighted dot products and the constant item b. The entire process is similar to 
regression in a neural network. The advantage over neural network is that SVR does 
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For the prediction model of univariate time series data, such as trip time or 
resistance after reset, the inputs data are past values, the lagged observations of the 
time series, while the outputs are the future values, shown in equation (27) 
(27) 
Table 19: Input and output pattern transformation for training data and process for n-
steps-ahead prediction 
 
 Index of Pattern 
(i) 
Input Vector Xi Output (Target 
or Prediction) 
Training 
1 x1, x2, x3, …, xp xp+1 
2 x2, x3, x4, …, xp+1 xp+2 
3 x3, x4, x5, …, xp+2 xp+3 
   




t+1 xt-p+1, xt-p+2, xt-p+3, …, xt x’t+1 
t+2 xt-p+2, xt-p+3, xt-p+4, …, x’t+1 x’t+2 
t+3 xt-p+3, xt-p+4, …, x’t+1, x’t+2 x’t+3 
   
t+nstep x(’)t-+nstep-p, …, x’t+nstep-2, x’t+nstep-1 x’t+nstep 
Where data vector X: {xt-1, xt-2, …, xt-p} is the input data, which is p lagged 
values, while xt is output or target. After training data is selected, it must be 
transformed into the certain XY pattern, in which X is the input vector and Y is the 
target, by a moving fixed-length window. The lag, which represents the number of 
















previous data or the length of the window, must be determined first. The 
transformation of the training data if the lag is p is shown in Table 19. Unfortunately, 
no systematic methods have been proposed to select the lag value.  
6.2.2 Cross validation SVR (CVSVR) 
In this thesis, Gaussian RBF is selected. It has only one variable to be 
determined, which can simplify the optimization of the model. In addition, SVR using 
RBF has excellent nonlinear regression ability. Four parameters, C, ε, σ, and lag, 
should be determined before the application of SVR model. Cross validation (CV) 
method has been used to select a proper C, ε, and σ for SVR. But the selection of lag 
value has not been considered in literature. In this thesis, all of four model parameters 
including the lag were selected by CV process. 
Transformed Training data
Subset 1 Subset 2 Subset k… 
Subset iRemaining k-1 subsets
Train SVR model
Trained SVR model



























Figure 46 shows the procedure using k-fold CV to select parameters for SVR. 
For each model set (C, ε, σ, lag), k-fold CV is used to calculate the prediction 
accuracy. When the accuracy reaches the criteria, the SVR model with that parameter 
set is used to predict the output of new input data. Before the k-fold CV process, the 
training data should be transformed (shown in Table 19) based on the value of lag. In 
k-fold CV, the transformed training data set is split into k equal or nearly equal sized 
subsets, then an iterated process is conducted to calculate the prediction accuracy. In 
each iteration, one subset is selected as validation data, and the other k-1 subsets are 
used as training data to train the SVR model. The trained SVR model then is working 
on the validation data to predict the output for each input. The accuracy of prediction 
in the ith iteration is calculated by mean squared error (MSE), shown in equation (28): 
(28) 
Where nVal is the number of validation data.  
After k iterations, the prediction accuracy of the SVR model with the parameter 
set (C, ε, σ, lag) can be calculated by equation (29): 
(29) 
When the MSEfinal reaches the stop criteria, which can be defined as the minima 
of the MSEfinal, the selection process is stopped and the SVR model with the 
corresponding parameter set is the final trained model, which is used for the 






















parameter set is input to the CVSVR to repeat the process. Table 20suggests the range 
of each parameter and how the CV updates the model set.  
Table 20: Ranges of SVR model parameters 
 
Parameter Range Start value Interval 
Log2(C) -10 ~10 -10 0.5 
ε 0.01 ~ 0.2 0.01 0.01 
Log2(σ) -10 ~10 -10 0.5 
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Figure 47: MW-CVSVR procedure 
For failure prediction, training data for CVSVR modeling should contain the 
latest degradation features as much as possible. Using the developed MW training 
updating based prediction method in this thesis, a MW-CVSVR model was 




Initial training data is transformed (shown in Table 19) and then used by k-fold 
CVSVR to select an optimal model parameter set for SVR. Then the training data is 
transformed again based on the optimal model parameters and used to train the SVR 
model, in which process the support vectors are identified and the coefficients and 
bias item are calculated. The n-steps-ahead predictions then can be calculated by this 
trained model. If any of the n-steps predictions reaches the threshold, alarm is 
triggered and a failure is predicted. If all the n predictions do not reach the failure 
threshold, a conclusion should be drawn to state that the fuse would not fail in the 
future n cycles. And then the training data for the prediction model should be updated 
by a MW method (double-side MW or extending window method) when the actual n 
observations are obtained. A new optimal model parameter set should be selected by 
cross validation process again. The model with the updated optimal model parameters 
should be trained by the updated training data to conduct the next n-steps-ahead 
predictions. This process is repeated until a failure is predicted. The prediction error 
is estimated by the residuals between the training data and its estimations. The actual 
application shows that the residuals are normally distributed. This MW-CVSPRT can 
always give the n-steps-ahead prediction to determine if failure will occur in near 
future, and the RUL prediction may be much closer to the actual failure.  
6. 3 Prognostics of PPTC Resettable Fuses Using MW-CVSVR 
The result of using MW-CVSVR on the failure prediction based on trip time 
data of PPTC fuses under -10°C condition is demonstrated in this section. Anomaly 




3000 cycles). So the prediction could be start at this point. The first 30 data points 
were used as the initial training data for MW-CVSVR. Gaussian radial basis function 
was chosen as the kernel function for MW-CVSVR and 3-fold cross validation was 
used to select the model parameters (C, ε, σ, lag).  
The accuracy of prediction is affected by the number of steps, n, and the MW 
methods (DMW and EW). The number of steps, n, also determines the number of 
predicted data in the future and the number of data used to update the training data (or 
steps in the window moving). The selection of n should be considered with a balance 
between the prediction error and the prediction distance. Figure 48 shows MSEs of 
predictions with different prediction steps, from 1 to 10, and different MW methods 
(DMW and EW) for trip time under -10°C conditions. Figure 49 shows the MSEs of 
predictions with different prediction steps and MW methods for minimum resistance 
after reset under -10°C conditions. Based on these two figures, 5-steps-ahead 


































Figure 49: MSEs vs. number of prediction steps (min. resistance after reset, -
10°C). 
For comparison of accuracy for all conditions, 5-step-ahead prediction and 10-
step-ahead prediction were conducted by MW-CVSVR. Both double-side MW 
updating and extending window updating methods were applied on this data. Figure 
50 to Figure 53 are examples of 5-step-ahead prediction using double-side MW 
updating and extending window updating methods at different moments, in which the 
Figure 50 and Figure 51 are the predictions at the start moment, and Figure 52 and 
Figure 53 show the predictions when failure occurred based on the failure criteria. 
The predicted failures were exact the same with the actual failure, but the failures 
were predicted in 3 points (300 cycles) in advance.  
The accuracy of prediction was evaluated by comparing the prediction results 
of all the n-steps-predictions at different moments with the original data, shown in 
Figure 54, Figure 55, Figure 56, and Figure 57. The figures indicate that the MW-




were close to the original data. Different training data updating methods and different 
prediction steps have different prediction accuracy. By comparing the MSE of 
different prediction methods, 5-step-ahead prediction with 5-step extending window 
training data updating had the best performance for the trip time data under -10°C 
condition.  
Table 21 summarizes the prediction results for the trip time and resistance after 
reset under all conditions. The figures of the applications using MW-CVSVR model 
on trip time and resistance after reset under all the conditions are shown in Appendix 
C. The failure criteria for trip time for each environmental condition are defined as 
the 25% increase or decrease of the mean of the trip time used as training data for 
anomaly detection, shown in Table 17. The failure criteria for minimum resistance 
after reset (MinR) is defined as the 25% increase of the mean of the MinR values 
used as the training data for anomaly detection, shown in Table 17. The prediction 
results show that n-steps-ahead predictions by MW-CVSVR can capture the trends of 
the data and the predicted failures were very close to the actual failure. The alarmed 
cycles that were the number of cycles when the prediction was conducted were not 
later than the actual failures. It means that the n-steps-ahead prediction using MW-
CVSVR can predict the actual failure in advance but not too early. It is also shown 
that 5-step-ahead prediction was better than 10-step-ahead prediction based on the 
MSE values.  
Table 22 shows the comparison of 5-step-ahead prediction using MW-CVSVR 




training data. The MSEs of MW-CVSVR are smaller than those of MW-SVR. The 
alarmed cycles by MW-CVSVR are earlier than the actual failures while MW-SVR 
failed to predict some of the conditions. The comparisons indicate that the MW-
CVSVR have much better performance than MW-SVR because of the contribution 
from dynamic model parameter optimization for each training data updating.  
6. 4 Summary  
Moving window based dynamic model parameter optimization (MW-DMPO) 
n-steps-ahead prediction method was developed in this chapter. This method keeps 
updating the training data by a moving window to contain the latest data so that the 
latest degradation information can be captured by the model. This method also 
optimizes the model parameters for the data trending models for each updating of the 
training data to ensure its high performance. As a case study of the developed MW-
DMPO method, a moving window based cross validation support vector regression 
(MW-CVSVR) was developed for the prediction of PPTC resettable fuses. The cross 
validation technique solved the model parameter selection for SVR including the lag 
value. The application of MW-CVSVR on the PPTC resettable fuse shows that the 
developed method worked well on the prediction. The MW-DMPO method can be 
extended to apply on any data trending and regression methods, such as ARIMA and 
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Double-side 5 5 75 78 
79 
0.013 
Extending 5 5 75 77 0.007 
Double-side 10 10 70 80 0.032 
Extending 10 10 80 81 0.027 
MinR 
Double-side 5 5 100 105 
108 
1.3E-06 
Extending 5 5 95 98 9.58E-07 
Double-side 10 10 105 107 2.34E-06 
Extending 10 10 95 98 2.05E-06 
RT 
TT 
Double-side 5 5 120 121 
121 
0.02 
Extending 5 5 120 122 0.015 
Double-side 10 10 110 116 0.076 
Extending 10 10 120 121 0.076 
MinR 
Double-side 5 5 115 117 
122 
1.96E-06 
Extending 5 5 115 119 1.86E-06 
Double-side 10 10 115 117 3.06E-06 
Extending 10 10 115 119 3.23E-06 
60°C 
TT 
Double-side 5 5 
No failure based on failure criteria 
3.8E-04 
Extending 5 5 3.6E-04 
Double-side 10 10 5.1E-04 
Extending 10 10 6.6E-04 
MinR 
Double-side 5 5 165 166 
167 
8.02E-07 
Extending 5 5 165 166 6.47E-07 
Double-side 10 10 165 166 1.61E-06 






Double-side 5 5 
No failure based on failure criteria 
4.8E-03 
Extending 5 5 1.1E-02 
Double-side 10 10 7.9E-03 
Extending 10 10 1.2E-02 
MinR 
Double-side 5 5 120 125 
126 
4.06E-06 
Extending 5 5 125 126 5.59E-06 
Double-side 10 10 115 125 6.86E-06 




























DMW 0.013 0.02 75 75  78  80  
79 
EW 0.007 0.01 75 75  77  78  
MinR 
DMW 1.3E-06 1.45E-06 100 115  105  116  
108 
EW 9.58E-07 2.4E-06 95 120  98  121  
RT 
TT 
DMW 0.02 0.03 120 125 121 126 
121 
EW 0.015 0.04 120 125 122 126 
MinR DMW 1.96E-06 2.0E-06 115 125 117 127 122 
EW 1.86E-06 7.33E-06 115 150 119 152 
60 °C  
TT DMW 3.8E-04 4.6E-04 No failure based on failure criteria  
EW 3.6E-04 8.5E-04 
MinR 
DMW 8.02E-07 9.0E-07 165  165  166 170  
167 
EW 6.47E-07 8.12E-07 165  170  166 171  
85 °C  
TT DMW 4.8E-03 5.0E-03 No failure based on failure criteria  
EW 1.1E-02 1.15E-02 
MinR 
DMW 4.06E-06 5.39E-06 120  125 125 126 
126 




Chapter 7: Contributions and Future work 
Contributions of this thesis include the following:  
1) Determined the failure precursor parameters for PPTC resettable fuses, shown 
in chapter 3. Potential precursor parameters were determined by failure modes, 
mechanisms, and effects analysis (FMMEA), and then a series of experiments 
were conducted to verify these parameters. Trip time, resistance after reset, and 
surface temperature have been determined as precursor parameters for observed 
failures, including the cracks at the coating and solders, gaps between different 
parts of the fuse, and the performance shifting of the fuses, such as tripping 
faster and faster and the resistance becoming higher and higher. These precursor 
parameters should be monitored when testing or in the actual application. Other 
parameters, including the maximum resistance during trip endurance and the 
resistance in aging test did not exhibit obvious changes (<5% of the initial 
values) under all test conditions. They are not considered as failure precursors. 
2) Determined the causes of the observed failures for PPTC resettable fuses 
considering the interconnections of different parts in the fuse, shown in chapter 
4. A series of failure analyses, including the heating process analyses by 
infrared camera, the interconnection analyses by cross-section and ESEM, the 
analyses of microstructures of carbon black(CB)/polyethylene (PE) composite, 
the thermal property analyses of CB/PE composite, and the CTE analyses of 
different parts of the component were conducted. The gaps between coating and 




for decreases in the trip time. Aside from the gaps, the increases in the 
crystallinity of CB/PE composite are the main causes for the increases in the trip 
time. The agglomeration of the CB particles is one of the main causes for the 
increase in the resistance after reset. With the increases in the cycle numbers, 
the cracks at the solder and the gaps between foil and CB/PE composite will 
control the increases in the resistance and finally cause an open of current.  
3) Developed an in-situ anomaly detection method using cross validation 
sequential probability ratio test (CVSPRT), shown in chapter 5. The cross 
validation was used to select optimal model parameters for SPRT to reduce the 
false alarm and missed alarm probabilities. The value of the approach is that 
CVSPRT can be extended to conduct in-situ anomaly detection for any 
conditions if the training data is available and the SPRT index can be calculated.  
4) Developed a moving window (MW) based dynamic model parameter 
optimization (MW-DMPO) n-steps-ahead prediction method, shown in chapter 
6. This method involves the latest monitored data by a moving window to 
update the training data for data trending and regression models to capture the 
latest degradation information, and for each updating of the training data, the 
model parameters are optimized by the dynamic model parameter optimization 
methods. Besides being used in the support vector regression (SVR) in this 
thesis, the developed MW-DMPO method can be extended as general training 
data updating methods for data trending and regression models, such as ARIMA 




5) Developed a moving window cross validation SVR (MW-CVSVR) for n-steps-
ahead prediction, shown in chapter 6. In MW-CVSVR n-steps-ahead prediction, 
the CV method is used to optimze model parameters for SVR including the lag 
value and then train the SVR model. The trained SVR model predicts n values 
of the monitored precursor parameter in the future. MW method is used to 
update the training data to ensure the SVR model capture the latest degradation 
features. MW-CVSVR was used on trip time and resistance after reset to predict 
the failures of PPTC resettable fuses in this thesis. The results of 5-step-ahead 
predictions and 10-step-ahead predictions using MW-CVSVR showed that the 
MW-CVSVR can capture the trends of the data and predict the failures 
accurately and not too early. MW-CVSVR can be used as a general method for 
nonlinear data regression. 
Future work may include the following: 
1) Determine the failure mechanisms of PPTC resettable fuses and develop PoF 
models to predict failures. The mechanisms of the polymer positive are complex 
and highly depend on the composition of the composite and the usage 
conditions. More experiments and analyses are required to reveal and model the 
formation of cracks and gaps, diffusion and aggregation of the CB fillers, and 
the changes in the properties of the polymer matrix.  
2) Develop a methodology to dynamically choose the double-side moving window 
training or extending window training for prediction.  
3) Develop a method to evaluate the uncertainty of the moving window based 




the sensing, training, and modeling. For MW-CVSVR, the errors from the 
training data can indicate the prediction uncertainty in some degrees; however a 




Appendix A: Results of Failure Analyses 
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Figure 58: Typical IR pictures of a new sample 
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Figure 60: Typical IR pictures of tested sample (RT, trip cycle) 
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Figure 63: Typical microstructure of CB and PE of tested samples (-10°C, aging, freeze fractured) 
 






Figure 65: Typical microstructure of CB and PE of tested samples (RT, aging, freeze fractured) 
 





Figure 67: Typical microstructure of CB and PE of tested samples (60° C, aging, freeze fractured) 
 
 







Figure 69: Typical microstructure of CB and PE of tested samples (85°C, aging, freeze fractured) 
 






Figure 71: Typical microstructure of CB and PE of tested samples (-10°C, aging, etched by Argon 
ions) 
 







Figure 73: Typical microstructure of CB and PE of tested samples (RT, aging, etched by Argon ions) 
 






Figure 75: Typical microstructure of CB and PE of tested samples (60 °C, aging, etched by Argon 
ions) 
 






Figure 77: Typical microstructure of CB and PE of tested samples (85 °C, aging, etched by Argon 
ions) 
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