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Abstract
Robots have always been touted as powerful tools that could be used effectively
in a number of applications ranging from automation to human-robot interaction.
In order for such systems to operate adequately and safely in the real world, they
must be able to perceive, and must have abilities of reasoning up to a certain level.
Toward this end, performance evaluation metrics are used as important measures.
This research work is intended to be a further step toward identifying common
metrics for task-oriented human-robot interaction. We believe that within the con-
text of human-robot interaction systems, both humans’ and robots’ actions and
interactions (jointly and independently) can significantly affect the quality of the
accomplished task. As such, our goal becomes that of providing a foundation
upon which we can assess how well the human and the robot perform as a team.
Thus, we propose a generic performance metric to assess the performance of the
human-robot team, where one or more robots are involved. Sequential and parallel
robot cooperation schemes with varying levels of task dependency are considered,
and the proposed performance metric is augmented and extended to accommodate
such scenarios. This is supported by some intuitively derived mathematical mod-
els and some advanced numerical simulations. To efficiently model such a metric,
we propose a two-level fuzzy temporal model to evaluate and estimate the human
trust in automation, while collaborating and interacting with robots and machines
to complete some tasks. Trust modelling is critical, as it directly influences the in-
teraction time that should be directly and indirectly dedicated toward interacting
with the robot. Another fuzzy temporal model is also presented to evaluate the
human reliability during interaction time. A significant amount of research work
stipulates that system failures are due almost equally to humans as to machines,
and therefore, assessing this factor in human-robot interaction systems is crucial.
The proposed framework is based on the most recent research work in the areas of
human-machine interaction and performance evaluation metrics. The fuzzy knowl-
edge bases are further updated by implementing an application robotic platform
where robots and users interact via semi-natural language to achieve tasks with
varying levels of complexity and completion rates. User feedback is recorded and
used to tune the knowledge base where needed. This work intends to serve as
a foundation for further quantitative research to evaluate the performance of the
human-robot teams in achievement of collective tasks.
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Human-robot interaction is the interdisciplinary study of interaction dynamics be-
tween humans and robots. It involves such disciplines as: artificial intelligence,
natural language understanding, psychology, communication, and ethics. It ad-
dresses how humans interact with robots, and how best to design robotic systems
that are capable of accomplishing interactive tasks in human environments safely
and effectively [4].
Human-robot interaction has recently been receiving considerable attention due
to the rapid advances in the field of robotics - advances focused on endowing robots
with higher-level cognitive capabilities. These capabilities include the ability to rea-
son, act, and perceive in dynamic, partially known, and unpredictable environments
in a robust manner, by naturally interacting with humans. This allows robots to
perform complex tasks within highly uncertain environments, such as in the area
of urban search and rescue [5] [6], assistive robotics [7] [8], and police and military
[9], to name a few.
Many systems have been implemented toward achieving this goal, but run the
risk of being ignored if appropriate benchmarking procedures - allowing comparing
the actual practical results with reference to standard accepted procedures - are
not in place. Therefore, developing a generalized set of metrics that assess the
performance of the human-robot system becomes crucial.
For several years, and in many technical fields, a wide range of performance metrics
were used by the research community. Such metrics lacked generalizability due to
a bias toward application-specific measures. Each metric was addressed to satisfy
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a specific application’s needs, and were thus incomparable. More attention was
then devoted to the core questions of the field in order to develop a common set
of performance metrics; the goal became to present a set of common metrics that
can assess the performance of human-robot teams. However, the incredibly diverse
range of human-robot applications significantly increased the difficulty in defining
such common metrics. Therefore, it may not be feasible to identify metrics that can
accommodate the entire application space, as most metrics do not translate well
between domains or even sub-domains [10]. And hence, it may be necessary to rely
on measures that at least provide the benefits afforded by familiar methods and
scoring, even when they don’t ensure comparability across the whole application
space.
The best-known performance metrics presented in the literature are those that
measure task effectiveness (TE) [11], [12]. A TE metric is some measure of how
well a task is actually performed. Such metrics can be classified as [13]:
 time-based metrics that measure the speed of performance, or the time
needed for a successful completion of a specific task.
 error-based metrics that attempt to estimate or measure the number of
mistakes or damage occurred while completing a task.
 coverage-based metrics that estimate how much of some larger goal is
achieved.
Situation awareness also finds itself as another emerging metric used in the litera-
ture to assess system performance. Situation awareness is a field of research that
commonly examines the information requirements of humans for special jobs such
as facility monitoring or flying aircraft [14]. Endsley [15] defines situation aware-
ness as ''the perception of the elements in the environment within a volume of time
and space, the comprehension of their meaning, and the projection of their status
in the near future''.
Many other metrics have been presented in the literature, however most of them
are domain-specific measures. Examples of such metrics are the ones addressed to
assess the performance of assistive robotics systems, such as systems that help peo-
ple with autism spectrum disorder, provide elders with care and assistance, as well
as other assistive systems such as intelligent wheelchairs, assistive robotic arms,
and external limb prostheses [16].
2
1.1 Motivation
The field of performance evaluation metrics has been capturing a lot of recent
attention, especially with the fast growth in the fields of cognitive robotics and
human-robot interaction systems. This work is motivated by:
 the emergence of many systems that are implemented toward achieving higher
order functions through learning, development, and human-machine interac-
tion, which run the risk of being ignored, if appropriate benchmarking proce-
dures are not in place. Therefore, presenting a generalized metric framework
that assesses the performance of the human-robot system becomes crucial.
 the lack of a generalized set of performance metrics that can span much
of the robotics and human-robot interaction application space, where most
presented metrics are biased toward some specific application design, and do
not translate well to other applications.
 the lack of performance evaluation measures that assess the performance of
the human and the robot as a team. Typically, research that focuses on perfor-
mance assessment of systems integrating human and robot tends to disregard
the capability of one of the agents. Although research in human-robot perfor-
mance assessment is expanding, approaches that integrate the contributions
of both human and robot agents have been minimally addressed. We attempt
to address these limitations by developing a systematic approach to assess sys-
tem performance of human-robot systems in achievement of collective tasks.
In this work, a framework is developed in which robots become functional
tools that assist the human, rather than replacing the human operator [17].
This effort is driven by the belief that machine learning, especially when im-
plemented in complex integrated systems, needs to be evaluated on realistic
tasks with a human in the loop [18].
 the lack of empirical and mathematical representational models for a common
evaluation metric that assesses the performance of the human-robot team,
where one or more robotic agents can be involved in the task completion
process, and where such involvement can be sequential or parallel, and with
varying levels of task dependency.
3
1.2 Objectives and Contributions
Several objectives and contributions are addressed in this thesis, the main ones
being:
 proposing a further step toward generalizing a common performance metric
framework for assessing human-robot team performance. Previously, a wide
range of performance metrics were proposed in the literature, however, such
metrics lacked generalizability due to a bias toward application-specific mea-
sures. In addition, most research focused on assessing the performance of
either robots or humans, and ignored the capabilities and limitations of the
other team member. Therefore, this work provides a foundation upon which
we can assess how well the human and the robot perform as a team. Two
crucial factors are therefore addressed: the human trust in automation, and
the human reliability.
 proposing a two-level trust evaluation model which evaluates and assesses the
human trust in automation. Modelling this key factor is essential in deter-
mining the nature of the relationship between the human user and the robot.
Our proposed model combines the advantages of fuzzy logic and finite state
machines to best model this phenomenon. The model significantly reduces the
system complexity and the size of the knowledge base by grouping perceptions
into first- and second-order.
 proposing a time-based human reliability assessment model that uses a fi-
nite fuzzy state machine to estimate the human reliability state. First-order
Sugeno-like consequents are used for defuzzifying the active human reliability
states. First-order consequents were used because human reliability degrades
naturally with time even when the task complexity is simple and imposes only
light physical and cognitive loads on the human operator.
 proposing intuitively-derived mathematical models that generalize our pro-
posed common performance metric to accommodate for multi-robot systems
- in which multiple robots cooperate, with the guidance of a human operator,
toward completing some tasks. Such cooperation can occur in sequence or in
parallel, and at different levels of dependency. All scenarios are considered,
and an intuitive extension of our proposed common metric is presented, and
supported with experiments and simulations.
 proposing an application robotic platform, in which robots and human users
cooperate toward achievement of collective tasks, with varying levels of com-
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plexity and success. User feedback is noted at all times, to best model the
human expert’s knowledge and tune rules where needed.
Detailed descriptions of each of the presented objectives and contributions are ad-
dressed throughout this thesis.
1.3 Thesis Organization
The remainder of this thesis is organized as follows: chapter 2 reviews recent ad-
vances in the area of robotics and human-robot interaction, along with the state of
the art of human-robot performance metrics presented in the literature, with some
more focus on some important ones that we will make use of throughout this work.
Chapter 3 provides a detailed description of the generic proposed performance met-
ric framework, and its different building blocks. Following that, some important
concepts and definitions that will be essential for subsequent sections are presented.
Then, we present our new proposed ''human trust in automation model'', followed
with our proposed ''human reliability''model. This chapter also discusses the exten-
sion of the proposed metric to accommodate for multi-robot systems. Sequential,
parallel, dependent, and independent types of interaction between the different
robots are addressed. Chapter 4 discusses some preliminary simulation results of
the proposed framework. Chapter 5 describes the experimental setup along with the
detailed implementation of the application robotic platform. Chapter 6 presents
further experimental results that support the validity and the correctness of the
proposed knowledge base. Finally, chapter 7 concludes this thesis by summarizing





The design of performance metrics for task-oriented human-robot interaction sys-
tems is basically concerned with systems whose performance is to be evaluated and
assessed, and then compared with other systems from similar or different appli-
cation domains. Typically, the main agents of such systems are the robots and
the human users, which cooperate toward accomplishing some collaborative tasks
as a team. The importance of developing performance metrics emerges from the
rapid growth in the fields of robotics and human-robot interaction (HRI) systems.
Therefore, in the next sections, not only will the state of the art performance met-
rics discussed in the literature be outlined, but we will also present the state of
the art advances in the areas of robotics and HRI systems, and hence emphasizing
the importance of designing a generalized set of metrics that is able to assess such
performance.
2.1 Advances in Robotics and Human-Robot In-
teraction Systems
Research on robotics has experienced an exponential growth in terms of theoretical
foundations [19], [20], [21], and design of various higher-order abilities for robotic
systems [22], [23], [24], [25], [26], [27], [28], especially in recent years. Unlike tra-
ditional robots, where the user gives the instruction and waits for the completion
of the task, most of today’s robotic systems require a high level of interaction be-
tween the robot and the human, especially for applications related to health care
6
and services in general. In some robotics design methodology, systems are formed
by a small group of robots, each with specific and limited functionality and working
collectively. These robots will each cooperate with the user and with each other to
provide a powerful and robust system. The robot and the user must then be able
to communicate and cooperate in a straightforward manner. The robotic system,
in an optimal way, should combine the intelligence of the operator as well as the
artificial intelligence it was given in order to optimize its actions [29]. This requires
effective communication between the robot and the operator through an interface.
The interface must be capable of indicating the intentions or internal state of the
robot to the user and enabling the user to send commands to the robot using nat-
ural ways (e.g. intuitive verbal commands and various somatic gestures) [30], [31].
In case of collaborative robots, robot-to-robot communication is required, which is
more challenging to define. Kawamura [32] proposes to do it in such a way that
the user is able to monitor the operation of the system and intervene at any point.
Such natural multimodal human-robot interaction has been growing fast for the
last few decades. Interaction between humans and robots is crucial. This interac-
tion is facilitated when proper visual and tactile sensing are combined, and human-
robot communication is based on natural language, which is of central importance
especially in the field of human friendly robots and humanoids. Thus, robots are
required to be able to perceive, understand, and learn from all the modalities used
by humans during face to face interaction, and act accordingly [33]. In fact, speech
comes to be one of the most prominent tools used by humans. Pointing gestures,
facial expressions, head poses, gaze, eye contact, and/or body language are all of
great importance, and should be included in such modalities [34].
Speech-based interaction is prominent in man-machine interaction, but alone it
is not sufficient. Vision-based interaction to recognize gestures, and vision capabil-
ities for real world information about the objects mentioned in the speech, come
to be of similar importance and tend to complement the speech information [35],
[36], [37]. Throughout the way, natural human-robot communication, combined
with appropriate vision systems, can help the robot to navigate and learn from
its environment, including humans. Take the scenario where we choose to repre-
sent and classify objects according to their attributes, such as colour and shape.
The vision system seeks to locate regions in the surroundings that share similar or
identical attributes to those of the target object. Assuming that a tennis ball is
represented as a yellow-coloured round object, when the robot is asked to get the
tennis ball, colour segmentation and shape detection processes will be initiated by
the robot. If such a yellow round object is detected, the robot prompts the user
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for a speech confirmation about the successfulness of the mission. Otherwise, the
robot can communicate to the user about its current visual results through speech,
along with any possible previous and/or current difficulties faced during the search
process, and wait to see if the user’s reply may provide further details that help to
recognize the object [38]. Another possible scenario could emerge when the robot
spots two possible tentative candidates, thus, prompting the user for further infor-
mation about the actual location of the object.
Visual perception of some attributes related to the user himself, such as his lo-
cation, posture, and focus of attention, can be at the same level of importance, and
used to solve ambiguity in the user’s speech, and to understand the human intention
within a dialog situation. One example could be when the user commands the robot
to ''take this to the kitchen''. In this situation, the robot needs to understand what
''this''means or points to. Therefore, the 3D positions of the user’s head and hands
could be extracted, along with their head orientation and the directions of the point-
ing gestures in order to precisely determine the user’s line of sight and locate the
object ''this''. Such a process is highly motivated by the fact that humans tend to
look at the pointing target while performing the gesture, and speaking about it [39].
Human-robot interaction is becoming a key part of today’s technical systems. It
is the interdisciplinary study of interaction dynamics between humans and robots,
with contributions from the fields of human-computer interaction, robotics, artificial
intelligence, and natural language understanding, and the principles of psychology,
communication, and ethics. It addresses how humans interact with robots, and
how best to design and implement robotic systems that are capable of accomplish-
ing collaborative tasks in human environments safely and effectively [4]. This field
of human-robot interaction has been recently receiving considerable attention in
the academic community due to the rapid advances in the field of robotics. This
has made it possible to use robots in a growing number of roles, not only in in-
dustrial and factory automation, but also in search and rescue, social and home
services, entertainment, rehabilitation and medical care, military, and exploration,
where robots are becoming more involved in increasingly more complex and less
structured tasks and activities, that require indispensable interaction with people
to complete the required tasks.
Much work is being directed toward the goal of designing human-friendly robots
that can be safely operated and easily instructed. Vision, touch, and natural lan-
guage are major components in realizing such human-friendly robots, and each one
of them is being studied independently as they represent research areas in them-
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selves [40]. Jijo-2, for example, a talking mobile robot, is able to build a probabilis-
tic map of its office environment by acquiring missing location information through
conversational dialogues with people using speech, and vision for navigation [41].
Recent advances in robotics and human-robot interaction have made it possible
to design mobile robotic systems to aid rescue workers in urban search and rescue
(USAR) operations [5], [6], [42], [43], [44], in which the fundamental purpose is to
find and rescue victims (when a natural or anthropogenic disaster strikes) as effi-
ciently and safely as possible, ensuring that human rescuers’ lives are not subjected
to great risk situations. Such conditions usually dictate that not much a priori
information can be precisely given to robots about the environments, which makes
it extremely difficult for robots to autonomously navigate the scenes, identify land-
marks, and find victims. Therefore, a human operator in the loop to help guide
a robot remotely is usually the case in most current applications of mobile robots
in USAR operations. For example, small size robots that may carry cameras, haz-
ardous material detectors, and/or medical payloads, can enter voids which are too
small, dangerous, or deep for a human rescuer, and begin navigating larger voids
that rescue workers are not able to enter until a fire has been extinguished or the
structure has been reinforced, or search ahead of rescue teams, reporting conditions
that may be hazardous [45].
Another major application area of human-robot interaction systems can be found
in service and assistive robotics, which includes a very wide spectrum of appli-
cation domains, such as office/house assistants [7], rehabilitation robots [8], [46],
[47], wheelchair robots and mobility aides [48], [49], manipulator arms for physi-
cally disabled people [50], [51], companion robots [52], and educational robots [53].
In rehabilitation robotics, as in post-operative cardiac surgery recovery [54], or
a post-stroke rehabilitation [8], researchers focus on enabling robots to fulfill the
role of a coach, nurse, or companion, providing personalized encouragement and
guidance, motivating and monitoring the user during the process of rehabilitation
therapy, and guiding users to perform physical therapy exercises. A variety of assis-
tive robotic systems that provide support for those who have age-related challenges
have been also studied [55], [56], [57]. Robots in this area focus on assisting elderly
people achieving physical tasks that they may not be able to do, including getting
in and out of bed, adjusting a bed for maximum comfort [58], and/or doing chores
around the house. A robot like Domo [59] could help elderly or wheelchair-bound
people with simple household tasks like putting away dishes. Other HRI systems
have been used as companion robots in the public areas of nursing homes. Hug-
gable [60], a robot equipped with several sensors to detect different types of touch,
9
NurseBot [56], a robot that is used to guide users around a nursing home, Paro
[61], [62], an actuated stuffed seal that behaves in response to touch and sound,
all attempt to provide the benefits of pet-assisted therapy in nursing homes that
cannot support pets. Other HRI systems are being studied to assist diagnosing and
providing therapy of children with autism spectrum disorders (ASD) [63], [64], [65],
[66], [67], where robots prove to be a more comfortable social partner for children
with ASD than people, providing a possible therapeutic role to improve social in-
teractions and encourage social behaviors, such as talking, dancing, singing, and
playing, with other children or parents.
Other applications of HRI interaction systems emerge in many examples of en-
tertainment robotics, including the use of robots as dance partners [68], [69]. The
police and military have their own share of HRI, where applications include gather-
ing information to support a dangerous task, such as using remote vehicles in front
line areas - to minimize risk exposure to soldiers - or bomb disposal [9]. Robots also
have long been a part of space exploration. For example, the remarkable success
in space robotics includes the exploration of the surface of the moon followed by
more recent NASA success in exploring the surface of Mars [70].
All these facts make it clear that human-robot systems are everywhere nowadays,
conducting tasks that vary from entertaining to cooperating with and serving hu-
mans. This emphasizes the real importance of designing a common performance
metric to judge the effectiveness of the tasks being completed by the robot and
the human as a team; otherwise, most of these systems will run the risk of being
underappreciated or even ignored.
2.2 Literature Review on Existing Performance
Metrics
Many systems have been implemented toward achieving effective human-machine
collaboration or interaction, but run the risk of being ignored, if appropriate perfor-
mance metrics that allow comparing the actual practical results with reference to
standard accepted procedures are not in place. Therefore, presenting a generalized
set of metrics that assesses the performance of the human-robot system becomes
crucial. Mission or task effectiveness (TE) is one of the most popular and best-
known metrics used to evaluate the performance of human-robot teams. It is a
measure of how well a task is actually performed. TE can be (1) time-based that
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measures the speed of performance or the time needed for a successful completion of
a specific task, (2) error-based which attempts to estimate or measure the number
of mistakes or damage occurred while completing a task, or (3) coverage-based that
measures how much of some larger goal is achieved [13]. For example, in driving or
navigation scenarios, task effectiveness might be a measure of the time required to
drive from point A to point B. In search tasks, TE could measure the time needed
to find all targets, and/or the number of targets found in a given amount of time.
In an assault, TE might measure the number of targets destroyed or estimate the
losses taken.
Although successful deployment of TE performance metrics can be found in many
scenarios and applications, such measures face several important problems:
 measures of current task effectiveness can be very misleading. A robot might
currently appear to be effective, but on the overall goal, it might be making
negative progress. For example, a robot might be getting closer to the target
very rapidly and yet be wandering into a cul-de-sac or a dead end from which
it will need to back out [71].
 measures of current task effectiveness fail to provide insights into the process
that leads to the final mission-related output; hence, focusing on just the
mission effectiveness makes it difficult to extract information to detect design
flaws and to design systems that can consistently support successful mission
completion [13].
 measures of current task effectiveness are not sufficient to understand team
performance issues and to identify design improvements, and hence additional
metrics are required [72].
 measures of current task effectiveness can be highly task-specific: for example,
task completion time fits many robotic applications, such as retrieving an
object with a robotic manipulator, or navigating from point A to point B.
However, it may not suit other applications, such as a range of motion exercise
in the rehabilitation of an upper limb [16].
Situation awareness also finds itself as another emerging metric used in the literature
to assess systems performance. Endsley [15] defines situation awareness as ''the
perception of the elements in the environment within a volume of time and space,
the comprehension of their meaning, and the projection of their status in the near
future''. Following this definition, we can notice that Endsley defined three levels
for situation awareness [73]:
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 perception: basic perception of important information. This ability allows
the robot to receive multi-sensory input from the external environment. At-
tention is the main mechanism required in this process, which adopts only
that portion of input stimuli which is relevant and useful with respect to the
current target and context of the robot. Successful operation of the robotic
system is highly influenced by the efficiency of the attention mechanism de-
ployed, as it avoids the system being flooded with an enormous amount of
unnecessary information. Furthermore, perception is connected to all other
components of the system, and is therefore capable of sensing the internal
state of robot, a central requirement of realizing self-awareness capability in
intelligent robots.
 comprehension: correct interpretation and integration of perceptions as well
as relevance assessment. This level is highly related to knowledge representa-
tion, where a well-designed knowledge representation scheme facilitates ease
of information storage and retrieval and performing inference to obtain new
information from learned or embedded data. The exact form of knowledge
representation, however, is still a matter of debate.
 projection: the ability to reason and predict future situations based on current
perceptions and background knowledge. This component is comprised of a
set of processes functioning simultaneously and potentially interacting with
each other. It involves high-level reasoning where the robot computes how to
perform a given task most efficiently based on its abilities, learned knowledge,
embodiment, and situatedness.
Situation awareness, thus, requires an intelligent robotics system to: (1) have a
properly designed knowledge base that can be queried for known and unknown in-
formation, (2) be aware of its sensors and the kind of information they represent,
(3) deploy an effective attention mechanism that identifies, classifies, and selects
important perceived information based on a current set of goals, which avoids the
system being flooded with an enormous amount of unnecessary information, (4)
have knowledge on information dynamics that allows for reasoning and prediction
of future states based on the current situation and previous knowledge, and finally
(5) have and gather (learn) information beyond their sensory capabilities by co-
operating with other agents for external information acquisition [73]. That said,
task-specific metrics are to be designed in order to assess the performance of each
the mentioned objectives.
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Aside from situation awareness, other studies chose to focus on task-oriented mo-
bile robots. Steinfeld et al. [10] present a set of special metrics that assess five
task categories: navigational, perceptual, management, manipulatory, and social.
By doing so, they believe that: (1) their metrics are broadly applicable to a wide
range of applications, and (2) they can assess the impact of different levels/types of
HRI on performance. Examples of some of the presented metrics are: percentage of
navigation tasks successfully completed, coverage of area, deviation from planned
route, obstacles that were successfully avoided, obstacles that were not avoided,
but could be overcome, absolute and relative judgments of distance, size, or length,
time or effort to confirm identification, detection accuracy for targets within sen-
sor range, degree of mental computation, intervention response time, level of trust,
engagement, and compliance [10].
Many other metrics have been presented in the literature, however most of them are
domain- and application-specific, and lack the generalization aspect, which made
them not comparable due to a bias toward application-specific measures. Exam-
ples of such metrics are those that address assessing the performance of assistive
robotics systems, such as systems that help people with autism spectrum disorder,
provide elders with care and assistance, and other assistive systems such as intelli-
gent wheelchairs, assistive robotic arms, and external limb prostheses [16]. Hence,
designing more generalized performance metrics that can translate well between
applications becomes more important.
The idea of developing a common toolkit of performance metrics and identify-
ing measures that can be used to compare different research results has also been
discussed by other researchers. Olsen and Goodrich discuss six interrelated per-
formance metrics that can lead the design of human-robot interaction systems.
They claim that these metrics are somewhat generic, and together they provide a
framework for assessing the interaction design [71], [74]. Such metrics are: task
effectiveness (TE), neglect tolerance (NT), robot attention demand (RAD), free
time (FT), fan-out (FO) and interaction effort (IE).
 Task Effectiveness (TE): discussed earlier, this metric is a measure of how
well a task is being accomplished by the human-robot team. Several mea-
sures can be used for this purpose; time-based metrics measure the speed
of performance, error-based metrics measure the size of error and damage,
and coverage-based metrics measure how much of the overall goal has been
accomplished.
 Neglect Tolerance (NT): this metric is a measure of how the robot’s current
13
task effectiveness drops over time when being neglected by the user. This
metric is an important measure of the robot autonomy with respect to some
task. Olsen and Goodrich present two ways to measure neglect tolerance.
In the first scenario, neglect tolerance is a measure of the average neglect
time. The robot is placed in a random location in the problem world, and
given a specific task to complete; then the amount of time in which the robot
performs effectively - meaning that the robot is making progress toward the
completion of the final goal before its performance drops below a predefined
effectiveness threshold, as in stopping and not knowing what to do next - is
measured. However, such a measure might be wrong; the robot might seem
to be making progress toward the final goal, when it is just wandering into
a cul-de-sac. Therefore, neglect tolerance is not as simple, as it should also
involve the user interface and the global problem space. Frequently the users
will detect global problems, and will intervene before the robot itself detects
the problem. Therefore, an alternative and more efficient way to measure
the neglect tolerance is to rely on the human’s estimate of the current robot
progress toward completion of the task. In this scenario, NT is a measure of
the time elapsed between the human instruction to the robot, and either a
drop of the robot’s performance below the effectiveness threshold, or the next
human instruction in case the user detects a problem. This leads to a more
logical and accurate measurement of such neglect tolerance metric.
 Robot Attention Demand (RAD): this metric is a measure of how much time
or fraction of the total task time the user must spend toward interacting
with the robot. Interaction effort (IE) is a key component in determining
this metric, as will be addressed shortly. RAD is defined as a relationship
between NT and IE as shown in equation 2.1, where the numerator is the
amount of effort that the user must spend interacting with the robot, and the





 Free Time (FT): this metric is an extension of the RAD notation. It represents
the amount of free time in which the user is not interacting with the robot,
and hence, he/she can spend this free time doing something else, such as
interacting with another robot toward achieving a different task. FT can
be obtained by subtracting the RAD from the total task time, as shown in
equation 2.2.
FT = 1.0−RAD (2.2)
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 Fan-out (FO): this metric is a measure of how many robots a user can operate
and interact with simultaneously and effectively. This metric is defined as the
total task time divided by the time spent interacting with one robot (RAD), as
shown in equation 2.3. The equation shows that NT and FO are proportional,
and hence when the NT increases, FO also increases; however, this is not the








An alternative way to measure FO is by measuring the average number of
robots operating above the effectiveness threshold while interacting with the
human. In this scenario, the user is given a number of robots, and while
the task is being progressively completed, the number of robots operating
effectively is counted, and the FO is reported as the average count of such
robots.
 Interaction Effort (IE): in most cases, IE is a measure of the time required
to interact with a robot, and reducing this factor is a key problem in human-
robot interaction systems. However, defining this metric is not as easy, be-
cause in most scenarios, interaction effort is rather cognitive than physical.
Hence, in order to solve this problem, interaction effort and not only interac-
tion time should be measured: some comparative tools for measuring efforts
and progress should be used. An alternative approach is to experimentally
measure NT and FO, and then approximate the IE using equation 2.3, which





Although the presented set of metrics proposed by Olsen and Goodrich are some-
what generic, they lack focus on two essential factors that largely impact the human-
robot interaction process. Those factors are: human trust in automation and human
reliability. More emphasis on those factors will be presented in subsequent sections.
Therefore, a metric framework that can be generalized should also involve the hu-
man trust and the human cognitive limitations in the human-robot interaction
performance assessment loop [72]. In this work, we intend to present another fur-
ther step toward presenting a generalized common metric, that attempts to model
both the performance of the human and the robot as a team [75], [76], [77], [78].
This model is motivated by Olsen and Goodrich’s work [71], [74] toward designing
a generic metric for assessing human-robot team performance, while addressing all
the shortcomings and drawbacks of the current proposed set of metrics. Toward
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this goal, we model two important human factors that are essential to the human-
robot performance assessment. A two-level fuzzy temporal model to estimate the
human trust in automation level is presented, while another fuzzy temporal model
is also proposed to estimate the human reliability during human-robot interaction
time. Details on architecture and implementation will follow in subsequent sections.
Another important issue that Olsen and Goodrich, among many other researchers,
ignored, is when the robotic system is composed of multiple robotic agents in-
stead of just one. In fact, a one-robot system should be treated differently than
a two-robot system, or a three-robot system. For instance, addressing the RAD
as described by Olsen, would a two-robot system have twice the RAD compared
to a one-robot system? If so, can we still use it as an indicator to how well the
overall system is performing? The answer is short and clear, of course not, be-
cause if we just ignore the fact that these two robots are a part of a bigger system,
working toward achieving a bigger goal, then we are restricting this metric from
being used as a metric to assess the performance of that team. What we need is
a metric to assess the performance of the whole human-robot team, and therefore,
for example, a three-robot system successfully completing its task should have a
performance measure or index that is close in value to that of a one-robot system
that is successfully completing its task as well, although the RAD in the first case
might be nearly three times its value in the second case. Therefore, the perfor-
mance metric should evaluate the overall performance of the whole system, and
be a good indicator of how well the team is performing (the human user and the
robotic system). This means that a special consideration to multi-robot systems
should be also addressed. Several cases emerge from this fact, as these robots can
have sequential or parallel ways of executing their tasks, and with different levels
of dependency; hence, each case should be individually considered. Therefore, in
this work, we also extend and generalize our proposed generic metric framework to
accommodate each of the previously mentioned cases.
2.3 Chapter Summary
Research on robotics has experienced an exponential growth in terms of theoretical
foundations, and design of various capabilities. Unlike traditional robots, where
the user gives the instruction and waits for the completion of the task, modern
systems require a high level of interaction between the robot and the human, where
robots are becoming more involved in increasingly more complex and less structured
tasks and activities that require indispensable interaction with people to complete.
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Therefore, presenting a generalized set of metrics that assess the performance of
the human-robot system becomes crucial.
The idea of developing a common toolkit of performance metrics is discussed by
Olsen and Goodrich, who present six interrelated performance metrics that can lead
the design of human-robot interaction systems [71], [74]. Such metrics are: task ef-
fectiveness (TE), neglect tolerance (NT), robot attention demand (RAD), free time
(FT), fan-out (FO) and interaction effort (IE). Such metrics, however, lack focus
on two essential factors that largely impact the human-robot interaction process:
human trust in automation and human reliability. Therefore, proper modelling of
such factors is crucial. A special consideration to multi-robot systems should be
also addressed. Sequential and parallel robot cooperation schemes with varying




This work builds on top of the work presented by Olsen, and Goodrich [71], [74],
and the most recent state-of-the-art qualitative performance measures in the area of
human-robot interaction. It proposes a common generic metric framework to assess
the performance of the human-robot team. In this chapter, we propose a common
metric, and identify and model the key factors that are crucial to define it. Doing
so, the focus is first drawn to one-robot systems, in which a human user is collabo-
rating with only one robot toward achieving some well-defined tasks. This metric is
then extended and generalized in the subsequent sections to accommodate for the
scenarios where multiple robots can be a part of one bigger system, in which they
collaboratively achieve tasks toward the fulfillment of the final goal. Several cases
are considered in this scenario, where sequential and parallel execution of tasks can
take place, with varying levels of dependency. Such scenarios are addressed, and
appropriate extension models for our presented metric framework are proposed for
each of those cases.
As mentioned before, one big constraint on the fan-out metric is caused by the
limitations of human cognition and memory reliability when interacting with mul-
tiple robots; the user must probably remember not only the current robot situation,
and its corresponding information, but also the interface modes, robot capabilities
and limitations, as well as some history of interaction with that robot, the goal
being worked toward, and/or the fraction of work that has been completed. There-
fore, modelling this human efficiency (or human reliability as we will call it) and
involving it as a key factor in determining a more accurate measurement of FO is
critical.
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Another key factor will also be discussed. In this chapter, we describe the trust
in automation as a key factor for social robots and in assessing team performance.
This factor is essential in determining the nature of the relationship between the
human user and the robot, thus properly modelling it is also essential. In this
work, we focus on both RAD and FO, as we believe that both metrics are missing
important key factors, and should be augmented. Human trust in automation and
human reliability models shall be presented. Fuzzy temporal models are proposed
to estimate the contribution of both key factors in determining the final value of
the generic metric.
3.1 Overall Proposed Metric Framework
In this section, we present our alternative definitions of both the FO and the RAD
metrics by further including the human reliability (HR), and the human trust in au-
tomation (Tr) factors. Modelling both factors will take place in subsequent sections
in this chapter.
3.1.1 Fan-out and Human Reliability
Fan-out, a metric originally defined by Olsen and Goodrich, is a measure of how
many robots with similar capabilities a human can simultaneously and effectively
control and/or interact with. This definition is directly related to the robots’ con-
trol demands, management difficulties during use, and the total cost-benefit ratio
of the robot system [10]. The fan-out metric is defined in terms of RAD as shown
in equation 2.3.
However, there are several cognitive and physical constraints and limitations that
make it hard to measure this fan-out limit. The first limitation is caused by the
task saturation. In this scenario, the task space becomes either too crowded, and
sending more robots will not help increasing the performance, or saturated, mean-
ing that the task is too simple and does not require many robots to achieve, and
hence sending more robots to complete a simple task will not lead to any further
increase in the performance. For example, a task with only two simple targets that
requires only two robots to complete will not be performed better when we send ten
robots to complete this task. Add to this the complexity of having a crowded task
space, which might also negatively affect the task completion. Hence, measuring
this FO factor experimentally becomes a difficult task. The second important and
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critical limitation is based on the human cognitive and physical limitations. When
the task space becomes crowded, the user has probably to remember the current
state information of all the robots, some interaction history, and/or the capabilities
and limitations of each robot. Hence, human reliability becomes a serious issue,
which clearly varies significantly with task complexity, number of subtasks being
completed, mental workload, external and internal burden (such as stressing work
environment - e.g. hot temperature), the psychological and sociological situation
of the human operator, among many other factors. Thus modelling this HR factor
becomes a necessity. Therefore, an alternative definition of the FO metric is pro-
posed as shown in equation 3.1, where HR, a value between 0 and 1, represents the
human reliability, and the ability of the human operator to manage the increased





Human reliability is assumed to be one of the major issues and limitations in mea-
suring the attributed human role in complex human-robot interaction systems. The
reasons behind these limitations are quite obvious, ranging from the many interact-
ing variables such as workload (which is also dependent on many other variables,
such as the environment and task complexity), skill, which also depends on the
level of training that the human operator has been subject to, as well as the levels
of expertise, and many other interrelated factors and variables [79], [80]. Because
of these limitations, human reliability is often measured using experimental simula-
tion settings [81]. In this work, as presented in subsequent sections, we present our
proposed fuzzy temporal model for estimating the human reliability, in an attempt
to include this critical factor in the human-robot team performance assessment
technique. Several important components are to be taken into consideration when
talking about human reliability analysis [81], such as:
 workload associated with the different tasks, and the mental workload re-
quired for managing them. [82]
 task difficulty, which also includes attributes on the physical, physiological,
and sociological situation of the human operator such as stress, fatigue, bore-
dom, family and social problems, and so on [83].
 human skill, which is based on the levels of training, experience, and education
that the user has [84].
 intrinsic error rate, that depends on the constraints and limitations of human
motor sensory, psychological, and cognitive faculties [85].
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 time factors which basically represents the effect of continuous work on per-
formance [81].
 external burden, such as a difficult/harsh working environment, or uncom-
fortable weather conditions [85].
3.1.2 Robot Attention Demand and Human Trust
Olsen [71] defined robot attention demand (RAD) as a measure of the fraction of
total task time that a user must spend interacting with a robot. RAD was defined
as a relationship between neglect tolerance (NT) and interaction effort (IE) as pre-
sented in equation 2.1. Olsen presents a more accurate way to approximate the
value of the neglect tolerance by measuring the time between the human instruc-
tion and either a drop in robot performance below the effectiveness threshold, or
the intervention of the human with another instruction. However, Olsen also states
that in this scenario, this metric is no more independent from the user, thus the
operator’s trust in the robot’s autonomous abilities becomes a critical issue that
can highly influence the interaction process.
In this work, we attempt to determine the true time that an operator has to dedi-
cate to the robot. Therefore, we present an alternative definition of the RAD as a
function of both direct interaction time (DIT) and indirect interaction time (IIT).
The IIT is a direct consequence of trust, and can represent the time being spent
when the robot is being neglected completing some tasks, but still with much of the
user’s attention drawn to it as a result of the operator’s distrust in the machine.
This relationship is shown in equation 3.2, where NT represents the neglect toler-
ance, and Tr is the human operator’s trust in the robot. A two-level fuzzy temporal
model to estimate the trust value will be presented in subsequent sections.
RAD = DIT + IIT = DIT +NT × (1− Tr) (3.2)
Trust is an old phenomenon that has been extensively studied in the literature of
sociology, social psychology and philosophy, because of its importance in societies
and interpersonal relationships. The origins of such work can be found in [86],
[87], [88], [89]. Golembiewski et al. [90] states that ''perhaps there is no single
variable which so thoroughly influences interpersonal and group behaviour as does
trust''[91]. Trust in automation is also not a new concept. It has been also ex-
tensively discussed in the literature by many researchers, especially in the fields of
human-machine interaction [92], [93], [94], [95]. Trust in human-robot teams is a
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key factor in determining the success of such a team, as much as it is significant for
determining the success of a human-human team [96].
Other research studied trust in process-control systems [97], [92], [98], [99]. For
example, Lee et al. [100] examines the relationship between trust in automatic
controllers and the user’s self-confidence in manually operating a simulated semi-
automatic pasteurization plant. Muir et al. [98] present some experimental studies
that examine the relationship between trust and human intervention in a process
control simulation. The results showed that operators’ subjective evaluation of trust
in the machines was based mainly on their perception of the robot’s competence.
Trust significantly dropped when the robot showed slight signs of incompetence,
even when it did not affect the overall objective. There was a high correlation be-
tween operators’ trust and use of the automation, where operators chose to rely on
manual operation when the trust in automation was low. The results also showed
an inverse relationship between trust and monitoring of the automation. Operators
tend to actually neglect the robot when they are not interacting with it, when their
trust in its automation is high. The study also shows that trust slightly changes
with experience, and distrust in one function spreads to reduce trust in another
functions [101]. Similar findings were also reported by Zuboff [102] and Sheridan
[97]. Since then, various researchers have tried to understand the role trust plays
in system performance for a wide range of complex automated systems, such as air
traffic control [103] and antiaircraft warfare [99].
Various other studies studied trust alongside the self-confidence of the human oper-
ator, and found that they correlate [100]. As the user’s self-confidence goes down,
trust in automation goes up, thus resulting in an increased use of the automation;
when self-confidence goes up, trust in automation goes down, resulting in a de-
creased use of automation [96]. Other researchers also tried to formulate a model
for trust between humans and machines. Lee [100] fitted a time series model and
found a relationships for trust in a feedstock pump as shown in equation 3.3, where
T refers to trust, P to productivity, F to fault size, C to some weight coefficient,
and v to residual error. Moray, working with a simulated air-conditioning plant
called SCARLETT, also found similar time series equations [104].
Tn = C1Tn−1 + C2Pn + C3Pn−1 + C4Fn + C4Fn−1 + v (3.3)
These studies make it conclusive that trust is a key factor in determining the type of
interaction between humans and machines, and therefore, has great implications for
their collaborative performance as a team. Several factors lead to trust development
between the operator and the robot; some main ones as reported by Madsen [105]
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are:
 reliability, and the ability of the system to maintain consistent functioning.
 robustness and ability to perform effectively under a variety of circumstances
and external environmental settings.
 familiarity, in terms of employment of procedures that are friendly and famil-
iar to the operator.
 understandability and predictability, meaning that the human operator is able
to formulate a mental model that is able to predict future system reasoning
and behavior.
 clarity of intention, meaning that the system displays and explicitly explains
to the operator its current state and what it intends to do in its next step.
This step is pretty much an explicit explication of the inferred decisions to
the user before taking any further actions.
 technical competence, meaning that the system is able to accurately and
correctly perform the tasks based on the new input information and current
knowledge base.
 integrity, which is the ability of the system to recover from technical failures
with minimal loss and damage.
 personal attachment to the system, as an example when the user finds the sys-
tem suitable to their personal taste, and therefore develop a strong preference
for using it.
 faith, meaning that the user has faith in the system’s future ability to perform
effectively even in unknown or never previously encountered situations. This
factor is highly affected by the reputation of the system itself, which makes
users develop a stronger faith in its ability.
Therefore, and based on the above criteria and factors, we can clearly see that
the trust varies with time depending on the reliability, robustness, technical com-
petence, integrity, and learning capability of the robot. It also depends on the
personal attachment and the faith that each human might have for the designated
robot. It can thus be conclusively stated that the more errors and mistakes the
robot makes, the less trusted it will be by the operator, and vice versa. The more
productivity and utility the robot produces and achieves, the more it will be trusted.
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Add to this the fact that the more the robot is self-aware of its abilities and limita-
tions, human-aware of the human availability and reliability, context-aware of the
task being completed in a certain environment, the more trust it will gain from the
operator.
3.2 Proposed Trust Fuzzy Temporal Model
The previous discussions on trust and its evolution, and all the attempts to quan-
tify this instrumental phenomenon in human-robot interaction teams, make it clear
that coming up with a unique mathematical formula that governs the temporal
behaviour of trust, which is even difficult to measure experimentally, is going to
be far from the truth, unrealistic, and domain- and application-specific. This is
because when we talk about trust, we talk about something intangible, insubstan-
tial, vague, and not very clear to numerically define, something that is fuzzy in
nature. From here came the motivation to take advantage of all the discussions,
results, summaries, and even the mathematical attempts to describe and model
this phenomenon, and get inspired about a new temporal fuzzy model that repre-
sents the main components that contribute to the evolution of the human trust in
automation during interaction with the robot agent.
3.2.1 Definitions and Background Information
In the following, we present some background information on some tools and tech-
niques that are instrumental to the rest of our proposed work.
Fuzzy Logic
Intelligent systems generally have a capacity to acquire and apply knowledge in
an ''intelligent''manner and have the capabilities of perception, reasoning, learn-
ing, and making inferences and decisions from incomplete information. The most
well-known knowledge base systems presented in the literature are the fuzzy logic
systems proposed by Zadeh [106]. The conventional binary logic is crisp, and al-
lows for only two states: true, and false. This logic, however, cannot handle fuzzy
descriptors, as in ''fast'', and ''slow'', which are qualitative, subjective, and de-
scriptive, rather than quantitative, and may contain some overlapping degree of a
neighbouring quantity, for example, some degree of slowness in the fuzzy quantity
''fast''itself. Fuzzy logic allows doing a realistic extension of binary crisp logic, to
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quantitative, subjective, and approximate situations, which often exist in problems
of intelligent machines. Therefore, instead of representing a system with a set of
complex mathematical equations that can be very unrealistic, as in modelling trust
for example, fuzzy systems use simple empirical rules to represent input and output
relationships by applying the available human expert’ knowledge.
Fuzzy logic is based on fuzzy sets in a similar manner to how crisp bivalent logic is
based on crisp set theory. A fuzzy set is represented by a membership function. A
particular element value in the range of definition of the fuzzy set will have a grade
of membership, which gives the degree to which the particular element belongs to
the set. Unlike an ordinary crisp set where each object or element either belongs to
the set or does not belong to the set, partial membership in a fuzzy set is possible.
In this manner, it is possible for an element to belong to the set at some degree, and
simultaneously not belong to the set at a complementary degree. It is also possible
for an element to belong to the set at some degree, and simultaneously belong to
another set at some other degree. In other words, there is a softness associated
Figure 3.1: Sample Fuzzification Process
with the membership of an element in a fuzzy set. Figure 3.1 shows three fuzzy
sets that correspond to the object speed. Speed value of 50 km/h belongs to the
set ''medium''with membership grade 0.7, and set ''low''with membership grade 0.3.
A fuzzy set may be represented by a membership function. This function gives
the grade or degree of membership within the set for any element in the universe
of discourse, where the universe X is the set that contains every subset of interest
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in the context of a given class of problems, and whose elements are denoted by
x. The membership function maps the elements of the universe x onto numerical
values in the interval [0, 1] as shown in equation 3.4. This process is referred to as
fuzzification.
µA(x) :→ [0, 1] (3.4)
Fuzzy Inference Systems
Fuzzy inference systems consist of four major components: fuzzifier, knowledge
base, inference mechanism, and a defuzzifier [107]. Figure 3.2 illustrates the ba-
sic configuration of a fuzzy inference system. The first component, fuzzification,
Figure 3.2: General Configuration of a Fuzzy Inference System
which was already described, represents the transformation or the mapping pro-
cess of crisp input values to membership grades between 0 and 1 through the use
of membership functions. The second component is the knowledge base, which is
represented by a set of if-then rules of fuzzy descriptors. An example of such fuzzy
rules would be:




''IF the speed is slow, AND the target is near, THEN moderately decrease the
power'',
where slow, far, and moderate are fuzzy descriptors that could be represented by
some membership functions. The two most commonly used fuzzy operators in fuzzy
rules are the AND operator (in the rule itself) and the OR operator (from one rule
to another), which are generally referred to as the T-norm operator and the S-norm
operator respectively. T-norm and S-norm operators are not unique. In fact, any
operator that satisfies some corresponding boundary, monotonicity, commutativity
and associativity conditions, can be classified as one of these norms. The most
famous examples of the T-norm and the S-norm operators are the minimum and
the maximum operators, respectively.
The third and the most important component in a fuzzy inference model is the
fuzzy reasoning mechanism which attempts to model the human decision-making
process. The well-known Generalized Modus Ponens (GMP) is applied to the knowl-
edge base in order to achieve this fuzzy reasoning. GMP simply states that given
the fact x is A’ and the proposition or the premise ''IF x is A THEN y is B'', it can
be concluded that y is B’ [108]. In other words, given new inputs and combined
with the knowledge-base, conclusions can be drawn in a process that involves two
steps as shown in Figure 3.3:
Figure 3.3: Inference: Rule Evaluation and Aggregation [1]
 rule evaluation: in the first step, decisions corresponding to individual rules
in the knowledge base are computed. Evaluation of the antecedent is neces-
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sary. For an antecedent with a single part (as in ''If x is A, THEN ...''), the
evaluation result is represented by the fuzzified system input. For antecedents
with more parts such as (''IF x1 is A1, AND x2 is A2, THEN ...''), fuzzy
operations are applied to the membership values corresponding to the system
inputs, where the most common operation is the minimum operation - hence
providing a single numerical value, representing the level of truthfulness of the
antecedent, which is also called the firing strength of the rule. This number,
commonly termed as a weighting parameter, is utilized to adjust the mem-
bership function of the corresponding rule consequent (the conclusion part
of the rule) for generation of the rule conclusion. A consequent membership
function can either be truncated or scaled by the weighting parameter.
 rule output aggregation: the second step consists of combining all rule outputs
to generate the final conclusion. In this step, all rule consequents are unified
into a single fuzzy set through the fuzzy OR operator, which is commonly
represented by the S-norm operation maximum.
Several inference models were presented in the literature, however the two most
well-known and commonly used ones are Mamdani [109] and Sugeno [110] infer-
ence models. In the first approach, consequent membership functions are fuzzy sets.
The inference process results in a fuzzy set that requires a process that is called
defuzzification. However, unlike the Mamdani model, consequent membership func-
tions in a Sugeno inference model are fuzzy singletons that have membership value
of 1 at a single point in the universe of discourse, and a value of zero elsewhere.
Consequents in the Sugeno model are usually a function of its rule antecedents.
They are commonly represented by first-order or zero-order equations. In a zero-
order Sugeno model, the consequent membership functions are basically constant
values. An example of a fuzzy rule in Sugeno fuzzy inference model is the following:
IF target is near AND speed is fast, THEN deceleration is −speed2/ 2 ×distance
Sugeno fuzzy inference models do not require defuzzification of the final aggre-
gated output. The crisp overall output, is computed using the weighted average










where wi is the i
th rule firing strength, ci is the rule consequent, and n is the number
of fired rules.
The last component in a general fuzzy inference model is the defuzzifier, which
maps output values from fuzzy sets back to crisp numerical values. In the Mam-
dani approach, a defuzzifier is required, while in the Sugeno fuzzy model, such a
step is not required. Several defuzzification methods were proposed in the litera-
ture, and probably the most commonly used ones are the centroid method, and the
mean of maxima [107].
Fuzzy State Automata
Fuzzy logic systems have been used in several control applications due to their
interesting performance and ability to include human knowledge into a controller
design; such systems, however, are feed-forward with no feedback, and therefore
with no memory. This fact constraints the applicability of these systems in many
applications, especially in the field of control, where most controllers must have
memory. The fuzzy state automata presented in the literature [111], [2], [112] came
to address these limitations by designing recurrent fuzzy systems with sequences of
states and events.
Automata are mathematical models of computations. Several kinds of automata
have been presented in the literature [113], [114], [115], [116], [117], and among
them a finite automaton is the simplest and most known. A finite automaton can
be seen as a finite control, in some state from a finite set of states, reading a se-
quence of symbols from a finite input alphabet. The machine is in only one state
at a time, and this state is called the current state. In one move or transition
that is triggered by some input symbol, a finite automaton in some state enters a
new state, which is solely determined by the last state and the input symbol being
scanned. In a finite automaton, the input alphabet consists of a finite number of
discrete input symbols. These input symbols may be reasonably thought of as the
input values that we are going to compute [118].
There are two different groups of finite state machines (FSM): acceptors and trans-
ducers [119]:
 acceptors, also called recognizers or sequence detectors, are finite state ma-
chines that generate a yes or no output to answer whether an input is accepted
or rejected by the machine. If the final current state, after a whole input string
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is processed, is an accepting state, then the input is said to be accepted by
the machine; otherwise it is rejected. An example of an accepting state is
shown in Figure 3.4. The start state S1 is an accepting state as it detects
whether an input binary string contains an even number of 0′s or not. Once
an input string is processed, if the machine finishes at state S1, the binary
string is said to contain an even number of 0′s.
 transducers are finite state machines that produce an output and action based
on a given input and state. Such FSM have many applications in the fields
of systems control and computational linguistics. Two types of machine are
highlighted: (1) Moore machines, in which the output depends only on the
state, and (2) Mealy machines, in which the output depends on both the
input and the state.
Figure 3.4: Finite State Machine
Fuzzy automata are generalizations of finite automata, first introduced by Santos
[120] in the late 1960s. Afterwards, languages accepted by fuzzy automata were
studied by Zadeh [121] and Thomason and Marinos [122] in the early 1970s, and
the fundamentals of fuzzy automata were discussed by Gaines and Kohout [123]
in 1976. In the early 1990s, the potential of fuzzy automata as design tools for
modelling a variety of uncertain dynamic systems was exploited; various methods
for synthesis, analysis, specification and implementation of fuzzy automata were
proposed. For example, Giles, Omlin, and Thornber [124] presented a synthesis
method for mapping fuzzy automata into recurrent neural networks.
In fuzzy automata, the knowledge about the system’s next state is vague or un-
certain; therefore, such systems can be seen as models of computing with values,
but a certain vagueness or uncertainty is involved in the process of computation
[118]. Fuzzy automata which combine the capabilities of finite automata and fuzzy
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logic are shown to be very useful for areas which are well-known to be previously
addressed by discrete mathematics and probabilistic approaches [125], [126], [127].
Unlike finite state automata (FSA), finite fuzzy state automata (FFSA) transitions
are not triggered by crisp inputs but by fuzzy variables; the same applies to state
transitions as well. Therefore, the whole system does not necessarily have to be in
only one well-defined state, but it may be in more than one state at the same time,
with some corresponding membership grade or activation level associated to each
active state.
A finite fuzzy state automaton F̃ is a 6-tuple denoted as F̃ = (Q,Σ, δ, R, Z, ω)
[2], where:
 Q is a finite set of states, Q = {q1, q2, .., qn}.
 Σ is a finite set of input symbols, Σ = {a1, a2, .., am}.
 R ⊆ Q, is the fuzzy set of start states of F̃ .
 Z is a finite set of output symbols, Z = {b1, b2, .., bk}
 δ : Q×Σ×Q→ [0, 1], is the fuzzy transition function that is used to map the
current state (also called predecessor) into a next state (also called successor)
upon receiving an input symbol, producing a membership value in the fuzzy
interval [0,1] to the next state.
 ω : Q → Z, is an output function which is used to map the fuzzy states to
the output set.
Every state in a FFSM represents a temporal phase of the signal evolution in time,
which is representative and descriptive of the application domain. We say the signal
is in a specific state when its attributes fulfill some predefined constraints, which
are fuzzy in nature; hence, the activation level of a state is a matter of degree, where
more than one state can be active at the same time. Two crucial issues need to be
addressed when completing a state membership assignment. The first one relates
to how to produce a membership grade or a state activation level to a successor
state upon the completion of a fuzzy transition. The second issue addresses the
proper way to deal with the scenario when multiple transitions lead to the same




The fuzzy automaton has come a long way since its theory was first introduced.
Originally, there was an approved approach for assigning membership value to a
next state, where only the transition weights are taken into account, and therefore,
the membership value of the current state is ignored [2], [112]. Thus, the next
state activation level is considered to take the value of the weight of the transition
that leads to that state. This technique is called the transition-based membership
approach. This method however, suffers from some disadvantages that make it un-
suitable for many applications. To better observe the negative consequence of such
transition-based membership approach, we consider the example shown in Figure
3.5. The membership value of the current state q1 of the fuzzy state automaton at
time t is 0.01, and the weight of the transition from state q1 to state q2 upon input
symbol a is 1.0. Using the transition-based membership method, and assuming
that the input symbol upon time t is a, we have:
δ(q1, a, q2) = 1⇒ µt+1(q2) = 1.0,
where δ(q1, a, q2) is the transition weight from state q1 to state q2 upon receiv-
ing an input symbol a.
This observation means that a state whose activation level is as low as 0.01 (µt(q1) =
0.01) is able to cause its successor state to be fully activated (µt+1(q2) = 1.0).
Obviously, such a membership assignment that does not consider the level of acti-
Figure 3.5: Transition-Based Membership Assignment [2]
vation of the predecessor state is not always suitable.
Therefore, the definition of the transition function in fuzzy automata has been
generalized [2], to incorporate both the current state activation level and the tran-
sition weight in one loop [2]. Hence, the augmented transition function is defined
as follows:
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δ̃ : (Q× [0, 1])× Σ×Q F1(µ,δ)→ [0, 1]
where δ̃ maps the active state (reached from its predecessor) to the fuzzy inter-
val [0, 1] via function F1(µ, δ), which is called the membership assignment function,
and is defined as:
F1(µ, δ) : [0, 1]× [0, 1]→ [0, 1]
where F1(µ, δ) takes as input two parameters:
 µ: the membership grade of the predecessor state
 δ: the weight of a transition
Following this definition, the process of transitioning from state qi to qj upon an
input ak can be represented as:
µt+1(qj) = δ̃((qi, µ
t(qi)), ak, qj) = F1(µ
t(qi), δ(qi, ak, qj))
This means that the activation level of the state qj at time t + 1 is computed
by function F1 using both the activation level of the predecessor state qi at time t
and the weight of the corresponding transition. The function F1(µ, δ) is not unique,
and can be modelled with several operations; the optimal choice, however, depends
on the current application at hand. The most well-known in the literature, though,
is the T-norm operation, which is mostly denoted by the minimum operation.
The augmented transition function δ̃ enables the finite state automaton with a
kind of memory to its previous state upon transitioning to a successor one. The
activation level of the predecessor state is memorized and used by the augmented
transition function δ̃ upon receiving an input and completing a transition.
Multi-Membership Resolution
The second issue to be addressed is that of multi-membership, which is something
inherent to the fuzzy state automaton and happens due to its fuzzy nature. It
shows up under almost any situation, where multiple transitions lead to the same
successor state, and therefore should be carefully addressed and properly resolved.
The cruciality of this issue and the necessity of such a resolution can be inferred
from the following reasons:
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 fuzzy based systems usually produce a final crisp output after defuzzifying
the aggregated final fuzzy set. The same concept applies to the fuzzy state
automaton, in which the final multi-membership active state necessitates re-
duction to a single membership value that represent the final activation level
of the state; hence outlining the importance of such resolution.
 even if the multi-membership active state is not final, in some applications,
intermediate states also require the assignment of a single activation value.
A need thus arises in systems exposed to a continuous flow of input symbols
where intermediate actions need to take place based on the activation level
of an active state.
 the set of membership values of successor states can be computed for each
membership value of the predecessor state. This however, significantly in-
creases the system complexity and floods the system with unnecessary infor-
mation, especially in the case of a closed loop system or when the system
is exposed to a large continuous flow of input symbols. This makes tracing
the continuous operation of the fuzzy state automaton very difficult if not
impossible.
Therefore, a single value that represents the state activation level is a necessity.
This value can be then used at any stage to compute the membership value of
the successor states. The problem of multi-membership is resolved by introducing
another function F2. F2 is called the multi-membership resolution function, and is
defined as [2]:
F2 : [0, 1]
∗ → [0, 1]
Therefore, the combination of the operations of functions F1 and F2 on a multi-
membership state qm leads to the multi-membership resolution algorithm [2]. The
algorithm states that when several simultaneous transitions lead to the same suc-
cessor active state qm at time t+ 1, a unified membership value or state activation
value is computed as follows:
1. for each transition, the membership assignment function F1 computes the
membership grade of the successor state qm, via the augmented transition
function δ̃, and together with the state transition weight δ(qi, ak, qm) and the
membership value of the corresponding predecessor state qi. The computed
membership value is called vi. This is shown in equation 3.6.
vi = δ̃((qi, µ
t(qi)), ak, qm) = F1(µ
t(qi), δ(qi, ak, qm)) (3.6)
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2. multiple transitions can lead to the same successor state, and the corre-
sponding membership values are not necessarily equal. Therefore, the multi-
membership resolution function F2 further processes the set of computed
membership values corresponding to each active state.
3. The result produced by F2 is assigned as the activation level of the active
state qm, as shown in equation 3.7.
µt+1(qm) = F
i=1,..,n
2 [vi] = F
i=1,..,n
2 [F1(µ
t(qi), δ(qi, ak, qm))] (3.7)
where, n is the number of simultaneous transitions from state qi to state qm,
δ(qi, ak, qm) is the weight of the transition from state qi to state qm upon input
ak, µ
t(qi) is the membership value of qi at time t, and µ
t+1(qm) is the final
membership value of qm at time t+ 1.
Similar to F1, the choice of F2 is not unique, and a good selection of such operation
depends on the current application at hand. The most well-known in the literature
though, is the S-norm operator, where the maximum operation is often used.
Output Mapping
In most applications and systems, obtaining or generating the final state activa-
tion levels is an intermediate result before producing some kind of final output or
decision. In fuzzy clustering for example, we may have several active final states,
each with its own activation level that represents the degree of membership of an
element in a specific cluster - hence, we need to attribute output values to the
states of fuzzy state automaton. However, there is no one unique explicit way of
producing an output, as this can be specific to the application at hand. Therefore,
this mapping should be carefully addressed to best suit the nature of the fuzzy
problem.
3.2.2 Human Trust in Automation Fuzzy Model
Trust is fuzzy in nature, and many factors contribute in building up this phe-
nomenon, for example fault size, productivity, situation and context awareness,
and of course previous state of trust. At the same time, many factors also play a
major role in determining each of the previously mentioned factors. For example,
fault size is highly affected by the frequency of mistakes, the severity of those mis-
takes, and the ability of the robot and the system to recover from those mistakes;
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these all play a major role in determining the fault size factor. The same applies
to the productivity factor, which is highly affected by successful task completion,
utility, and sophistication of the task being completed. Awareness, on another side,
is thought to be determined by the robot’s awareness of the human operator and
his/her capabilities, the robot’s awareness of its own capabilities and limitations,
and the robot’s awareness of the task context. From here comes our idea of building
a two-level temporal fuzzy system to model such a phenomenon. In the first stage,
fault size, productivity and awareness are inferred using Mamdani fuzzy inferencing
models, and in the second stage, and since trust evolution is temporal, and highly
related to its previous state, a finite fuzzy state machine is then implemented. The
Figure 3.6: Overall Architecture of the Proposed Trust Model
overall proposed architecture shown in Figure 3.6 reduces the system’s complexity
and the size of the knowledge base, as will be addressed shortly.
In the following, we start by describing the FFSM model (level II) of the system,
followed by level one (I).
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Level Two (II)
The trust phenomenon is fuzzy by nature, and determining it depends on many
factors, but among them is time and the previous state - therefore, modelling this
phenomenon using only fuzzy logic might not give the anticipated results. As a
result, a state machine is required, and hence, a finite fuzzy state machine that
combines advantages of both fuzzy logic and the state machine is proposed. How-
ever, the larger the number of inputs to this model, the more complicated the
knowledge base becomes, as the number of rules increases exponentially with the
number of inputs. Hence, identifying the crucial factors that contribute largely to
building up trust becomes crucial - however, the large number of factors that affect
the evolution of trust makes this task very hard.
One important observation is that such factors can be grouped under a few cate-
gories. From here comes the idea of building a two-level framework to identify and
estimate the level of trust. The second level relates trust to some second-order
perceptions that contribute directly and largely into the current level of trust.
Second-order perceptions are perceptions that are explained using some lower-order
perceptions, or first-order perceptions. For example, in the statement ''the temper-
ature is high, and the humidity is high, therefore the room is uncomfortable'', the
statement ''the room is uncomfortable'' is a second-order perception which is ex-
plained with the two first-order perceptions: ''the temperature is high'', and ''the
humidity is high''. This level (Level II) is implemented using a finite fuzzy state ma-
chine that takes three inputs (which are the second-order perceptions): fault size,
productivity, and awareness, and outputs the corresponding level of trust, based
on the previous state of trust and the current perceived inputs (inferred from level
I as will be discussed shortly). Fault size, productivity, and awareness are mod-
elled using three membership functions: low, medium, and high. Five membership
functions are used to model trust, thus projecting a smoother and more accurate
switch between states. Therefore, five states are needed: very low, low, medium,
high, and very high. As such, the number of required rule becomes: 3*3*3*5 = 135
rules. Figure 3.7 describes a generic structure of the proposed FFSM.
Table 3.1, and tables A.1, A.2, A.3, and A.4 presented in appendix A illustrate
the proposed 135 corresponding rules of this FFSM. Each table corresponds to a
specific current state. Table 3.1, for instance, corresponds to the case where the
current active state is very low. Each row corresponds to a rule, which can be
formulated by aggregating the input variables with an AND operator. Therefore,
the first row in table 3.1 translates to the following rule:
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Table 3.1: Current Trust State: Very Low
Rule Var1: FaultSize Var2: Productivity Var 3: Awareness Output: Trust
1 Low Low Low Very Low
2 Low Low Medium Very Low
3 Low Low High Low
4 Low Medium Low Very Low
5 Low Medium Medium Low
6 Low Medium High Low
7 Low High Low Low
8 Low High Medium Low
9 Low High High Low
10 Medium Low Low Very Low
11 Medium Low Medium Very Low
12 Medium Low High Very low
13 Medium Medium Low Very Low
14 Medium Medium Medium Low
15 Medium Medium High Low
16 Medium High Low Very Low
17 Medium High Medium Low
18 Medium High High Low
19 High Low Low Very Low
20 High Low Medium Very Low
21 High Low High Very Low
22 High Medium Low Very Low
23 High Medium Medium Very Low
24 High Medium High Very Low
25 High High Low Very Low
26 High High Medium Very Low
27 High High High Low
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Figure 3.7: A Generic Model of the Trust Fuzzy Temporal States
Rule 1: IF q(very low)[t-1], AND fault size is low, AND productivity is low,
AND awareness is low, THEN q(very low)[t].
The rule states that if the current state corresponds to very low trust, and the
current inputs indicate that the fault size, productivity, and awareness levels are
low, then the next state will correspond to a very low trust.
The components of the proposed FFSM are:
 states: every state represents a phase in the temporal evolution of human
trust. The system has five states representing trust: very low, low, medium,
high, and very high. Initially at time zero, when the human starts interacting
with the robot, the trust is usually based on major factors:
– intrinsic human trust: every human being has a different level of initial
intrinsic trust. This value varies from one human being to another,
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depending on many psychological and sociological factors.
– reputation: people tend to be biased by what they hear about machines.
Therefore, a robot’s reputation is very important in determining the ba-
sic initial level of trust it will be granted. Robots with good reputations
will be more trusted when first activated, and vice versa.
In this work, we assume the initial state to be medium, and that the human
trust in the machine is not very much initially affected by faith, affection, or
reputation.
 input alphabet (IA): natural phenomena are usually described in terms of sig-
nals and variables. Assuming a scenario with only one input variable x, that
is represented with m fuzzy sets and membership functions A1, A2, ..., Am, it
is possible to create the temporal description of the signal in the form of a
fuzzy input alphabet (µ1/A1, µ2/A2, ..., µm/Am). The proposed FFSM has 3
input variables: fault size, productivity, and awareness; each is represented
with three membership functions: low, medium, and high. Using these lin-




This alphabet allows us to create a description of the perceptions evolution in





 output alphabet (OA): the purpose of the proposed finite fuzzy state machine
is to monitor the level of human trust in a robot when performing a task. Five
states, as described earlier, are used to model the temporal evaluation of trust,
so the output alphabet would be:
Trust(µV Low/V Low, µLow/Low, µMed/Med, µHigh/High, µV High/V High)
The output string is obtained by applying the FFSM to the input string.
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 transition function: this function is defined as Q[t] = f(IA,Q[t − 1]) where
current state activation is determined based upon current input and the previ-
ous system state. The function behaviour is governed by a set of propositions
in the form of if-then fuzzy rules. Five states are used in this FFSM model:
very low, low, medium, high, and very high. The number of required rules is
135 (as previously discussed).
 output function: this function combines all activation levels of current active
states, and comes up with one representative output. Obtaining or generat-
ing the output alphabet is an intermediate result before obtaining the crisp
final value of trust based on the generated state membership grades or state
activation levels. For this reason, we follow in this work the same structure
defined by Sugeno-type fuzzy inference models, and map the states (very
low, low, medium, high, very high) to the following zero-order consequents
(0.1, 0.3, 0.5, 0.7, 0.9). The crisp overall consequent is then generated by ag-
gregating the qualified crisp output of each rule using the weighted average
method, as described in the equation 3.5.
Following the same description of state assignment and multi-transition resolution
presented in earlier sections, we further explain the inference mechanism and state
activation assignment in our proposed finite fuzzy automaton. Let Σ be a finite
set of symbols (input alphabet), and Σ∗ be the set of all possible combinations
over Σ (cross product). For instance, assume that the three input variables, fault
size, awareness, and productivity, are represented with the symbols A, B, and C
respectively, where each variable is represented with three fuzzy sets.
Σ = {A,B,C}, where A = {A1, A2, A3}, B = {B1, B2, B3}, and C = {C1, C2, C3}
Therefore,
Σ∗ = A×B × C = {(A1, B1, C1), (A1, B1, C2), .., (A3, B3, C3)}
Σ∗ = {x1, x2, .., x27}, where x1 = (A1, B1, C1), etc.
Thus,
|Σ∗| = |A| × |B| × |C| = 3 × 3 × 3 = 27 represents the cardinality of Σ∗, and
the size of the knowledge base representing each state.
Let α be the fuzzy description of a new system input:
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α = {µA, µB, µC}
α = {(µA1 , µA2 , µA3), (µB1 , µB2 , µB3), (µC1 , µC2 , µC3)}
Therefore, following the decription of Σ∗, α∗ can be formulated as:
α∗ = {(µA1 ⊗ µB1 ⊗ µC1), (µA1 ⊗ µB1 ⊗ µC2), .., (µA3 ⊗ µB3 ⊗ µC3)}
α∗ = {δ1, δ2, .., δ3×3×3}, where δ1 = µA1 ⊗ µB1 ⊗ µC1 , etc.
where the operator ⊗ denotes the T-norm operation used in this work.
We now introduce the function that represents the transition from fuzzy state P̃ to
a new state µ̂(P̃ , xi) induced by the symbol xi contained in the fuzzy description
Σ∗. Let Q be the set of possible fuzzy states. The function µ̂ : Q × Σ → Q is
defined as shown in equation 3.8, where ⊗ and ⊕ denote the T-norm and S-norm
operators respectively [128].
µ̂(P̃ , xi) = {(p, µ)|µ = ⊕q∈Q(µ(q, p, xi)⊗ µ(q)), q ∈ Q} (3.8)
where µ(q, p, xi) = δi, if such a transition from state q to state p exists, and 0
otherwise. Equation 3.8 is applied repeatedly to all variables xi with corresponding
firing strength δi 6= 0.
Therefore, the states’ activation levels are calculated as shown in equation 3.8.
The equation states that the T-norm operation is used to determine the firing
strength of each fired rule. Then, the S-norm operation is used to choose the firing
strength that corresponds to the most dominant rule that reaches a specific state,
and then noted as the state activation level. This inference mechanism is followed
in our implementation.
In this work, Max-Min operation is used for determining the state activation level.
The ''AND''minimum T-norm operation is used to determine the firing strength
of each fired rule, and the maximum firing strength that corresponds to the most
dominant rule that reaches a specific state is regarded as the state activation level.
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Figure 3.8: Low, Medium, and High Membership Functions
Level One (I)
As discussed earlier, level II is the direct connection between trust and the most
influential second-order perceptions that contribute directly to its temporal evolu-
tion. A finite fuzzy temporal inferencing model is used to model this relationship as
trust highly depends on its previous state. However, the second-order perceptions
inputted to the FFSM are themselves explained with lower order perceptions, and
hence should be properly modelled. Fault size (FS), for example, is highly deter-
mined by the three lower order factors: fault frequency (FF), fault cruciality (FC),
and fault recovery (FR). Such factors are not temporal, hence no FFSM is needed,
and therefore, a fuzzy Mamdani inferencing model is proposed to infer the resultant
fault size depending on the previously mentioned factors. Each of those factors is
fuzzy in nature, therefore each is represented with three membership functions: low,
medium, and high. Therefore, twenty-seven rules are needed. Figure 3.8 shows the
chosen membership functions.
The same applies to awareness. Three inputs are regarded to largely determine
the value of this factor: machine awareness of its capabilities (MA), context aware-
ness of the task (CA), and machine awareness of the human operator’s availability
and cognitive and physical abilities and limitations (HA). Each factor is represented
with three membership functions: low, medium, and high. Therefore, twenty-seven
rules are required to represent the knowledge base of this model. Finally, as for
productivity, two inputs mainly determine the value of this factor: task/goal suc-
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Table 3.2: FIM3: Productivity
Rule Nb Var1: Task Completion Var2: Task sophistication Output: Productivity
1 Low Low Low
2 Low Medium Low
3 Low High Medium
4 Medium Low Medium
5 Medium Medium Medium
6 Medium High Medium
7 High Low Medium
8 High Medium High
9 High High High
cessfulness and completion (TC), and task complexity and sophistication (TS).
Each factor is represented with three membership functions: low, medium, and
high. Therefore, nine rules are used to represent the knowledge base of this model.
Tables B.1 and B.2 shown in appendix B present the knowledge base of both the
fault size and awareness proposed fuzzy inferencing models. Table 3.2 presents the
knowledge base of the productivity model. A Mamdani fuzzy inference model is
used, where the output in each of the above-mentioned three cases is also repre-
sented with the same three membership functions: low, medium, and high. Figure
3.9 shows the fuzzy surface generated for the productivity fuzzy inferencing model.
The idea behind building a two-level architecture to estimate the trust factor is
important as it dramatically decreases the complexity of the system and the size of
the knowledge base; as a matter of fact, simple calculations show that without this
two-layer architecture, and using only a FFSM to model this factor, keeping the
same number of inputs and membership functions, 5∗38 = 32, 805 rules would have
been needed to implement such a knowledge base, which is impractical and very
difficult to implement. However, using the proposed two-level architecture, 135
rules are needed to represent the second level, and sixty-three rules to implement
the three fuzzy inference models proposed in level one.
Summary of System Interconnection
The proposed trust evaluation model is a two-level system, where level II uses a
finite fuzzy state machine to infer the trust state, which can take one or more of five
states, very low, low, medium, high, and very high, based on some three essential
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Figure 3.9: Fuzzy Surface for Productivity Fuzzy Inference
second-order perceptions, fault size, productivity, and awareness, which can be as
well explained using some first-order perceptions, and this is done in level I. Level II
uses a finite state machine as trust evolves with time, and depends not only on some
new inputs, but also on its previous state. Level I, on the other hand, comprises
three Mamdani fuzzy inference models, that explains or infers the previously stated
three perceptions based on first-order perceptions and some knowledge base. Fault
size, for example, is inferred using a fuzzy model that takes as inputs the fault
frequency, the fault cruciality, and the fault recovery, which, all combined with
some predefined knowledge base, is able to infer the fault size. A simplistic map
for this architecture is shown in Figure 3.10.
3.3 Proposed Human Reliability Fuzzy Model
Much research that addresses human performance in systems is presented in the
literature [129], [130], [131], [132]. Several studies show that human factors are
responsible for 20% to 90% of the failures in many systems. For example, accord-
ing to [129], 70% to 90% of system failures are directly or indirectly related to
human error. Finnegan [130] also found that more than 20% of fossil-fuel power-
plant system failures were directly related to human wrong actions, as in incorrect
procedures, accidental operations, maintenance errors, and misuse of instruments
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Figure 3.10: Proposed Trust Model Diagram
[133]. In parallel, Santoni et al. [132] study the performance of automated systems
which concentrate information and decision making on the hands of human opera-
tors, who under time pressure are subject to high cognitive loads. In the electricity
industry, it was found that 20% of system failures are related to human errors.
Another related work reviews and analyzes unmanned aircraft (UA) accident data
that were collected from the U.S. army, navy, and air force. The study shows that
21% to 68% of the accidents were related to human involvement [131]. In his book,
Dhillon [134] also states that human operator errors account for more than 50% of
the overall technical medical equipment problems. A study of anesthetic incidents
revealed that between 70% to 82% of the incidents were due to human errors. The
center for devices and radiological health (CDRH) of the food and drug adminis-
tration (FDA) also reports that human error accounts for 60% of all medical device
related deaths or injuries.
Therefore, one can notice the crucial importance of modelling this factor when
building an effective and a generalized robotic metric framework. Lots of researchers
addressed the problem of modelling human reliability: fuzzy logic and probabilistic
approaches were used for this purpose [135]. In this work we believe that modelling
human reliability should be fuzzy - and since this factor is highly related to time,
and to its previous state, a FFSM is then required. The same description that was
presented for level II in trust modelling is used for modelling the human reliability
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factor.
Many factors affect humans and their performance; some are psychological, phys-
iological, sociological, while others may be related to environmental and external
factors such as weather situation, pressure, and temperature. In this work, however,
we will only be focusing on those factors that arise from interacting directly with
the robot or the machine while the team is working to accomplish a task. Therefore,
three input variables are considered: (1) number of subtasks being simultaneously
perceived (NS), (2) mental workload required during task completion (MW), and
(3) external/internal burden (EB). EB is an estimate of many factors such as ex-
ternal temperature, social problems, pressure, and/or stress, among others.
Although the HR factor is crucial and important, we will not further explore it,
as this would require further in depth studies in the disciplines of sociology, psy-
chology, and physiology, which goes beyond the scope of this work. Therefore, we
present a preliminary suggested set of rules to model the knowledge base of this
phenomenon, with the hope that this work represents a building block or a further
step toward better modelling of this factor in some related upcoming future work.
Three membership functions are used to model each variable: low, medium, and
Figure 3.11: Proposed Human Reliability Model Diagram
high. The human reliability factor is modelled using five membership functions:
very low, low, medium, high, and very high. Hence, five states, and a total of 135
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rules are required to model such phenomenon. Table 3.3, and tables C.1, C.2, C.3,
and C.4 in appendix C, present such a preliminary suggested set of rules. The
same rule structure and composition, as described earlier, is used in modelling the
knowledge base of the human reliability factor.
However, one important factor that we should keep in mind is time. Although the
above-mentioned three variables play a remarkable role in determining the human
reliability, interaction time, or time while being active, is also crucial, as human per-
formance degrades with time even when the task is simple and does not impose much
cognitive and physical load on the human operator. Figure 3.11 shows the overall
structure of the proposed human reliability module, in which the output function,
also denoted as the defuzzifier, maps the states (very low, low, medium, high, very
high) to the following consequents (0.1−a×t,0.3−a×t,0.5−a×t,0.7−a×t,0.9−a×t),
where a is a subjective constant that varies from one human being to another and
represents the natural human degradation factor, and t represents the time factor.
The crisp overall consequent is then generated by aggregating the qualified crisp
output of each rule using the weighted average method, as described in equation 3.5.
Introducing the time factor means that even when the human reliability is still in
the state ''very high''for example, this does not mean that it can stay in that state
indefinitely, as the consequent that corresponds to the state ''very high''will decline
with time, hence accommodating for the natural human time-related degradation
aside from the human-robot interaction context and any other external factors. In
this work, we assume a 5% natural degradation factor value per time unit. Note
that we chose to model the natural degradation linearly; exponential modelling
could also be used, but since a small value of a is usually the case, both linear and
exponential representations would behave similarly, and hence the linear form is
chosen for its simplicity.
3.4 Metrics Generalization Models for Multi-Robot
Systems
So far throughout this work, our focus has been drawn toward one-robot systems,
where a human user is interacting with one robotic agent toward achieving some
tasks. However, an important issue that Olsen and Goodrich, among many other
researchers, ignored, is when the robotic system is composed of more than one
robot. For example, addressing the RAD metric as described by Olsen, does it
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Table 3.3: Current Human Reliability State: Very High
Rule Var1: Nb of Var2: Mental Var3: External Output: Human
Number Subtasks Workload Burden Reliability
1 Low Low Low Very High
2 Low Low Medium Very High
3 Low Low High Very High
4 Low Medium Low Very High
5 Low Medium Medium Very High
6 Low Medium High High
7 Low High Low Very High
8 Low High Medium High
9 Low High High High
10 Medium Low Low Very High
11 Medium Low Medium Very High
12 Medium Low High High
13 Medium Medium Low Very High
14 Medium Medium Medium High
15 Medium Medium High High
16 Medium High Low High
17 Medium High Medium High
18 Medium High High High
19 High Low Low Very High
20 High Low Medium High
21 High Low High High
22 High Medium Low High
23 High Medium Medium High
24 High Medium High High
25 High High Low High
26 High High Medium High
27 High High High Medium
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mean that a two-robot system will have twice the RAD compared to a one-robot
system? If so, can we still use it as an indicator to how well the system is per-
forming? Of course not, because if we just ignore the fact that these two robots
are a part of a bigger system, working toward achieving a bigger goal, then we are
restricting this metric from being used as a generic indicator of the performance of
the overall human-robot team.
Therefore, the performance metric should evaluate the overall performance of the
whole system, and be a good indicator of how well the team is performing (the
human user and the robotic system). Hence, a special consideration of multi-robot
systems should be also addressed. Several cases emerge from this fact, as these
robots can have sequential or parallel ways of executing their tasks, and with vary-
ing levels of dependency, therefore each case should be individually addressed. In
this chapter, then, we further extend and generalize our proposed generic metric to
accommodate each of the previously mentioned scenarios. Two-robot systems are
first addressed, and a generalized conclusion is then extended to N-robot systems.
3.4.1 Sequential Execution of Tasks
In this scenario, two robots are cooperating with the guidance of a human user to
accomplish a specific task. Doing so, only one of the two robots is active at one
time, and the other robot is idle waiting for the first robot to finish its task so the
human user can instruct it about the next one. In this scenario and since only one
robot is active at some point of time, the system FO is simply the FO of the active
robot. Therefore, if we note the FO of the idle robot to be equal to zero, the system
FO can be defined as the logical OR of the two robots’ FO. This conclusion can be
generalized to N-robot systems, as shown in equation 3.9.
SystemFO = FO1 ∨ FO2 ∨ ... ∨ FON (3.9)
where FO(idlerobot) = 0.
It is worth noting here that the robot FO is human reliability dependent, where the
latter one is time dependent, and hence it is very important to note that the hu-
man reliability propagates between active robots, and does not simply start all over
again. This will be clearly shown in the next chapter where supportive simulations
are presented.
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3.4.2 Parallel Execution of Tasks
Independent Execution of Tasks
In this scenario, two robots are cooperating with the guidance of a human user to
finish a specific task. Doing so, the two robots are active at the same point exe-
cuting independent tasks in parallel. In this scenario, tasks conducted by different
robots are independent, and hence, dependency-related issues can be ignored. An
important point to note though is that these robots are active simultaneously, and
hence, it is a valid statement to say that the system complexity, the number of
subtasks, as well as the mental workload are higher. So the human reliability is
more probable to decrease at a faster rate compared to a one-robot system. As
for the overall system FO, the average of the two robots’ FO is usually indicative
of the system FO, but since not all robots contribute equally to the overall task
completion, a weighted average method is applied to find the overall system FO.
This can be generalized to N-robot systems, as shown in equation 3.10, where Wi







Wi = 1 (3.10)
Dependent Execution of Tasks
This scenario is the most complicated compared to the previous ones. First, we
consider two robots that are working with the guidance of a human user toward
achieving some specific tasks. The two robots are active at same point execut-
ing dependent tasks in parallel. The system FO can be approximated with the
weighted average method of all individual robots’ FO when tasks conducted by dif-
ferent robots are independent, but in this case, dependency-related issues should be
addressed. In such a case, the system FO will fall somewhere between this weighted
average value and the smallest robot FO (the one with the poorest performance),
as such task dependency will most likely restrict the better robot, by making it
wait for the slower robot to finish executing its task, for instance. In fact, when
total (100%) task dependency is encountered, the system FO is forced to follow the
smallest robot FO; the less dependency exists, the closer the system FO will be to
the weighted average (the task independent scenario). Therefore, the system FO is
defined as shown in equation 3.11, where d represents the percent task dependency
between robots one and two, and Wi is the percent contribution of the ith robot
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toward the final goal completion.




Generalizing this conclusion to N-robot systems is a bit more complicated than
the two-robot case. For example, for a three-robot system, inter-task dependencies
between robots 1 and 2, robots 1 and 3, and robots 2 and 3 should be accounted
for. Therefore, the system FO is defined as shown in equation 3.12, where di,j
is the task percent dependency between robots i, and j, Wi is the percent contri-
bution of the ith robot toward the final goal, and FOi is the fan-out of the ith robot.
Equation 3.12 consists of two basic parts, in which the second part (between braces)
represents the relative weighted average FO of the ith and jth robots. Relative and
not individual weights are used, as every two-robot system is addressed at a time as
a whole subsystem. The first part of the equation (the fraction) explains how much






possibilities arise, in which, the sum of all contribution
weights corresponding to all possibilities is equal to (N − 1), hence explaining the

















The above mentioned equation states that in a four-robot system, (42) = 6 pairwise
dependencies exist: (1) robots 1 and 2, (2) robots 1 and 3, (3) robots 1 and 4, (4)
robots 2 and 3, (5) robots 2 and 4, (6) robots 3 and 4. Summing the contributions
made by all these cases, we get (R1+R2)+(R1+R3)+(R1+R4)+(R2+R3)+(R2+
R4)+(R3 + R4), which can be regrouped as 3 ∗ (R1 + R2 + R3 + R4), where the
sum of contributions made by robots R1, R2, R3, and R4 is equal to 100%, hence
a division by 3 is needed. This remark can be generalized to N robots, as outlined
in equation 3.12.
An important issue that arises in this scenario, though, is that inter-task depen-
dencies might possibly affect other dependencies in the system. Meaning that the
dependency between robot 1 and robot 2, might also have some negative implica-
tion and cause additional cost on the dependency between robot 2 and robot 3, and
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so on. Therefore, the above specified system FO can be regarded as the ideal case,
and hence, the real and practical system FO is regarded to be upper bounded by
the above evaluated measure, and lower bounded by the smallest robot FO. This
is shown in equation 3.13.
min(FO1, FO2, ..., FON) < RealSystemFO < IdealSystemFO (3.13)
3.5 Chapter Summary
In this chapter, we present a further step toward identifying a common generic met-
ric to assess the performance of the human-robot team. Doing so, the focus is first
drawn to one-robot systems, in which a human user is collaborating with only one
robot to achieve some tasks. We present an alternative definition of fan-out (FO)
in terms of robot attention demand (RAD) and human reliability (HR). Then, we
attempt to determine the true time that an operator has to dedicate to the robot.
Therefore, we define the RAD as a function of both direct interaction time (DIT),
and indirect interaction time (IIT), where the IIT is a direct consequence of trust,
and can represent the time being spent when the robot is being neglected, but still
with much of the user’s attention drawn to it as a result of the operator’s distrust
in the machine.
We also propose a two-level fuzzy system to model the crucial human trust in
automation phenomenon. In the first stage, fault size, productivity, and awareness
are inferred using Mamdani fuzzy inferencing models, and in the second stage, and
since trust evolution is temporal and related to its previous state, a finite fuzzy
state machine is then implemented. The proposed model significantly reduces the
system complexity and the size of the knowledge base by grouping perceptions into
first- and second-order perceptions. Another temporal model is proposed for human
reliability assessment. This model uses a finite fuzzy state machine to estimate the
human reliability state; first-order Sugeno-like consequences are used for defuzzify-
ing the active states, as human reliability degrades naturally with time even when
task complexity is simple and does not impose much cognitive and physical load on
the human operator. Finally, this metric is augmented to accommodate multi-robot
systems. Several cases emerge, as these robots can have sequential or parallel ways





In the following chapter, we discuss some numerical simulation results that intu-
itively explain and support our proposed generic metric framework. Two main
scenarios are to be addressed as described earlier: one-robot systems, and multi-
robot systems.
4.1 One-Robot System
In this section, we present some simulation results related to a one-robot system,
obtained when the proposed trust and human reliability models are put in action.
Figure 4.1 shows the trust evolution in accordance with the temporal change of
the three inferred second-order perceptions discussed earlier. An estimate of the
inferred fault size, awareness, and productivity is generated randomly in order to
discuss their implication on trust evolution as estimated by our proposed trust
model (level II precisely). Results shown in Figure 4.1 show that at time equal
zero (t = 0, which represents the time at which the human-robot interaction starts
taking place), the human trust in automation is assumed to be neutral. Then the
trust factor varies according to new perceptions. An important thing to note is the
smoothness of change in this trust factor value, which is observed by the incremen-
tal decrease and increase in its value rather than an abrupt change. This is highly
related to the fact that human trust is a step by step process, and strongly depends
on its previous state. Results also show that when the fault size is low, and both
awareness and productivity are high, the human trust in automation is high, and
vice versa.
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Figure 4.1: Level II Trust Simulation Results -1-
Another interesting scenario for estimating the human trust in automation is shown
in Figure 4.2, where the most extreme conditions are taken into account. Initially
at t = 0, trust is assumed to start at a medium state (50%), and then from t = 1 to
t = 3, fault size is assumed to be low (10%), and both productivity and awareness
are assumed to be high (90%); trust evolution is observed. Results show that trust
only increased smoothly and step by step, which reflects the most intuitive trust
characteristics. According to Sisodia et al. [136], developing trust is a slow pro-
cess, and maintaining it is always a challenge. Notter et al. [137] also states that
building trust is done in steps and over time. Trust has an organic nature, it grows
through our own actions, and doesn’t just pop off the assembly line. Then, starting
from t = 4 to t = 7, fault size is assumed to be high (90%), where productivity and
awareness are assumed to be low (10%). Trust evolution shows a relatively faster
decrease in trust compared to when trust was building up, and then the decrease
keeps occurring but at some lower rate. The reason for that is very intuitive and
rooted to human psychology; humans tend to lose trust much faster than building
it. Seeing something that conflicts with our faith about something makes us suspi-
cious and precautious about it, and thus largely decreases our level of trust. Trust
is hard to earn, and easy to lose [138].
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Figure 4.2: Level II Trust Simulation Results -2-
On the other side, regarding the human reliability proposed model, and in order to
emphasize the importance of the proposed first-order temporal consequences when
mapping the fuzzy state situation to a crisp human reliability value, we simulate
the model in yet another extreme scenario, in which a human user operates in a
comfortable working environment - where the number of subtasks is low, as well
as the mental workload, and the external and internal burden. Such comfortable
working conditions that do not impose much cognitive and physical load on the
human operator are thought to keep the human reliability in its optimum state
(very high), but not indefinitely. The natural human degradation factor, which is
the reason behind choosing first-order temporal consequences instead of constant
zero-order ones, addresses this fact, and shows that the human reliability degrades
even in the most comfortable scenarios as interaction time increases. This result
is shown in Figure 4.3. This factor is subjective and varies from one person to
another. Figure 4.3 shows the human reliability natural degradation for different
scenarios where the natural degradation factor is assumed to be 2%, 5%, and 8%,
compared to the ideal, yet unrealistic, case where the human reliability is assumed
to be constant in simple working conditions. In this work, a 5% natural degradation
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Figure 4.3: Level II Human Reliability Simulation Results -1-
factor per time unit is assumed. Note that a linear degradation model is chosen in
this work. Other exponential models could be also used, but since a small value
of the degradation factor a is usually the case, both linear and exponential models
behave similarly; hence, the linear model is chosen for its simplicity.
Still in the human reliability assessment, Figure 4.4 shows the human reliability
evolution in time, where an estimate value of the number of subtasks, mental work-
load, and external and internal burden, is generated randomly in order to discuss
their implication on the HR evolution as estimated by our proposed human relia-
bility model. Results, shown in Figure 4.4, show that at time equal to zero (t =
0, which represents the time at which the human-robot interaction starts taking
place), the human reliability is assumed to be very high (90%). Then the HR factor
varies according to new perceptions. The most important thing to notice here is
the smoothness of change in this factor, which is highly related to the fact that the
human reliability’s current value is directly dependent on its previous state. Results
also show that when the number of subtasks, mental workload, and external and
internal burden are high, the human reliability tends to decrease to become really
low, and vice versa when such perception values tend to decrease.
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Figure 4.4: Level II Human Reliability Simulation Results -2-
Then, we study the implication of trust and human reliability as assessed on the
overall proposed performance metric. Figure 4.5 shows the implication of the hu-
man trust in automation factor on both interaction time (IT) and free time (FT).
Direct interaction time (DIT) is assumed to be 25% of the overall task time, dur-
ing which, the human user instructs and informs the robot about the task to be
completed. Figure 4.5 shows that when the human trust in automation increases,
the indirect interaction time (IIT) spent monitoring the system and making sure
the robot’s efficiency does not drop below a specific threshold (as in getting stuck
at a dead end) - thus interfering when such situation becomes highly probable -
decreases. Results show that at time t = 2, when the human trust in automation
is very high, the IIT is almost negligible, and hence the practical free time, which
is the time during which the human operator can neglect the robot, and conduct
another task or instruct another robot, becomes closer to the ideal free time (ob-
tained using only the DIT). Results also show that at time t = 4, when the human
trust in automation becomes really low, the IIT becomes significantly large; hence,
the real interaction time becomes significantly larger than the DIT. Therefore, the
practical free time becomes too small, and the human user is assumed to have too
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Figure 4.5: Implication of Trust on Interaction time and Practical Free Time
little time to spend interacting with other robots achieving other tasks.
On a related manner, and in order to see the implication of the trust in automation
and human reliability factors on the FO metric, Figure 4.6 shows some variations of
the human trust in automation with respect to time; the human reliability per time
unit is also shown (note that perfect working conditions are assumed, hence the
human reliability degradation is only due to the natural human reliability degra-
dation factor as addressed earlier). In this scenario, assuming a DIT of 25%, the
ideal FO is 4. However, since FO is no more independent of the human trust in
automation and the human reliability, results show that when the trust is high,
as in time t = 2, the practical FO becomes closer to its ideal value, while at time
t = 4, when the trust is really low, and the corresponding IIT is very high, the
practical FO becomes significantly low, and closer to a value of 1, meaning that the
human operator has too little time to interact with other robots. It is also worth
noting that since both the human trust in automation and the human reliability
are time dependent, the FO metric becomes time dependent as well; hence, the
system FO is most likely not to take a fixed value throughout the human-robot
interaction phase, but to vary with respect to time, depending on the performance
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Figure 4.6: FO Calculation
of the human-robot team.
4.2 Multi-Robot System
In this section, we present some simulation results that explain and support our
proposed generalized mathematical models for the multi-robot scenarios. Several
cases are addressed. Sequential and parallel robot cooperation schemes with varying
levels of task dependency are considered.
4.2.1 Sequential Execution of Tasks
In this scenario, two or more robots are cooperating with the guidance of a hu-
man user, where only one of the robots is active at a time. The other robots are
idle, waiting in turns to be instructed by the human user so they can complete
their subtasks. In this scenario, the system FO follows the FO of the active robot.
Therefore, the system FO can be defined as the logical OR of the multiple robots’
FO, as shown in equation 3.9, where the FO of the idle robot is assumed to take
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a value of zero. Figure 4.7 shows the system FO for a two-robot system working
sequentially toward achieving some tasks. The same result can be extended for
other multi-robot systems.
One can also note that the human reliability propagates between active robots
while calculating their individual FO, and does not start all over again when the
next subtask is carried out by another robot. This is shown in Figure 4.7.
Figure 4.7: Multi-Robot System: Sequential Execution of Tasks
4.2.2 Parallel Execution of Tasks
Independent Execution of Tasks
In this scenario, several robots are cooperating with the guidance of a human user
to achieve some tasks. All robots are active simultaneously executing independent
tasks, where no task is dependent on another; hence, dependency-related issues
can be ignored. In this scenario, since robots might have different contributions
toward the overall goal completion, a weighted average method is applied to find
the overall system FO, as described in equation 3.10. Figure 4.8 shows the result
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for a two-robot system, where it is assumed that both robots equally contribute to
the final goal completion (50% each).
An important observation to note is that the system complexity is higher than
a one-robot system, as the number of subtasks has probably become higher, as well
as the mental workload. Therefore, the human reliability is more likely to decrease
at a faster rate, as shown in Figure 4.8.
Figure 4.8: Multi-Robot System: Parallel Independent Execution of Tasks
Dependent Execution of Tasks
This scenario is the most complicated compared to the previous ones. Multiple
robots are working with the guidance of a human user toward finishing some spe-
cific tasks, where all robots are active simultaneously executing dependent tasks.
In this case, the system FO is shown to fall somewhere between the weighted
average FO and the smallest robot FO. When total (100%) task dependency is
encountered, the system FO will be equal to the smallest robot FO, and the less
dependency exists, the closer the system FO will be to the weighted average one
that corresponds to the task independent scenario. For a two-robot system, the
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system FO is calculated as shown in equation 3.11. Figure 4.9 shows the result for
a two-robot system, where it is assumed that both robots equally contribute to the
final goal completion (50% each), and where tasks are 70% dependent. Result shows
Figure 4.9: Two-Robot System: Parallel Dependent Execution of Tasks
that the system FO falls between the weighted average FO and the smallest FO
- closer to the smallest FO though, because percent dependency is higher than 50%.
The system FO is generalized for N-robot systems, as shown in equation 3.12.
Figure 4.10 shows a sample simulation result for a three-robot system, where it is
assumed that robots 1, 2 and 3 contribute 30%, 50%, and 20% toward the final
goal completion. 20% task dependency is assumed between robots 1 and 2, 60%
between robots 1 and 3, and 40% between robots 2 and 3. Results show that the
system FO falls between the weighted average FO corresponding to the case of task
independency, and the smallest robot FO. But since inter-robot task dependencies
might highly affect other dependencies in the system - meaning that the dependency
between robot 1 and robot 2 might also have some implication and additional cost
on the dependency between robot 2 and robot 3, and so on - then the practical
system FO is said to be upper bounded by the value calculated in equation 3.12,
and lower bounded by the smallest robot FO. This is shown in equation 3.13
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Figure 4.10: Multi-Robot System: Parallel Dependent Execution of Tasks
4.3 Chapter Summary
In this chapter, we discuss some simulation results that intuitively explain and
support the importance of our proposed generic metric framework. Two main
scenarios are addressed: one-robot and multi-robot systems. Results show the
intuitiveness of our proposed fuzzy temporal models that estimate human reliability
and human trust in automation. They also present a practical ground that is
supported by abstraction and intuition, for the ability of our proposed metric to
efficiently assess the performance of both the robot and the human as a team, in a
generic way that makes it feasible for this metric to translate well between different
applications, as it is not biased toward specific ones. Results also support the




Real World Environment Setup
for Multi-Robot Platform
The knowledge bases presented in this work are based on a human expert’s knowl-
edge, and the most recent work in the area of human-machine interaction and
performance evaluation metrics. However, and in order to further enhance the
proposed system and better represent its knowledge base, an application robotic
platform that enables man-machine interaction is implemented, and users’ feedback
while interacting with the system was noted. The knowledge base is then fine-tuned
to better reflect the user’s knowledge. For the rest of this work, we further focus
on the human trust in automation factor and its implication on RAD and FO cor-
respondingly. The human reliability shall not be further addressed in this work, as
it requires more in depth studies in the disciplines of sociology, psychology, and
physiology, and will be addressed in our future related work.
In this chapter, we discuss the experimental system setup, presenting the main
software and hardware components of the robotic platform, along with the pro-
posed design and implementation.
5.1 Software and Hardware Components
5.1.1 PeopleBot
PeopleBot [3], shown in Figure 5.1 is a differential-drive robot that is well known
for human-robot interaction projects. It comes with a chest-level extension along
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Figure 5.1: PeopleBot Robotic system
with a touchscreen connected to an onboard computer to facilitate interaction with
people. PeopleBot is equipped with infrared table sensors and a gripper with sen-
sors which allow the robot to pick up an object from one location and place it at
another. PeopleBot features a laser navigation package with an autonomous robotic
navigation and localization (ARNL) software that uses Monte Carlo/Markov based
techniques for localization and navigation, which allows the PeopleBot to safely
navigate autonomously while avoiding obstacles with great precision. PeopleBot
can also navigate autonomously, but less accurately, using its built-in sonars. It
also comes with a pan/tilt/zoom camera that can be used for object and people
recognition, colour tracking, or other robot vision tasks. This can be accomplished
using the advanced colour tracking (ACTS) software that comes with the system.
Also, with the audio and speech package, it can record and play audio back, and
perform speech recognition and speech synthesis.
PeopleBot comes with an advanced robotics interface for applications (ARIA),
which offers an API to communicate with all the robot components, control the
robot’s parameters, and also provides tools to integrate input/output with other
custom hardware. It is usable under both Windows and Linux environments, sup-
porting C++/Java/Python programming languages [3]. PeopleBot SDK package
also provides some tools for creating maps of the robot’s working environment,
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which is essential for autonomous localization and navigation, or for use by the
MobileSim simulator or any software using the ARIA library. C++ was used in
our implementation.
Every MobileRobot, including PeopleBot, comes with the Pioneer SDK, which is a
collection of libraries and applications, along with other selected accessories. The
main components, which will be later described in further details, are [3]:
Figure 5.2: PeopleBot Software Components [3]
 ARIA: the advanced robotics interface for applications (ARIA) offers an open
source API to communicate with all robot’s components, control the robot’s
parameters, and provides tools to integrate input/output with other custom
hardware.
 ARNL: the autonomous robotic navigation and localization (ARNL) adds
robot localization and navigation libraries on top of ARIA. ARNL uses Monte
Carlo-based techniques for intelligent localization and navigation. This pack-
age allows the program to keep track of the robot position, and successfully
navigate it to a certain destination.
 MobileSim: MobileSim is a software package whose aim is to simulate Mo-
bileRobots platforms along with their environments, which is instrumental for
debugging and experimentation purposes using ARIA. MobileSim replaces the
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robot’s real serial port connection with a simulated control connection acces-
sible via a TCP port using the ArNetworking protocol.
 Mapper3: Mapper3 provides the infrastructure for creating maps of the robot’s
working environment, which is crucial for intelligent autonomous localization
and navigation, and for use in the MobileSim simulator or any software using
the ARIA library.
 MobileEyes: MobileEyes is a graphical client software for remotely monitor-
ing and controlling the mobile robot, by connecting to a server program on
the robot’s onboard computer using the ArNetworking protocol, whose im-
plementation is included with ARIA.
 ACTS: the advanced colour tracking system (ACTS) is a client-server software
that processes video frames information to identify and track coloured objects.
ACTS can simultaneously track up to 320 independent blobs, over a wide
variety of lighting conditions, at the maximum rate of 30 frames per second.
 ARCOS: the advanced robotics control operating system is a low-level soft-
ware package that manages all the low-level details of the mobile robot’s sys-
tem, such as motor controls, power, firing the sonar, collecting and reporting
sonar and wheel encoder data, and other basic processes.
All software is available for both Linux and Windows, and each will be further
discussed in the following sections.
Advanced Robot Interface for Applications (ARIA)
MobileRobots’ advanced robot interface for applications is an open source C++ li-
brary (software development toolkit or SDK) for all MobileRobots platforms. ARIA
allows the user to dynamically control the robot’s parameters, such as its velocity,
pose, relative heading, and other motion parameters through simple low-level com-
mands or through its high-level actions infrastructure. It also provides the proper
tools to integrate input/output with other custom hardware and all MobileRobots
robot accessories, including the pan/tilt/zoom cameras, pioneer gripper, and more.
ARIA also receives all current operating data sent by the robot platform, such as
position estimates and laser and sonar sensors readings.
Another library that comes as a part of ARIA is called ArNetworking. This library
aims to establish an extensible infrastructure for easy remote network operations
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of the robots, through user interfaces, and other networked client software. ArNet-
working enables clients to connect from any machine on the network to a server
executing on the robot’s PC, access the robot’s data, and issue commands. The
ARIA library is written in C++. However, an access to most of the ARIA API is
also available from Java and Python languages through wrapper layers. ARIA also
includes a variety of other useful tools for building robot applications as separate
libraries. These include: speech synthesis and recognition, sound effect playback,
mathematical functions, cross-platform (Windows/Linux) thread, and socket im-
plementations [3].
Autonomous Robotic Navigation and Localization (ARNL)
The autonomous robotic navigation and localization is a set of software packages
built on top of ARIA, for intelligent localization and navigation. The purpose
of this package is to allow the autonomous robot to keep track of where it is,
and successfully plans a path to navigate to a certain destination specified either
in the control program via the programming interface, or from a remote control
client such as MobileEyes via the ArNetworking libraries. ARNL library is also
written in C++, and most of the ARIA API is also available from Java and Python
languages via wrapper layers. ARNL includes three separate localization techniques
implemented as three separate libraries [3]:
 laser localization uses a SICK LMS laser measurement sensor, shown in Figure
5.3(a), to perform precise localization. SICK LMS is an extremely accurate
laser distance measurement sensor that is able to provide precise distance
readings up to 80 meters, and over a 180-degree area. MobileRobot robots
use a Monte-Carlo localization (MCL) algorithm to localize themselves in a
map by merging the robot odometry with the laser readings. This is done by
the ArLocalizationTask in the ARNL library.
 sonar localization uses the built in sonar sensors, as shown in Figure 5.3(b),
for approximate localization. Robots equipped with sonar also localize by
merging their odometry with the sonar data based on the MCL. This is done
by the ArSonarLocalizationTask in the SONARNL library.
 GPS localization uses a GPS unit to localize the robot within a map. This is
mainly for outdoor navigation. The GPS navigation package includes a low
profile rugged GPS receiver and LMS laser rangefinder fully installed on the
robot. The GPS has an accuracy of 2 meters when used with the standard
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(a) SICK LMS (b) Sonar Array
Figure 5.3: Laser LMS and Sonar Array [3]
free correction technique, but is capable of 1 meter or even 20 centimeter
accuracy with the deployment of more advanced correction techniques.
Navigation, on the other hand, is responsible for getting the robot to a precise des-
tination. The path planning module in ARNL is the most important component,
whose purpose is to compute a safe path from the robot’s current position to a spe-
cific destination. Then, the appropriate velocities and heading commands, among
other parameters, are sent to the robot so it can follow the computed path as accu-
rately as possible, all while avoiding any unmapped static and dynamic obstacles
that could possibly arise in its path. The path planning package uses a grid-based
search method to compute the shortest safe path from the present robot location
to a specific reachable destination point in the environment map. Even after the
main path is planned, ARNL continuously computes an updated version of the
planned path so it can plan around any unmapped static and dynamic obstacles it
sees within its sensors range. Once the path is computed, ARNL issues the trans-
lational and rotational velocities that are necessary to make the robot follow the
path as closely and accurately as possible. Obviously, this task would require fairly
accurate robot localization, hence the localization task must always be concurrently
running with the path planning task to keep track of the robots position.
In addition to the previously mentioned standard path planning and following in a
given environment map, the path planning module can incorporate special sectors
and actions [3]:
 sectors: sectors are designated areas in the map in which the robot localization
and navigation parameters are altered specifically for such areas. For example,
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one might want the robot to slow down in certain areas and speed up in some
other. Several other behaviours are possible. One way corridors are another
important example of such areas. These corridors restrict the movement of
the robot to only one direction in certain areas of the map. The use of one
way areas, however, may cause accessible goals to become inaccessible or be
reachable only in circuitous paths.
 re-plan paths: these allow the user to set up the robot to use a method that
enables it to re-plan a path when it finds that the current path to the desired
destination is blocked. This is useful when rooms can be accessed through
multiple doors, some of which may be closed on certain occasions.
 restrictive boundaries: these are basically sectors and lines in the map that
cost much more to traverse, and hence the robot has to plan around those
areas if possible to avoid such higher cost. These paradigms can be used
to force the robot to plan around some objects and areas unless there is no
alternative.
 inter-robot communication and mutual avoidance: this service allows multiple
robots to communicate with each other about their current status, along with
their positions and their projected planned path data, to better avoid each
other in the operating multiple-robot environment. Such communication can
be either direct in a peer-to-peer fashion, or through a central server.
MobileSim
MobileSim is a software whose aim is to simulate MobileRobots platforms along
with their working environments, which is instrumental for debugging and exper-
imentation purposes using ARIA. MobileSim uses line data from a MobileRobots
environment map file to simulate walls, obstacles, and other designated areas and
sectors in the environment, as shown in Figure 5.4. MobileSim translates a Mo-
bileRobots map that is originally created by Mapper3, as we shall describe in later
sections, to a stage environment with a simulated robot model. Simulated control
connection similar to the real robot’s serial port connection is also provided via
a TCP port. ARIA, therefore, is able to automatically connect to this TCP port
instead of the serial port, making it easy to run and debug the same programs using
the simulator before deploying them on the real robot [3].
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Figure 5.4: MobileSim [3]
Mapper3
Mapper3, shown in Figure 5.5, provides tools for creating maps for the robot’s
working environment. Such maps can be used for intelligent autonomous localiza-
tion and navigation purposes, either in the real world by the robot itself, or through
simulations using the MobileSim simulator. Toward this goal, the robot has to scan
its operating environment using its SICK laser distance measurement sensor. This
can be done by manually driving the robot around the environment using a joystick,
or remotely using the MobileEyes application. This results in a scan log file (.2d)
which can be loaded into the Mapper3 software for further processing. Once the
scan is loaded, Mapper3 begins processing the (.2d) file and draws progress into a
new map file (.map) that becomes open in Mapper3 for further placing and/or edit-
ing of goals, home points, obstacles, entry points for docking stations, and forbidden
areas that the navigation software should plan around. [3].
MobileEyes
MobileEyes is a graphical user interface that serves as a client for remotely mon-
itoring and controlling a robot by connecting to a server program running on the
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Figure 5.5: Mapper3
robot’s onboard computer using the ArNetworking protocol, included with ARIA,
or communicating with the simulated robot via MobileSim locally. MobileEyes is
able to display the robot’s position in an environment map, sonar and laser range
sensor data, and other various pieces of information, such as position values and
battery voltage. It also displays accessory controls such as camera pan, tilt, and
zoom, as shown in Figure 5.6. MobileEyes can also issue commands that con-
trol the robot, such as sending it a destination position from the map to navigate
to. It also displays the loaded map, and clicking on a destination goal makes the
robot plans its path, travels there, and re-plans its path when it detects obstacles.
MobileEyes can also change configuration parameters at run time, and connect to
multiple servers [3].
Advanced Colour Tracking System (ACTS)
The advanced colour tracking system is a client-server software that processes video
frames information to identify and track coloured objects, and send the extracted
information to the clients, through an easy to use configure colour-based visual
object tracking interface. Equipped with 32 independent channels, ACTS can si-
multaneously track up to 320 independent blobs, over a wide variety of lighting
conditions, at the maximum rate of 30 frames per second [3]. ACTS is very useful
as a vision sensor for robotics for object identification and tracking, surveillance,
human-robot interaction and many other machine-vision applications. ACTS comes
with an integrated training client software, shown in Figure 5.7, that allows the user
73
Figure 5.6: MobileEyes [3]
to train ACTS to find and track some coloured objects. The easy-to-use GUI train-
ing window allows the user to select and configure the colour tracking parameters,
and train the system using either a live image, or a previously saved one.
Advanced Robotics Control Operating System (ARCOS)
The advanced robotics control operating system is low-level software that manages
all the low-level details of the mobile robot’s system. It handles motor controls,
power, operating the motors, firing the sonar, collecting and reporting sonar and
wheel encoder data and other basic processes, all on command from and reporting
to a separate client application via ARIA. ARCOS is also responsible for monitoring
and responding to protection and emergency triggers; for example, ARCOS server
initiates a stall in the robot when one or more bumper segments get triggered during
the movement of the robot in some direction. ARCOS also contains a protocol that
will halt the robot’s motion if the communication between the client and the servers
running on the robot’s onboard computer is disrupted for some interval of time [3].
5.1.2 Verbal Interaction
Vestec’s automatic speech recognition engine (VASRE) [139] was used in this work
to enable human-robot interaction via semi-natural speech. VASRE is a speaker-
independent speech recognition engine that supports a distributed architecture of
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Figure 5.7: ACTS
servers and clients. VASRE supports multiple languages, large vocabulary, and
continuous speech recognition. Its acoustic models were trained based on contin-
uous hidden Markov modelling. Equipped with noise reduction techniques and
voice detection algorithms, it ensures smooth data input and more accurate speech
recognition. Its simple-to-use API allows easy integration with application pro-
grams. The output of the engine contains such information as the raw recognized
text, confidence scores, and logical parsing for generating semantic results.
The main components of the VASRE speech engine are: recognition servers, re-
source managers (RM), and grammar compilers.
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Recognition Servers
Equipped with acoustic models trained based on continuous hidden Markov mod-
elling, the recognition server of VASRE supports multilingual, speaker-independent,
large vocabulary, and continuous speech recognition acoustic models. The recogni-
tion server accepts speech recognition grammars in two formats: a text grammar
and a binary grammar. A text grammar includes the speech grammar rules written
in an Augmented Backus-Naur Form (ABNF) or an Extensible Markup Language
(XML) format. Compiling a text grammar file into a binary file can be done using
the grammar compiler. VASRE is able to process either batch audio or streamed
audio. VASRE is equipped with noise reduction and voice detection algorithms to
ensure smooth data input and thus better recognition results. The communication
session between a server and a client is called a port. The client initiates its com-
munication process with the server by opening a port. The server originally has
no speech grammars; therefore, the client is responsible for loading the server with
the appropriate grammar files. Then, audio files can be passed to the server for
recognition. The VASRE server can only process 8 kHz linear PCM audio. The
output of the engine contains such information as the raw recognized text, confi-
dence scores, and logical parsing for generating semantic results. A VASRE system
is able to support multiple servers, where each server can support a single client at
a time [139].
Resource Manager
The resource manager of VASRE is the central monitoring and management unit
that manages speech recognition sessions and coordinates communications between
recognition servers and clients. At system start-up, the RM reads the number of
servers and the grammar size, and monitors the status of the machines in the local
network and recognition servers running thereon. The RM performs load balancing
by assigning a given client request to an idle server on the least busy machine.
Grammar Compiler
A VASRE speech recognition server accepts both text and binary grammar files.
The grammar compiler is responsible for converting an easy-to-read text grammar
into the binary format, which can be directly loaded into the recognition server.
The text grammar describes the words and sentences that the engine should rec-
ognize from the given audio. Both text and binary grammars can be added to
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the server at run time, however, it is a better strategy to add binary ones, as this
releases the server from doing extra work and possibly delaying performance.
The grammar compiler generates the pronunciations of words used in the text
grammar by referring to a predefined lookup table that covers most common En-
glish terms; for those undefined in the table, the user is allowed to either rely on
an auto pronunciation engine, which guesses the pronunciations of given words,
or manually specify the pronunciations using predefined phonetic symbols. Each
grammar added to the server has two fields: tag, and activation token. The server
can load and use multiple grammars at a time, and all active grammars are used
for speech recognition. The activeness of each grammar is controlled by the client.
Based on active grammars, the server processes the audio file to find the best match.
All grammars are automatically deleted when the client program closes the port
[139].
5.2 Platform Design and Implementation
The application robotic platform supports a distributed architecture for reliable
and scalable operation of clients and robot servers. The proposed distributed ar-
chitecture comprises three components: the robot server, client, and the resource
manager (RM). The server and RM are the permanent components of the dis-
tributed architecture. The RM is the control tower of the distributed architecture.
It manages one or more robot servers and coordinates communication sessions be-
tween servers and clients. The robot server has two states: busy or idle. A server is
busy if it is executing an action upon receiving a client command. A server is idle if
it is not busy. Under the idle state, the robot server periodically communicates with
the RM to report its status. The RM balances server loads over different machines.
For example, if a robot server A is loaded with several queued commands, the RM
guides the next client request to a robot server B that has similar capabilities, if
available. The recognition client initiates a communication session with the robot
server by asking the RM about the server’s availability and functionality.
5.2.1 Resource Manager
The resource manager is the central entity of the framework that connects the vari-
ous components to one another. As each of the robotic entities turn on, it contacts
the RM registering itself along with its capabilities. This is shown in Figure 5.8.
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Figure 5.8: Robot Server Communication with Resource Manager
In this way, the RM keeps a record of all active robots and their states, and this
information can then become available to other clients and interfaces by request.
The RM is also the main entity that communicates with the client. The recog-
nition client initiates a communication session with the RM. It contacts the RM
registering itself and receiving a client ID. In this way, the RM keeps a record of all
active clients. Then after a command is ready on the client side, the client contacts
the RM asking for a command dispatch. The client might specifically ask for a
Figure 5.9: Client Communication with Resource Manager
specific robot, or might send a generic command that is to be executed by the first
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available server robot with such ability to perform the task. This is illustrated in
Figure 5.9.
The RM keeps a queue of instructions for each robot. This allows multiple robots
to be controlled simultaneously. Figure 5.10 illustrates a simplified data flow view
of the RM. The robot store contains records of all currently connected robots, their
actions, locations, along with various other information. By keeping a record of
this on the RM rather than retrieving it every time it is requested, some amount of
network traffic is eliminated. The task queue contains sequences of tasks that need
to be executed. It consists of a list of parallel tasks, where each parallel task is a
collection of tasks that need to be executed in series. The scheduler, on the other
Figure 5.10: Generic Resource Manager Design
hand, is responsible for receiving task requests from clients and loading them into
the task queue in a specific order. The dispatcher loads tasks out of the task queue
and sends them to individual robots as they become available. The dispatcher can
handle numerous parallel tasks simultaneously. Finally, the monitor is a separate
thread that runs in the background and periodically checks with every robot to
make sure it is still connected and if any information has been updated. If a change
has happened, the robot store will be updated on the RM.
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5.3 Chapter Summary
The knowledge bases presented in this work are based on a human expert’s knowl-
edge, and the most recent work in the area of human-machine interaction and
performance evaluation metrics. In this chapter however, and in order to further
enhance the proposed system and better represent its knowledge base, an appli-
cation robotic platform - that enables man-machine interaction via semi-natural
language to complete tasks with varying levels of complexity - is implemented.
User feedback is recorded and used to tune the knowledge base where needed. The
main hardware component used for such purpose is the PeopleBot robot. Verbal
communication with the robot is enabled through the use of Vestec’s automatic
speech recognition engine (VASRE).
The application robotic platform supports a distributed architecture for reliable
and scalable operation of clients and robot servers. The proposed distributed ar-
chitecture comprises three components: the robot server, client, and the resource
manager (RM). The RM is the control tower of the distributed architecture. It man-
ages one or more robot servers and coordinates communication sessions between
servers and clients. The RM also balances server loads over different machines.
For example, if a robot server A is loaded with several queued commands, the RM




Experimental Results and Metric
Assessment
In this chapter, we further focus on the two-level human trust in automation factor,
along with its proposed knowledge bases. The human reliability factor is not further
addressed throughout this chapter as it requires more in depth studies in other
disciplines that should be carefully considered, which goes beyond the purpose of
this work, and hence noted to be addressed in other future related work.
6.1 Suggested Set of Experiments
The set of experiments conducted in this work involves two Peoplebot robots, work-
ing singly or together toward achieving some tasks, and a human operator. The
purpose of these experiments is to support the correctness and the validity of the
proposed fuzzy knowledge base, and tune rules where needed to best accommodate
and represent the human expert’s knowledge. A sample of nine users was chosen
for this purpose, and each was exposed to a set of five to six scenarios where the
robot attempts to complete a set of different tasks, with varying levels of success,
under the command and operation of the human user. Human trust in automation,
along with other first- and second-order perceptions, are marked at different time
units and compared to those obtained/inferred using our proposed framework. The
scenarios emphasize how the human trust in automation varies with time, accord-
ing to the system’s success fulfilling the required tasks. The tasks vary from simple
to more complex. In some scenarios, the robot is instructed to perform a series
of simple tasks of moving a certain distance forward or backward, turning left or
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right at a certain angle, and/or controlling its gripper. The robot is instructed via
the user’s natural speech. More complex tasks require the robot to pick an object
from a certain location and place it at a goal location. In doing so, the robot has
to navigate the environment, avoiding static and dynamic obstacles, looking for
the object. Once it is located, the robot gets near the object, performs a series
of gripper actions (moves the gripper to an appropriate height, opens the gripper,
and finally embraces the object) and navigates to the goal destination to place the
object at the desired location. This is illustrated in Figure 6.1. Other tasks require
the robot to build a map for its environment. In doing so, the robot has to wander
in the environment, gathering all sonar and laser sensor-based measurements, de-
tecting and avoiding obstacles, and then finally converting the gathered data into a
two dimensional map for the working environment. Another scenario could require
the robot to locate, grab, or follow a predefined coloured object in a room. Further
details on the experimental setup for the user feedback assessment can be found in
appendix D.
6.2 Domain-Specific Measures
Users’ observation of the first-order perceptions depends on domain-specific mea-
sures. For example, for any mobile system, the ability of the robotic agent to
navigate in its working environment is one of the most crucial capabilities of all.
Staying operational, avoiding dangerous situations such as collisions with static
and dynamic obstacles, and staying within safe operating conditions come first.
Navigation is a fundamental task for mobile robots: move the robot from A to B.
Performing this task requires determining where the robot is (A), where it needs
to be (B), how it should get there (path planning and resource usage), and how
to deal with static and dynamic environmental factors and contingencies (obstacles
and hazards) encountered on the way. And of course, the objective of this task is to
perform work that requires significant ''social interaction'', where both the human
and the robot collaborate to accomplish the desired task.
Not all navigation though is without problems. Obstacles are often encountered
on the projected planned path, and at times, robotic systems may find themselves
stuck in ditches or debris, and hence have to extract themselves from such situa-
tions. Creating a plan for extraction requires the system knowing the characteristics
of the obstacle (size, hardness) as well as knowing other potential hazards in the
surrounding environment. This process involves interpretation of sensor data, de-
tection and identification of objects and obstacles, judgment of sizes and distances,
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(a) Ready to Go (b) Object Detected and Grabbed
(c) Navigating to Destination (d) Object Dropped at Destination
Figure 6.1: Pick and Place
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 relative and absolute judgments of distance, size, or length.
 platform relative judgments - how long would it take the robot to reach des-
tination B?
 estimates involving relative motion - will the robot perceive other moving
objects?
 obstacles that were successfully avoided.
 obstacles that were not avoided but could be overcome.
 identification errors - number of incorrect targets or number of targets missed.
 estimates involving the ability of the robot to recover from faults.
 the ability of the robot to realize that it reached the wrong destination, thus
deploying a recovery strategy.
These potential measures are domain-specific, and they represent the tool to es-
timate the first-order perceptions related to fault size: fault frequency (e.g. how
often does the robot hit an obstacle, misidentify objects, reach a wrong destination,
miss a target, stall and ask for the operator’s help?); fault cruciality (e.g. did the
robot collide with another robot or a human being, or just missed an object or
identified a wrong target? did the robot lose its way and leave the designated area
to a road full of traffic or did it just stall and ask for the operator’s help?); and
fault recovery (e.g. after reaching a wrong destination because of deviation from
trajectory, will it be able to recover its reference position?).
System Awareness, on the other hand, is another equally important issue. The
system needs to have an overall understanding of the locale in which it is working.
Some parameters might need to be tuned prior to the start of the task or mission,
as in whether the robot is operating in an indoor or outdoor environment, off the
road or on the road, in an urban terrain, wooded terrain, or desert. During task
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execution, the system needs to know where it is, and the nature of the particular
area it will be operating in. For example, if the robot is navigating inside a building,
the system should know on which floor it is located. Further, the mobile navigator
must have the up-to-date knowledge about its current abilities and limitations, as
the less a robot is aware of its capabilities and the less it is able to recognize when
it is having trouble, the more human monitoring and intervention is required (en-
ter closed-loop paradigm). Finally, a good understanding of the human operator’s
presence, status, location, and abilities is a must as well.
Some potential measures of this factor include:
 the robot’s understanding of how their tasks should be completed.
 the robot’s awareness of who is communicating with whom.
 the robot’s knowledge of such things as other agents’ roles and responsibilities,
positions and status, and capabilities and limitations.
 the robot’s awareness of what the human operator knows and what they are
doing.
 the robot’s ability to perceive the elements in their working environments,
comprehend their meaning, and project their status in the near future.
 the robot’s amount of information about the presence and activities of people
and machines in a shared environment.
 the robot’s awareness of simultaneous activities performed to achieve a shared
task.
 the robot’s up-to-minute knowledge of other participants’ interactions with
the shared workspace.
 the robot’s understanding of its own capabilities and limitations, and when it
is a good time to stop and ask for the human operator’s help and guidance.
These potential measures, among others, represent the tool to estimate the first-
order perceptions related to awareness: machine awareness of its capabilities (e.g.
will the mobile robot attempt to fly if it were asked to? will it know when it is stuck
and should ask for the operator’s intervention?, as shown in Figure 6.2); context
awareness of the task (e.g. does the mobile robot know what the task is about,
and how it can be completed?); and machine awareness of the human operator’s
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Figure 6.2: Cul-De-Sac Scenario: Dead End with No Way out but a Human Inter-
vention
availability and cognitive and physical abilities and limitations, which we refer to
as the human awareness (e.g. does the robot know where the human operator is?
what they are doing? their roles and responsibilities, and if they are available or
able to help out?)
Finally, as for productivity, measures that refer to the system effectiveness and
how well the task is completed, as well as its utility, benefit, and/or importance,
are involved.
Some potential measures include:
 percentage of navigation.
 tasks successfully completed.
 coverage of area.
 deviation from the planned route.
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 overall percentage of detected true targets.
 time to complete the task compared to the operator’s time and effort to
complete the same task individually - ratio of operator time to robot time.
 safety measures during task completion - any critical losses and damages?
 utility of the achieved task and its implication on other related tasks.
 number of unplanned operator interventions per unit time.
These potential measures, among others, will represent the tool to estimate the
first-order perceptions related to productivity: task completion (e.g. percentage
of navigation tasks successfully completed, coverage area); and task sophistication
and utility (e.g. ratio of operator time to robot time, number of unplanned operator
interventions per unit time, implication of successful/unsuccessful task completion
on the overall goal).
6.3 Users Feedback vs. Knowledge Base
Users’ perceptions are helpful to enrich the expert’s knowledge base, make sure it
reflects a representative knowledge, and provides feedback on scenarios that could
have been given lower attention at implementation time. Several rules were tuned
after receiving feedback from users. Some rules belonging to the productivity knowl-
Table 6.1: Productivity % Error Reduction
Subject Old Rules New Rules % Error Reduction
Subject#1 2.28 2.28 0.00
Subject#2 11.40 9.27 2.13
Subject#3 5.05 3.90 1.15
Subject#4 6.03 6.03 0.00
Subject#5 9.92 5.36 4.56
Subject#6 11.59 4.45 7.14
Subject#7 5.02 5.02 0.00
Subject#8 8.14 8.14 0.00
Subject#9 9.40 9.67 -0.27
edge base were tuned when feedback showed that users tend to give more weight
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Figure 6.3: Percent Productivity Estimation Error: Before and After Rules Tuning
(Sample User)
toward task completion than task complexity and sophistication. Figure 6.3 shows
a sample simulation for one user, and the implication of this rule tuning on the over-
all percent estimation error between the practical feedback (received from the user)
and those inferred using the Mamdani fuzzy inference model for the productivity
factor. Table 6.1 shows the implication of such tuning on the remaining sample
users. The results show some overall significant reduction of error when tuned rules
are put in place.
Similar findings were also reported for the trust inference mechanism at level II
of the proposed framework. User feedback showed that users tend to generally
build trust rather more slowly than earning it, but when the trust is already at a
very low state, this build up process becomes a bit slower yet. Therefore, a few
rules belonging to the knowledge base representing the state very low at level II
were altered to further accommodate such observation. The implication of such
tuning is reported in table 6.2. Results also show some overall significant gain in
the approximation accuracy.
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Table 6.2: Trust % Error Reduction
% Subject Old Rules New Rules % Error Reduction
Subject #1 6.43 8.49 -2.06
Subject #2 6.38 3.04 3.34
Subject #3 7.83 4.16 3.67
Subject #4 5.33 2.00 3.33
Subject #5 6.40 6.40 0.00
Subject #6 10.60 10.60 0.00
Subject #7 8.86 8.86 0.00
Subject #8 5.29 5.29 0.00
Subject #9 15.14 9.14 6.00
Figures 6.7(a), 6.7(b), 6.7(c), and 6.7(d), for instance, show a comparison between
the theoretical results obtained using our proposed two-level trust evaluation frame-
work, and the practical ones obtained from one sample user. Two independent sets
of three scenarios each took place. The sets are independent and separate which
explains the discontinuity at time stamp t = 3, which represents time stamp t = 0
for the second set. The first set focused on good robot performance, and successful
task completion. The user’s trust evolution was noted. In the second set, the user
is asked to start interacting (starting with the same initial human trust in automa-
tion at time t = 0) with the robot with a different set of scenarios, which focused
mostly on poor robot performance, followed by an instant significantly improved
task execution. The user’s trust in the system automation was also noted. Figure
6.7(a) shows the user’s first-order perceptions of fault frequency, fault cruciality,
and fault recovery, along with the overall fault size. The latter value is compared
to that obtained using our fault size fuzzy inference model. Figures 6.7(b) and
6.7(c) address the same matter for both the awareness and the productivity fac-
tors. Figure 6.7(d) compares the trust value as noted from the user and generated
using our proposed fuzzy level II. Results show accurate trust approximation and
good inferences in both levels I and II, which reflects proper and representative
knowledge bases design.
Figure 6.7(e) shows the implication of the human trust in automation factor on
both indirect interaction time (IIT) and robot attention demand (RAD). Direct
interaction time (DIT) is assumed to be 25% of the overall task time, during which
the human user is to instruct and inform the robot about the task to be completed.
Results show that when the human trust in automation increases, the indirect
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(a) Fault Size Inference (b) Awareness Inference
(c) Productivity Inference (d) Human Trust in Automation
(e) Robot Attention Demand (f) Fan-out
Figure 6.4: Subject #1 - Levels I and II Inferences
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(a) Fault Size Inference (b) Awareness Inference
(c) Productivity Inference (d) Human Trust in Automation
(e) Robot Attention Demand (f) Fan-out
Figure 6.5: Subject #2 - Levels I and II Inferences
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(a) Fault Size Inference (b) Awareness Inference
(c) Productivity Inference (d) Human Trust in Automation
(e) Robot Attention Demand (f) Fan-out
Figure 6.6: Subject #3 - Levels I and II Inferences
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(a) Fault Size Inference (b) Awareness Inference
(c) Productivity Inference (d) Human Trust in Automation
(e) Robot Attention Demand (f) Fan-out
Figure 6.7: Subject #4 - Levels I and II Inferences
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interaction time (IIT) spent monitoring the robot and interfering when needed,
decreases, and vice versa. Figure 6.7(f) shows the same variations of the human
trust in automation with respect to time, along with its corresponding FO metric
value. In this scenario (assuming a DIT of 25%), the ideal FO is 4. However, since
FO is not independent of the human trust in automation, when the trust is high,
the practical FO is close to its ideal value, while when trust is low and the corre-
sponding IIT is very high, FO is far below its ideal value, and closer to 1; thus, the
human user is assumed to have too little time to interact with other robots. The
same reasoning can be applied to Figures 6.4, 6.5, and 6.6.
Similar results are also shown in Figures 6.8, 6.9, 6.10, 6.11, and 6.12, where five
randomly selected continuous scenarios took place with varying levels of success
and completion. User feedback was noted and compared to the inferred values.
Results also show that our proposed system, with its set of modified rules, is rep-
resentative and within reasonable accuracy. Table 6.3 shows the results for all nine
sample users selected in this work. The table shows the approximation errors for
all inferred values, starting from fault size, and including awareness, productivity,
and finally human trust in automation. The results are very encouraging for the
correctness of the knowledge base. Future work will include more users taking
part in this work, providing feedback that further better represents the proposed
knowledge bases, and interacting with different types of other robots.
Table 6.3: Inference % Approximation Errors
% Error Fault Size Awareness Productivity Trust
Subject#1 8.13 8.12 2.28 8.49
Subject#2 9.32 5.27 9.27 3.04
Subject#3 6.50 4.83 3.90 4.16
Subject#4 3.50 3.91 6.03 2.00
Subject#5 9.73 5.03 5.36 6.40
Subject#6 4.61 8.90 4.45 10.60
Subject#7 10.72 9.84 5.02 8.86
Subject#8 7.48 7.62 8.14 5.29
Subject#9 9.18 7.31 9.67 9.14
Avg Error 7.69 6.76 6.01 6.44
Std Dev 2.28 1.94 2.37 2.84
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(a) Fault Size Inference (b) Awareness Inference
(c) Productivity Inference (d) Human Trust in Automation
(e) Robot Attention Demand (f) Fan-out
Figure 6.8: Subject #5 - Levels I and II Inferences
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(a) Fault Size Inference (b) Awareness Inference
(c) Productivity Inference (d) Human Trust in Automation
(e) Robot Attention Demand (f) Fan-out
Figure 6.9: Subject #6 - Levels I and II Inferences
96
(a) Fault Size Inference (b) Awareness Inference
(c) Productivity Inference (d) Human Trust in Automation
(e) Robot Attention Demand (f) Fan-out
Figure 6.10: Subject #7 - Levels I and II Inferences
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(a) Fault Size Inference (b) Awareness Inference
(c) Productivity Inference (d) Human Trust in Automation
(e) Robot Attention Demand (f) Fan-out
Figure 6.11: Subject #8 - Levels I and II Inferences
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(a) Fault Size Inference (b) Awareness Inference
(c) Productivity Inference (d) Human Trust in Automation
(e) Robot Attention Demand (f) Fan-out
Figure 6.12: Subject #9 - Levels I and II Inferences
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6.4 Observations and Extensions
In the following, we introduce further observations and extensions to our proposed
system, emphasizing their importance and relevance to this work and its future
related research directions.
6.4.1 Experienced vs. Inexperienced Users
This section addresses another observation that was made when users with different
expertise interacted with the robotic system. It was noted that inexperienced users
who have no experience at all dealing or working with sophisticated machines or
robots provided feedback that tends to show some slight differences when compared
to those obtained from more experienced users in the same experimental scenarios.
Inexperienced users tend to show signs of being overimpressed with the system
when it shows successful task completion, without paying attention to minor mis-
takes that did not affect the overall system task completion. They also get more
frustrated with the system when it shows strong signs of incompetence.
Toward this end, special considerations had to be taken into account to further
accommodate this category of users to preserve the generic aspect of the proposed
trust evaluation metric that is fed on its lowest level with first-order perceptions
from the user. One solution would be to build another knowledge base to accom-
modate such an audience. This, however, adds further complexity to the system.
This problem could be avoided with the use of special fuzzy sets for those inexperi-
enced users, as shown in Figure 6.13(b). Therefore, the role of the new membership
functions is to adjust the user’s feedback to become more compatible with an expe-
rienced one. An ideal variation of the original membership functions is to be found.
In doing so, a total of seventy-five feedbacks obtained from both experienced and
inexperienced users for the same scenarios are recorded and used to optimize the
support set and the height of the membership functions.
Four parameters are used in the optimization process: a, b, h1, and h2, as shown in
Figure 6.13(a). The optimization process is to search for the optimal combination
of values a, b, h1, and h2, so to minimize the total error between both experienced
and inexperienced users’ perceptions. This is achieved by reducing the overall fuzzi-
fication error between the two set of users. Values of 10, 12.5, 1, and 1, as shown in
Figure 6.13(b), are found to achieve such minimal error (9.96%). Naive brute force
search is used in this work as the search space is not too large and can be spanned
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(a) Parameter to Learn (b) Optimized Sets
Figure 6.13: Experienced Vs Inexperienced MFs
efficiently. Figure 6.14 shows a randomly selected sample array of a user’s feed-
back for five scenarios. The figure shows the percent error reduction for all ''low'',
''medium'', and ''high''fuzzified membership grades. Results show significant error
reduction when the new fuzzy sets are put in place.
Although this preliminary suggested solution helps reduce the fuzzification error
between the two sets of users, this, however, does not solve the problem that users
in general tend to provide subjective perceptions based on personal and relative
judgements that vary from one person to another, thus introducing further fuzzi-
ness into the system. Such two-dimensional fuzziness can be addressed with the
use of fuzzy type-2 sets. This type of fuzzy systems will be a key problem solution
that we will address in our related future work.
6.4.2 Computing with Words
So far in this work, the user’s first-order perceptions were received in terms of nu-
merical values on a scale of 10. This method of expressing perceptions, however,
seems less likely to occur in real environments. The user is more likely to express
their perceptions using words, and say that the productivity was high or very high
as opposed to the fact that it was 7 or 9 on a scale of 10. Humans think in rel-
ative ranges; our linguistic statements about perceptions and observations include
adjectives, adverbs, intensifiers, descriptors, and/or other modifiers. This method
of computing is addressed by Zadeh as computing with words (CWW) [140], in
which the objects of computation are words and propositions drawn from a natural
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Figure 6.14: Old vs New Membership Functions - Inexperienced Users Error Re-
duction
language, as shown in Figure 6.15(a).
CWW is the interdisciplinary field that attempts to merge contributions from the
fields of computational science, fuzzy logic, and natural language understanding.
Supporting this theory, cognitive psychologist Eleanor Rosch, the mother of ''pro-
totype theory''[141], showed in a study that involves a series of experiments that
English speakers show a consistent behaviour in numerically mapping modifiers into
a particular range. Such findings are often used to support the mapping of words
onto values, and also to show that human cognition and categorization are based on
physical human perception. Therefore, our augmented framework suggests the fol-
lowing: the new module added to our design is the word interpreter (WI), as shown
in Figure 6.15(b). The WI accepts linguistic first-order perceptions and maps them
into numerical values that are fed to level I for fuzzification. Perceptions could
be: very low (ex: the fault frequency is very low), low (ex: context awareness is
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(a) Computing with Words (b) Augmented Framework
Figure 6.15: Augmented Framework - Computing with Words
low), medium (ex: fault severity is medium), high (ex: task completion is high),
and very high (task sophistication is very high). Such perceptions are mapped to
value 1, 3, 5, 7, 9 accordingly. Computing with words, however, is not an easy task,
and a special consideration for linguistic modifiers and hedges should be carefully
taken into account. A user, for instance, may choose to describe fault recovery by
''somewhat high'', or task completion by ''somewhere between low and medium''or
''not very low''. Therefore, future work will focus on careful implementation of such
a module to take full advantage of the power of computing with words.
6.5 Qualitative Results Assessment
In this work, we present a further step toward identifying a common generic metric
to assess the performance of the human-robot team, and the nature of the relation-
ship that governs their behaviour while collaboratively interacting with each other
to achieve some tasks. It presents a good indicator of how well the human and the
robot are performing as team.
Simulations and experimental results present a practical ground which supports
the abstraction and intuition of the proposed metric to efficiently assess the per-
formance of the human-robot team, in a generic way that makes it feasible for this
metric to translate well between different application domains. The metric can be
used for applications ranging from navigation, to search, object detection, colour
tracking, obstacle avoidance, and assistive robotics, among other applications. Re-
sults also support the proposed two-level fuzzy system architecture to model the
crucial human trust in automation phenomenon, and show acceptable trust ap-
proximation and good inferences in both levels I and II, which reflects proper and
representative knowledge bases design. They also show easy extension and fine-
tuning of the fuzzy knowledge base to best describe a human expert’s knowledge,
avoiding complex mathematical models, or further offline training.
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The proposed metric further allows the inference of numerical quantitative indi-
cation of both RAD and FO, hence avoiding the need to experimentally compute
such values, which is often difficult, and restricted by practical limitations, such as
task saturation and crowded work space, as in the case of fan-out. The metric also
offers extended and generalized intuitive mathematical models to accommodate for
the scenarios where multiple robots can all be a part of one bigger robotic system.
Such a metric however, faces several challenges. Although the proposed knowl-
edge base shows good knowledge representation, such knowledge is not precise, and
is subject to variation from one user to another. Human users in general tend to
provide subjective perceptions based on personal and relative judgements, which
vary from one person to another, thus introducing further fuzziness into the sys-
tem. Furthermore, although studies show that English speakers show a consistent
behaviour in numerically mapping modifiers into a particular range, the boundaries
of such a range are fuzzy. These challenges, however, will be addressed by intro-
ducing another level of fuzziness into the system, to provide a fuzzy indicator (as
in a range) of the system performance, rather than a single value. Values in such a
range can be further given a confidence score, which can be closely related to the
human expertise, level of training, and/or confidence level. This higher dimensional
fuzziness shall be explored with the use of interval fuzzy type-2 systems, which can
provide an indicator of a system performance with a foot of uncertainty. This will
be addressed in our future research work.
6.6 Chapter Summary
In this chapter, we present a set of experiments that involve two Peoplebot robots,
working collaboratively with a human operator toward achieving some tasks. The
purpose of the experiments is to support the correctness and validity of the pro-
posed fuzzy knowledge base, and tune rules where needed to best accommodate
and represent the human expert’s knowledge. Users were exposed to a set of five
to six scenarios where the robot attempts to complete a set of different tasks, with
varying levels of completion, under the command and operation of the human user.
Human trust in automation, along with other first- and second-order perceptions,
are marked at different time units and compared to those obtained/inferred using
our proposed framework. Results show that the proposed system, with its set of
modified rules, is representative and within reasonable accuracy.
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This chapter also discusses further extensions of the system to accommodate for
users with different expertise working with sophisticated machines. This is ad-
dressed through the use of special fuzzy sets, whose purpose is to minimize the
total error between both experienced and inexperienced user perceptions. Finally,
we address the concept of computing with words (CWW) [140], in which the ob-
jects of computation are words and propositions drawn from a natural language.
Therefore, our augmented framework suggests a new module that accepts linguistic
first-order perceptions and maps them to numerical values that are fed to level I for
fuzzification. Future work will focus on careful implementation of such a module
to take full advantage of the power of computing with words.
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Chapter 7
Conclusion and Future Work
The obvious goal of any human-robot interaction system is to increase the effective-
ness of the team in accomplishing some task. Therefore designing a performance
metric that can assess this effectiveness is crucial. In fact, choosing meaningful
performance measures provides robotics researchers with a common ground for in-
terpretation and comparison. We believe that such evaluation criteria should focus
on the human and the robot as a team.
Human-robot performance evaluation metrics have been receiving a good deal of
researchers’ attention, especially with the fast growth in the fields of robotics and
human-robot interaction systems, and the emergence of higher-order functions,
where robots are becoming more involved in increasingly more complex and less
structured tasks and activities, that require indispensable interaction with people to
complete the required tasks. However, much research that focuses on performance
assessment of systems having both the human and the robot tends to disregard the
capability of one of the agents; therefore, approaches that integrate the contribu-
tions of both the human and the robotic agents have been minimally addressed.
Add to this, the lack of a generalized set of performance metrics that can span
much of the robotics and HRI applications space, where most of the presented set
of metrics are domain-specific or biased toward a specific application domain.
In this work, we propose a further step toward generalizing a common performance
metric for assessing the human-robot team performance, by integrating both the
human’s and the robot’s contribution in the assessment loop. Toward the efficient
modelling of such metrics, we attempt to determine the true amount of time that
an operator has to dedicate to the robot. Therefore, we define the robot attention
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demand (RAD) as a function of both direct interaction time (DIT) and indirect
interaction time (IIT), where the IIT is a direct consequence of human trust in
automation, which is a key factor in determining the nature of the relationship be-
tween the human user and the robot. We propose a two-level trust evaluation model
which estimates the human trust in automation. This model combines the advan-
tages of fuzzy logic and finite state machines to best model this phenomenon. The
model reduces the system complexity and the size of the knowledge base by group-
ing perceptions into first- and second-order perceptions. Another time-based hu-
man reliability assessment model that uses a finite fuzzy state machine to estimate
the human reliability state is also proposed; first-order Sugeno-like consequents are
used for mapping the fuzzy states into a final crisp output. First-order consequents
are used as the human reliability degrades naturally with time even when the task
complexity is simple and does not impose much physical and cognitive load on the
human operator. Then, generalization models that extend the proposed metric
framework to accommodate multi-robot systems are proposed. Several models are
derived for different task completion scenarios: sequential and parallel execution of
tasks are both addressed, and with varying levels of dependency. Intuitively derived
mathematical models are presented for each case. Simulations and experimental
results come to support the proposed performance metric. The fuzzy knowledge
bases are further updated by implementing a robotic platform where robots and
users interact via semi-natural language to complete tasks with varying levels of
complexity and success. User feedback is recorded and used to tune the knowledge
base where needed. This comes to support the correctness and the validity of the
proposed fuzzy knowledge bases, and to tune rules where needed to best accommo-
date and represent the human expert’s knowledge.
This work presents a further step toward identifying a common performance metric
for evaluating the human-robot interaction performance. It intends to provide an
interaction performance index of the human-robotic system. Each interacting de-
vice is further equipped with such an interaction measure, which can be provided
through an interactive performance assessment process. This process could occur
offline to support different types of users, ranging from non-experienced, to semi-
experienced, and fully experienced. However, much more work still needs to be
carefully addressed in related future work:
 in this work, we present an insight on how to model the human reliability
factor. This factor, however, requires further intensive and in depth stud-
ies in the disciplines of human sociology, physiology, psychology and so on.
Therefore, careful implementation of such a module is crucial.
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 in this work, we propose and implement an application robotic platform,
where human users and robots interact via semi-natural language to achieve
some tasks. The set of experiments involves two Peoplebot robots, working
singly or together toward independent tasks, and a human operator. The
tasks vary from simple to more complex. A sample of nine users was chosen
for this purpose. Further work will introduce more users, interacting with
other robotic agents, executing different types of tasks, to better tune the
knowledge bases to best reflect the human expert’s knowledge.
 in this work, we propose some special fuzzy sets to accommodate for inex-
perienced users after they provided feedback that tends to show some slight
differences when compared to those obtained from more experienced users in
the same experimental scenarios. This, however, is not the end of the story.
People generally tend to have slightly different relative judgements. There-
fore, fuzzy type-2 systems, which generalize type-1 fuzzy sets and systems so
that more uncertainty can be handled, will be considered in our future work
to address this observation.
 in this work, we address computing with words as a module that translates
users’ perceptions into some numerical values so they can be fuzzified. Com-
puting with words, however, is not an easy task, and a special consideration
for linguistic modifiers and hedges should be carefully taken into account.
Future work will further address this module to take full advantage of the
power of computing with words.
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Appendix A
Human Trust in Automation
(Level II) - Knowledge Base
This appendix reports the knowledge base for level II of the human trust in au-
tomation model. Level II uses a finite fuzzy state machine to infer the trust state,
which can take one or more of five states, very low, low, medium, high, and very
high, based on some three essential second-order perceptions: fault size, produc-
tivity, and awareness, which are modelled using three membership functions: low,
medium, and high. As such, twenty-seven rules are required to model each of the
trust state. Tables A.1, A.2, A.3, and A.4 illustrate the proposed rules of the states:
low, medium, high, and very high. The knowledge base that corresponds to the
state very low was already described in table 3.1. Each table corresponds to a
specific current state. Each row corresponds to a rule, which can be formulated by
aggregating the input variables with an AND operator.
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Table A.1: Current Trust State: Low
Rule Var1: FaultSize Var2: Productivity Var 3: Awareness Output: Trust
1 Low Low Low Low
2 Low Low Medium Medium
3 Low Low High Medium
4 Low Medium Low Medium
5 Low Medium Medium Medium
6 Low Medium High Medium
7 Low High Low Medium
8 Low High Medium Medium
9 Low High High Medium
10 Medium Low Low Low
11 Medium Low Medium Low
12 Medium Low High Medium
13 Medium Medium Low Low
14 Medium Medium Medium Low
15 Medium Medium High Medium
16 Medium High Low Medium
17 Medium High Medium Medium
18 Medium High High Medium
19 High Low Low Very Low
20 High Low Medium Low
21 High Low High Low
22 High Medium Low Low
23 High Medium Medium Low
24 High Medium High Medium
25 High High Low Low
26 High High Medium Medium
27 High High High Medium
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Table A.2: Current Trust State: Medium
Rule Var1: FaultSize Var2: Productivity Var 3: Awareness Output: Trust
1 Low Low Low Low
2 Low Low Medium Medium
3 Low Low High Medium
4 Low Medium Low Medium
5 Low Medium Medium Medium
6 Low Medium High High
7 Low High Low Medium
8 Low High Medium High
9 Low High High High
10 Medium Low Low Low
11 Medium Low Medium Medium
12 Medium Low High Medium
13 Medium Medium Low Medium
14 Medium Medium Medium Medium
15 Medium Medium High Medium
16 Medium High Low Medium
17 Medium High Medium Medium
18 Medium High High High
19 High Low Low Low
20 High Low Medium Low
21 High Low High Medium
22 High Medium Low Low
23 High Medium Medium Medium
24 High Medium High Medium
25 High High Low Medium
26 High High Medium Medium
27 High High High Medium
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Table A.3: Current Trust State: High
Rule Var1: FaultSize Var2: Productivity Var 3: Awareness Output: Trust
1 Low Low Low Medium
2 Low Low Medium Medium
3 Low Low High Medium
4 Low Medium Low Medium
5 Low Medium Medium Medium
6 Low Medium High High
7 Low High Low Medium
8 Low High Medium High
9 Low High High Very High
10 Medium Low Low Low
11 Medium Low Medium Medium
12 Medium Low High Medium
13 Medium Medium Low Medium
14 Medium Medium Medium Medium
15 Medium Medium High Medium
16 Medium High Low Medium
17 Medium High Medium Medium
18 Medium High High High
19 High Low Low Low
20 High Low Medium Low
21 High Low High Medium
22 High Medium Low Low
23 High Medium Medium Medium
24 High Medium High Medium
25 High High Low Medium
26 High High Medium Medium
27 High High High Medium
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Table A.4: Current Trust State: Very High
Rule Var1: FaultSize Var2: Productivity Var 3: Awareness Output: Trust
1 Low Low Low Medium
2 Low Low Medium Medium
3 Low Low High High
4 Low Medium Low Medium
5 Low Medium Medium High
6 Low Medium High High
7 Low High Low High
8 Low High Medium High
9 Low High High Very High
10 Medium Low Low Medium
11 Medium Low Medium Medium
12 Medium Low High Medium
13 Medium Medium Low Medium
14 Medium Medium Medium Medium
15 Medium Medium High High
16 Medium High Low Medium
17 Medium High Medium High
18 Medium High High High
19 High Low Low Low
20 High Low Medium Medium
21 High Low High Medium
22 High Medium Low Medium
23 High Medium Medium Medium
24 High Medium High Medium
25 High High Low Medium
26 High High Medium Medium
27 High High High High
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Appendix B
Human Trust in Automation
(Level I) - Knowledge Base
This appendix reports the knowledge base for level I of the human trust in au-
tomation model. Level I comprises three Mamdani fuzzy inference models, that
explain or infer the three second-order perceptions based on some first-order per-
ceptions, and some knowledge base. Table B.1 illustrates the proposed set of rules
corresponding to the fault size fuzzy inference model that takes as inputs the fault
frequency, the fault cruciality, and the fault recovery. Each factor is modelled using
three membership functions: low, medium, and high; as such, twenty-seven rules are
required. Table B.2 illustrates the proposed rules corresponding to the awareness
fuzzy inference model. The knowledge base that corresponds to the productivity
fuzzy inference model was already described in table 3.2.
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Table B.1: FIM1: Fault Size
Rule Var1: Fault Var2: Fault Var3: Fault Output: Fault
Number Frequency Crutialty Recovery Size
1 Low Low Low Low
2 Low Low Medium Low
3 Low Low High Low
4 Low Medium Low Medium
5 Low Medium Medium Medium
6 Low Medium High Low
7 Low High Low High
8 Low High Medium Medium
9 Low High High Medium
10 Medium Low Low Medium
11 Medium Low Medium Low
12 Medium Low High Low
13 Medium Medium Low High
14 Medium Medium Medium Medium
15 Medium Medium High Low
16 Medium High Low High
17 Medium High Medium High
18 Medium High High Medium
19 High Low Low High
20 High Low Medium Medium
21 High Low High Medium
22 High Medium Low High
23 High Medium Medium High
24 High Medium High Medium
25 High High Low High
26 High High Medium High
27 High High High High
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Table B.2: FIM2: Awareness
Rule Var1: Machine Var2: Human Var3: Conext Output: Overall
Number Awareness Awareness Awareness Awareness
1 Low Low Low Low
2 Low Low Medium Low
3 Low Low High Low
4 Low Medium Low Low
5 Low Medium Medium Low
6 Low Medium High Medium
7 Low High Low Low
8 Low High Medium Medium
9 Low High High Medium
10 Medium Low Low Low
11 Medium Low Medium Low
12 Medium Low High Medium
13 Medium Medium Low Low
14 Medium Medium Medium Medium
15 Medium Medium High Medium
16 Medium High Low Medium
17 Medium High Medium Medium
18 Medium High High High
19 High Low Low Low
20 High Low Medium Medium
21 High Low High High
22 High Medium Low Medium
23 High Medium Medium High
24 High Medium High High
25 High High Low High
26 High High Medium High
27 High High High High
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Appendix C
Human Reliability - Knowledge
Base
This appendix reports the preliminary suggested knowledge base for the human
reliability model. This model uses a finite fuzzy state machine to infer the human
reliability state, which can take one or more of five states, very low, low, medium,
high, and very high, based on some three inputs: number of subtasks, mental
workload, and external and internal burden, which are modelled using three mem-
bership functions: low, medium, and high. As such, twenty-seven rules are required
to model each of the human reliability state. Tables C.1, C.2, C.3, and C.4 illus-
trate the proposed rules of the states: high, medium, low, and very low. Each table
corresponds to a specific current state. The knowledge base that corresponds to
the state very high was already described in table 3.3
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Table C.1: Current Human Reliability State: High
Rule Var1: Nb of Var2: Mental Var3: External Output: Human
Number Subtasks Workload Burden Reliability
1 Low Low Low Very High
2 Low Low Medium Very High
3 Low Low High High
4 Low Medium Low Very High
5 Low Medium Medium High
6 Low Medium High High
7 Low High Low High
8 Low High Medium High
9 Low High High Medium
10 Medium Low Low Very High
11 Medium Low Medium High
12 Medium Low High High
13 Medium Medium Low High
14 Medium Medium Medium High
15 Medium Medium High Medium
16 Medium High Low Medium
17 Medium High Medium Medium
18 Medium High High Medium
19 High Low Low High
20 High Low Medium Medium
21 High Low High Medium
22 High Medium Low Medium
23 High Medium Medium Medium
24 High Medium High Medium
25 High High Low Medium
26 High High Medium Medium
27 High High High Low
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Table C.2: Current Human Reliability State: Medium
Rule Var1: Nb of Var2: Mental Var3: External Output: Human
Number Subtasks Workload Burden Reliability
1 Low Low Low High
2 Low Low Medium High
3 Low Low High High
4 Low Medium Low High
5 Low Medium Medium High
6 Low Medium High Medium
7 Low High Low Medium
8 Low High Medium Medium
9 Low High High Low
10 Medium Low Low High
11 Medium Low Medium High
12 Medium Low High Medium
13 Medium Medium Low High
14 Medium Medium Medium Medium
15 Medium Medium High Medium
16 Medium High Low Medium
17 Medium High Medium Medium
18 Medium High High Low
19 High Low Low High
20 High Low Medium Medium
21 High Low High Low
22 High Medium Low Medium
23 High Medium Medium Medium
24 High Medium High Low
25 High High Low Low
26 High High Medium Low
27 High High High Very Low
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Table C.3: Current Human Reliability State: Low
Rule Var1: Nb of Var2: Mental Var3: External Output: Human
Number Subtasks Workload Burden Reliability
1 Low Low Low Medium
2 Low Low Medium Medium
3 Low Low High Medium
4 Low Medium Low Medium
5 Low Medium Medium Medium
6 Low Medium High Low
7 Low High Low Medium
8 Low High Medium Low
9 Low High High Low
10 Medium Low Low Medium
11 Medium Low Medium Medium
12 Medium Low High Low
13 Medium Medium Low Medium
14 Medium Medium Medium Medium
15 Medium Medium High Low
16 Medium High Low Low
17 Medium High Medium Low
18 Medium High High Very Low
19 High Low Low Medium
20 High Low Medium Low
21 High Low High Low
22 High Medium Low Low
23 High Medium Medium Low
24 High Medium High Very Low
25 High High Low Low
26 High High Medium Very Low
27 High High High Very Low
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Table C.4: Current Human Reliability State: Very Low
Rule Var1: Nb of Var2: Mental Var3: External Output: Human
Number Subtasks Workload Burden Reliability
1 Low Low Low Medium
2 Low Low Medium Medium
3 Low Low High Medium
4 Low Medium Low Medium
5 Low Medium Medium Medium
6 Low Medium High Low
7 Low High Low Medium
8 Low High Medium Low
9 Low High High Very Low
10 Medium Low Low Medium
11 Medium Low Medium Medium
12 Medium Low High Low
13 Medium Medium Low Medium
14 Medium Medium Medium Low
15 Medium Medium High Low
16 Medium High Low Low
17 Medium High Medium Low
18 Medium High High Very Low
19 High Low Low Medium
20 High Low Medium Low
21 High Low High Low
22 High Medium Low Low
23 High Medium Medium Very Low
24 High Medium High Very Low
25 High High Low Very Low
26 High High Medium Very Low
27 High High High Very Low
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Appendix D
Experimental Setup for User
Feedback Assessment
This appendix reports further details on the experimental setup for the user feed-
back assessment. The set of experiments conducted in this work involves two Peo-
plebot robots, working singly or together toward achieving some tasks, and a human
operator. A sample of nine users was chosen for this purpose, and each was exposed
to a set of five to six scenarios, selected from a set of four main task categories. The
purpose of these experiments is to support the correctness and the validity of the
proposed fuzzy knowledge base, and tune rules where needed to best accommodate
and represent the human expert’s knowledge. Human trust in automation, along
with other first- and second-order perceptions, are marked at different time units
and compared to those obtained/inferred using our proposed framework.
Experimental Setup
Two PeopleBot robots are used in this work to perform some tasks under the
command and the supervision of a human user/operator. Multiple scenarios are
addressed to emphasize how the human trust in automation changes with time,
and further discuss the implication of such change on the practical user free time,
robot attention demand, and system fan-out. The tasks vary from simple to more
complex. The robots are instructed using semi-natural speech commands. Four
task categories were designed for this purpose:
 task 1: in this task, the robot is instructed to perform a series of simple tasks
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of moving a certain distance forward or backward, turning left or right at a
certain angle, and/or controlling its gripper.
 task 2: in this task, the robot is instructed to pick an object from a certain
location and place it at a goal location. In doing so, the robot has to navigate
the environment while avoiding static and dynamic obstacles, looking for such
an object. Then, after such an object is identified and located, the robot gets
close to the object, performs a series of gripper actions, and then navigates
to the goal destination. Finally, it places the object at such goal location.
 task 3: in order for the robot to build a map for its environment, it has first to
wander in it, gathering sonar and laser sensor-based measurements, and then
converting them into a map. In doing so, the robot must have the ability
to recognize obstacles and successfully avoid them. In this task, the robot
is instructed to navigate its surrounding working environment, gather sensor
data, and build a map for the working environment.
 task 4: in this task, the robot is instructed to navigate the working environ-
ment searching for a predefined coloured object. Once located, the robot is
instructed to track such object if subject to dynamic motion.
Feedback Form
Users’ perceptions are helpful to enrich the expert’s knowledge base, make sure it
reflects a representative knowledge, and provides feedback on scenarios that could
have been given lower attention at implementation time. All feedback was noted
on a scale of 1 to 10 as shown in figure D.1. Each user is introduced to the system
along with its capabilities and limitations, and then starts cooperating with the
robots to achieve some tasks. First- and second-order perceptions, along with the
operator’s trust in the machine’s automation were marked after the completion of
each scenario using the below presented form.
Figure D.1: User Feedback Scale
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Initial Trust in Automation
 On a scale of 1 (very low) to 10 (very high), assess your previous experience
working with robots? Do you consider yourself comfortable dealing with
robots and machines?
 How would you assess your trust in automation when you first put the system
into action at time t = 0? (1 = very low, 10 = very high)
Fault Size Analysis
 Observing the robot in action attempting to complete an instructed action,
how would you describe the number of mistakes made by the robot? (1 =
very low, 10 = very high)
 How serious, in total, would you consider those mistakes are? (1 = not crucial,
10 = very crucial)
 How would you assess the ability of robot to recover from those mistakes and
continue its effort toward completing the task without some serious interrup-
tion from the human operator? (1 = very low, 10 = very high)
As a conclusion, how would you describe the fault size made by the robot? (1 =
very low, 10 = very high)
Awareness Analysis
 How would you assess the machine’s awareness of its own capabilities and
limitations? Was the robot aware of what it can and cannot do? (1 = very
low, 10 = very high)
 Was the robot aware of the human operator and his/her availability for as-
sistance if needed? (1 = strongly disagree, 10 = strongly agree)
 Was the machine aware of its environment and fully understood the task to
be completed? (1 = strongly disagree, 10 = strongly agree)




 How would you assess the complexity and the utility of the task being com-
pleted? (1 = very simple, 10 = very complex/sophisticated)
 Was the robot able to achieve the final task or a good portion of the final
task? (1 = strongly disagree, 10 = strongly agree)
On average, how would you assess the robot’s productivity toward achieving the
planned task? (1 = very low, 10 = very high)
Human Trust in Automation
Overall, how would you assess your trust in the robot’s automation, and its ability
to complete further tasks without the human operator’s supervision? (1 = very
low, 10 = very high).
Table D.1 shows the received feedback from one sample user. The user was ex-
posed to five scenarios. Starting from an initial trust in automation of 7 at time
unit t = 0, first- and second-order peceptions are noted for each scenario, along
with the resulting evolution of the user’s trust in the robot’s automation.
Table D.1: Sample User Feedback
Time Unit FF FC FR Faut-Size MA CA HA Awareness TC TS Productivity Trust
t = 1 6 7 8 6 5 9 2 5 7 3 6 5
t = 2 3 5 8 4 6 7 7 7 8 8 8 7
t = 3 5 5 6 5 7 7 8 7 8 3 5 6
t = 4 9 9 2 9 3 8 2 4 2 7 3 4
t = 5 7 7 4 7 3 6 5 4 6 8 6 5
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