In this paper, we investigate existence and approximation of solutions of fractional order iterative differential equations by virtue of nonexpansive mappings, fractional calculus and fixed point methods. Three existence theorems as well as convergence theorems for a fixed point iterative method designed to approximate these solutions are obtained in two different work spaces via Chebyshev's norm, Bielecki's norm and β norm. Finally, an example is given to illustrate the obtained results. 
Introduction
Iterative differential equations arise in relation to infection models and are important in the study of the motion of charged particles with retarded interaction. In fact, integer order iterative differential equations give a good approach to searching for approximate solutions and have been discussed by several authors [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] owing to their wide applications in engineer control and computational mathematics.
Fractional calculus is a branch of mathematical analysis that studies the possibility of taking real number powers or complex number powers of the differentiation operator. The subject of fractional calculus has become a rapidly growing area and has found applications in diverse fields ranging from physical sciences and engineering to biological sciences and economics. Thus, fractional order differential equations appear naturally in fields such as viscoelasticity, electrical circuits, nonlinear oscillation of earthquakes etc. There are some remarkable monographs that provide the main theoretical tools for the qualitative analysis of fractional order differential equations, and at the same time show both the interconnection as well as the contrast between integer order differential models and fractional order differential models [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] . Recently, many research papers have appeared, devoted to investigating all kinds of fractional order differential equations [23-33, 33, 34] . It is well known that we use Hooke's law: Eε( ) = σ ( ) to describe the stress-strain relationship for elastic solids, where E denotes the modulus of elasticity of the material. Meanwhile, we use Newton's law: ηε ( ) = σ ( ) to describe viscous liquids, where σ and ε denote the stress and strain at time respectively and η is the so-called viscosity of the material. In 1921, Nutting considered some possible interpolation properties and raised the following
where D denotes the Caputo fractional derivative of order with the lower limit . Thereafter, fractional massspring-damper system [35] [36] [37] [38] which involving fractional Nutting's law and Hooke's law are studied by more and more researchers. Motivated by the wide application of fractional massspring-damper system [35] [36] [37] [38] and the papers [10, 11, 33] , we will apply the technique of nonexpansive mappings and explore suitable work spaces via powerful norms to study the following generalized fractional mass-spring-damper system. More precisely, we firstly study the existence and approximation of solutions of fractional order iterative differential equations of the form:
in the space C L (J J) via Chebyshev's norm, and (C 1 ) are real numbers and satisfy ≤ ≤ .
(C 2 ) ∈ C (J 3 R) and there exist L L > 0, such that
Secondly, we study the existence and approximation of solutions of
in the space C L λ (J J ) via Bielecki's norm, which can be regarded as a special case of the problem (1). Thirdly, we consider the existence and approximation of solutions of problem (1) in the space C L (J J) via β norm.
Remark 1.
It is easy to find some satisfy the condition (C 1 ). For example, choose ( ) ∈ [0 1) × [1 +∞) ∪ {1} × (1 +∞) for 0 < < 1 and < for = 1.
Definition 2.
Let C (J J) be the Banach space of all continuous functions from J into J with the supremum norm. Similarly, one can give the definition of solutions of the problem (2) . The main novelty of this paper is that we choose two suitable work spaces C L (J J) and C L λ (J J) with Chebyshev's norm, Bielecki's norm and β norm and use the nonexpansive operator technique to overcome the main difficulty from the iterative term to derive the existence and approximation of solutions. Compared with the methods and results in our previous work [33] , one can find there are at least two main differences: (i) the useful work space C L λ (J J), the nonexpansive operator technique and β norm are mixed to derive existence theorems; (ii) convergence theorems for a fixed point iterative method designed to approximate these solutions are obtained.
Preliminaries
For some L > 0 and 1 ≥ λ > 0, we construct the following spaces:
Next, we introduce three powerful norms || · || B , || · || β and || · || C in the space of C (J R) which are defined by
And let B β and C be their corresponding metrics respectively.
) and (C L λ (J J) ) are complete metric spaces. We recall some basic definitions of the fractional calculus theory which are used further in this paper. For more details, see Kilbas et al. [14] .
Definition 3.
The fractional order integral of the function
where Γ is the Gamma function.
Definition 4.
For a function given on the interval [ ], the th Riemann-Liouville fractional order derivative of , is defined by 
Definition 5.
The Caputo derivative of order for a function : [ ] → R can be written as
(Jung et al. [39] ) Suppose E is a vector space over K . 
Definition 7.
Let K be a nonempty subset of a real normed linear space E and let T : K → K be a mapping. In this setting, T is
Theorem 8. 
First result of the problem (1) in
Suppose that is a solution of the problem (1), then the problem (1) is equivalent with the following fixed point equation
3) It is clear that is a solution of the problem (1) if and only if is a fixed point of the operator A and ( ) = 0 . Consider the operator
where the definition of A( ) is the same as (3).
We give the following necessary assumptions:
(H1) The conditions (C 1 ) and (C 2 ) are satisfied but in addition − ≤ 1.
In addition,
Theorem 9.

Assumptions (H1)-(H4) hold. Then the problem (1) has at least one solution in C L (J J) and the following Mann iteration can approximate one of its solutions
where µ ∈ (0 1) and 1 ∈ C L (J J) are arbitrary.
Proof. It is clear that (C L (J J) || · || C ) is a nonempty
bounded closed convex subset of the Banach space (C (J R) || · || C ).
Step 1. We prove that C L (J J) is an invariant subset for A defined by (3).
We obtain ≤ A( )( ) ≤ for all ∈ J since (H2).
Without loss of generality, we consider < 1 < 2 ≤ and = 1 < 2 ≤ . In the first case,we have:
where we use the inequality | − | ≤ −1 | − |, for any ≥ > 0 and > 1. In the second one, by using (H1) we
Thus, according to (H3), C L (J J) is an invariant subset for A.
Step 2. We prove A is an nonexpansive mapping with
Indeed, for all ∈ J, taking into account (H1) we get
Because (H4), A is nonexpansive operator which implies
A is continuous. By using Schauder fixed point theorem,
we obtain that A has at least one fixed point which is just the solution of the problem (1) in C L (J J). Finally, by using Corollary 8 we obtain the second one. This completes the proof.
Second result of the problem (2) in C L λ (J J ) || · || B )
Here, we will study the existence and approximation of solutions of the problem (2) in C L λ (J J ).
We need the following assumptions: 
(H4 ) There exist constants τ > 0 and
Theorem 10.
Assumptions (H1 )-(H4 ) hold. Then the problem (2) has at least one solution in C L λ (J J ) and the following Mann iteration can approximate one of its solutions
where µ ∈ (0 1) and
is a nonempty bounded closed convex subset of the Banach space (C (J R) || · || B ).
We firstly prove that C L λ (J J ) is an invariant subset for A. In fact, we obtain 0 ≤ A ( ) ≤ and A ( ) ≤ λ for all ∈ J clearly due to (H1 ) and (H2 ).
Moreover, consider 0
And,for 0 = 1 < 2 ≤ ,we have
Thus, according to (H2 ) and (H3 ), we have C L λ (J J ) is an invariant subset for A similarly to the proof in the theorem 9.
From the condition (H4 ) it follows that A is an nonexpansive mapping, hence, continuous. Indeed, for all ∈ J we get
which yields that
where we use the inequality
So we get
with
By using Schauder fixed point theorem again, we obtain existence of the solutions in C L λ (J J ). The first part of the conclusion is completed. By using Corollary 8 again.
we obtain the second one. This completes the proof.
Third result of the problem (1) in
In addition to (H1), (H2) and (H3), we impose the following condition:
Theorem 11.
Assumptions (H1)-(H3) and (H4 ) hold. Then the problem (1) has at least one solution in C L (J J) and the following Mann iteration can approximate one of its solutions
given by
is a nonempty bounded closed convex subset of the Banach space (C (J R) || · || β ).
Similar to the proof of Step 1 in the Theorem 9, one can easily verify that C L (J J) is an invariant subset for A due to (H1), (H2) and (H3).
Next, we have to prove that A is nonexpansive operator.
For all ∈ C L (J J), by using our conditions, we have
where we use the inequality ( + ) ≤ + for any < 1 and nonnegative . So we get
Because (H4 ), A is nonexpansive operator which implies A is continuous. By using Schauder fixed point theorem and Corollary 8, one can complete the results.
An example
Let's consider the following problem:
We have the following two propositions.
Proposition 12.
The problem (4) 
Proposition 13.
Conclusion
In order to solve our problems, we firstly construct suitable work spaces and using Chebyshev's norm and Bielecki's norm, explore another powerful norm, named by β norm. Secondly, we utilize nonexpansive mappings, fractional calculus and fixed point methods to derive existence theorems and convergence theorems for a fixed point iterative method designed to approximate these solutions.
