The next generation of air traffic control will require automation in order to meet safety, reliability, flexibility, and robustness demands in an environment of steadily increasing air traffic density. Optimization, however, is an inadequate paradigm for the design of a cooperative distributed air traffic control system. The problem stems from a fundamental limitation of von Neumann-Morgenstern utilities, which do not account for sophisticated social behavior such as situational altruism. Social utility functions overcome this limitation by permitting decision makers to expand their spheres of interest beyond the self via conditional utilities. Satisficing game theory provides a decision strategy that permits decision makers to compromise in the interest of achieving both individual and group goals and presents a mathematical framework for the design of sophisticated cooperative multiagent societies. Simulation results in a variety of geometric scenarios show promising performance in terms of efficiency and flexibility even with high traffic densities.
I. Introduction
Advancing technologies are making possible a new realm of air traffic control (ATC), namely free-flight. Free-flight is an operating environment that places the responsibility of making flight-path modifications on the pilots, rather than on ground-based controllers.
1 Free-flight is particularly attractive in open air space (the air space between airports) where traffic densities are lower and there are fewer re-routing constraints than in the immediate vicinity surrounding airports. Whereas the current system requires all path changes to be approved by a centralized controller, free-flight allows pilots to alter their flight path to avoid dangerous weather, take advantage of wind currents, and fly at the most efficient altitudes. The goal of such an approach is to improve efficiency. Current system delays cost the industry billions of dollars each year; 2 even small improvements in efficiency can result in large savings. In addition, as air traffic density increases, the workload placed on the centralized controllers will become increasingly difficult to manage safely. Thus, there is strong motivation to replace the current ATC system by a system that is able to address these critical economic and safety issues.
The most important issue in ATC is conflict detection and resolution. A successful free-flight methodology requires that two key issues be addressed: (a) there must be reliable communication between aircraft, and (b) each aircraft must possess an automated decision support system to process all available information and assist the pilot in making conflict resolution and avoidance decisions. One way to address the first issue is with the Mode S transponder, a selective broadcast messaging system. Currently it is employed to broadcast a aircraft's GPS information (position and velocity), but this capability could be expanded to broadcast other information that could be used to form conflict avoidance decisions, such as the destination, delay time (from schedule), flight duration, etc., of each aircraft. If these communication requirements were realized, a completely distributed collection of decision support systems could be designed, with each aircraft processing its information, broadcasting its proposed decision, and entering into negotiations, if necessary, with other aircraft to obtain a compromise decision for the group. Such a system could operate in real time, and could greatly reduce the information processing delays that are inherent with centralized decision making. Essential attributes of a system of distributed decision makers suitable for free-flight ATC include the following.
• It must be a cooperative system. Although conflicts may arise (e.g., when flight paths intersect), we assume that the decision makers are more disposed to compromise than to compete. Rather than being driven exclusively by narrow self-interest, they have expanded their spheres of interest and are willing to give some (controlled) deference to others at their own expense if the benefit to others is substantial (for example, if an aircraft is way behind its schedule, it may be given some priority by others).
• It must be an open system. Each aircraft has its own field of view (the other aircraft with which it can communicate). As time passes, the field of view for each aircraft will change as other aircraft enter and leave. The decision-making procedures must be able to accommodate this changing environment.
To achieve these goals, this paper describes a new theory of decision making that explicitly accounts for both group and individual interests and represents a significant departure from conventional decision making paradigms. It is applicable to the design of artificial multiagent systems that are intended to function cooperatively and harmoniously. Its central thesis is that conventional approaches based on optimization are inadequate for this cooperative mission, and that a new decision structure, based on a concept of social utility functions and a satisficing paradigm, will overcome the limitations of conventional theory.
II. Satisficing Game Theory
Game theory, as established by von Neumann and Morgenstern, 3 provides the logical foundation for much of multiagent decision making. Even if a game-theoretic format is not explicitly used, game theoretic logic -maximization of expected utility -is the principle that guides much of the theory. Unfortunately, this view of rationality possesses serious limitations -only individuals can optimize. If a group were to optimize its behavior, then it must act as if it were a single entity, but the resulting solution would not necessarily be optimal, or even acceptable, for its individual members. Individual optimization is the Occam's razor of social relationships: every agent will do the best thing for itself regardless of the effect doing so has on others. Such a sociology is simply not sophisticated enough to accommodate the type of cooperative behavior that is essential to the operation of a distributed ATC system. Furthermore, optimization is not a well-conceived concept with open systems, even for individuals, where each decision maker responds to its immediate environment. What may be viewed as a good joint decision by one agent from its limited perspective may be viewed as a bad one by others with different perspectives. Thus, the agents must be flexible in their decision making, and the group must possess the capability to negotiate to reach a mutually agreeable decision. Optimization, by its very structure, seriously limits such flexible behavior.
A. Social Utilities
To formulate a more sophisticated concept, it is necessary to return to the "headwaters" of rational choice; namely, to review the way utilities are formed. Conventional utility theory, as established by von Neumann and Morgenstern, assumes that each individual possesses a preference ordering of its set of possible actions as a function of the actions that others may take. Thus, considering a set of n decision makers, the ith participant has a utility function φ i (u 1 , u 2 , . . . , u n ) where u k is the action taken by the kth agent. It is not until these utilities are juxtaposed in a payoff array that opportunities for conflict and cooperation become evident. Under this paradigm, the possibilities for cooperation and conflict are not considered when defining the utilities. It is as if each participant forms its utilities in a social vacuum, without taking into consideration any social relationships that may exist between agents. This is a fundamental limitation of von Neumann-Morgenstern utility theory.
One way to overcome this limitation is to form social utilities as functions of agent preferences for action, rather than directly as functions of agent actions, as is done with von Neumann-Morgenstern utilities. To achieve this goal, let us consider the notion that each agent has two roles, or personas. The selecting persona focuses on achieving the fundamental goal of the decision problem, regardless of cost, while the rejecting persona focuses on conserving resources and reducing costs without worrying about achieving the goal. Together, these two (possibly conflicting) personas provide a complete description of a decision maker who must balance the desire to achieve its goal with the cost of doing so. We require two utilities to account for the preferences of these two personas. One utility characterizes the selectability of the options available to the decision maker; that is, the degree of effectiveness of the options with respect to achieving the goal without worrying about cost or other consequences. The other utility characterizes rejectability of the options; that is, the degree to which resources are consumed (e.g., energy costs, social costs, time delays, exposure to hazards). These two utilities are normalized to be mass functions. In the multiagent case, they are multivariate mass functions that permit the simultaneous characterization of a multiagent decision system. By normalizing the utilities, they assume the same mathematical structure as probability mass functions, and therefore we may characterize relationships such as independence and conditioning that are analogous to the probabilistic notions. That is, they posses the same syntax as do probabilities, but with different semantics. The justification for this structure is described in detail elsewhere.
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Let p S and p R denote selectability and rejectability mass functions, respectively, and let p SR denote the joint mass function when simultaneously taking into consideration the selectable and rejectable attributes of the options. For an n agent system, the joint selectability/rejectability function is a mass function with 2n variables of the form
where S 1 S 2 · · · S n corresponds to the collection of selectability personas and R 1 R 2 · · · R n corresponds to the collection of rejectability personas. This function is called the interdependence function. The variables u i , i = 1, . . . , n correspond to the options available to the ith agent as viewed from the perspective of goal achievement and the variables v i , i = 1, . . . , n correspond to the options available to the ith agent as viewed from the perspective of resource conservation. By characterizing these joint preferences with a multivariate mass function, we are able to account for all of the relationships that exist between all personas of a multiagent decision problem in much the same way as a joint probability mass function characterizes the joint behavior of a random vector.
Figure 1. Network of influence flows
The interdependence function captures all of the decision-making considerations that may affect a multiagent decision system. Fortunately, its construction can often be guided by appealing to the conditional influences that exist between agent personas. To illustrate, consider the directed acyclic graph (DAG) displayed in Figure 1 , which corresponds to a three-agent system (and hence it has three selectability personas and three rejectability personas). In this system, the selectability of S 1 influences S 2 and R 3 . Furthermore, R 3 influences S 2 , and both S 2 and R 2 influence R 1 . Finally, S 3 neither influences nor is influenced by any other persona. The interdependence function of this influence structure may be expressed as
where arguments have been suppressed in the interest of brevity. The conditional mass functions represent the influence flows between nodes of the graph. For example, p R1|S2R2 (v 1 |u 2 ; v 2 ) expresses the amount of rejectability that Agent 1 should ascribe to option v 1 , given that Agent 2 were to select option u 2 in the interest of achieving its own goal and reject option v 2 on the basis of conserving resources.
Conditional utilities permit a sophisticated form of altruism. In contrast to what may be termed categorical altruism, where an agent unconditionally changes its preferences in order to benefit another, conditional utilities permit a concept of situational altruism, whereby an agent may change its preferences as a function of the preferences of another, rather than unilaterally. The essential difference between these two concepts is that, with the former, the agent sacrifices its own interest regardless of the other's desire to take advantage of it; with the latter, the agent is willing to accommodate, at least to some degree, the preferences of another in lieu of its own preferences if, but only if, the other wishes to take advantage of the offered largesse. Otherwise, the agent would be governed by its own preferences and would avoid needless sacrifice. Situational altruism may be either benevolent, where an agent sacrifices its performance to benefit another, or malevolent, where an agent sacrifices to harm another. This more sophisticated notion of altruism is difficult to model with von Neumann-Morgenstern utilities. Conditional utilities, however, are explicitly designed to accommodate situational altruism and other forms of sophisticated social behavior.
B. Satisficing Games
Satisficing game theory 6 provides a mathematically rigorous way to make such compromises in a controlled way. Let us consider a set of n decision makers, and let U i denote the set of options available to agent i, i = 1, . . . , n. A satisficing game is the triple (n, U 1 × · · · × U n , p S1···SnR1···Rn ). To solve this game, we must compute the joint selectability and rejectability marginals as
and
and the individual selectability and rejectability marginals as
The jointly satisficing solution at caution level q of a satisficing game is the subset of all option vectors such that the joint selectability is at least as great as the caution level multiplied by the joint rejectability, that is,
The scalar q represents a relative weight between achieving the goal and conserving resources; nominally, q = 1.
The individually satisficing solutions for each agent are obtained from the marginal selectability and rejectability functions, yielding the individually satisficing solutions:
The satisficing rectangle is the product set of the individually satisficing sets, namely,
In general, the satisficing rectangle will not be the same as the jointly satisficing set; they may even be disjoint. However, the following theorem relates the two sets.
Theorem 1: The Negotiation Theorem. If u i is individually satisficing for agent i, that is, u i ∈ Σ i q , then it must be the ith element of some jointly satisficing vector (u 1 , . . . , u n ) ∈ Σ q .
A proof of this theorem was previously published. 6 The content of this theorem is that no one is ever completely frozen out of a deal -every decision maker has, from its own perspective, a seat at the negotiating table. This condition is perhaps the weakest condition under which negotiations are possible. Setting q = 1 grants equal weight to achieving the goal and conserving resources and ensures that the satisficing sets are not empty. In practice, q can be viewed as a negotiation parameter; reducing q increases the size of the satisficing sets, and permits the participants to lower their standards in a controlled way to reach a compromise -a solution that is individually satisficing for each member of the group and is jointly satisficing for the group.
III. A Satisficing Approach to ATC
Free-flight decisions must be made by individual aircraft in a distributed fashion using incomplete local knowledge. The challenges of ATC with high flight densities strain the capability of any solution technique, particularly since any useful solution must satisfy stringent safety criteria. Moreover, it is infeasible to create a solution based on exhaustive enumeration of possible scenarios, so any solution technique must be truly general, flexible, and scalable.
In the interest presenting our approach with a minimum of complexity, we assume that all aircraft fly at the same altitude. At each time step (currently 1 second intervals), each aircraft chooses from one of five directional options, including flying straight, moderate turns (2.5 degrees) left or right, and sharper turns (5 degrees) left or right.
The first step in applying satisficing decision theory to the problem is to create influence flows that describe relationships between agents. Because the problem is dynamic and the number of neighboring aircraft varies, static influence flows cannot accurately represent the system. We employ an algorithm to create these flows dynamically; this is equivalent to creating a priority ranking of aircraft.
Our algorithm for ranking the aircraft is relatively simple. Initially, aircraft within fifty miles of their destination are placed in a group with priority over remaining aircraft which are also treated as a group. Within each of the two groups, aircraft are ranked according to the delay they have accumulated (relative to flying directly to their destination). Aircraft with more delay are ranked higher. Finally, aircraft in the same group with the same delay are ranked according to their length of time in flight, with longer flight times getting higher rankings. Once the aircraft are ranked, a directed acyclic graph can be created representing influence flows.
At each time step, every aircraft receives a list of all aircraft within a fifty mile radius of itself. The aircraft are then ranked using the algorithm described above. A priority list is then created by removing from the original list the aircraft itself, all aircraft ranked lower than itself, and all other aircraft with which it has no possibility of a conflict.
The rejectability function of each aircraft is determined by anticipated conflicts. For each directional option, the intended direction of each (higher-priority) aircraft on the priority list is compared to see if flying in that direction would cause a conflict. Each conflict that is detected adds a predetermined weight to that option. Predicted collisions carry a higher weight than near misses. After all higher ranking aircraft have been considered, the weight of each option is then normalized over the option space into a probability mass function. The rejectability utility thus indicates which directional choices are most (or least) likely to lead to conflicts with higher priority aircraft. Note that the utility functions of other aircraft do not influence the calculation of rejectability.
The base selectability of each directional option is determined by its difference from the desired heading of the aircraft. An option that takes the aircraft more directly to its destination will have higher base selectability. The values are then normalized over the option space. These values do not reflect social utility since they are not affected by the preferences of other aircraft. The next step is to create a DAG representing the influence flow for the full selectability function. In our formulation, the selectabilities of all aircraft with higher ranking influence the selectability of the current aircraft. One by one, the directional options of the current aircraft are compared against the directional preferences of aircraft with higher rankings. Using Pearl's Belief Propagation Algorithm, 7 we sum over the option set of all other aircraft and normalize, producing the selectability function of the current aircraft.
Our preliminary investigation has resulted in the development of two models that produce good performance across a variety of test scenarios. In the full model, each aircraft makes use of all available information in determining the selectability of its neighbors. Rather than using only the base selectability of higher-ranked aircraft, each aircraft uses its (incomplete) knowledge of the environment around aircraft that influence it to approximate their full selectability, including their ranking of aircraft and influences from those aircraft. Although this approach cannot model the selectability of influencing aircraft exactly, it does improve the overall performance.
The simplified model takes advantage of the geometric similarity of the base selectabilities of all higherranked aircraft. Influencing aircraft are grouped according to which of the five options has the highest base selectability. The number of aircraft in each group is then used as the weight for each directional option. The model also calculates the number of conflicts each group will create given each option. It then normalizes over the option set to produce the selectability function for a given aircraft.
Once the selectability and rejectability functions for a given aircraft have been determined, the set of satisficing options can be computed. Given a satisficing set, there are several defensible options for picking a single decision. Agents willing to tolerate risk for high gains could maximize selectability. Risk averse agents could minimize rejectability, but this gives no guarantee of progress towards the goal. In our approach, we choose the satisficing option with the largest difference between selectability and rejectability. This insures the greatest possible progress towards the goal relative to the risk incurred.
IV. A Simple Example
To illustrate the process of satisficing-based decision making, consider an example involving just two aircraft, A and B, that are both headed directly to their destinations. If both continue on their current heading, the aircraft will collide. Aircraft A and B are 10 and 5 minutes behind schedule respectively, so A is ranked higher.
The selectability and rejectability of aircraft A are relatively straightforward to compute. Because its value is reduced for options that take the aircraft off course, p SA is the highest for the option of flying straight, somewhat lower for moderate turns either direction, and the lowest for sharp turns in either direction. Since A has a higher ranking based on its delay, it does not consider B in computing its selectability. Also, because A sees no conflicts with aircraft on its priority list, it determines that p RA is a uniform distribution over the option space.
According to our algorithm, B will sacrifice some efficiency to resolve the conflict. In effect, B will calculate which of its options will take it the least off course and still resolve the conflict. The selectability of B is conditional and depends on the A's selection and the current distance between the aircraft. (As noted above, the selectability of A is the largest for the option of going straight.) If a slight heading change for B to the right or left will resolve the conflict, then so will sharp turns, so all four turning options have the same selectability since they avoid conflicts. If the distance between the aircraft is such that a sharp turn is required, only the sharp turns will receive the highest values of selectability for B.
The rejectability of B is calculated by looking at possible conflicts. If moderate turns avoid conflicts, going straight will be assigned the value one and all other options will have value zero. On the other hand, if moderate turns result in a near miss and only sharp turns avoid conflicts, going straight will be assigned the highest rejectability, slight turns will have smaller values, and sharp turns will have a rejectability of zero. Ties are broken by picking the option that takes the aircraft closer to its destination. The smallest detour with no conflicts will be chosen -this corresponds to maximizing the difference between selectability and rejectability values for each option.
If the selectability of A were highest for a sharp right turn (to put it back on course), then B's options to turn left (into A's anticipated path) would have lower selectability values. Rejectability values would remain the same because they are independent of the preferences of other aircraft. This means that B would choose to go straight because it is the direction that would take the aircraft towards its destination while still avoiding conflicts. This is an example where the benefits of situational altruism and the efficiency it introduces through cooperation are easily observed.
V. Other Approaches
A variety of techniques have been proposed to resolve conflicts in ATC. Many are similar to ours in that all aircraft are assumed to fly at the same altitude with constant velocity and that conflicts are resolved by making only heading changes.
Krozel et al. 8 describe three different algorithms, one centralized and two distributed. The centralized or ground-based approach determines the set of conflicts that would occur in the next eight minutes if no corrective actions were taken. Aircraft are then partitioned into clusters; all pairs of aircraft with a conflict will be in the same cluster. The aircraft within each cluster are then ranked using some permutation sequence. The highest ranking aircraft is allowed to continue on its path without heading change. A conflict-free trajectory must then be found for the second aircraft in the sequence, and this continues until a conflict-free path has been found for every aircraft in the cluster or until the search fails to find an acceptable flight path, in which case the algorithm restarts with a different ranking and permutation sequence.
In the two decentralized strategies, each aircraft resolves its own conflicts as they are detected. Multiple conflicts within the eight-minute look-ahead window are resolved in a sequential pair-wise fashion, either passing in front of or behind the conflicting aircraft. A myopic strategy selects the alternative that requires the smallest heading change. A second look-ahead strategy further examines the selected maneuver to ensure that it does not produces a conflict that is earlier in time than the original conflict. If such a conflict is detected, the strategy tries the alternative maneuver, and then small heading offsets from the original choice if needed. Results obtained from Monte Carlo simulations show that the centralized scheme has higher efficiency than the decentralized approaches for aircraft densities above 14 aircraft per 10,000 square miles.
Dugail, Feron, and Bilimoria analyze a conflict resolution scheme in a scenario consisting of two perpendicular flows of air traffic that intersect at a fixed point. 9 Upon entering the airspace, each aircraft makes a single instantaneous heading change -the minimum required to avoid conflicts with those aircraft already present. After the maneuver, each aircraft moves in a straight line to its destination. Simulations modeled regular and random aircraft arrivals. For this scenario, the authors prove that this conflict resolution scheme does not result in arbitrarily large avoidance maneuvers and is therefore stable.
Resmerita, Heymann, and Meyer describe a resource allocation approach to collision detection and resolution that partitions the airspace into distinct cells that may be occupied by only one aircraft at a time, ensuring separation. 10, 11 These cells become the vertices of an undirected graph whose edges are paths between cells. Agent trajectories are directed, timed graphs that overlay the airspace graph. Before an aircraft enters the system, it registers itself with a central controller that maintains a list of all aircraft and their optimal trajectories (an aircraft may have more than one). The controller then distributes resources (timed access to cells) as aircraft request them. The algorithm assumes non-cooperative, greedy agents that do not communicate during conflict resolution. Conflicts arise when an agent requests a resource that has already been allocated. The agent first tries alternate optimal paths, and then the controller requests other agents holding disputed resources to free them by choosing alternate paths. The approach has two possible outcomes: either the resources for an optimal path can be obtained, or the agent is not allowed to enter the system. This algorithm is optimal with respect to agent path quality (as determined by each agent), but it is computationally intensive and requires a centralized controller.
Pallottino et al. 12, 13 describe a geometric approach to collision detection and resolution. Path planning is modeled as a set of linear constraints on either velocity or heading changes to be optimized with respect to total flight time and course deviations, respectively. The size of the problem grows with O(n 2 ); it can be solved in several seconds with up to 15 agents involved in simultaneous conflict threats. The authors prove that a decentralized adaptation of the algorithm is possible given a proper look-ahead distance. In this case the constraints imposed on an aircraft depend on its state with respect to other nearby craft. The authors consider the three-agent case, which requires eight different constraint formulations. The safety of the decentralized scheme is proven by considering worst-case maneuvering requirements during state transitions as other aircraft become visible. Since the number of constraint formulations grows as O(2 n ) in the number of visible aircraft, it has limited scalability.
VI. System Performance Measures
A variety of metrics have been employed to evaluate algorithms that maintain separation and resolve conflicts in ATC. We discuss the most promising of these below.
A. Separation Assurance
For any algorithm, the most important metric is that of safety or spatial separation of aircraft. The frequency of conflicts is a function of traffic density and the physical geometry of the scenario studied. Surprisingly, many papers describing algorithms for ATC do not explicitly report the number of near misses or collisions that occurred in their simulation runs. In our studies, we track and report two distinct types of separation violations: collisions, when aircraft come within 300 feet of each other, and near misses, which occur when aircraft come within five miles of each other.
B. System Efficiency
System efficiency (SE) is loosely defined as the degree to which an aircraft is able to follow its ideal flight path. 8 In general, conflict resolution maneuvers will cause each aircraft to deviate from its ideal path and to consume more resources (i.e., flight time). For free-flight to be successful, conflicts must be avoided while maintaining acceptable efficiency. Since all aircraft are identical and cruise at the same speed, and since conflict resolution maneuvers are constant-speed heading-change maneuvers, the efficiency can be calculated by tracking the time it takes each aircraft to get from its starting point to its destination. The actual flight time, t t , is compared with the aircraft's ideal flight time, t i , determined when the aircraft first appeared in the simulation. The delay time for each aircraft is calculated as t d = t t − t i . For a system with N total aircraft having completed their flights, the system efficiency is computed by
In the ideal system, all aircraft are able to fly their ideal paths, so SE = 1. As traffic density and congestion increase, aircraft deviate further from their ideal paths, and SE decreases in value.
VII. Results
Our simulation environment is similar to simulations used by other researchers. 8, 9, 14 All aircraft are constrained to fly at the same altitude. While altitude changes are an effective means of resolving conflicts, they were disallowed to make it simpler to create high aircraft densities that would stress conflict resolution techniques. Furthermore, all aircraft travel at the constant velocity of 500 mph. As previously described, once each second each plan receives a list of information about all aircraft within 50 miles. Each aircraft uses this information to make a decision from its option space. Maneuvers are modeled by instantaneous heading changes. After making local decisions, all aircraft update their own headings and positions, and then that information is distributed to all other aircraft within the 50-mile limit and the display screen is updated with the new information.
While certain patterns of conflicting aircraft are likely to be common in free-flight, it would be impossible to enumerate all possible interaction geometries. For this reason, we feel that any conflict resolution algorithm must be evaluated across a wide range of scenarios. Our study included scenarios with fixed geometries as well as scenarios with completely random traffic patterns and arbitrary traffic density. None of our scenarios include obstacles, problematic weather areas, or no-fly zones. We describe each scenario in detail and report the results of our simulation runs.
A. Random Flights
This environment, based on a model used by Krozel et al., 8 consists of two concentric circles in open air space. Aircraft appear at random points on the outer circle (radius 120 miles) and are assigned a random destination point on the inner circle (radius 100 miles). The 20 mile buffer between the circles is used to ensure that no aircraft are generated already in conflict with other aircraft. Because this scenario tests a wide range of conflict types, it is a good test of any algorithm's ability to deal safely and efficiently with unpredictable patterns. Note the high efficiency that results, even with extremely dense traffic. High efficiency equates to a decrease in flight delay and in resources consumed -desirable outcomes for both passengers and industry. Results with lower traffic densities were not included to save space; in those cases, the conflict count is zero and the efficiency increases as the density decreases.
B. Choke Point
In this scenario, based on a model used by Pallottino et al., 12 all aircraft begin from evenly spaced points on a circle with radius 50 miles. Each aircraft's destination is the point on the circle opposite its starting point. Thus, all aircraft are set to pass through the center of the circle at the same time, creating a considerable challenge for any conflict resolution algorithm. This scenario is good for testing computational load, as all aircraft are in the same influence net. Because of this complexity, the full model requires too many calculations to run in real time. The results shown are for the simplified model only. While this scenario is unrealistic, it does provide insight into how a conflict resolution algorithm deals with a complicated situation. Figure 2 shows a series of screen shots as 32 aircraft attempt to reach their destination. Although the conflict resolution algorithm is in no way preprogrammed to handle this specific problem scenario, the behavior that emerges from the satisficing approach is very similar to the previously published solution. Table 2 summarizes simulation results for a range of problem sizes. (Results from a single run are reported; neither the scenario nor the algorithm include randomness, so multiple simulation runs for a given aircraft density give identical results.) Because the circle is of fixed size, increases in the number of aircraft cause corresponding increases in traffic density. The satisficing approach is able to achieve high efficiency while completely avoiding collisions for the densities reported.
C. Perpendicular Flows
In this scenario, similar to case study introduced by Dugail et al., 9 two flows of traffic are routed to intersect in the middle of the 100 × 100 mile world. The aircraft trajectories in each flow are generated with an initial separation just over five miles from the preceding aircraft, ensuring that each can make small avoidance maneuvers without violating the required separation distance from the following aircraft.
Distribution
Flights Table 3 reports simulation results for the simplified model for this scenario. In the case labeled "constant flow", a new aircraft is added to each flow every 40 seconds. For the other runs, strings of aircraft separated by 40 seconds were generated with length given by the Gaussian random variable N (µ,1). At the end of each string, there is a gap of 80 seconds before the aircraft that begins the next string. Figure 3 shows a snapshot of the pattern aircraft assume when employing the satisficing algorithm. Although the algorithm is not preprogrammed to handle this specific scenario, the solution that emerges has the same geometric characteristics as the algorithm published by Dugail et al. 9 In particular, both solutions exhibit the formation of waves or rows of aircraft.
D. Computational Load
An important factor in the real-time implementation of any algorithm is computational load. If an algorithm cannot be implemented in real time, other measures of its performance are not very meaningful. In our simulations, we used a single Pentium IV processor to control all aircraft in all simulations. This reached a maximum loading of 80 aircraft modeled simultaneously. Of the two models, the full model is the more computationally intense. For an n agent system, where each agent has k options, the computational load (for the entire system) can be O(n · k n ). The actual number of computations depends on how many aircraft are within the 50 mile radius, and how many have the chance of causing a conflict with each other. The larger this web of influences grows, the more difficult it becomes to calculate. For this reason, simulations such as the choke point scenario cannot use the full model as a decision support algorithm.
The computational load (for the entire system) of the simplified model is simply O(n). In other words, the algorithm runs in constant time for each aircraft regardless of the number of aircraft. Even scenarios with the complexity of the choke point can easily run in real time, and this makes the simplified model an attractive alternative to investigate. Note that the computational overhead of a truly distributed implementation is further reduced for both schemes because each aircraft runs its own satisficing algorithm locally.
VIII. Conclusion
The need for new algorithms that automate decision making will continue to grow as air traffic densities increase. Satisficing decision theory offers an attractive method of modeling and solving distributed multiagent problems that are inherently cooperative as in the case of air traffic control. Satisficing theory is mathematically sound, robust, and flexible. Solutions based on satisficing theory can exhibit complex behavior, yet be based on relatively simple algorithms that are not specific to any fixed problem scenario. While many envisioned extensions to satisficing theory remain to be explored, our results suggest that a satisficing-based approach can offer good performance and safety for the challenging problem of free-flight air traffic control.
