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EFFICIENT MPC FOR PARABOLIC PDES WITH GOAL ORIENTED ERROR
ESTIMATION∗
LARS GRU¨NE† , MANUEL SCHALLER‡ , AND ANTON SCHIELA†
Abstract. We show how a posteriori goal oriented error estimation can be used to efficiently solve the sub-
problems occurring in a Model Predictive Control (MPC) algorithm. In MPC, only an initial part of a computed
solution is implemented as a feedback, which motivates grid refinement particularly tailored to this context. To this
end, we present a truncated cost functional as objective for goal oriented adaptivity and prove under stabilizability
assumptions that error indicators decay exponentially outside the support of this quantity. This leads to very efficient
time and space discretizations for MPC, which we will illustrate by means of various numerical examples.
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In this work, we present a posteriori goal oriented grid adaptivity as a method to efficiently solve
the subproblems arising in a Model Predictive Control (MPC) algorithm. MPC is a feedback control
technique, where the solution of an optimal control problem (OCP) on an infinite or indefinite time
horizon is approximated by a series of optimal control problems on a finite horizon T > 0. In
every feedback loop, an initial part of the optimal control up to time τ > 0, where often τ  T , is
implemented as feedback. This procedure is depicted in Algorithm 0.1.
Algorithm 0.1 Standard MPC Algorithm
1: Given: Prediction horizon 0 < T , implementation horizon 0 < τ ≤ T , initial state x0
2: k = 0
3: while controller active do
4: Solve OCP on [kτ, T + kτ ] with initial datum xk, save optimal control in u
5: Implement u∣∣[kτ,(k+1)τ ] as feedback, measure/estimate resulting state and save in xk+1
6: k = k + 1
7: end while
It can be rigorously shown that this procedure yields an approximation of the optimal control
for the original problem, if, e.g., a turnpike property holds [9]. In a nutshell, the turnpike property
states that solutions to OCPs stay close to an optimal steady state, the so-called turnpike, for the
majority of the time. For an in-depth introduction to and analysis of MPC methods, the interested
reader is referred to the monographs [11, 25].
As only an initial part of a computed optimal control is used as a feedback, the computation
only needs to be accurate on this initial part. To this end, goal oriented a posteriori error estimation,
cf., e.g., [1] for an overview of this subject, yields a technique for specialized grid refinement tailored
to an MPC context. In a nutshell, the aim of goal oriented error estimation techniques is to refine
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the time and/or space grid to reduce the error in an arbitrary functional I(x, u), the so called
quantity of interest (QOI), in order to guarantee that
I(x, u)− I(x˜, u˜) < tol,
where (x, u) is the optimal solution and (x˜, u˜) a numerical approximation on a time and/or space
grid. In the particular case of MPC, this methodology can be used to minimize the error of the
MPC feedback and its influence on the state, meaning that I(x, u) is a functional incorporating
only x∣∣[0,τ ] and u∣∣[0,τ ]. To this end, we present a truncated version of the cost functional as an
objective for refinement that is specialized for MPC.
The underlying feature that allows for efficient goal oriented methods is an exponential sta-
bility of the optimally controlled system. This property was analyzed for linear-quadratic infinite
dimensional systems in [13, 14] and is very closely connected to the turnpike property. We briefly
recall existing numerical approaches exploiting this stability in the literature. Turnpike behavior
was used in [30] to construct an efficient shooting algorithm. In [13, 29], the exponential stability of
the optimal control problem was leveraged to construct a priori discretizations which are specialized
for MPC. In [24], a Schwarz decomposition method is presented, which exploits the exponential
decay of perturbations to show improved convergence properties. However, in all these works, a
priori discretizations were chosen, requiring an a priori knowledge of the rate of decay. In practical
applications, this information is not at hand and one has to rely on a posteriori methods for grid
refinement.
Besides grid adaptivity, an alternative technique to reduce computational effort is proper or-
thogonal decomposition (POD) [8, 15, 19]. A combination of MPC with POD methods was pre-
sented recently in [10, 20]. However, to the best of our knowledge, goal oriented techniques, i.e.,
reduction of the discretization error in an arbitrary functional, have not been considered in the
literature.
The main objective of this work is twofold. First, we prove under stabilizability assumptions
that the continuous-time and discrete-time error indicators for a QOI localized in time decay expo-
nentially outside the support of the QOI. Second, we illustrate the resulting performance gain in
an MPC scheme and compare the closed-loop cost functional value to the standard case of refine-
ment to reduce the error in the cost functional. In that context we will see that for autonomous,
non-autonomous, linear and nonlinear problems, a truncated QOI yields a significant increase of
the MPC controllers performance. The presented approach is shown to be efficient in the sense that
for a fixed number of total degrees of freedom, the closed-loop cost of the MPC trajectory will be
significantly lower when using a truncated cost functional for refinement as opposed to using the
full cost functional.
1. Setting and preliminaries. In this section we define the parabolic optimal control prob-
lem and the corresponding optimality conditions. We further present the spatial and temporal
discretization scheme and recall the basics of goal oriented error estimation for parabolic optimiza-
tion problems.
1.1. Optimal control problem and optimality conditions. Suppose that (V, ‖ · ‖V ) is a
separable Banach space, (H, 〈·, ·〉) is a Hilbert space with norm ‖ · ‖, and V ↪→ H ∼= H∗ ↪→ V ∗
forms a Gelfand triple, i.e., the embeddings are continuous and dense. Further, let
W ([0, T ]) := {v : [0, T ]→ V | v ∈ L2(0, T ;V ), v′ ∈ L2(0, T ;V ∗)}.
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A well-known property is that W ([0, T ]) ↪→ C(0, T ;H), cf. [33, Proposition 23.23]. For an in-depth
treatment of parabolic equations in this setting, the reader is referred to the standard literature
[32, 33]. We consider the optimal control problem
min
(x,u)
J(x, u) :=
∫ T
0
J¯(t, x(t), u(t)) dt
s.t. x′(t) = A¯(x(t)) + B¯u(t) + f(t),
x(0) = x0,
(1.1)
where x0 ∈ H, f ∈ L2(0, T ;V ∗), and J(x, u) is a twice continuously Fre´chet differentiable functional
on L2(0, T ;V )×L2(0, T ;U). The operator B¯ : U → V ∗ is assumed to be linear and continuous and
A¯ : V → V ∗ is a twice continuously Fre´chet differentiable operator. We will assume that the optimal
control problem has a solution in W ([0, T ]), which, besides the classical lower semi-continuity and
coercivity properties of the objective functional can be assured via existence of a continuous control
to state map. For clarity of presentation, we assume that Jxu = Jux = 0, which is, e.g., the case
for standard tracking type functionals.
We will now derive optimality conditions via the Lagrange formalism, i.e., we define for (λ, λ0) ∈
L2(0, T ;V )×H the Lagrange function
L(x, u, (λ, λ0)) := J(x, u) + 〈x′ −A(x)−Bu− f, λ〉L2(0,T ;V ∗)×L2(0,T ;V ) dt+ 〈x(0), λ0〉,(1.2)
where
〈A(x), λ〉L2(0,T ;V ∗)×L2(0,T ;V ) :=
∫ T
0
〈A¯(x), λ〉V ∗×V dt,
〈Bu, λ〉L2(0,T ;V ∗)×L2(0,T ;V ) :=
∫ T
0
〈B¯u, λ〉V ∗×V dt.
The corresponding optimality conditions read
L′(x, u, λ) =

Jx(x, u)− λ′ −A′(x)∗λ
λ(T )
Ju(x, u)−B∗λ
x′ −A(x)−Bu− f
x(0)− x0
 = 0.(1.3)
We note that one could straightforwardly incorporate a terminal state penalization JT (x(T )) into
the cost functional, which would result in a nonzero terminal condition for the adjoint. We will omit
this terminal cost for ease of presentation. Correspondingly, the second derivative of the Lagrange
function is given by
L′′(x, u.λ) =

Jxx(x, u)−A′′(x)∗λ 0 − ddt −A′(x)∗
0 0 ET
0 Juu(x, u) −B∗
d
dt −A′(x) −B 0
E0 0 0
 .(1.4)
where for t ∈ [0, T ], Et : C(0, T ;H)→ H is the time evaluation operator defined by Etx = x(t).
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1.2. Discretization and goal oriented error estimation. For discretization of the infinite-
dimensional problem we use a discontinuous Galerkin approach of order zero in time denoted by
dG(0) and a continuous Galerkin approach of order one in space denoted by cG(1), cf. [21, 22].
In the literature this combined approach is often referred to as dG(0)cG(1)-discretization. We
will briefly recall the definition of this discretization and the corresponding a posteriori error goal
oriented estimation. In the following we will abbreviate
W := W ([0, T ]), U = L2(0, T ;U), 〈v, w〉I :=
∫
I
〈v(t), w(t)〉V ∗×V dt.
Time discretization. We split up the interval [0, T ] = {0}∪I1∪I2∪· · ·∪IM into subintervals
Im = (tm−1, tm] of corresponding size km := tm−tm−1 for m ∈ {1, . . . ,M} and set I0 := {0}, where
0 = t0 < t1 · · · < tM = T . We define the discrete-time spaces of piecewise constant in time ansatz
functions by
Wk := {vk ∈ L2(0, T ;H) | vk∣∣Im ∈ V, m = 1, . . . ,M, vk(0) ∈ H},
Uk := {uk ∈ L2(0, T ;U) |uk∣∣Im ∈ U, m = 1, . . . ,M}.
By continuity of elements in W = W ([0, T ]) ↪→ C(0, T ;H), this forms a non-conforming ansatz
space as elements of Wk are not necessarily continuous. However, despite the nonconformity, the
important feature of Galerkin orthogonality of the difference of continuous and discrete solution to
the test space is preserved, cf. [21, Remark 5.2]. To capture the possible discontinuities, we denote
the right and left sided limits and the jump at time grid point tm for vk ∈ Wk via
v+k,m := lim
t→0+
vk(tm + t), v
−
k,m := lim
t→0+
vk(tm − t), [v]k,m := v+k,m − v−k,m.
Due to the nonconformity of the ansatz space, the Lagrange function defined in (1.2) is not defined
on Wk. Thus, we define the discrete-time Lagrange function Lk :Wk × Uk ×Wk → R by
Lk(xk, uk, λk) :=
M∑
m=1
∫ tm
tm−1
J¯(s, xk, uk) ds+
M∑
m=1
(〈x′k, λk〉Im − 〈A¯(xk)− B¯uk − f, λk〉Im)
+
M∑
m=1
〈[xk]m−1, λ+k,m−1〉+ 〈x−k,0 − x0, λ−k,0〉,
(1.5)
where the jump terms [xk]m−1 capture possible discontinuities of the state. This Lagrange function
is also well-defined for state and adjoint state belonging to the continuous function space W and
on this space it coincides with the continuous Lagrangian defined in (1.2). For piecewise constant
functions belonging to the spaceWk, the time derivative vanishes, whereas for functions continuous
in time belonging to W, the jump terms vanish.
The discrete-time version for the state equation of (1.3) reads
〈Lkλ(xk, uk, λk), ϕk〉W∗k×Wk =
M∑
m=1
(〈x′k, ϕk〉Im − 〈A¯(xk)− B¯uk − f, ϕk〉Im)
+
M∑
m=1
〈[xk]m−1, ϕ+k,m−1〉+ 〈x−k,0 − x0, ϕ−k,0〉 = 0.
(1.6)
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for ϕk ∈ Wk. Analogously, the discrete-time counterpart to the third equation of (1.3), is given by
〈Lku(xk, uk, λk), ϕk〉U∗k×Uk =
M∑
m=1
〈J¯u(·, xk, uk)− B¯∗λk, ϕk〉Im = 0(1.7)
for ϕk ∈ Uk. Using integration by parts on each subinterval in the state equation (1.6), one can
derive the adjoint equation as discrete-time counterpart to the first equation of (1.3), that is,
〈Lkx(xk, uk, λk), ϕk〉W∗k×Wk =
M∑
m=1
〈J¯x(·, xk, uk), ϕk〉Im +
M∑
m=1
(〈−λ′k − A¯′(xk)∗λk, ϕk〉Im
− ([λk]m−1, ϕ−k,m−1)
)
+ 〈λ−k,M , ϕ−k,M 〉 = 0
(1.8)
for all ϕk ∈ Wk. The resulting time-stepping scheme is equivalent to an implicit Euler method if
the temporal integrals are approximated via the box rule, cf. [21, Section 3.4.1] and thus inherits
its A-stability.
Space discretization. For spatial discretization we use linear continuous finite elements as
presented in the standard literature [4, 5, 16]. To this end, we assign a regular triangulation Kmh
and corresponding conforming finite element spaces V mh ⊂ V and Umh ⊂ U to each interval Im and
obtain the fully discrete spaces
Wkh := {vkh ∈ L2(0, T,H) | v
kh
∣∣Im ∈ V mh , m = 1, . . . ,M, vkh(0) ∈ V 0h },
Ukh := {ukh ∈ L2(0, T, U) |u
kh
∣∣Im ∈ Umh , m = 1, . . . ,M}.
Due to conformity of these spaces with respect to the discrete-time spaces, i.e., Wkh ⊂ Wk and
Ukh ⊂ Uk, the discrete-time Lagrangian (1.5) is well-defined on Wkh × Ukh ×Wkh.
In order to allow full flexibility for the spatial adaptivity, it is possible that the triangulation
Kmh on the interval Im is different from the triangulation Km+1h on the interval Im+1. In terms of
numerical realization this leads to difficulties of efficiently evaluating the scalar product of basis
elements of different time steps as needed for the assembly of the Euler step equations (1.6) and
(1.8). In this work, we make use of the remedy presented in [28], where the authors suggest the
evaluation of scalar products on a common triangulation.
Goal oriented error estimation. We will concisely introduce the concept of goal oriented
error estimation for optimal control of parabolic PDEs based on the works [21, 22, 23]. A com-
prehensive introduction to adaptive finite element methods for ODEs and PDEs with applications
is given in the monograph [1]. The main idea of goal oriented error estimation is to estimate and
reduce the discretization error with respect to an arbitrary functional I(x, u), called the quantity
of interest (QOI).
We follow the literature [21, 22] and denote by (x, u, λ) ∈ (W ×U ×W) a continuous solution
of the extremal equations (1.3), by (xk, uk, λk) ∈ (Wk ×Uk ×Wk) and by (xkh, ukh, λkh) ∈ (Wkh×
Ukh×Wkh) time and fully discrete solutions of the system described by (1.6), (1.7), and (1.8). The
aim of goal oriented a posteriori error estimation is to derive error estimators ηk and ηh such that
I(x, u)− I(xkh, ukh) ≈ ηk + ηh,
where ηk approximates the time discretization error and ηh approximates the space discretization
error. A detailed derivation of the estimators is performed in [21, Chapter 6] and [22]. We briefly
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recall the main steps for the convenience of the reader and for later use. For more details, the
interested reader is referred to the references above.
In order to obtain computable error estimators, besides the solution triple ξ := (x, u, λ), a
second triple of variables χ := (v, q, z) has to be considered, to which we will refer as secondary
variables. If I(x, u) does not involve point evaluations in time, these secondary variables solve on
the continuous level the linear system
L′′(ξ)χ = (Lk)′′(ξ)χ = −

I ′x(x, u)
0
I ′u(x, u)
0
0
 in W∗ ×H × U∗ ×H ×W∗,(1.9)
on the discrete-time level the system
(Lk)′′(ξk)χk = −

I ′x(xk, uk)
0
I ′u(xk, uk)
0
0
 in W∗k ×H × U∗k ×H ×W∗k ,(1.10)
and on the fully discrete level the system
(Lk)′′(ξkh)χkh = −

I ′x(xkh, ukh)
0
I ′u(xkh, ukh)
0
0
 in W∗kh × V 0h × U∗kh × VMh ×W∗kh.(1.11)
These equations are similar to the defining equation of a Lagrange-Newton step, where the derivative
of the Lagrangian on the right-hand side is replaced by the derivative of the QOI.
With the continuous triples ξ = (x, u, λ) and χ = (v, q, z) and the corresponding discrete
counterparts at hand we define the residual of the first order optimality condition via
ρλ(x, u, λ)ϕ := 〈Lkx(x, u, λ), ϕ〉W∗k×Wk ,
ρu(x, u, λ)ϕ := 〈Lku(x, u, λ), ϕ〉U∗k×Uk ,
ρx(x, u, λ)ϕ := 〈Lkλ(x, u, λ)ϕ〉W∗k×Wk ,
and a residual involving the secondary variables χ = (v, q, z) via
ρz(ξ, v, q, z)ϕ := Lkλx(ξ)(z, ϕ) + L
k
ux(ξ)(q, ϕ) + L
k
xx(ξ)(v, ϕ) + I
′
x(x, u)ϕ,
ρq(ξ, v, q, z)ϕ := Lkuu(ξ)(q, ϕ) + L
k
xu(ξ)(v, ϕ) + L
k
λu(ξ)(z, ϕ) + I
′
u(x, u)ϕ,
ρv(ξ, v, q)ϕ := Lkxλ(ξ)(v, ϕ) + L
k
uλ(ξ)(q, ϕ).
With these residuals one obtains the approximation
I(x, u)− I(xk, uk) ≈
1
2
(
ρλ(xk, uk, λk)(v − vk) + ρu(xk, uk, λk)(q − qk) + ρx(xk, uk)(z − zk)
+ ρz(ξk, vk, qk, zk)(x− xk) + ρq(ξk, vk, qk, zk)(u− uk) + ρv(ξk, vk, qk)(λ− λk)
)(1.12)
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for (vk, qk, zk), (xk, uk, λk) ∈ Wk × Uk ×Wk arbitrary and the space discretization error estimator
I(xk, uk)− I(xkh, ukh) ≈
1
2
(
ρλ(xkh, ukh, λkh)(vk − vkh) + ρu(xkh, ukh, λkh)(qk − qkh)
+ ρx(xkh, ukh)(zk − zkh) + ρz(ξkh, vkh, qkh, zkh)(xk − xkh)
+ ρq(ξkh, vkh, qkh, zkh)(uk − ukh) + ρv(ξkh, vkh, qkh)(λk − λkh)
)
.
(1.13)
for (vkh, qkh, zkh), (xkh, ukh, λkh) ∈ Wkh × Ukh ×Wkh. The arbitrary choice of the test functions
originates from Galerkin orthogonality, cf. [22, Proposition 4.1, Theorem 4.3]. The terms v − vk,
q − q
k
, z − zk, x− xk, u− uk and λ− λk are often called weights and need to be approximated to
obtain computable error estimates as the solutions in the infinite-dimensional spaces, i.e., variables
with no subscript or subscript k, are not at hand. Such an approximation can be performed by,
e.g., interpolation or a higher order method. In this work we resort to the latter and adapt the
method presented in [31] utilizing hierarchical error estimation. Having approximated the weights,
we denote by ηk and ηh the approximations of (1.12) and (1.13), respectively. For simplicity, we
localize the error indicators via the cell-wise contributions. For more involved localization methods,
the reader is referred to [2, 3, 23] and [26, Section 4.3].
2. Exponential decay of continuous-time error indicators. Having introduced the con-
cept of goal oriented error estimation, we will present a quantity of interest particularly well-suited
for the adaptive solution of the optimal control problems in a Model Predictive Controller. In every
iteration of the MPC loop, the control on [0, τ ] is used as feedback. Hence, we suggest using a
truncation of the cost functional as a quantity of interest, namely
Iτ (x, u) :=
τ∫
0
J¯(t, x, u) dt.(2.1)
This specialized quantity of interest in goal oriented error estimation yields time and space grids,
such that the error of the MPC feedback is small. In this part, we will rigorously prove that the
error indicators ηk and ηh approximating the errors (1.12) and (1.13) for the QOI (2.1) decay
exponentially outside the interval [0, τ ]. First we observe that by the linear dependence, the error
indicators inherit the behavior of the secondary variables. Thus, it suffices to analyze the behavior
of the continuous version of these variables, i.e., χ = (v, q, z) defined in (1.9) or the discrete-
time version χk = (vk, qk, zk) defined in (1.10). In these defining equations, we observe that the
right-hand side depends on the derivatives of the QOI. In case of a QOI as defined in (2.1) these
functionals only integrate over a small part of the time horizon if τ  T . In the following sensitivity
analysis, we will show that χ = (v, q, z) defined in (1.9) resp. the discrete-time secondary variables
ξk = (vk, qk, zk) defined in (1.10) inherit the locality of the QOI in the sense that they are large on
[0, τ ] and small on [τ, T ].
To derive sensitivity estimates, we make the following assumptions, where (x, u) is an optimal
solution to (1.1).
Assumption 2.1.
• There is a Banach space (Y, ‖ · ‖Y ) and an operator C ∈ L(L2(0, T ;V ), L2(0, T ;Y )) such
that Lxx(x, u) = C
∗C.
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• There is an operator R ∈ L(L2(0, T ;U), L2(0, T ;U)) satisfying ‖Ru‖L2(0,T ;U) ≥ α‖u‖ for
α > 0 such that Juu(x, u) = R
∗R.
• A′(x) ∈ L(L2(0, T ;V ), L2(0, T ;V ∗)).
• (A′(x), C) is exponentially detectable in the sense that there is a feedback operator KC ∈
L(L2(0, T ;Y ), L2(0, T ;V
∗)) and α > 0 with −〈(A′(x) + KCC)v, v〉L2(0,T ;V ∗)×L2(0,T ;V ) ≥
α‖v‖2L2(0,T ;V ) for all v ∈ L2(0, T ;V ).
• (A′(x), B) is exponentially stabilizable in the sense that there is a feedback operator KB ∈
L(L2(0, T ;V ), L2(0, T ;U)) and α > 0 with −〈(A′(x) + BKB)v, v〉L2(0,T ;V ∗)×L2(0,T ;V ) ≥
α‖v‖2L2(0,T ;V ) for all v ∈ L2(0, T ;V ).
The stabilizability notion of the last two assumptions was introduced in [13, Definition 3.6]. It
allows for a straightforward derivation of stability estimates in W ([0, T ]) and is easy to verify via,
e.g., generalized Poincare´ or Friedrichs inequalities, cf. [13, Example 3.20].
Theorem 2.2. Let Assumption 2.1 hold. Consider the QOI Iτ (x, u) defined in (2.1). Let
χ = (v, q, z) ∈W ([0, T ])× L2(0, T ;U)×W ([0, T ]) solve (1.9), i.e.,
L′′(x, u, λ)χ =

Lxx(x, u) 0 − ddt −A′(x)∗
0 0 ET
0 Juu(x, u) −B∗
d
dt −A′(x) −B 0
E0 0 0

vq
z
 = −

Iτx (x, u)
0
Iτu(x, u)
0
0
 .
Then, defining
M :=

C∗C − ddt −A′(x)∗
0 ET
d
dt −A′(x) −BJuu(x, u)−1B∗
E0 0

the solution operator norm ‖M−1‖L((L2(0,T ;V ∗)×H)2,W ([0,T ])2) can be bounded independently of T .
Further, for all µ > 0 satisfying
µ <
1
‖M−1‖L((L2(0,T ;V ∗)×H)2,W ([0,T ])2)
there is a constant c(τ) > 0 independent of T such that∥∥∥∥∥∥eµt
vq
z
∥∥∥∥∥∥
W ([0,T ])×L2(0,T ;U)×W ([0,T ])
≤ c(τ)(‖Jx(x, u)‖L2(0,τ ;V ∗) + ‖Ju(x, u)‖L2(0,τ ;U)).(2.2)
Proof. We first rewrite the system after elimination of the control via q = J−1uu (x, u)(B
∗z +
Iτu(x, u)) as 
C∗C − ddt −A′(x)∗
0 ET
d
dt −A′(x) −BJuu(x, u)−1B∗
E0 0
(vz
)
= −

Iτx (x, u)
0
BJuu(x, u)
−1Iτu(x, u)
0.
 .
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The bound on M−1 follows by [13, Corollary 3.16]. To obtain the bound on the scaled variables, we
set s(t) = eµt for µ > 0. Setting ε :=
(
Iτx (x, u), 0, BJuu(x, u)
−1Iτu(x, u), 0
) ∈ (L2(0, T ;V ∗)×H)2, a
straightforward computation and application of the product rule yields
M
(
v
z
)
= ε
(M − µP )
(
s
(
v
z
))
= sε
(I − µM−1P )
(
s
(
v
z
))
= M−1sε
where P :=
(
0 −I
0 0
I 0
0 0
)
. Thus, choosing µ < 1‖M−1‖L((L2(0,T ;V ∗)×H)2,W ([0,T ])2)
and setting
β = µ‖M−1‖L((L2(0,T ;V ∗)×H)2,W ([0,T ])2) < 1, a standard Neumann series argument, cf. [17, Theorem
2.14] yields,
‖sδz‖Z ≤
‖M−1‖L((L2(0,T ;V ∗)×H)2,W ([0,T ])2)
1− β ‖sε‖(L2(0,T ;V ∗)×H)2 .
Further estimating the right-hand side we obtain∥∥∥∥∫ τ
0
eµtJ¯x(t, x, u) dt
∥∥∥∥
L2(0,T ;V ∗)
+
∥∥∥∥BJuu(x, u)−1 ∫ τ
0
eµtJ¯u(t, x, u) dt
∥∥∥∥
L2(0,T ;U)
≤ c(τ) (‖Jx(x, u)‖L2(0,τ ;V ∗) + ‖Ju(x, u)‖L2(0,τ ;U)) ,
which concludes the proof.
We will derive a similar estimate in Section 3 for the discrete-time secondary variables vk, qk and
zk and the fully discrete secondary variables vkh, qkh and zkh. Further, we will show in Remark 2.3
that the term on the right-hand side, i.e., ‖Jx(x, u)‖L2(0,τ ;V ∗) + ‖Ju(x, u)‖L2(0,τ ;U) is bounded
independently of the time horizon T if a turnpike property holds. We give a short interpretation
of the estimate (2.2): As the scaling eµt grows exponentially in time, the variables (v, q, z) have to
decay exponentially in time such that the product is bounded (almost) independently of the end
time T . Thus, the secondary variables (v, q, z) inherit the locality of the QOI Iτ (x, u) in the sense
that they are also localized on [0, τ ]. Due to the linear dependence, this also carries over to the
error indicators approximating (1.12) and (1.13).
Remark 2.3. We will briefly give sufficient conditions under which the upper bound in (2.2) can
be shown to be bounded independently of T in the case of a linear quadratic problem. It turns out
that when a turnpike property holds, the initial part of the optimal solution is only affected by the
horizon negligibly, if the horizon is large. Consider a time horizon T > 0 and the linear quadratic
optimal control problem
min
(x,u)
1
2
∫ T
0
‖C(x(t)− xd)‖2Y + ‖R(u(t)− ud)‖2U dt s.t. x′ = Ax+Bu, x(0) = x0.
Suppose that the involved operators satisfy the stabilizability assumptions of Assumption 2.1. Then
it follows by [13, Corollary 5.3] that the state and control satisfy the turnpike estimate∥∥(x(t)− x¯, u(t)− u¯)∥∥
H×U ≤ c(e−µt + e−µ(T−t))
(‖λ¯‖+ ‖x¯− x0‖)(2.3)
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for a.e. t ∈ [0, T ], where (x¯, u¯) denotes the optimal solution of the corresponding steady state
problem, λ¯ is the corresponding adjoint state and c ≥ 0 is independent of T . Hence, in particular
we have ∥∥(x(t), u(t))∥∥
H×U ≤ c(2.4)
for a.e. t ∈ [0, T ], i.e., boundedness independently of T . Thus,∫ τ
0
‖x(t)− xd‖+ ‖u(t)− ud‖U dt ≤ τc1‖(x, u)‖C(0,T ;X)×L∞(0,τ ;U) + c2
with c1, c2 ≥ 0 independent of T . Hence, together with (2.4),
‖Jx(x, u)‖L2(0,τ ;V ∗) + ‖Ju(x, u)‖L2(0,τ ;U) ≤ c
with c ≥ 0 independent of T . Finally we note that the steady state turnpike assumed of (2.3)
can be replaced by a dynamic turnpike concept and the proof remains valid. In particular, for
time-varying problems in discrete time a similar property was proven in [12, Theorem 3].
3. Exponential decay of discrete-time error indicators. The result of Theorem 2.2 does
not immediately carry over to the discrete-time secondary variables as defined in (1.10) due to the
nonconformity of the discrete-time ansatz space. Thus, we will give a separate proof of this matter
in the following. To this end, we introduce a suitable function space for scaled functions of Wk
which are not necessarily piecewise constant in time. This will be important as we will deal with
scaled piecewise constant functions in the discrete-time counterpart of Theorem 2.2.
Definition 3.1. We define the space of functions that are weakly differentiable on every subin-
terval via
WM ([0, T ]) := {v ∈ L2(0, T ;V ) | v∣∣Im ∈W ([tm−1, tm]), m = 1, . . . ,M, v(0) ∈ H}
and endow it with the natural norm
‖v‖WM ([0,T ]) =
M∑
m=1
(‖v‖W ([tm−1,tm]) + ‖v−m−1 − v+m−1‖)+ ‖v(0)‖.
Additionally, we define linear operators Λk,Λk,− : WM ([0, T ])→WM ([0, T ])∗ via the relations
〈Λkv, ϕ〉WM ([0,T ])∗×WM ([0,T ]) :=
M∑
m=1
(〈v′, ϕ〉Im + 〈[v]m−1, ϕ+m−1〉)− 〈A′(x)v, ϕ〉L2(0,T ;V ∗)×L2(0,T ;V ) + 〈v−0 , ϕ−0 〉
〈Λk,−v,ϕ〉WM ([0,T ])∗×WM ([0,T ]) :=
−
M∑
m=1
(〈v′, ϕ〉Im + 〈[v]m−1, ϕ−m−1〉)− 〈A′(x)∗v, ϕ〉L2(0,T ;V ∗)×L2(0,T ;V ) + 〈v−M , ϕ−M 〉.
Note that ‖ · ‖WM ([0,T ]) is equivalent to ‖ · ‖W ([0,T ]) on W ([0, T ]). Further it is clear that Wk ↪→
WM ([0, T ]) and that WM ([0, T ]) with the norm defined above is a Banach space. Testing of the
EFFICIENT MPC FOR PARABOLIC PDES 11
initial resp. terminal condition is included in the operators Λk resp. Λk,− due to the terms 〈v−0 , ϕ−0 〉
and 〈v−M , ϕ−M 〉. We first employ a T -independent invertibility result for the discrete-time operator
occurring in (1.10). To this end, we note that Lxx = L
k
xx and Luu = L
k
uu, i.e., the second derivatives
with respect to the state and control of the continuous and discrete-time Lagrange function coincide.
This is because the time derivative and the jump terms enter the Lagrange function in a linear way,
i.e., they vanish in the second derivative.
Theorem 3.2. If Assumption 2.1 holds, then the inverse of the operator
Mk :=
(
Lxx(x, u) Λ
k,−
Λk −BJuu(x, u)−1B∗
)
can be bounded by
‖(Mk)−1‖L((L2(0,T ;V ∗)×H)2,WM ([0,T ])2) ≤ c,
where c ≥ 0 is a constant independent of T .
Proof. As Lxx(x, u) = C
∗C by Assumption 2.1, we consider the system(
C∗C Λk,−
Λk −BJuu(x, u)−1B∗
)(
v
z
)
=
(
(l1, zT )
(l2, v0)
)
(3.1)
for l1, l2 ∈ L2(0, T ;V ∗) and zT , v0 ∈ H. First, we test the state equation, i.e., the second equation
of (3.1) with v and obtain
M∑
m=1
(〈v′, v〉Im + 〈[v]m−1, v+m−1〉)+ ‖v−0 ‖2 − 〈A′(x)v +BJuu(x, u)−1B∗z, v〉L2(0,T ;V ∗)×L2(0,T ;V )
= 〈l2, v〉L2(0,T ;V ∗)×L2(0,T ;V ) + ‖v0‖2
and compute for the first three terms with the formula 〈v′, v〉L2(0,T ;V ∗)×L2(0,T ;V ) = 12 (‖v(T )‖2 −‖v(0)‖2) for any v ∈ W ([0, T ]), cf. [33, Proposition 23.23] and the definition of the jump terms
[v]m := v
+
m − v−m applied on every subinterval that
M∑
m=1
(〈v′, v〉Im + 〈[v]m−1, v+m−1〉)+ ‖v−0 ‖2
=
M∑
m=1
(
1
2
‖v−m‖2 −
1
2
‖v+m−1‖2 + ‖v+m−1‖2 − 〈v−m−1, v+m−1〉
)
+ ‖v−0 ‖2
=
M∑
m=1
(
1
2
‖v−m‖2 − 〈v−m−1, v+m−1〉+
1
2
‖v+m−1‖2
)
+ ‖v−0 ‖2
=
M∑
m=1
(
1
2
‖v−m−1‖2 − 〈v−m−1, v+m−1〉+
1
2
‖v+m−1‖2
)
+
1
2
(‖v−M‖2 + ‖v−0 ‖2)
=
M∑
m=1
1
2
‖v−m−1 − v+m−1‖2 +
1
2
(‖v−M‖2 + ‖v−0 ‖2) .
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Thus, adding the stabilizing feedback KC from Assumption 2.1, we obtain
M∑
m=1
1
2
‖v−m−1 − v+m−1‖2 +
1
2
(‖v−M‖2 + ‖v−0 ‖2)− 〈(A′(x) +KCC)v, v〉L2(0,T ;V ∗)×L2(0,T ;V )
≤ c (‖Cv‖L2(0,T ;Y ) + ‖B∗z‖L2(0,T ;U) + ‖l2‖L2(0,T ;V ∗)) ‖v‖L2(0,T ;V ) + ‖v0‖2.
Hence, by L2(0, T ;V )-ellipticity of −(A′(x) +KCC), we get
M∑
m=1
1
2
‖v−m−1 − v+m−1‖2 +
1
2
(‖v−M‖2 + ‖v−0 ‖2)+ ‖v‖2L2(0,T ;V )
≤ c
(
‖Cv‖2L2(0,T ;Y ) + ‖B∗z‖2L2(0,T ;U) + ‖l2‖2L2(0,T ;V ∗) + ‖v0‖2
)
.
(3.2)
Analogously, we test the adjoint equation with z and compute
−
M∑
m=1
(〈z′, z〉Im + 〈[z]m−1, z−m−1〉)+ ‖z−M‖2
= −
M∑
m=1
(
1
2
‖z−m‖2 −
1
2
‖z+m−1‖2 + 〈z+m−1, z−m−1〉 − ‖z−m−1‖2
)
+ ‖z−M‖2
= ‖z−0 ‖2 +
M∑
m=1
(
1
2
‖z−m‖2 − 〈z+m−1, z−m−1〉+
1
2
‖z+m−1‖2
)
=
1
2
(‖z−0 ‖2 + ‖z−M‖2)+ M∑
m=1
1
2
‖z−m−1 − z+m−1‖2
and thus, analogously to the state using stabilizability of (A′(x), B) in the sense of Assumption 2.1
we get for the adjoint that
M∑
m=1
1
2
‖z−m−1 − z+m−1‖2 +
1
2
(‖z−M‖2 + ‖z−0 ‖2)+ ‖z‖2L2(0,T ;V )
≤ c(‖Cv‖2L2(0,T ;Y ) + ‖B∗z‖2L2(0,T ;U) + ‖l1‖2L2(0,T ;V ∗) + ‖zT ‖2).
(3.3)
It remains to estimate the term ‖Cv‖2L2(0,T ;Y ) + ‖B∗z‖2L2(0,T ;U). To this end, we test the first
equation of (3.1) with v, the second equation of (3.1) with z, subtract the latter from the former,
use Juu = R
∗R and invertibility of R and obtain
‖Cv‖2L2(0,T ;Y ) + ‖B∗z‖2L2(0,T ;U)
≤ |〈Λk,−z, v〉WM ([0,T ])∗×WM ([0,T ]) − 〈Λkv, z〉WM ([0,T ])∗×WM ([0,T ])|
(3.4)
+ (‖(l1, zT )‖L2(0,T ;V ∗)×H + ‖(l2, v0)‖L2(0,T ;V ∗)×H)
(‖v‖L2(0,T ;V ) + ‖v−0 ‖+ ‖z‖L2(0,T ;V ) + ‖z−M‖)
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We proceed to show that 〈Λk,−z, v〉WM ([0,T ])∗×WM ([0,T ]) = 〈Λkv, z〉WM ([0,T ])∗×WM ([0,T ]).
〈Λk,−z, v〉WM ([0,T ])∗×WM ([0,T ])
= −
M∑
m=1
(〈z′, v〉Im + 〈[z]m−1, v−m−1〉)+ 〈A′(x)∗z, v〉L2(0,T ;V ∗)×L2(0,T ;V ) + 〈z−M , v−M 〉
=
M∑
m=1
(〈z, v′〉Im − 〈z−m, v−m〉+ 〈z+m−1, v+m−1〉 − 〈z+m−1 − z−m−1, v−m−1〉)
+ 〈A′(x)v, z〉L2(0,T ;V ∗)×L2(0,T ;V ) + 〈z−M , v−M 〉
=
M∑
m=1
(〈z, v′〉Im + 〈z+m−1, v+m−1 − v−m−1〉)+ 〈A′(x)v, z〉L2(0,T ;V ∗)×L2(0,T ;V ) + 〈z−0 , v−0 〉
= 〈Λkv, z〉WM ([0,T ])∗×WM ([0,T ]).
The interested reader is referred to a similar result in [27, Proposition 3.6] in a continuous-time
setting. Thus, together with (3.2), (3.3), and (3.4) we obtain with c ≥ 0 independent of T that
M∑
m=1
1
2
‖v−m−1 − v+m−1‖2 +
1
2
(‖v−M‖2 + ‖v−0 ‖2)+ M∑
m=1
1
2
‖z−m−1 − z+m−1‖2
+
1
2
(‖z−M‖2 + ‖z−0 ‖2)+ ‖(v, z)‖2L2(0,T ;V )2 ≤ c‖(l1, zT , l2, v0)‖2(L2(0,T ;V ∗)×H)2 .
(3.5)
To obtain an estimate on the derivatives, we test the state equation with a test function ϕm ∈
C∞([tm−1, tm];V ) such that ϕ(tm−1) = ϕ(tm) = 0 and obtain
M∑
m=1
〈v′, ϕ〉Im = 〈BJ−1uuB∗z + l2 +A′(x)v, ϕ〉L2(0,T ;V ∗)×L2(0,T ;V ).
By density of C∞0 ([tm−1, tm];V ) in L2(tm−1, tm;V ), cf. [27, Lemma 2.1], we conclude the estimate
‖v′‖L2(tm−1,tm;V ∗) ≤
(‖A′(x)‖L(L2(tm−1,tm;V ),L2(tm−1,tm;V ∗))
+ ‖BJ−1uuB∗‖L(L2(tm−1,tm;V ),L2(tm−1,tm;V ∗))
)‖(v, z)‖L2(tm−1,tm;V )2 + ‖l2‖L2(tm−1,tm;V ∗),
which together with (3.5) and proceeding analogously for the adjoint yields the result.
We now obtain an analogous result to Theorem 2.2 for the discrete-time system.
Theorem 3.3. Let the assumptions of Theorem 3.2 hold and consider the QOI Iτ (x, u) defined
in (2.1). Let (vk, qk, zk) ∈WM ([0, T ])× L2(0, T ;U)×WM ([0, T ]) solve (1.10), i.e.,Lxx(x, u) 0 Λk,−0 Juu(x, u) −B∗
Λk −B 0
vkqk
zk
 = −
Iτx (x, u)Iτu(x, u)
0
 .(3.6)
Then for all µ > 0 satisfying
µ <
1
‖(Mk)−1‖L(L2(0,T ;V ∗)×H)2,WM ([0,T ])2)
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there is a constant c(τ) > 0 independent of T such that
∥∥∥∥∥∥eµt
vkqk
zk
∥∥∥∥∥∥
WM ([0,T ])×L2(0,T ;U)×WM ([0,T ])
≤ c(τ) (‖Jx(x, u)‖L2(0,τ ;V ∗) + ‖Ju(x, u)‖L2(0,τ ;U)) .
(3.7)
Proof. We first rewrite the system by eliminating the control via qk = J
−1
uu (x, u)(B
∗zk+Iu(x, u))
as (
C∗C Λk,−
Λk −BJuu(x, u)−1B∗
)
︸ ︷︷ ︸
=Mk
(
vk
zk
)
= −
(
Iτx (x, u)
BJuu(x, u)
−1Iτu(x, u)
)
.
We further choose µ < 1‖(Mk)−1‖L((L2(0,T ;V ∗)×H)2,WM ([0,T ])2 )
independently of T , cf. Theorem 3.2,
introduce scaled variables v˜k = e
µtvk and z˜k = e
µtzk and compute that
〈Λkvk, ϕ〉WM ([0,T ])∗×WM ([0,T ]) = 〈Λk(e−µtv˜k), ϕ〉WM ([0,T ])∗×WM ([0,T ])
=
M∑
m=1
〈(e−µtv˜k)′, ϕ〉Im + 〈[e−µtv˜k]m−1, ϕ+m−1〉 − 〈A′(x)e−µtv˜k, ϕ〉L2(0,T ;V ∗)×L2(0,T ;V )
+ 〈(e−µtv˜k)−0 , ϕ−0 〉
=
M∑
m=1
〈(v˜k)′ − µv˜k, e−µtϕ〉Im + 〈[v˜k]m−1, e−µtϕ+m−1〉 − 〈A′(x)v˜k, e−µtϕ〉L2(0,T ;V ∗)×L2(0,T ;V )
+ 〈(v˜k)−0 , (e−µtϕ)−0 〉
= 〈(Λk − µI)v˜k, ϕ˜〉WM ([0,T ])∗×WM ([0,T ])
where ϕ˜ = e−µtϕ. Proceeding analogously for the adjoint equation we get in the scaled variables
(Mk + µP )
(
v˜k
z˜k
)
= −
( ∫ τ
0
eµtJ¯x(t, x, u) dt
BJuu(x, u)
−1 ∫ τ
0
eµtJ¯u(t, x, u) dt
)
where P =
(
0 I
−I 0
)
and hence ‖P‖L(WM ([0,T ])2,(L2(0,T ;V ∗)×H)2) < 1. We multiply the equation
by (Mk)−1 and employ a Neumann-series argument as µ < 1‖(Mk)−1‖L((L2(0,T ;V ∗)×H),WM ([0,T ])2)
and
obtain∥∥∥∥(vkzk
)∥∥∥∥
WM ([0,T ])2
≤ ‖(I + µ(Mk)−1P )−1‖L(WM ([0,T ])2,WM ([0,T ])2)
‖(Mk)−1‖L((L2(0,T ;V ∗)×H)2,WM ([0,T ])2)
∥∥∥∥( ∫ τ0 eµtJx(x, u) dtBJuu(x, u)−1 ∫ τ0 eµtJu(x, u)
)∥∥∥∥
L2(0,T ;V ∗)2
≤ c(τ) (‖Jx(x, u)‖L2(0,τ ;V ∗) + ‖Ju(x, u)‖L2(0,τ ;U))
with a constant c > 0 independent of T . For the control, we compute
‖qk‖L2(0,T ;U) = ‖J−1uu (x, u)B∗zk + Juu(x, u)−1Iu(x, u)‖L2(0,T ;U)
≤ c(τ) (‖Jx(x, u)‖L2(0,τ ;V ∗) + ‖Ju(x, u)‖L2(0,τ ;U)) ,
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which concludes the proof.
We will briefly illustrate the exponential decay of the secondary variables proven in Theo-
rems 2.2 and 3.3 for a linear quadratic problem. More precisely, we consider the cost functional∫ T
0
J¯(t, x, u) dt := 12
∫ T
0
‖x(t)−xd(t)‖2L2(Ω) +α‖u(t)‖2L2(Ω) dt with α > 0 and dynamics governed by
a linear heat equation with distributed control that will be specified in Subsection 4.1. The plots in
Figure 1 show the exponential decay of the linearly interpolated discrete-time secondary variables
for the QOI Iτ (x, u) defined in (2.1). In Figure 1, we observe that for all values of the Tikhonov
parameter α, the state and the control decay exponentially after the time τ = 0.5. The ledges in
the plot are introduced by the tolerance of the linear solver used for solution of the linear system
(1.11). The smaller we choose α, the faster the secondary variables decay in time. This is because
‖M−1‖L((L2(0,T ;V ∗)×H)2,W ([0,T ])2) is proportional to α, cf. [13, Section 3]. Thus, decreasing α allows
for a larger choice of the scaling parameter µ > 0 in Theorem 2.2 due to the bound
µ <
1
‖M−1‖L((L2(0,T ;V ∗)×H)2,W ([0,T ])2)
.
This straightforwardly carries over to the discrete-time setting considered in Theorems 3.2 and 3.3.
0 2 4 6 8 10
10−14
10−7
100
time t
√ α
‖q
(t
)‖
L
2
(Ω
)
0 2 4 6 8 10
10−14
10−7
100
time
‖v
(t
)‖
L
2
(Ω
)
α = 10−1 α = 10−3 α = 10−5
Fig. 1: Norm of the secondary state v and control q of (1.10) over time. The vertical black line
indicates the implementation horizon τ = 0.5.
4. Numerical results. In this part we qualitatively and quantitatively examine the results
of goal oriented error estimation with the specialized QOI defined in (2.1), i.e.,
Iτ (x, u) :=
τ∫
0
J¯(t, x, u) dt
and compare it with classical error estimation using the full cost functional as QOI, i.e.,
J(x, u) =
T∫
0
J¯(t, x, u) dt.
We inspect the error indicators for time, space and space-time adaptivity, the resulting grids and the
performance of a Model Predictive Controller evaluated via the cost functional value of the MPC
trajectory, using goal oriented error estimation with either QOI, i.e., Iτ (x, u) or J(x, u) used for
adaptivity in every solution of an OCP. All numerical examples are performed with the C++-library
for vector space algorithms Spacy1 using the finite element library Kaskade7 [6].
1https://spacy-dev.github.io/Spacy/
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Problem setting. In the following, we fix Ω = [0, 3]× [0, 1] and the time horizon T = 10. We
utilize reference trajectories similar to the one defined in [21, Section 6.7.2]. That is, using
g(s) :=
{
10e
1− 1
1−s2 s < 1
0 else,
we define a static reference trajectory, depicted in Figure 2, via
xstatd (ω) := g
(
10
3
∥∥∥∥ω − (1.50.5
)∥∥∥∥) .(4.1)
0
0.5
1
0 0.5 1 1.5 2 2.5 3
ω
2
ω1
0
2
4
6
8
10
Fig. 2: Static reference trajectory xstatd (ω1, ω2).
Further, we consider a dynamic reference trajectory given by
xdynd (t, ω) := g
(
10
3
∥∥∥∥ω − (ω1,peak(t)ω2,peak(t)
)∥∥∥∥) ,(4.2)
where
ω1,peak(t) := 1.5− cos
(
pi
(
t
10
))
, w2,peak(t) :=
∣∣∣∣cos(pi( t10
))∣∣∣∣ .
We will further consider an example with a reference concentrated at the boundary that grows
exponentially in time, i.e.,
xexpd (t, ω) := e
t
2 g
(
10
3
∥∥∥∥ω − (1.51
)∥∥∥∥) ,(4.3)
We consider the cost functional∫ T
0
J¯(t, x, u) dt :=
1
2
∫ T
0
‖x(t)− xd(t)‖2L2(Ω) + α‖u(t)‖2U dt,(4.4)
where xd is one of the reference trajectories defined above and α > 0 is a Tikhonov parameter.
Depending on the governing dynamics, we will set U = L2(Ω) for the case of distributed control
and U = L2(∂Ω) in the case of boundary control.
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In the following we will consider different linear and nonlinear, unstable and stable dynamics
with distributed and boundary control. We apply the MPC algorithm Algorithm 0.1 to these
different model problems and perform goal oriented error estimation and grid refinement for either
Iτ (x, u) or J(x, u) as QOI after termination of the OCP solver. After refinement we use the
interpolated solution on the refined grid as starting guess and solve the OCP again on the refined
mesh. This procedure is repeated until the maximal number of time or space grid points is reached.
In all MPC simulations, we will perform four steps of Algorithm 0.1. In case of time adaptivity,
we compute all trajectories on a space grid three times uniformly refined and start the adaptive
algorithm with three time points. The simulation is performed on a grid with 51 time grid points on
[0, τ ]. In case of space adaptivity, we fix the number of total time grid points to 41, perform adaptive
space refinement starting with a grid with one uniform refinement, and perform the simulation with
the same time step size. The space grids for the simulation are five times uniformly refined. In case
of space-time adaptivity, we perform the simulation with 51 time grid points on [0, τ ], where every
space grid is five times uniformly refined and we start with five time grid points and one uniform
refinement.
#uniform refs 0 1 2 3 4 5
#Triangles 12 48 192 768 3072 12288
#Vertices 11 33 113 417 1602 6273
Table 1: Number of elements and degrees of freedom for different hierarchies of the spatial grid.
4.1. Distributed linear quadratic control. We will first consider linear quadratic problems
and dynamics governed by a linear heat equation with distributed control, i.e.,
x˙ = 0.1∆x+ sx+ u in (0, T )× Ω
x = 0 in ∂Ω× (0, T )(4.5)
x(0) = 0 in Ω,
where s ∈ R is a stability (if s < 0) or instability (if s > 0) parameter. We aim to minimize the
standard tracking-type cost functional (1.1) subject to these dynamics.
Time adaptivity. In Figure 3, we depict the spatial norm of state and control over time for an
autonomous problem with reference trajectory xstatd and Tikhonov parameter α = 10
−1 governed
by dynamics described by (4.5) with instability parameter s = 4. We observe that the refinement
with respect to the truncated QOI Iτ (x, u) only takes place at the beginning of the time interval.
Further, we see that the error indicators decay exponentially shortly after the implementation
horizon τ = 0.5 due to the exponential decay of the secondary variables proven in Theorems 2.2
and 3.3. In contrast, choosing the entire cost functional J(x, u) as a QOI, we see that the refined
time grid is fine towards t = 0 and t = T . This is due to the fact that the dynamics exhibit steady
state turnpike behavior, i.e., the highly dynamic parts are located at the beginning and the end of
the time horizon. Hence, in order to obtain an accurate solution on the whole horizon, these parts
need to be refined. Further we observe that the solution obtained by refinement via Iτ (x, u) does
not exhibit the leaving arc despite very clearly showing the approaching arc.
18 L. GRU¨NE, M. SCHALLER, AND A. SCHIELA
0
0.5
1
1.5
2
L
2
(Ω
)-
n
or
m
Variables and indicators with QOI Iτ (x, u)
‖x(t)‖L2(Ω)
√
α‖u(t)‖L2(Ω)
0 2 4 6 8 10
10−6
10−5
10−4
10−3
10−2
time t
|η k
(t
)|
time error indicators
0
1
2
3
L
2
(Ω
)-
n
o
rm
Variables and indicators with QOI J(x, u)
0 1 2 3 4 5 6 7 8 9 10
10−4
10−3
10−2
time t
|η k
(t
)|
Fig. 3: Open loop trajectories and error indicators in the first MPC step after adaptive refinement
with 41 time grid points for an unstable problem with distributed control and static reference. The
vertical lines illustrate the adaptively refined time grid.
Having investigated the error indicators and the resulting time refinement in the context of
one optimal control problem, we depict the performance gain in a Model Predictive Controller
with three examples when using the truncated QOI in Figure 4 for adaptivity in every MPC step.
We depict the closed-loop cost of the MPC trajectory obtained by applying four steps of the MPC
algorithm Algorithm 0.1 to the optimal control problem. The plot on the left depicts the closed-loop
cost for a stable autonomous problem with s = 0, α = 10−3, and reference xstatd . The plot in the
middle refers to the to the unstable autonomous problem of Figure 3. On the right, we evaluate the
performance for an non-autonomous problem with boundary control, i.e., we replace in (4.5) the
distributed control by a Neumann boundary control, and use the reference xdynd , α = 10
−3, s = 0,
and MPC implementation horizon τ = 1. In all three cases we observe that for a given number of
maximal time steps, choosing the specialized QOI Iτ (x, u) as an objective for refinement leads to
a significant reduction of the closed-loop cost, i.e., a better controller performance.
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Fig. 4: Comparison of cost functional values of the MPC closed-loop trajectory for different QOIs
used for temporal refinement. Left: Stable autonomous problem. Middle: Unstable autonomous
problem. Right: Boundary controlled non-autonomous problem.
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Space adaptivity. We now investigate the case of space refinement. To this end, we compare
the error indicators, the resulting space grids and the closed-loop cost for refinement with objective
Iτ (x, u) and J(x, u), respectively. In the upper row of Figure 5 the space error indicators for an
autonomous optimal control problem governed by the linear dynamics with distributed control of
(4.5) with s = 0, reference xstatd and Tikhonov parameter α = 10
−3 are depicted. Similar to the time
error indicators in Figure 3, the space error indicators for the objective Iτ (x, u) decay exponentially
after the implementation horizon, whereas they stay almost constant over the whole time horizon
in case of the QOI J(x, u). The latter is again due to the turnpike property, i.e., the dynamic
trajectories are close to the solution of the steady state problem for the majority of the time. The
higher indicators at the beginning of the time interval are due to the high control action to approach
the turnpike. Further, the indicators for the cost functional decay at the end of the horizon due to
the terminal condition of the adjoint, which requires the control to approach zero, leading to a more
regular state by diffusion and thus less need to refine. In the lower row of Figure 5, the resulting
degrees of freedom (DOFs) of the space grids over time for three different numbers of maximal total
spatial DOFs are depicted. It is clearly visible that for Iτ (x, u) a refinement only takes place at
the beginning of the time horizon and the majority of the space grids are unrefined. In contrast to
that, the spatial refinement for J(x, u) takes place on the whole horizon.
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Fig. 5: Spatial error indicators before refinement and spatial degrees of freedom after last refinement
for different maximal numbers of degrees of freedom for an autonomous optimal control problem.
The vertical black line indicates the implementation horizon τ = 0.5.
In Figure 6, we depict the resulting space grids and the state over time for the intermediate case
in Figure 5, i.e., the grids enjoy 5828 and 5478 total spatial DOFs, respectively. In case of refinement
for the full cost functional, the space grids have to capture the steady state turnpike on the majority
of the interval. This is not the case for refinement with Iτ (x, u), where we observe unrefined space
grids shortly after the implementation horizon τ = 0.5. Finally we again inspect the performance
gain from using Iτ (x, u) as a QOI in adaptive MPC. We examine the autonomous problem of
Figure 5 and further consider a non-autonomous problem with the exponentially increasing reference
(4.3), α = 10−3 and s = 0. In Figure 7 we observe that for both examples the closed-loop cost is
lower when using the specialized QOI Iτ (x, u) for refinement. In case of the exponentially increasing
reference we further see that increasing the allowance for space refinement does not increase the
performance when refining for J(x, u), as all grid point are used towards T and thus the MPC
feedback is not refined at all. We will inspect this behavior in detail in Subsection 4.2.
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time tIτ (x, u) J(x, u)
t = 0
τ = 0.5
T = 10
Fig. 6: Evolution of adaptively refined space grids for Iτ (x, u) (left) and J(x, u) (right) with 5825
and 5478 total spatial DOFs, respectively.
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Fig. 7: Comparison of cost functional values of the MPC closed-loop trajectory for different QOIs
used for spatial refinement. Left: Autonomous problem. Right: Non-autonomous problem with
exponentially increasing reference.
Space-time adaptivity. We briefly address the subject of space and time adaptivity for the
linear dynamics (4.5) with static reference xstatd , α = 10
−3, τ = 0.5 and s = 0. After time and
space error estimation, we refine either space or time, depending on which is subject to a larger
total error. This was chosen because of its clarity and simplicity and we note that there are more
involved space-time refinement strategies, cf. [21, Section 6.5]. Using the policy described above, the
adaptive refinement with Iτ (x, u) terminated with 12 time grid points, whereas the refinement with
J(x, u) terminated with 11 time grid points. As to be expected, the space and time grid refinement
for Iτ (x, u) primarily takes place on the initial part of the horizon, cf. Figure 8. The space and time
error indicators for the QOI Iτ (x, u) decay again exponentially after the implementation horizon
τ = 0.5, which is not the case when choosing J(x, u) as QOI. Further we observe clearly in Figure 9
that again refinement with the truncated cost functional leads to a better performance of the Model
Predictive Controller. We note that for this example, employing only time adaptivity for the QOI
Iτ (x, u) with three uniform refinements in space, cf. Table 1, leads to a lower closed-loop cost for
the same number of total DOFs. This is no longer the case for two uniform refinements.
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Fig. 8: Spatial DOFs over time for a total allowance for 20000 degrees of freedom for a fully adaptive
space-time refinement.
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Fig. 9: Comparison of cost functional values of the MPC closed-loop trajectory for different QOIs
used for space-time refinement.
4.2. Boundary control of a quasilinear equation. As a second model problem we consider
optimal control with the boundary controlled quasilinear problem. We define the nonlinear heat
conduction tensor κ(x)(t, ω) :=
(
c|x(t, ω)|2 + d), where c, d > 0 and consider the dynamics
x′ −∇ · (κ(x)∇x) = 0 in Ω× (0, T ),
κ(x)
∂x
∂ν
= u in ∂Ω× (0, T ),
x(0) = 0 in Ω.
Time adaptivity. In Figure 10 we depict the time error indicators and corresponding state and
control norm over time for a non-autonomous problem with xdynd as reference, α = 10
−2, c = d = 0.1,
and implementation horizon τ = 1. When using the full cost functional as QOI, the implementa-
tion horizon [0, τ ] remains unrefined. The refinement for the truncated cost functional Iτ (x, u) is
concentrated on the initial part. The norm for the state is a scaled H1(Ω)-norm corresponding to
the second derivative of the Lagrange function, i.e., ‖v‖αd,H1(Ω) := ‖v‖L2(Ω) +
√
αd‖∇v‖L2(Ω).
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Fig. 10: Open loop trajectories and error indicators in the first MPC step after adaptive refinement
with 41 time grid points for an autonomous problem with boundary controlled quasilinear dynamics.
The vertical lines illustrate the adaptively refined time grid.
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The depiction of the closed-loop cost of the MPC trajectory in Figure 11 shows that the cost
is again consistently lower when using Iτ (x, u) as a QOI for adaptive time refinement.
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Fig. 11: Comparison of cost functional values of the MPC closed-loop trajectory for different QOIs
used for temporal refinement with quasilinear dynamics.
Space adaptivity. We consider the exponentially increasing reference trajectory xexpd , imple-
mentation horizon τ = 1, Tikhonov parameter α = 10−3 and parameters d = 10−1 and c = 10−2 for
the heat conduction tensor. In Figure 12 we see that despite the exponentially increasing trajectory,
the error indicators for Iτ (x, u) still decrease exponentially over time. The error indicators and the
corresponding spatial DOFs after refinement for the full cost functional J(x, u) are exponentially
increasing.
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Fig. 12: Spatial error indicators before refinement and spatial degrees of freedom after last refine-
ment for different maximal numbers of degrees of freedom for a boundary controlled quasilinear
problem. The vertical black line indicates the implementation horizon τ = 1.
The state over time and the corresponding space grids are shown in Figure 13. Although state
and control are relatively small on the initial part, the spatial refinement is most active there when
refining for Iτ (x, u). On the other hand, the spatial grids refined for the full cost functional show
no refinement on the whole implementation horizon [0, 1], as they are primarily refined towards the
end of the horizon, due to the exponentially increasing reference trajectory. Finally we show in
Figure 14 the corresponding closed-loop cost of the MPC trajectory. Similar to the linear quadratic
example with exponentially increasing reference in Figure 7, an increasing number of space grid
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T = 10
Fig. 13: Evolution of adaptively refined space grids for the boundary control of a quasilinear
equation refined for QOI Iτ (x, u) (left) and J(x, u) (right) with 5934 and 5924 total spatial DOFs,
respectively.
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Fig. 14: Comparison of cost functional values of the MPC closed-loop trajectory for different QOIs
used for spatial refinement with quasilinear problem.
points does not increase the MPC performance when refining with J(x, u). This is due to the fact
that the error indicators and thus also the refinements are predominant towards T and not on
the MPC implementation horizon. Thus, a refinement with the QOI Iτ (x, u) yields a significantly
better controller performance.
5. Conclusion and outlook. We have shown in this work how goal oriented error estima-
tion can be used to efficiently solve the optimal control problems occurring in a Model Predictive
Controller. To this end, we proved estimates on the continuous-time and discrete-time error indi-
cators showing that they decay exponentially outside the support of the QOI used for refinement.
Moreover we presented two particular examples and illustrated the performance of a truncated cost
functional as QOI for adaptive MPC in terms of closed-loop cost. We showed in various examples
the efficiency of this approach, i.e., for a fixed number of total degrees of freedom, the distribution
of the grid points induced by a localized cost functional as QOI leads to a significant reduction in
the closed-loop cost in comparison to using the full cost function as QOI.
We conclude with several research perspectives. A straightforward adaption of the approach
presented in this paper to hyperbolic problems can be considered, cf. [18]. Further, one could
utilize model order reduction combined with grid adaptivity to obtain fast MPC methods. To this
end, on the one hand, we refer to recent works combining grid adaptivity and proper orthogonal
decomposition [7, 8]. On the other hand, there are several recent works employing proper orthogonal
decomposition in an MPC context, cf. [10, 20]. In that context, the turnpike property can turn out
useful as it reveals a lot of structure of the dynamic problem and, in case of a steady state turnpike,
can be used to construct a reduced basis of high approximation quality after solution of an elliptic
OCP which then can be enlarged by classical methods.
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