Many of the interesting patterns seen in recent multi-frequency Faraday experiments can be understood on the basis of three-wave interactions (resonant triads). In this paper we consider two-frequency forcing and focus on a resonant triad occurring near the bicritical point where two pattern-forming modes with distinct wavenumbers onset simultaneously. This triad has been observed directly (in the form of rhomboids) and has also been implicated in the formation of quasipatterns and superlattices. We show how the symmetries of the undamped unforced problem (time translation, time reversal, and Hamiltonian structure) can be used, when the damping is weak, to obtain general scaling laws and additional qualitative properties of the normal form coefficients governing the pattern selection process near onset; such features help to explain why this particular triad is seen only for certain "low" forcing ratios, and predict the existence of drifting solutions and heteroclinic cycles. We confirm the anticipated parameter dependence of the coefficients and investigate its dynamical consequences using coefficients derived numerically from a quasipotential formulation of the Faraday problem due to Zhang and Viñals.
Introduction
When a container of fluid is shaken vertically with sufficient strength, patterns of standing waves (SW) develop on the free surface. This well-known transition, first described by Faraday [1] , is one of the best known examples of a pattern forming instability. At a critical value of the forcing amplitude the flat surface becomes unstable to small perturbations and gives way to a spatially structured state. This excited state is often highly ordered and may take the form of rolls, squares, hexagons, and more exotic structures such as superlattices and quasi-patterns of 8, 10, or 12-fold rotational symmetry [2] [3] [4] [5] [6] . The temporal spectrum of these SW oscillations is highly ordered as well. In typical Faraday experiments forced with a single frequency ω the first pattern to appear is a subharmonic response [7] , i.e., it is 2T -periodic in time where T = 2π/ω. The associated wavenumber k is determined by the dispersion relation Ω(k) for gravity-capillary waves through the subharmonic resonance condition Ω(k) = ω/2. This frequency ω, which controls the spatial length scale, and the forcing amplitude f are the most readily accessible control parameters.
Recently, a number of investigators [4] [5] [6] [8] [9] [10] [11] [12] have considered more general kinds of periodic forcing. These forcing functions with multiple frequency components offer a greater number of adjustable parameters. One advantage of this is that the competition between modes of different length scales can be studied in a controlled manner. If the applied acceleration f (t) is composed of two commensurate frequencies mω and nω (m and n coprime integers):
f (t) = 1 2 f m e imωt + f n e inωt + c.c. = |f m | cos(mωt + φ m ) + |f n | cos(nωt + φ n ),
an appropriate balance between |f m | and |f n | ensures that two modes (one driven primarily by the f m forcing and the other by f n ) onset simultaneously. This bicritical point is the natural organizing center for the two-frequency problem because it is at this point that the greatest variety of patterns evolve and compete with each other while still in the weakly nonlinear regime. A complete description of this competition is exceedingly difficult to achieve, yet a number of simple resonant interactions have emerged as crucial building blocks for many of the more interesting patterns. Resonant triads, as the lowest order nonlinear interaction, are particularly influential because they produce a strong coupling between the phases of the three waves involved. They have been implicated in a number of pattern formation studies, both experimental [3] [4] [5] 8, 13] and theoretical [10, [14] [15] [16] [17] .
In this paper we consider the two-frequency forcing (1) and focus on a simple three-wave interaction, occurring near the bicritical point, in which two wavevectors from one critical circle, k 1 and k 2 , generate a third wavevector k 3 = k 1 + k 2 on the second critical circle (see Fig. 1 ). Patterns composed of these three modes were called two-mode rhomboids by Arbell and Fineberg [8] . The same basic resonance, however, is a crucial component of more complicated states such as 8-fold and 10-fold symmetric quasipatterns (the former observed with three-frequency forcing), and several other multiple mode and modulated states [8, 3] . One of the most striking facts about this resonant triad is that it has so far been seen only with forcing ratios of 1:2 (as part of a superlattice-II type state [3] ), 2:3, and 4:5. In [9] we showed that the absence of two-mode rhomboids for larger values of m and n is related to the influence of time translation symmetry. This paper provides additional details behind that result as well as others in [9] , and explores their dynamical implications.
Symmetry arguments, in general, play a central role in our understanding of pattern formation. In the context of amplitude equations, symmetry constraints determine which types of nonlinear terms can be present and which cannot [18] . In Faraday systems of large aspect ratio (i.e., where the horizontal extent of the system is large compared to the characteristic wavelength) the relevant spatial symmetry is that of the plane, described by the Euclidean group E (2) . If the pattern is spatially periodic, as is often the case near onset, many useful results (see, e.g., [18, 19] ) can be obtained by restricting to patterns commensurate with this periodic lattice. Temporal symmetries also play an important role in periodically forced systems. In particular, such systems are invariant under discrete translation through one forcing period: t → t + T . The consequences of this symmetry depend on the nature of the linear eigenfunctions. In the case of single-frequency forcing, for example, the eigenfunctions are subharmonic (i.e., of odd parity under t → t + T ) and the associated Z 2 symmetry bars all even terms from the evolution equations -the absence of quadratic terms, in particular, means that there are no resonant triad interactions. With two-frequency forcing the constraints of discrete time translation are less severe because the period T is longer than the corresponding period for, say, isolated mω forcing, which would be T /m. In this way, modes driven "subharmonically" by f m can be harmonic with respect to the full period T ; they are harmonic when m is even and subharmonic when m is odd, similarly for n.
In this paper we follow the approach outlined in [9] and extend the usual analysis based on spatial symmetries and discrete time translation to include the (weakly broken) symmetries of continuous time translation, time reversal, and Hamiltonian structure. In [9] we considered hexagons and two-mode superlattices [3, 5] as well as two-mode rhomboids, and showed how these symmetries can be used to determine the leading order dependence of important coefficients in the SW amplitude equations. In this paper we consider the case of two-mode rhomboids (here simply referred to as resonant triads) in more detail and investigate the dynamical consequences of these (weakly broken) symmetries. In Section 4, for example, we show that a preference for resonant coefficients of opposite sign, which stems from the Hamiltonian structure of the undamped problem, leads to the existence of drifting solutions, modulated waves, and heteroclinic cycles.
The organization of the paper is as follows. In Section 2 we use symmetry to determine the form of the SW amplitude equations and the manner in which the coefficients of these equations depend on the forcing parameters (m, n, |f m |, |f n |, φ m , φ n ) and on the damping. In Section 3 we test these symmetry-based predictions against coefficients calculated numerically from a quasipotential formulation of the Faraday problem due to Zhang and Viñals [14, 15] . Section 4 summarizes the typical dynamics of the resonant triad equations and illustrates with numerical examples the effects of the symmetries discussed in Section 2. Section 5 contains our conclusions.
Derivation of the Amplitude Equations
We use general symmetry arguments to derive the form of the equations governing resonant triads in the presence of two-frequency forcing (1) . In particular, we obtain general scaling properties of the normal form coefficients in the limit of weak damping (and forcing). In this limit the problem is constrained not only by spatial symmetries but by the (weakly broken) symmetries of time translation t → t + s, s ∈ R and time reversal t → −t that are features of the unforced inviscid hydrodynamical problem. When these two symmetries are extended as parameter symmetries (see also [9] ) they apply to the damped forced problem as well. Constraints resulting from full Hamiltonian structure in the undamped forced problem are examined in Section 2.3.
There are many adjustable parameters in the two-frequency Faraday experiment. In addition to the layer depth (assumed to be infinite in the numerical study of Section 3) and fluid properties such as viscosity ν, density ρ, and surface tension Γ, one can vary the basic frequency ω of the driving, the ratio m:n of the two frequency components, their respective magnitudes |f m | and |f n |, and their phases φ m and φ n . Here we take 1/ω as the unit of time, writing τ = ωt, and use the wavenumber k 0 associated with Ω 0 ≡ min(m, n)ω/2 via the (infinite depth) inviscid dispersion relation g 0 k 0 + Γk 
The situation of interest here is the bicritical point where two modes of distinct wavenumber onset simultaneously as the overall forcing amplitude f ≡ (|f m | 2 + |f n | 2 ) 1/2 is increased (see Fig. 2 ). This bistability criteria can be thought of as determining the ratio |f m |/|f n |. The two critical circles at the bicritical point and the two ways of constructing resonant triads are illustrated in Fig. 1 . In either case we take three wavevectors satisfying
Without loss of generality we associate k 1 and k 2 with the f m forcing component and k 3 with the f n component. Thus Fig. 1a applies if m > n while Fig. 1b applies if m < n. When the damping is small each of the excited modes can, to a first approximation, be thought of as a subharmonic response to the corresponding component (f m or f n ) of the driving. The e ik 1 ·x and e ik 2 ·x modes oscillate with dominant frequency m/2 while the e ik 3 ·x mode has dominant frequency n/2. Since resonant triads occur only when n is even [11] , implying that m is odd since m and n are coprime, we hereafter assume this to be the case.
In the presence of damping the first modes to appear with increasing f are SW. Before turning to the dynamics of SW, however, we consider the form of the equations describing six corresponding traveling wave (TW) modes. In the limit of small damping and forcing a TW expansion is justified even though pure TW solutions are destroyed by the parametric forcing term -such an approach may also be viewed as the unfolding of a Hopf bifurcation (occurring at γ = 0) with nearly resonant temporal forcing (see [20, 21] ). Here we are further motivated by the action of the temporal symmetries; TW transform in a simple way under time translation τ → τ + s and time reversal τ → −τ whereas SW do not. The simple transformation properties of TW allow us to take full advantage of both the spatial and temporal symmetries of the problem. A center manifold reduction is then used to obtain the equations describing SW near onset.
Traveling wave equations
We consider a system of six TW with wavevectors k 1 , k 2 , and
Equations describing the slow evolution of the TW amplitudes Z ± j , j = 1, 2, 3 must be equivariant under the operations of spatial translation (T φ ), reflection (κ) about a line through k 3 , and rotation (R) by π (i.e., inversion through the origin):
In addition, they must satisfy the temporal symmetries
corresponding to time translation (T s ) and time reversal (σ). Since these operations transform parameters as well as dynamical variables, they belong to a more general class of symmetries (for a definition of parameter symmetries see [22] ). Time translation and time reversal, when understood in the usual sense (as acting only on phase space), are broken by the presence of forcing and damping, but survive in the sense of Eqs. (4) . Although parameter symmetries are often unphysical (it makes little sense to take γ < 0) they are perfectly good mathematical symmetries of the governing equations and may be used to advantagein this case they yield the proper form of "symmetry-breaking" terms.
Symmetries (3) and (4) lead to equivariant TW equations of the forṁ
where the overdot indicates a derivative with respect to τ . The remaining four equations can be obtained by applying κ and R. At second and third order in the amplitudes Z ± j we have kept all terms which contribute at leading order (in ∼ γ ∼ |f m | ∼ |f n |) to the corresponding SW coefficients (Eqs. (8) of Section 2.2). At the linear level, however, we have included two additional terms (with coefficients and ζ) that do not contribute at leading order but are responsible for an important qualitative effect, namely, a dependence in the linear problem on the relative phase of the two forcing components -this dependence will be discussed in more detail below. Terms of the form f Z 3 , for example q 1 |Z
(5a), were also found by Zhang [23] .
The coefficients in Eqs. (5) are assumed to depend analytically on γ, f m , and f n , and must do so in a manner consistent with the temporal symmetries (4). For example, σ (more precisely, σ • R) forces most coefficients to be purely imaginary at leading order. The real parts, which must be odd under γ → −γ, take the form γ, γ 3 , γ|f m | 2 , etc.. Higher order corrections to the imaginary parts, which are even under γ → −γ, take the form γ 2 , γ 2 |f m | 2 , and so on; such terms only matter for the detunings Im(υ) and Im( ), where they contribute at leading order to the SW coefficients, and in the parametric forcing coefficientsλ andμ where they contribute to a (phase-independent) coupling in the linear SW problem between the two forcing components f m and f n -some of the O(
3 ) terms in the real parts of υ and contribute to this coupling as well. For these four linear coefficients we therefore write
while for the remaining coefficients we substitute expansions of the form
that are truncated at lowest order in both real and imaginary parts. The absence of O (1) imaginary parts in υ and results not from symmetry but from the way k 1 and k 3 are defined. These wavenumbers are taken from the (γ-dependent) dual minima of the SW neutral stability curves at the bicritical point (see Fig. 2 ). One consequence of this implicit γ dependence in k 1 and k 3 is a detuning between the parametrically excited frequencies m/2 and n/2 and the "natural" frequencies Ω(k 1 ) and Ω(k 3 ). In the absence of damping and forcing, however, the wavenumbers k 1 and k 3 do satisfy the resonance conditions Ω(k 1 ) = m/2 and Ω(k 3 ) = n/2, and the detunings Im(υ) and Im( ) must vanish.
Expansions (6) are consistent (where they overlap) with the analytical formulas derived by Topaz and Silber [10] in the case of one-dimensional waves. Those results also apply to weakly-damped Faraday waves with two-frequency forcing, and are based on the ZhangViñals equations. The calculations of Topaz and Silber, however, yield no O( ) real part toλ (i.e.,λ r = 0); one would likewise expectμ r = 0. Settingλ r =μ r = 0 is of no consequence for us because those terms do not contribute at leading order to the SW coefficients of Eqs. (8).
Standing wave equations
This section contains the results of a standard reduction procedure (see, for example, [24] ) replacing Eqs. (5), near the bicritical point, with a system of three SW amplitude equations. Small deviations from the bicritical point are captured with the reduced forcing parameters
c" indicates the bicritical value). We find that the critical modes satisfy Z c , respectively, and that the A j obeẏ
where
Here J 1 , ..., J 7 are O(1) functions of the TW coefficients (6) and are given in the Appendix, ε λ = sign(λ i ), ε µ = sign(μ i ), and
The relative phase φ f , associated with the T s -invariant term f m nf n m , is the physically relevant linear combination of φ m and φ n . The coefficients (8) are real and are valid to leading order in , although additional interesting contributions, not necessarily at lowest order, have been kept as well. In λ and µ, for example, we have included the leading order nonresonant (i.e., lacking explicit dependence on m, n, and φ f ) coupling between the two forcings (the J 1 γ 3 ∆ n term in λ and the J 2 γ 3 ∆ m term in µ) and the lowest order "resonant" contribution (the O( m+n−1 ) terms varying as cos φ f ). In the nonlinear cross-coupling coefficients b, c, and d there is an O( m+n−4 ) resonant contribution coming from the damped SW modes that have been slaved away; this contribution appears at leading order when m + n ≤ 5.
We now summarize the most important properties of the SW coefficients (8) . This structure relies on the parameter symmetries T s and σ, both possessed by the full hydrodynamical problem [25] , and the restriction to weak damping ( 1).
(1) For m + n ≥ 5 coefficients (8) are O( ) or higher. A similar result was found analytically by Topaz and Silber [10] and by Zhang and Viñals [15, 23] . (2) The unfolding parameters λ and µ are linear combinations of ∆ m and ∆ n , and are therefore rotated slightly (and stretched) with respect to the latter, "more natural" parameters. This rotation is O( 2 ) unless m:n = 1:2 when it is O( ) and varies as cos φ f . Similar rotation is discussed in more detail in [10] , although those results are obtained away from the bicritical point. (3) When m + n ≤ 5 the cubic cross-coupling coefficients b, c, and d depend at leading order on the relative phase φ f . This behavior is similar to the leading order phase dependence found by Zhang and Viñals [15] for cubic cross-coupling coefficients with 1:2 forcing, a result obtained perturbatively and not from symmetry considerations. Furthermore, when m:n = 1:2 the coefficients b, c, and d diverge as → 0, indicating a failure of the reduction procedure in this limit. This failure is not surprising given that there are three additional critical modes at γ = 0 that need to be taken into account. The exceptionally strong coupling to these neglected modes when m:n = 1:2 (the resonance terms of Eqs. (5), through which the coupling occurs, are otherwise O( ) or smaller) explains the dramatic failure of the reduction in that case. In general, the description based on three SW modes is not expected to hold if γ is "too" small. (4) Measurable effects relating to coefficients (8) are 2π-periodic in φ f . This is true even for α and β (which appear to be 4π-periodic in φ f ; see Eq. (9)) because Eqs. (7) are invariant under (A j , α, β) → −(A j , α, β). Thus, only the relative sign of α and β matters; dynamics with Φ and Φ ± π are equivalent. (5) The resonant coefficients α and β are of order (m+n−3)/2 and thus depend strongly on the choice of forcing frequencies, their influence diminishing exponentially with m + n; this fact helps explain why this type of resonant triad is not seen for large values of m + n [3, 8] . The (m+n−3)/2 dependence is not universal however. Near particular choices of φ m and φ n where cos Φ = 0 the terms given in Eqs. (8) vanish and, assuming the next nonvanishing term (not calculated) is a factor of γ smaller, there is a cross-over to the more extreme (n+m−1)/2 dependence. Conversely, one could say that resonance effects are strongest when Φ = 0, π.
Consequences of Hamiltonian structure
We now examine the implications of full Hamiltonian structure (as opposed to just σ) in the undamped (i.e., inviscid) problem; see [14, 17, [26] [27] [28] [29] [30] . Specifically, we suppose that Eqs. (5) possess a Hamiltonian H and that the complex amplitudes Z ± j obey the equations of motion (see, e.g., [31] [32] [33] )
Requiring that H be a real scalar function invariant under symmetries (3) and (4), one finds that the equations of motion (10) are equivalent to Eqs. (5) only if
with all coefficients evaluated at γ = 0. The most important of relations (11) isα =β (i.e.,α i =β i ) because this implies that the resonant coefficients α and β of Eqs. (8) have opposite signs for small γ. Although this situation can change with increasing damping, the fact that there is good reason to expect αβ < 0 has profound dynamical implications for Eqs. (7) -it is a prerequisite for a variety of interesting drifting solutions and heteroclinic cycles (see Section 4). Chossat [34] has recently shown that the special form of advective nonlinearities leads to the same conclusion (resonant coefficients of opposite sign) for a general class of self-adjoint hydrodynamical problems (see also [35] ). A strict interpretation of the equationα i =β i (which would also have α and β of equal magnitude; see Eqs. (8)) is inappropriate here because, for one thing, such a statement depends on normalization conventions. Provided α and β do not vanish, the amplitudes A j may always be rescaled to set |α| = |β| = 1. More to the point, for Eqs. (5) to display "Hamiltonian structure" need not mean that the Z ± j andZ ± j are themselves canonically conjugate Hamiltonian variables in the sense of Eqs. (10) . Transformations (simple rescalings, for example) that preserve dynamics should be allowed as well. Under this relaxed criteria we expect that the oscillations of b, c, and d with Φ will be the same order in magnitude and that the oscillating parts of b and of d (measured with respect to the nonresonant O( ) parts) will be strictly negative while that of c is positive. These oscillations appear at leading order only if m:n = 1:2 or 3:2. In the former case they are O( −1 ) and can overwhelm the Φ-independent O( ) part.
Discussion of the amplitude equations
We have related many properties of the coefficients in Eqs. (7) to the influence of (weakly broken) temporal symmetries and Hamiltonian structure. The spatial symmetries of the problem, however, remain fully intact and must be considered as well. They act on the SW (cf. Eqs. (3)) according to
In particular, the action of R explains why the coefficients in Eqs. (7) are real. Note that this nontrivial action of R on the SW amplitudes, a necessary consequence of the spatial symmetries of the problem, allows for the possibility of symmetry-breaking bifurcations to traveling (hereafter, drifting) waves. Strictly speaking, the "standing waves" of the previous section are standing only on the fast timescale set by ω (i.e., the eigenfunctions satisfy |Z
On the slow timescale they may or may not drift, depending on whether or not they belong to the R-invariant subspace (or a translation of it).
Recall that unless n is even there are no quadratic resonant terms, i.e., α = β = 0. This result, obtained in [11] , follows directly from Eqs. (7) by noting that the problem is invariant under a discrete time translation through one period of the forcing -this is the extent to which time translation is usually considered. Accordingly, Eqs. (7) must be equivariant under the operation (
If n is even (and therefore m odd) this discrete temporal symmetry is equivalent to the spatial translation T (π,π) and imposes no additional restrictions [11] . However, if n is odd the induced symmetry forces α = β = 0.
Because we are interested in resonance effects we always take n to be even. However, even when the resonant coefficients are nonzero there is no guarantee that resonance effects can be easily observed. As seen in Eqs. (8) , this depends strongly on m + n and γ. If α and β are extremely small, their influence will be appreciable only while the system is extremely close to onset. Although in one sense this limit is ideally-suited for the weakly nonlinear approach taken here, it could prove difficult to conduct experiments in such a restricted regime where the timescale for pattern formation is very long and extraneous factors like noise are important. For this reason it is useful to characterize the range over which resonant terms contribute relative to the range over which the weakly nonlinear analysis is likely to be valid. One can assume, for example, that a weakly nonlinear approach is "justified" when |A j | 0 , where 0 = 0.1 (or any other reasonable value). The dynamics, however, will begin to switch from resonant (quadratic nonlinearities) to nonresonant (cubic nonlinearities) when these two effects are the same order:
For concreteness, we suppose that this transition occurs when |A j | ∼ res ≡ max(|α|, |β|)/max(|a|, |b|, |c|, |d|, |e|) and denote the ratio of res to 0 by η res :
Resonance effects are expected to be important throughout the weakly nonlinear regime if η res > 1, while an earlier crossover to nonresonant behavior is anticipated when η res < 1. Note that unless m:n = 1:2 (this case is more complicated because b, c, and d diverge as → 0) η res scales as (m+n−5)/2 . Broadly speaking, for small γ (i.e., ) one expects that resonance effects will be easy to observe when m + n ≤ 5 but will become increasingly more delicate as m + n increases.
It is also of interest here to return to Eqs. (5) and examine the linear problem a bit further, in particular, the effect of the phases φ m and φ n on the bicritical point defined by
At leading order this bicritical point is independent of φ m and φ n , i.e., the critical amplitudes |f 
Expressions (15) are utilized throughout this paper (for example, in evaluating coefficients (6a-6d) at the bicritical point to obtain expressions (A.1-A.7) of the Appendix) and are sufficient to obtain the leading order terms in the SW normal form coefficients (8) . However, the lack of phase dependence in Eqs. (15) is contrary to the experimental observations of Müller [12] and the calculations of Zhang and Viñals [15] for the case m:n = 1:2. These authors found that there was a strong dependence of r ≡ |f terms. When this is done for m:n = 1:2 we find
revealing an O( ) harmonic dependence on the relative phase φ f . In general, the φ f -dependent correction to r is O( m+n−2 ) and is much less important (with small damping) when m + n is large. For the next available resonant triad interaction, m:n = 3:2, it is already of third order. The diminishing influence of φ f with m + n is consistent with the experiments of Edwards and Fauve [4] where no significant phase dependence was found for m:n = 5:4. In the case m:n = 1:2 we can compare Eq. (16) with [15] , where a different convention for the two-frequency forcing function is used, by setting φ m = π/2 and φ n = π/2 + φ (φ is the phase variable used in [15] ) to find φ f = φ − π/2. Thus Eq. (16) predicts an extremum for r(φ) at φ = π/2, in agreement with the results of [12] and [15] (see Fig. 1 of [15] ) -to be more precise, a maximum was observed at φ = π/2. The presence of a maximum rather than a minimum can only be determined from Eq. (16) by computing numerical values for the coefficients υ r ,μ i , etc..
Numerical results using the Zhang-Viñals equations
In this section we test the predictions of Eqs. (8) by numerically calculating the SW coefficients from the Zhang-Viñals model [14, 15] , a quasipotential formulation of the Faraday problem capturing the small-amplitude dynamics of deep fluid layers in the limit of weak damping. This calculation also provides physically relevant coefficients which we use in Section 4 to illustrate SW dynamics. We emphasize that the procedure described here is a direct reduction of the Zhang-Viñals equations at the bicritical point to SW amplitude equations, and does not rely on the symmetries of Section 2.
In the frame of the vibrated fluid one can write the effective gravitational acceleration as g(t) = g 0 − g m cos(mωt + φ m ) − g n cos(nωt + φ n ), where g 0 > 0 is the usual gravitational acceleration. Note that we are picking a convention by using cosines rather than sines, and by putting an overall minus sign in front of the applied acceleration. Switching to the opposite sign convention is equivalent to taking φ m → φ m + π, φ n → φ n + π. Because of Eq. (9), we then have φ f → φ f + (m − n)π and Φ → Φ − (m − n)π/2. Since most of the normal form coefficients in Eqs. (8) depend on φ f this convention does matter. In α, β, b, c, and d it amounts to a shift by π/2 in the oscillations versus Φ. This follows from the fact that m − n is odd, together with the invariance of the problem under Φ → Φ ± π (see Section 2.2); changing the above sign convection is thus equivalent (for α, β, b, c, and d) to taking Φ → Φ + π/2. The difference is observable -in fact, many other patterns, e.g., hexagons, depend on a phase analogous to Φ (see [9] ) -but, to our knowledge, even those experiments [3, 4, 6, 8, 12] which investigate dependence on the temporal phase (equivalent to φ f ) fail to report the convention used (one may infer the convention used in [12] from the agreement found in [15] ). Without this information, such results are ambiguous.
The governing equations describing surface height h(x, τ ) and surface velocity potential ϕ(x, τ ) are expressed in nondimensional form as
where G(τ ) = G 0 − f m cos(mτ + φ m ) − f n cos(nτ + φ n ), and (f m , f n ) = (g m , g n )k 0 /ω 2 ; γ, G 0 and Γ 0 are as defined in Section 2. The nonlocal operatorD (see [14] ) multiplies each Fourier component by its wavenumber:
To extract coefficients from Eqs. (17) we use a three-timing perturbation technique (see [16] or [11] for more details), introducing a bookkeeping parameter ε and writing
After h 1 and ϕ 1 are expressed in terms of Fourier modes, e.g.,
ik·x , the O(ε) problem reduces to a series of uncoupled damped Mathieu equations parameterized by the wavenumber k:
Note from Eq. (17a) that
n ) there are exactly two periodic solutions to Eq. (19), p k 1 (τ ) and p k 3 (τ ), associated with the dual minima of the neutral stability curves (see Fig. 2 ).
It is worthwhile to extract the leading order linear TW coefficients in Eqs. (5) directly from Eq. (19) . First, by setting γ = 0 and treating f m and f n as small perturbations, Eq. (19) can be solved with a multi-timing scheme that gives, as the first solvability conditions,
Upon comparing Eqs. (20) with Eqs. (5), (6c), and (6d) we identifỹ
A complementary treatment with f m = f n = 0 and γ in the role of small perturbation establishes, via Eqs. (5), (6a), and (6b), that
Eqs. (21) and (22) agree with the formulas given in [10] . In Eqs. (22) we see that the linear damping is proportional to k 2 , as expected. The significance of Eqs. (21), on the other hand, is in relation to the forcing convention discussed above: we have foundλ i > 0 andμ i > 0, i.e., that ε λ = ε µ = 1 in Eqs. (8) and (9) . Had the alternative convention g(t) = g 0 +g m cos(mωt+φ m )+g n cos(nωt+φ n ) been used, we would have found ε λ = ε µ = −1.
Since we assume n is even and m is odd, p k 1 is subharmonic with respect to the forcing period 2π: p k 1 (τ + 2π) = −p k 1 (τ ), while p k 3 is harmonic: p k 3 (τ + 2π) = p k 3 (τ ). To focus on resonant triads, we expand h 1 and ϕ 1 in terms of the three spatially resonant critical modes (see Fig. 1 ):
At O(ε 2 ) and O(ε 3 ) one obtains differential equations from the solvability conditions. These can be reconstituted by dropping ε and setting ∂ t = ∂ T 1 + ∂ T 2 . The subsequent equations are identical in form to Eqs. (7), as they must be from symmetries (12) . The explicit expressions for these coefficients are in general quite lengthy and must be computed numerically since they involve Fourier representations of p k (τ ) and q k (τ ). For this reason we present only numerical results, concentrating mainly on the case m:n = 3:2 for which there are many recent experimental results [3, 5] .
When m:n = 3:2 the coefficients α, β, b, c, and d depend at leading order on Φ. We find, however, that for the Zhang-Viñals equations the Φ-independent parts of b, c, and d are considerably larger than the Φ-dependent parts despite the fact that they formally appear at the same order in . The most important effect of Φ is therefore in the cos Φ behavior of α and β (see Eqs. (8)) which we confirm in Fig. 3 . Observe that α(Φ) and β(Φ) have the opposite phase, i.e., αβ < 0, as predicted by the arguments of Section 2.3. Maximal values of |α| and |β| are realized (for small γ) when Φ = 0. We use such an "optimal" choice of phases (e.g., φ m = −π/4 and φ n = 0) to test in Fig. 4 the scalings predicted by Eqs. (8) . Note that, as expected for m:n = 3:2, we find η res ∼ 0.02-0.3, and resonance effects are likely to be important over much of the weakly nonlinear regime. essentially unchanged from Fig. 4 . Note that η res → 0 as ω → 0 (i.e., γ → 0), indicating that resonance effects are becoming increasingly weak -larger values of γ are required to see them more easily. Furthermore, besides the fact that α and β are smaller, we find αβ > 0 over the entire calculated range ω ∈ [3, 300] . This is in sharp contrast to the typical case, with Φ bounded away from ±π/2, when the leading order terms given in Eqs. (8) dominate and αβ < 0. Because the relative phase φ f (equivalently, Φ) can alter the sizes of α and β and the sign of their product, it can have a dramatic effect on the dynamics of resonant triads, as shown in the following section.
Dynamics
In this section we discuss the dynamics of Eqs. (7) with an eye to the influence of relations (8) and (11) . As shown by Guckenheimer and Mahalov [36] these dynamics can be very rich, in part because a number of solutions drift or "travel" on the slow time scale, as discussed in Section 2.4. In the following we refer to these as drifting waves (DW) to emphasize that this motion is much slower than the fast (standing) oscillations associated with the parametric forcing.
While the temporal symmetries are now implicit, expressed in relations (8) and (11) describing the scaling, parameter dependence, and relative sign of the SW normal form coefficients, the unbroken spatial symmetries (12) force the existence of dynamically invariant subspaces containing distinct classes of solutions; the most important of these fixed point subspaces are listed in Table 1 . Not all of these subspaces are isolated and independent. For example, U R
Subspace
Fixed by Defining property Table 1 Invariant subspaces of Eqs. (7).
contains the solutions that are invariant under inversion through the origin (i.e., under R) but there is a torus of equivalent subspaces generated by T φ ; each of these related subspaces is invariant under inversion through an appropriate (translated) origin. Similarly, there is a circle of subspaces equivalent to U κ generated by T (φ,−φ) ; solutions in these subspaces satisfy A 2 = e i2φ A 1 and are reflection-symmetric about a line parallel to k 3 . The subspaces U 1 and U 2 are related by the reflection κ and are equivalent. In the following we use U R , U κ , and U 1 to denote the entire family of equivalent subspaces, the representative members of which are listed in Table 1 . In practice, the most important subspaces are U R and U κ because they relate to easily recognizable characteristics: solutions in U R are strictly standing (i.e., they do not drift; see below) while solutions in U κ possess a line of symmetry and may drift only in a direction parallel (or antiparallel) to k 3 .
For most purposes it helps to factor out the continuous translation symmetry T φ by writing A j = a j e iθ j and introducing the T φ -invariant phase θ = θ 3 − θ 1 − θ 2 . One then obtains the four-dimensional systeṁ
where the θ j satisfẏ
Eqs. (25) guarantee that solutions in U R , which corresponds to {θ = 0} ∪ {θ = π} in Eqs. (24) , are also standing (i.e., all phase velocities are zero). Furthermore, from Eq. (24d) it follows that unless αβ < 0 the quantity multiplying sin θ is single-signed and all trajectories approach U R (see [36, 37] ), i.e., there are no permanently drifting solutions if αβ > 0. The fact that one can expect drifting solutions on the basis of underlying Hamiltonian structure was the conclusion of Section 2.3.
Principal solutions
We describe here the most important solutions of Eqs. (7), equivalently, Eqs. (24) . Many of these solutions (or their analogs) are discussed in [36] . They are summarized, along with the bifurcations they undergo, in Table 4 .1. (1) Standing rolls SR 1 ∈ U 1 . The SR 1 states satisfy |A 1 | 2 = −λ/a, A 2 = A 3 = 0. Physically, they represent SW with dominant frequency m/2 described by a single wavevector k 1 . Standing rolls SR 2 with wavevector k 2 are related to SR 1 through the symmetry κ and are therefore equivalent. Both bifurcate from the flat state (O) when λ = 0, supercritically if a < 0. The eigenvalues of SR 1 within the two-dimensional subspace U 1 are 0 (a result of the translational symmetry T φ ) and −2λ. Transverse to U 1 the eigenvalues ξ have multiplicity two and satisfy
Near onset (i.e., |λ| 1) these eigenvalues are approximated by µ and λ(a − b + αβ/µ)/a. Thus, the standing rolls SR 1 are stable at onset if a < 0 (the bifurcation is supercritical), µ < 0 (stability with respect to perturbations of type A 3 is inherited from the basic flat state), and µ(b − a) > αβ; they are unstable otherwise.
The SR 1 states undergo a steady-state bifurcation along the line
giving rise to a branch of mixed modes (MM) contained in U R with A 2 = 0, A 3 = 0. They experience a Hopf bifurcation along the line
provided αβ < λ(a − b) 2 /a < 0. This Hopf bifurcation with O(2) symmetry (see, e.g., [18] )) simultaneously produces modulated standing waves (MSW) contained in U R , and DW that break U R symmetry. Note that αβ < 0 is a necessary condition for this bifurcation, as it must be if DW are produced. Assuming αβ < 0, the line of Hopf bifurcations (28) intersects the line of steady bifurcations (27) at the Takens-Bogdanov point:
(2) Standing Rolls SR 3 ∈ U 3 . The SR 3 states satisfy A 1 = A 2 = 0, |A 3 | 2 = −µ/e and represent harmonic SW (dominant frequency n/2) with wavevector k 3 . They bifurcate from O when µ = 0, supercritically if e < 0. Within U 3 the eigenvalues are 0 and −2µ while the remaining four eigenvalues come in pairs given by
In contrast to SR 1 , only steady-state bifurcations can occur on SR 3 and these generate branches of mixed modes MM κ ∈ U κ (i.e., the unstable eigenvectors satisfy |A 1 | = |A 2 |).
(3) κ-symmetric mixed modes MM κ ∈ U R ∩ U κ . These mixed modes bifurcate, along with SR 1 , from O when λ = 0. The T φ -invariant phase θ must be 0 or π while the amplitudes
with cos θ dictating the ± sign. Eqs. (30) show that there may be up to three distinct MM κ states for each of the two possible θ values. The additional solutions arise in saddle-node bifurcations, and other transitions can occur as well. Hopf bifurcations lead to modulated standing waves, MSW κ , still contained in U κ ∩ U R , while symmetry-breaking bifurcations lead to drifting waves DW κ ∈ U κ (broken R symmetry) or to mixed modes MM ∈ U R (broken κ symmetry). The MM states bifurcate from the MM κ branch with cos θ = sign(α(a − b)) and do so when
(4) κ-symmetric drifting waves DW κ ∈ U κ . These solutions require αβ < 0. Within Eqs. (7) they drift with constant velocity parallel to ±k 3 (i.e.,θ 1 =θ 2 =θ 3 /2). Within the fourdimensional reduced system (24) they appear as fixed points with θ = 0, π given by
, r
and exist in the region
The DW κ states can themselves undergo Hopf bifurcations to modulated drifting waves MDW κ ∈ U κ , as well as symmetry-breaking bifurcations to DW not in U κ . This latter bifurcation occurs along the line
(5) Mixed modes MM ∈ U R . These mixed states (without κ symmetry) satisfy
They form a branch of solutions connecting the SR 1 (SR 2 ) states with the MM κ branch having cos θ = sign(α(a − b)). There are no saddle-node bifurcations but if αβ < 0 there is an R symmetry-breaking instability that creates drifting waves DW along the line
(6) Drifting waves DW. These steadily drifting solutions (requiring αβ < 0) of Eqs. (7) are not in U κ and are therefore free to move in any direction (i.e., their drift direction is determined by the coefficients, not by symmetry). They are represented by fixed points within Eqs. (24) satisfying
a ,
As with MM (and DW κ ) there are no saddle-node bifurcations. In fact, for the sets of parameters we investigated there were no additional bifurcations on the DW branch.
(7) κ-symmetric modulated standing waves MSW κ ∈ U R ∩ U κ . These states appear via Hopf bifurcation from MM κ . Near the origin (µ, λ) = (0, 0) the bifurcation set is parabolic [38, 39] :
The MSW κ solutions may undergo an R symmetry-breaking bifurcation to modulated drifting waves MDW κ and are typically destroyed in a global bifurcation involving a heteroclinic connection between O and SR 3 (see [37, 40] ).
(8) Modulated standing waves MSW ∈ U R . These solutions do not have the κ symmetry of MSW κ . They appear, along with DW, in a Hopf bifurcation on SR 1 .
(9) κ-symmetric modulated drifting waves MDW κ ∈ U κ . These three-frequency states can emerge from DW κ through a Hopf bifurcation or from MSW κ via an R symmetry-breaking bifurcation.
(10) Heteroclinic cycles HET. There are (at least) three kinds of heteroclinic cycles of relevance to Eqs. (7) . Structurally stable heteroclinic cycles (HET 1 ) connecting two SR 3 solutions, out of phase by π (i.e., related by a translation T (φ,π−φ) ), have been well-studied [35, 37] in the context of the 1:2 steady-state spatial resonance with O(2) symmetry and in resonant triads as well [36] . They are generic solutions when αβ < 0 that appear at small amplitude (|λ|, |µ| 1).
In addition, there are much more intricate heteroclinic cycles (HET 2 ) involving connections among O, SR 3 , MSW κ , and MM κ (see [40] ). Under appropriate conditions, these cycles form near the HET 1 cycles (in a neighboring region of parameter space but further from the origin). The associated dynamics is organized by a sequence of transitions among distinct heteroclinic cycles (one of which is structurally stable) and contains chaos of Shil'nikov type. The type of chaotic attractor one typically finds is shown in Fig. 6 . In the absence of resonance terms (i.e., when α = β = 0) there are, under certain conditions [36] , heteroclinic cycles connecting SR 1 , SR 2 , and SR 3 . The resonance terms in Eqs. (7) destroy these cycles. Nonetheless, for large m + n when resonance effects are diminished, or at values of Φ near ±π/2 where the leading order resonance terms vanish (see Eqs. (8)), these "nearby" cycles may yet influence the dynamics.
Bifurcations: numerical examples
We provide here some numerical examples using coefficients derived from the Zhang-Viñals equations (17) . ; this leads to greater control over the normal form coefficients and hence to a wider range of dynamical possibilities (for example, this Φ dependence made it easier to find the interesting heteroclinic behavior shown in Fig. 6 ).
If one traverses the clockwise circular path shown in Fig. 7 the resulting bifurcation diagram is that of Fig. 8 . Initially, in the third quadrant of the (λ, µ) plane, all initial conditions are attracted to the stable flat state O. As the polar angle (φ, say) is decreased through π this flat state becomes unstable to (a circle of) standing rolls of type SR 3 . At φ 2.64 (point 1 in Fig. 8 ) these stable SR 3 states undergo a supercritical symmetry-breaking bifurcation to (a torus of) κ-symmetric mixed modes MM κ satisfying θ = π. These MM κ states are stable until a subcritical Hopf bifurcation at φ 1.64 (point 3) producing κ-symmetric modulated standing waves MSW κ . The MSW κ are themselves destroyed in a heteroclinic bifurcation (point 2, marked by a small dash on the SR 3 branch) joining O and SR 3 (see [40] ) at φ 1.67. The same global bifurcation marks the birth of structurally (and asymptotically) stable heteroclinic cycles (HET 1 ) connecting points on the circle of SR 3 states to their "π translates". After the Hopf bifurcation renders MM κ unstable the heteroclinic cycles HET 1 are the only attractors of the system (7). These HET 1 remain stable until φ 1.16 (point 5; this is when µ = λe/c and the two eigenvalues of Eq. (29), one positive and one negative, are of equal magnitude). The bifurcation that occurs here simultaneously produces stable MDW κ and unstable MSW (the fact that the MSW branch does not visibly originate here is due to numerical limitations). The stable MTW κ branch describes modulations of ever decreasing amplitude as it approaches the branch of DW κ states, themselves present since an R symmetry-breaking bifurcation on MM κ at φ 1.63 (point 4), and is destroyed in a Hopf bifurcation at φ 0.95 (point 6). The DW κ are then stable until a supercritical κ symmetry-breaking bifurcation to DW at φ −0.5 (point 8); this occurs just prior to their termination at φ −0.55 (point 9) on the other MM κ branch, i.e., the one with θ = 0 existing between φ = −π/2 and a bifurcation from SR 3 at φ 0.29 (point 7). The stable DW branch terminates, along with the unstable MSW branch, in a Hopf bifurcation on SR 1 at φ −0.59 (point 10). The SR 1 rolls are stable between this Hopf bifurcation and a subcritical bifurcation to MM at φ −0.79 (point 12). This MM branch also connects to (and stabilizes) the MM κ branch at φ −0.7 (point 11). Finally, the MM κ states (with θ = 0) are stable between this last bifurcation and φ = −π/2 where they vanish, along with SR 1 , restoring stability to the flat state.
If, in contrast to the case of Fig. 7 , one adjusts the forcing phases so that Φ = π/2 then the (leading order) expressions for α and β of Eqs. (8) vanish. With the same physical parameters as Fig. 7 it turns out that the first nonvanishing contributions have the same algebraic sign, i.e., αβ > 0. Specifically, we find α = 0.0784, β = 0.0744, a = 0.549, b = −0.523, c = −0.0155, d = −3.266, and e = −2.227. The fact that αβ > 0 explains the dramatically different (and less rich) unfolding shown in Fig. 9 . In this case there are no drifting solutions (DW κ , MDW κ , DW) or heteroclinic cycles (HET 1 , HET 2 ). Furthermore, there are no modulated standing waves MSW κ or MSW (it was shown in [38] that αβ < 0 is necessary for MSW κ ). A second, somewhat surprising, feature of the Φ = π/2 coefficients is the large change in the self-interaction coefficient a: it is now positive whereas at Φ = 0 it was −6.136. Such substantial Φ dependence is not an ingredient of Eqs. (8) "1:2" linear resonances, i.e., harmonic modes satisfying k = 2k 1 or k = 2k 2 . The influence of these damped modes (see [10] ) is especially strong here because k 3 ≈ 1.86 is quite close to 2k 1 ≈ 1.94 (the damping of the 2k 1 modes is thus very small and they nearly satisfy the 1:2 temporal resonance condition m = Ω(2k 1 ); in this case m = n/2). For comparison, note that the 2k 3 modes experience much stronger damping and the relevant self-interaction coefficient e shows no significant dependence on Φ, in agreement with Eqs. (8) . Because a > 0 the bifurcation of SR 1 and MM κ from the flat state is now subcritical (observe how the MM bifurcations from SR 1 and MM κ have switched to the left side of λ = 0 in Fig. 9 ) and the cubic truncation (7) is no longer well-behaved (some trajectories diverge).
Conclusions
The weakly nonlinear dynamics of a class of resonant triads occurring in the vicinity of the bicritical point of the two-frequency forced Faraday problem has been studied in detail. The approach taken for this resonant triad can be easily extended to a wide range of patterns produced by multi-frequency forcing (see [9] ), and is based on very general symmetry considerations. In particular, we make use of the fact that the weakly damped problem possesses additional structure beyond the more obvious spatial and discrete temporal symmetries, i.e., it must satisfy the constraints of continuous time translation and time reversal (viewed as parameter symmetries) and respect the nearby Hamiltonian structure of the undamped problem. The effect of these "broken" symmetries is straightforward to establish in the context of TW equations (5), and in the reduced SW equations (7) reveals itself in the structure of the normal form coefficients (8) . Most notably, we found that the coefficients α and β in Eqs. (7) could be expected to be of opposite sign, exhibit simple harmonic dependence on the phase Φ, and scale as the damping γ to the power (m + n − 3)/2. Each of these predictions was supported in the direct numerical calculation of coefficients from the Zhang-Viñals equations (17) . Moreover, the exponential decrease in the size of the resonance terms with m + n provides an explanation for the lack of experimental observations [3, 8] of this triad with large values of m and n. Recall, however, that this simple prediction (and the other scaling laws) emerged after we expanded the SW normal form coefficients in powers of f m , f n , and γ (see Eqs. (6)). Particularly in the case of γ it is not clear that the assumption of analyticity is a good one -the addition of damping is known to act as a singular perturbation (see, e.g., [41, 42] ). For the quasipotential equations of Zhang and Viñals the numerical agreement (and hence the justification for a simple Taylor expansion) is quite convincing, but we speculate that a more rigorous treatment using the Navier-Stokes equations with realistic boundary conditions and finite fluid depth may lead to a departure, in some regimes, from the scalings given here. This departure will presumably be small in weakly damped systems of large depth where the Zhang-Viñals equations are expected to apply.
The resonant triad system (7) exhibits extremely rich dynamics, much more so in the case where the resonant coefficients satisfy αβ < 0. That the underlying Hamiltonian structure makes this the typical case for weak damping and, furthermore, that this situation depends on the relative phase of the two forcing terms, is a result we have emphasized throughout this paper. When αβ < 0 there exist several types of modulated standing waves, drifting waves (of both steady and modulated character), and heteroclinic cycles with associated phenomena like the chaotic attractor of Fig. 6 . It must be admitted, however, that none of these more complicated solutions have yet been seen in experiment; other than simple roll states, only the mixed mode MM κ has been established experimentally [8] . It is quite possible that the remaining solutions are simply unstable when all types of perturbations are considered (the system may prefer hexagons or squares, for instance). It might also be that the use of finite containers plays a critical role in preventing many of these solutions from appearing (the drifting waves DW κ , DW, and MTW κ obviously cannot exist as such in nonperiodic bounded domains). It would be interesting to see if a more deliberate search, perhaps in a very large aspect ratio container, would reveal more features of the dynamics presented in Section 4. On the other hand, it would miss the point to focus too narrowly on the resonant triad treated here. This paper is also intended to serve as a detailed illustration of a very general method with wide applicability to parametrically forced problems, particularly those with forcing functions composed of multiple frequencies -for example, in [9] we considered twofrequency forced hexagons and two-mode superlattices [5] . The symmetry-based approach of this paper provides, for weakly damped systems, a means of determining scaling laws and other important qualitative features of the normal form coefficients without resorting to a full center manifold reduction from the governing equations (often an exceedingly difficult task). The results also suggest how one might begin to think about designing forcing functions that enhance, suppress, or otherwise control the patterns of interest (superlattices, for example).
