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ABSTRACT This paper proposes a method that can reliably monitor the adoption of existing technology
by term frequency-inverse document frequency (TF-IDF) and K-means clustering using cited patents.
TF-IDF and K-means clustering can extract patent information when the number of patents is sufficiently
large. When the number of patents is too small for TF-IDF and K-means clustering to be reliable, the method
considers patents that were cited by the originally set of patents. The mixed set of citing patents and cited
patents is the new subject of analysis. As a case study, we have focused in agricultural tractor in which new
technologies were adopted to achieve automated driving. TF-IDF and K-means clustering alone failed to
monitor the adoption of new technology but the proposed method successfully monitored it. We anticipate
that our method can ensure the reliability of patent monitoring even when the number of patents is small.
INDEX TERMS Technology planning, technology transfer, patents, technology monitoring, keyword-based
model.
I. INTRODUCTION
FIRMS invest aggressively in new technologies to increase
the number and quality of products that are provided to cus-
tomers [1]. This is a reasonable investment strategy because
technology is one of the most common factors that affects
the success of new product development, directly or indi-
rectly [2]–[4]. New products produced by new technologies
for new market have resulted in between 40% and 90% of the
increase in national wealth in most countries [5]. However,
most companies that are undergoing successful growth are
facing pressure to develop new technology and products
because they are changing rapidly [6]. Therefore, tracking the
emergence of new technology or adoption of new technology
has an important challenge for firms.
A patent is a reliable technical document that includes
important contemporary technological information [7]. One
can use this information to monitor competitors, to assess
technology, to manage R&D portfolio, and to identify and
assess potential sources for the external generation of tech-
nological knowledge [8].
Tasks performed by exploiting patent information can be
grouped into three classes: patent search, patent analysis, and
patent monitoring [9]. Curran and Leker [10] have moni-
tored convergence of nutraceuticals and functional foods and
telecommunications disciplines using the number of patents
in whichmain and secondary IPCs could be co-classified, and
by quantifying the share of co-classified patents according
to IPCs. Yoon and Kim [11] tried to identify rapidly evolving
technological trend by patent network based on SAO (subject-
action- object)-based semantic patent analysis. Lee et al. [12]
monitored trends of technological change by Formal Concept
Analysis (FCA)-based dynamic patent lattice.
Many patent analyses adopt K-means clustering [13]–[15],
the problem of data separation remains. The efficiency of
the K-means clustering algorithm increases as the separation
between clusters increases. However, representing docu-
ments by their word tokens cannot guarantee adequate sepa-
ration of documents to cluster the document set under certain
conditions: e.g., when the documents share most of their
tokens, or distinctive tokens are not separable due to noise.
For example, when a small number of patent documents share
the same 4-digit or 5-digit IPC code, K-means clustering
is not a suitable analysis tool. Instead, similarities between
documents can be calculated based on similarities in the key-
words found in each document [16], or by adopting FCA [12]
while considering patent context [17].
However, when the documents contain technical terms and
the number of documents is small, keyword similarities are
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difficult to calculate, and the patent context can be difficult to
understand. Word hierarchy structure such as WordNet can
solve this problem, but the use of specialized technical terms
complicates the analysis. Therefore, the primary purpose of
this study is to propose a method that uses patents analysis
to monitor adoption of new technologies reliably when the
number of patents is small. We believe that cited patents can
provide additional power to TF-IDF and K-means clustering
methods without distorting the information carried by the
patents. There exist more sophisticate tools for mining infor-
mation from text but we chose commonly used tools to ensure
that our proposed method is valid even with less sophisticate
tools.
The rest of this paper is organized as follows. Section II
briefly provides the theoretical background of the pro-
posed method. Section III describes the proposed method.
Section IV describes a case study of the steering mechanism
of agricultural machines or implements. Section V provides
conclusions and suggests future work.
II. BACKGROUNDS
A. INTERNATIONAL PATENT CLASSIFICATION
Patent information can be used in three important areas of
technology management. (1) To obtain relevant information
about the competitor’s R&D strategies and to assess the
competitive potential of technologies. (2) To identify and
assess options for the external generation of technological
knowledge. (3) To store relevant knowledge as a core element
of knowledge management [8].
The retrieval of patent documents is crucial to patent-
issuing authorities, potential inventors, research and devel-
opment units, and other users who are concerned with the
application or development of technology [18]. To facilitate
the process of retrieval, patent include bibliographic informa-
tion such as applicants, inventors, registration dates, citation,
and patents classification codes. To exploit such informa-
tion, various technology classifications have been used by
different institutions [19]; existing systems include theUnited
States Patent Classification (USPC), European Classifica-
tion (ECLA), Cooperative Patent Classification (CPC), Inter-
national Patent Classification (IPC).
IPC classifies patents hierarchically. IPC is a code that
consists of sections, classes, sub-classes, main group, and
sub-groups. Many studies utilized this hierarchy system
in their research under different levels, depending on the
purpose of the research, and in the method being used.
Leydesdorff et al. [20] developed basemaps and overlays
using 3-digit and 4-digit levels of the IPC. Engelsman and
van Raan [21] proposed a co-citation map that use 2-digit IPC
codes. Park and Yoon [22] have conducted co-classification
analysis under 4-digit IPC code.
B. TERM FREQUENCY – INVERSE
DOCUMENT FREQUENCY
Term frequency – inverse document frequency (TF-IDF) [23]
is used when individual documents are needed to be
distinguished from collection of documents [24]. TF is the
number of times a certain term occurs in a document, and
IDF calculates a logarithmically-scaled inverse number of
documents in which that term has appeared: i.e.,




where wi,j is the TF-IDF value of a term i in document j,
and tf i,j is the frequency of the term i in document j, and
N is the total number of documents, and df i is the num-
ber of documents which contains the term i [25]. High TF
value suggests that the term is widely used, and high IDF
value indicates that the term is uncommonly used. Therefore,
we can conclude that terms with high TF-IDF value can
distinguish or represent a document aside from others [26].
In this paper, we use the basic TF-IDF formula among many
variations.
C. K-MEANS CLUSTERING
K-means clustering finds a partition such that the squared
error between empirical mean of a cluster and the squared
error between the empirical mean of a cluster and the points
in the cluster is minimized [27]. It is also known as Lloyd’s






‖x − µi‖2 (2)
where µi is the mean of cluster Si, and K is the number of the
cluster. The goal is to find the value K that minimizes J (S).
K-means clustering starts with a random initial partition and
keeps reassigning the patterns to clusters based on the sim-
ilarity between the pattern and the cluster centers until a
convergence criterion is met [29].
Text documents can be analyzed effectively and efficiently
by clustering [30]. To analyze text documents by clustering,
text must be transformed to numeric form; one popular way
to do this is to use a vector space model [31]. In this model,
unique content-bearing words are extracted from documents
as features, and individual documents are represented as vec-
tors in this feature space [32].
III. METHOD
A. DATA SELECTION AND TF-IDF CALCULATION
This method begins with collection of patents’ raw data.
Issued patents in the target IPC can be downloaded from
the USTPO website. When the number of patents is too
small for TF-IDF and K-means clustering to be reliable,
the method then searches for patents; that have been cited
by the originally-collected patents.The mixed set of citing
patents and cited patents is the new subject of analysis. The
title, abstract, patent number, and date of patent are extracted
to construct a database.
The next phase is to tokenize title and abstract to assem-
ble a relevant vocabulary. For each vocabulary, the doc-
ument frequency is counted and tokens are excluded if
their document frequency is remarkably high or low [33].
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Remarkably high document frequency means that the token
appears in almost document in the set, and therefore cannot
distinguish among documents. Remarkably low document
frequency means thatthe token appears in only a few docu-
ments in the set, and therefore may excessively separate these
documents from the others. An expert can set the threshold
values to eliminate these two classes of terms.
After the vocabulary assembly is complete, the TF-IDF
value is calculated for each token. The output of this process
is a matrix in which the columns represent patents, and rows
represent tokens; each cell contains the TF-IDF value of a
token in a document.
B. CLUSTERING AND CLUSTER REPRESENTATION
In this stage, patents are clustered using the K-means clus-
tering algorithm and some keywords are selected to represent
each cluster. Using the result of 3.1., each document can be
represented as a vector in the vector space. In this space, docu-
ments could be clustered usingK-means clustering algorithm.
An expert uses heuristic methods to determine the number of
clusters. Ideally, the number of clusters should be set equal
to the number of technology types in the IPC considered.
However, patents may not be issued in every technology type.
Also, when the adoption of new technology is monitored by
considering keywords, patents with new technology tend to
form a new cluster. The following three steps would help to
find the appropriate number of clusters.
First, an initial estimate (n, x, y) set is set arbitrarily, where
n is the number of clusters, x is the maximum document
frequency and y is the minimum document frequency. Only
tokens with document frequency between x and y are retained
in the vocabulary. Then the K-means algorithm is run and six
keywords that are closest to the cluster centroid are chosen.
Then, (x, y) set are reset and whether the selected keywords
representing a single technology is evaluated. Third, n is
changed according to the result of previous step, the second
step is repeated until an appropriate (n, x, y) set is found. The
ideal (n, x, y) set should have minimum values of n and y, and
the maximum value of x.
C. IDENTIFYING NEWLY ADOPTED TECHNOLOGY
Using the optimized (n, x, y) set from 3.2, the TF-IDF values
are counted and patents are clustered to find newly-adopted
technology. New technology can be identified by distinc-
tive keywords, which might form a new cluster, or appear
in an existing cluster. Even though a patent contains new
technology, TF-IDF and the K-means clustering algorithm
might include the patent in an existing cluster under certain
conditions. When the new technology is described by a small
number of distinctive terms, patent with the new technology
might be positioned near patents that use conventional tech-
nology. Patents with new technology will form new cluster
only if it is described with a sufficient number of new terms.
Therefore, adoption of new technology should be recognized
not by the appearance of a new cluster, but by the use of a
new keyword.
When a new keyword is monitored, an expert can investi-
gate the patent that uses the keyword, to determine whether
the patent presents new technology. If the patent within a
cluster has an IPC of interest, expert can analyze the patent
in detail because it means that the patent is our original
subject, which is citing patent. If the patent is not under IPC
of interest, find citing patent and expert can analyze the citing
patent in detail.
IV. CASE STUDY
A case study of patents with IPC A01B69 is presented to
illustrate the suggested method. In IPC 2017.01 version,
A01B69 corresponds to ‘‘Steering of agricultural machines or
implements; Guiding agricultural machines or implements
on a desired track’’ and has four subgroups. This IPC is
suitable example for two reason. First, from 2006.01 to
2016.06, at least five patents were issued per year. Also
without our proposed method, TF-IDF and K-means clus-
tering algorithm failed to identify new technology. Second,
self-driving or driverless tractors have become an impor-
tant research topic in agricultural vehicles since 2010. This
feature requires new foreign-domain technology such as
GPS or computer vision analysis. Monitoring this IPC to
identify such technology adoption would prove that this pro-
posed method is valid.
A. DATA COLLECTION
We have downloaded every issued U.S. patent from
January 2006 to June 2016. By selecting patents for which
the main IPC was A01B69, 137 patents were found. These
patents cited 570 different patents. After eliminating dupli-
cated patents, 696 were selected. From these the title,
abstract, patent number, date of patent were extracted.
B. CHECK NEWLY ADOPTED TECHNOLOGY FROM
ORIGINAL PATENTS
To ensure the validity of our proposed method, we have
analyzed 137 patents that had IPC A01B69 to check whether
TF-IDF and K-means clustering algorithm can identify the
new technology. We tested all combination of n∈(2,3,4,5),
x∈(0.6,0.8), y∈(0.01,0.1) when n is cluster number, x is
maximum document frequency, and y is minimum document
frequency. This approach did not find any newly adopted
technology when it used any of these (n, x, y) settings.
C. TF-IDF CALCULATION
From the 137 citing patents, we extracted 12,699 tokens from
the title and abstract; stopwords were excluded. To include
compound words, we also used 2-grams. From the total
of 696 patents, 17,127 tokens were found. Using TF-IDF, we
can place 696 patents in a 17,127-dimensional vector space.
D. CLUSTERING
Before clustering, we set two thresholds to filter tokens
with remarkable high or low document frequency. Under
the same (n, x, y) condition as the experiment done in 4.2.,
23088 VOLUME 5, 2017
S. Nam, K. Kim: Monitoring Newly Adopted Technologies Using Keyword-Based Analysis of Cited Patents
we analyzed the 696 patents. Six keywords were obtained
from each cluster. Every (n, x, y) included a new technology
that was represented by words ‘image’, ‘sensor’ or ‘detect’.
These keywords were not shown when the same method was
applied to the 137 patents that had IPC A01B69.
Judging by the representativeness of keywords, we con-
clude that (3, 0.8, 0.01) achieved the best clusters of the
patents. Under that condition, 67 patents form a single
cluster.Variety of 3-digit IPCs were found in the cluster
(see Fig. 1). IPC B60Q had the most patents (14 patents).
B60Q corresponds to ‘‘arrangement of signaling or lighting
devices, the mounting or supporting thereof circuits therefor,
for vehicles in general’’. This technology is not new tech-
nology because a tractor is a subset of vehicle. G02B and
G06K are meaningful IPCs. G02B corresponds to ‘‘optical
elements, system, or apparatus’’ and G06K corresponds to
‘‘recognition of data; presentation of data; record carriers;
handling record carriers’’. The keywords ‘image’, ‘light’,
‘display’, ‘mirror’ properly represent such technology.
FIGURE 1. Number of patents found in top 10 IPC within the cluster.
The 67 patents found in the cluster were cited by 9 patents
under A01B69 IPC (see Table 1). We can classify parking
assistance, driving assistance, and ground condition recog-
nition as ‘self-driving technology’, which is new type of
technology in this domain. In case of tractor, checking the
ground condition is important in self-driving. Parking assis-
tant and rear collision technology uses camera to achieve
its goal. They are useful in self-driving, but it can be used
without self-driving. They are not directly applicable to, but
important elements to self-driving.Therefore, we can say that
this cluster is actually newly-adopted technology for self-
driving, or driverless tractors,and the first patent directly
about self-driving appeared in 2013
E. IDENTIFYING NEWLY ADOPTED TECHNOLOGY
In 4.4., we showed that patents can demonstrate newly-
adopted technology. In this step, we applied the same method
on yearly bases. The (n, x, y) setting remained at (3, 0.8, 0.01).
For each year from 2006 to 2016, we applied the proposed
method to get keywords. As the first patent related to self-
driving appeared in 2013, the yearly keywords must show
that the keywords related to this newly-adopted technology
first appeared in 2013.
TABLE 1. ipc a01b69 patents within the cluster.
TABLE 2. Yearly keywords from every ipc a01b69 patents.
The use of the keywords changed over time. Meaningful
keywords were detected in cluster 3 in 2013 (seeTable 2).
The keyword ‘antennas’ had never appeared before. By ana-
lyzing the patent that used this term, we learned that the
patent describes how to guide or navigate the vehicle using
GNSS(global navigation satellite system). The cluster was
composed of six patents (see Table 3). They use the term
‘antennas’ in their title or abstract, and five of them were
not under IPC A01B69. If patents under A01B69 in 2013 are
clustered, patent 8442722 is represented by keywords ‘steer-
ing’, ‘control’, ‘wheel’, ‘vehicle’, ‘torque’ and ‘angle’,
which are not representatives of newly-adopted technology.
By adding cited patents to our database, we could identify
patent 8442722.
After tracking the cited patents in the cluster with ‘anten-
nas’, we found three candidates that might include new
technology (Table 4). Patent number 8583326 is limited to
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TABLE 3. Patents within the cluster that has the keyword ‘antenna’.
showing the safe path using GNSS contour but it is stated in
the patent that this technology can be used for self-driving.
Patent number 8386129 and 8392065 are directly related
to self-driving technology and are clearly stated in patent
that this technology is for auto-steering. Therefore, we can
conclude that our methodology has successfully identified
newly adopted technology.
V. CONCLUSION
This paper presents a method to monitor newly-adopted
technology in patents by combining TF-IDF with K-means
clustering, evenwhen the number of patents is small. The idea
behind TF-IDF and K-means clustering is that the technology
is described using distinctive keywords. Cited patents can
add distinctive keywords into the original keywords pool to
increase the notability of distinctive keywords. This process
increases the reliability with which newly-adopted technol-
ogy can be monitored. Case study shows that this method is
valid.
This method uses some assumptions that should be vali-
dated before it can be applied to other technology domains.
First, every type of technology must have set of keywords
that is different from other types of technology. Second,
every patent must cite patents when it uses technology from
a foreign domain. Third, a patent’s title and abstract must
describe its content accordingly.
The first assumption may not be always true. The case
study showed a very reliable result because technology
about steering of tractors uses a very different set of words
than doestechnology about GNSS and digital data process-
ing. However, when the new technology shares a com-
mon principle, physical component or process, the keyword
pool may share most of the terms. In that case, a simple
keyword-based monitoring method may fail to identify the
new technology. To monitor the new technology, informa-
tion related to existing technology should be organized in a
specific and structured way. Solving the limitation of sim-
ple keyword-based monitoring method remains as our future
research.
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