Abstract. One of the central open problems in the theory of essential dimension is to compute the essential dimension of PGLn, whose torsors correspond to central simple algebras up to isomorphism. In this paper, we study the essential dimension of groups of the form G/µ, where G is a reductive algebraic group satisfying certain properties, and µ is a central subgroup of G. The Galois cohomology of G/µ is studied in the Appendix by Athena Nguyen.
1. Introduction 1.1. Background. Informally, the essential dimension of an object is the minimum number of algebraically independent variables required to define that object. Essential dimension was introduced by Buhler and Reichstein ([BR97] ) in 1997, and the definition has since been generalized by Reichstein ([R00] ) and Merkurjev ([BF03] ). For the definition and further background on essential dimension, see the recent surveys [R10] and [M13] .
Let k be a base field of characteristic zero. Computing the essential dimension of PGL n , which equals the maximum essential dimension of a central simple algebra of degree n, is one of the central open problems in the theory of essential dimension. For n ≥ 5 and odd, from [LRRS03] we have ed k (PGL n ) ≤ 1 2 (n − 1)(n − 2) and if a b | n for some a > 1, from [R00, Theorem 9.3 & Proposition 9.8a] we have
Stronger results are known for a 'local version' of essential dimension at a prime p, called essential p-dimension. In this case if n = p a b with (p, b) = 1 then ed k (PGL n ; p) = ed k (PGL p a ; p) and so we can reduce to studying only central simple algebras of p-primary degree.
Every central simple algebra of index p becomes a cyclic algebra after a prime-to-p extension of the base field; from this one can deduce (see [RY00, Lemma 8.5 .7]). When a ≥ 2 we have the following result:
The lower bound is from [M10] and the upper bound is from [Ru11] .
The set H 1 (K, G) where G = GL p a /µ p s (s < a) corresponds to central simple algebras of degree p a and exponent dividing p s . The essential p-dimension of GL p a /µ p s was studied in [BM12] , where the authors show: ed k (GL p a /µ p s ; p) ≤ 2p 2a−2 − p a + p a−s ed k (GL p a /µ p s ; p) ≥ (a − 1)2 a−1 if p = 2 and s = 1 (a − 1)p a + p a−s otherwise
In this paper we will study the essential dimension of a certain class of groups, including the groups G/µ where G = GL p a 1 × . . . × GL p ar for some prime p, and µ ≤ Z(G). The Galois cohomology of G/µ is related to r-tuples of central simple algebras; see the Appendix. Surprisingly, computing the essential dimension becomes easier when r ≥ 3.
Let C µ be the submodule of Z r consisting of all r-tuples (x 1 , . . . , x r ) ∈ Z r such that λ x 1 1 ·. . .·λ xr r = 1 for all (λ 1 , . . . , λ r ) ∈ µ. Let C µ be the (finite) image of C µ under the natural surjection
If (c 1 , . . . , c r ) ∈ C µ then write c = (u 1 p k 1 , . . . , u r p kr ) with u i ∈ (Z / p a i Z) * and 0 ≤ k i ≤ a i , and define the 'weight of c', denoted w(c), by
The main result of this paper is the following. Let {Y 1 , . . . , Y t } be a generating set of C µ such and for many choices of µ (when r ≥ 3), equality holds.
1.2. Notation. We will now introduce some notation before stating our main results. The major notation is summarized in the tables throughout this section. We begin by defining some standard notation in the table below. All groups and fields are defined over k.
p Positive prime integer.
Continued on next page... 
Z(B)
Center of the group B.
X(A)
Character lattice of the diagonalizable group A.
Br(K)
Brauer group of the field K.
jth Galois cohomology group of B over K.
We assume B is abelian for j > 1.
We now proceed to define the groups and maps we will study in this paper. For i = 1, . . . , r, let G i be a reductive linear algebraic group with Z(G i ) ≤ G m . In other words, we are once and for all identifying Z(G i ) with a subgroup of G m , so that we may have the identity character:
We will assume that for all i and any K/k the image of δ i K consists of elements of p-primary order for some prime p. Let p a i be the maximal index of δ i K (E) (over all K/k and E ∈ H 1 (K, G i )), and let p b i be the maximal exponent of δ i K (E) (over all K/k and E ∈ H 1 (K, G i )). We make the following additional assumptions:
a) GL n i and SL n i for p arbitrary, a i ≥ 1 (b i = a i ). In this case G i = PGL n i , and H 1 (K, PGL n i ) classifies central simple algebras of degree n i over K. The coboundary map sends a central simple algebra to its Brauer class in Br(K). b) For p = 2, GO n i , O n i , GSP n i , and SP n i when a i ≥ 1 (b i = 1), and GO + n i and SO n i when a i ≥ 2 (b i = 1). In these cases H 1 (K, G i ) classifies central simple algebras of degree n i with involution (of the first kind) satisfying certain properties. The coboundary map sends a central simple algebra A with involution to the Brauer class of A in Br(K) (see [KMRT98, Section 29] ). Note that if G i = GO n , O n or SO n for n odd, then the coboundary map is trivial. c) E 6 (simply connected) for p = 3, a i = 3 (b i = 1). d) For p odd, Spin n i where a i = 2 (n−1)/2 (see [M96, Section 4.2]), b i = 1. In this case G i = SO n i , and H 1 (K, SO n i ) classifies quadratic forms over K of degree n i with trivial discriminant. The coboundary map sends a quadratic form to its Hasse-Witt invariant.
e) Non-abelian finite p-groups G i where Z(G i ) ∼ = µ p and the dimension of a minimal faithful representation of G i is n i (see [KM08, Theorem 4.4] ). In this case, a i ≥ 1 and b i = 1.
We summarize the notation related to the groups G i in the table below. 
Reductive linear algebraic group with Z(G i ) ≤ G m .
We assume every element of im(δ i K ) has p-primary order.
We now proceed to define the groups whose essential dimension we are interested in, and some of their related structures. Let
Let µ be a subgroup of Z(G) (in particular, µ ≤ G r m ), and let
be the coboundary map induced from the sequence 1 → Z(G)/µ → G/µ → G → 1. We will compute bounds on the essential dimension of G/µ over k. From µ ≤ Z(G) we get a surjective map X(Z(G)) → X(µ) given by restricting a character of Z(G) to µ. We define
and observe that C µ ∼ = X(Z(G)/µ).
Note that X(Z(G)) is a Z-module of rank r, and comes with a canonical coordinate system. This coordinate system is determined by r generators, which are the r maps Z(G) → Z(G i ) ֒→ G m . Thus we can think of an element of C µ as an r-tuple (z 1 , . . . , z r ), where
and we can write C µ explicitly as:
, we define the code associated to µ, denoted C µ , to be the image of C µ under the natural surjection X(Z(G)) ։ X(Z(G) ∩ F ). In other words, C µ is the code given by reducing the i th coordinate in each element of C µ modulo p b i . Note that this construction is trivial in the case where |Z(G)| < ∞, since in this case we assumed Z(G) = F and hence C µ = C µ . Remark 1.2. By Corollary 6.4 in the Appendix, the essential dimension of G/µ depends only on
We will now assign 'weights' to the elements of our code. Let µ ≤ Z(G) with associated code
For an element z = (z 1 , . . . , z r ) ∈ C µ , we define the weight of z, denoted w(z) to be:
Remark 1.3. In the case where b i = 1 for all i, the code C µ is a linear error-correcting code over F p in the traditional sense. If also a 1 = a 2 = · · · = a r then the weight on C µ will just be a 1 times the usual Hamming weight.
Remark 1.4. Since we assumed b i ∈ {1, a i }, our weight function has the following important property. Suppose that for i = 1, . . . , r, E i is a central simple algebra with index p a i and exponent p b i , and
We summarize the notation related to the group G/µ and the code associated to µ in the following table. Table 3 : Notation Related to G and µ
Notation
Definition and Assumptions
We assume Z(G) is finite or connected.
The Z-module given by ker (X(Z(G)) → X(µ)). Explicitly, C µ is given by:
Equivalently, C µ is the Z-module given by reducing the i th coordinate of C µ modulo p b i , for i = 1, . . . , r.
C µ is called the code associated to µ. 
We can now state upper and lower bounds on the essential dimension of G/µ, where µ ≤ Z(G). Recall that, by Corollary 6.4, we are free to replace µ with any τ ≤ Z(G) such that C µ = C τ . Theorem 1.6. Let µ ≤ Z(G) and let Y be a minimal generator matrix for C µ with rows Y 1 , . . . , Y t .
(
Although the upper and lower bounds in Theorem 1.6 never meet, for many families of subgroups µ the term 
When G i has a faithful representation of dimension n i such that Z(G i ) acts by the identity character (for example, every G i in Example 1.1), we can sometimes use very acceptable generator matrices to find a stronger upper bound. Theorem 1.8. Suppose that G i has a faithful representation of dimension n i such that Z(G i ) acts by the identity character, for all i. Suppose additionally that for all 1 ≤ i, j, k ≤ r, we have a i < a j + a k (or equivalently, n i < n j · n k ). Let µ ≤ Z(G) and suppose there exists a very acceptable minimal generator matrix Y for C µ with rows Y 1 , . . . , Y t . Then
Remark 1.9. Every code has a minimal generator matrix, but not every code has a very acceptable generator matrix, and even codes with very acceptable generator matrices may not have a minimal very acceptable generator matrix. Thus the bounds in Theorem 1.6 apply to all subgroups µ, whereas the formula in Theorem 1.8 only applies in certain cases, even if one assumes the groups G i and the integers a i satisfy the additional hypotheses of Theorem 1.8. Note that if a 1 = . . . = a r and either p b 1 = . . . = p br = 2 or p b 1 = . . . = p br = 3, then the definition of very acceptable and the additional hypotheses in Theorem 1.8 can be simplified. In these cases, C µ will have a very acceptable minimal generator matrix and Theorem 1.8 will apply if:
(1) G i has a faithful representation of dimension n i such that Z(G i ) acts by the identity character for all i.
(2) For 1 ≤ i ≤ r, C µ contains an element whose i th coordinate is non-zero.
(3) The minimum Hamming weight of C µ is at least 5 (if
Remark 1.10. The conditions in Theorem 1.8 that for all 1 ≤ i, j, k ≤ r, a i < a j + a k , and that Y is very acceptable can be replaced by assuming Y is an acceptable generator matrix. The definition of an acceptable generator matrix is more complicated to describe; see Section 4.
Example 1.11. A motivating example to keep in mind is the following. Let n 1 = n 2 = · · · = n r = p a for r ≥ 5 and a ≥ 1, and let G i ∼ = GL n i for 1 ≤ i ≤ r. Let µ < Z(G) be defined by:
See Section 5 for a generalization of this example.
The rest of this report is structured as follows. In Section 2, we will discuss codes and minimal generator matrices, and in Section 3 we discuss the relationship between codes and subgroups of the Brauer group to prove Theorem 1.6. In Section 4 we prove Theorem 1.8, and we conclude in Section 5 with an interesting example. The Appendix, written by Athena Nguyen, studies the Galois cohomology of G/µ in the case where Z(G) is connected. Throughout, all diagrams are commutative, G and G are groups of the form described in this section, and µ denotes a subgroup of Z(G).
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On Minimal Generator Matrices
The Z-module C µ can be thought of as a Z /p b Z-module, where b := max{b 1 , . . . , b r }. In this section we will develop some preliminary algebraic results for this context. In particular, we show in Example 2.8 that if we replaced our weight function w with the weight function p w , then the set of minimal generator matrices would remain unchanged. We assume for simplicity that generating sets are ordered and do not contain 0.
Let R be a local ring, I the unique maximal ideal of R, and let M be a finitely generated Rmodule. For m ∈ M , let m denote the image of m in M/IM . The following lemma can be deduced from Nakayama's Lemma, and is an immediate consequence of [AM69, Proposition 2.8].
Lemma 2.1. The set {m 1 , . . . , m t } is a generating set of minimal size for M as an R-module if and only if {m 1 , . . . , m t } is a basis for M/IM as an R/I-vector space. If γ is a w-profile of M , we call a generating set B γ = {β 1 , . . . , β l } a representative generating set for γ if the w-profile of B γ equals γ.
We put a partial order ≤ on Z N as follows. For γ, β ∈ Z N , γ ≤ β if γ i ≤ β i for all i ≥ 1, where γ i denotes the i th component of γ ∈ Z N . Let Prof(M ) (or, Prof w (M )) denote the set of w-profiles of generating sets of M . Theorem 2.3. (Prof(M ), ≤) has a unique minimal element, and this element is comparable to every other element.
Proof. Prof(M ) has no infinite descending totally ordered chain, so it suffices to show that there is a unique minimal element. Towards a contradiction, suppose X and Y are representative generating sets for distinct minimal elements of Prof(M ). By Lemma 2.1, both X and Y must have the same size, say t. Thus write X = {x 1 , . . . , x t } and Y = {y 1 , . . . , y t } with w(x 1 ) ≥ · · · ≥ w(x t ) and w(y 1 ) ≥ · · · ≥ w(y t ). Suppose s is minimal such that w(x i ) = w(y i ) for all i > s. Since by assumption the w-profiles of X and Y are distinct, s ≥ 1. Without loss of generality, assume w(x s ) < w(y s ).
We can extend the set {x s , . . . , x t } to a minimal generating set of M by adding elements of Y . That is, for some J = {j 1 , . . . , j s−1 } ⊂ Y with w(j 1 ) ≥ w(j 2 ) ≥ · · · ≥ w(j s−1 ), we have that
is a basis for M/IM as an R/I-vector space. By Lemma 2.1,
We will now compare the weights of the elements of Γ with the weights of the elements of Y . By construction, w(x i ) = w(y i ) for s + 1 ≤ i ≤ t, and w(x s ) < w(y s ) by assumption. Since J is an ordered subset of Y and w(y 1 ), . . . , w(y s−1 ) are the largest s − 1 weights of elements in Y , we have w(j i ) ≤ w(y i ) for 1 ≤ i ≤ s − 1. Thus we have w(Γ) < w(Y ) = w ord (Y ). It remains to show that w ord (Γ) < w ord (Y ), since this would contradict the minimality of Y .
Let j i = x i for s ≤ i ≤ t so that we may write
If there exists a, b with a < b such that w(j a ) < w(j b ), then we swap these two elements to get a new generating set Γ ′ . We must show that w(Γ ′ ) < w ord (Y ), since then after finitely many such swaps we obtain a generating set Γ ′′ , which is just Γ rearranged into weight-decreasing order. Thus inductively we would have w(Γ ′′ ) < w ord (Y ), and hence:
Note that the first inequality is true because Γ and Γ ′′ contain the same elements, and the second equality follows from Remark 2.2. Since Γ only changes in positions a and b, it is enough to show that w(j b ) ≤ w(y a ) and w(j a ) < w(y b ) (note that the second inquality is automatically strict). Since w(Γ) < w(Y ), we have w(j a ) ≤ w(y a ) and w(j b ) ≤ w(y b ), and since Y is in decreasing order, we have w(y b ) ≤ w(y a ). Thus the first inequality follows from w(j b ) ≤ w(y b ) ≤ w(y a ), and the second inequality follows from w(j a ) < w(j b ) ≤ w(y b ). 
Codes and the Brauer Group
In this section we will prove Theorem 1.6, which gives formulas for bounds on the essential dimension of G/µ involving the weights of elements of the associated code C µ .
For an algebraic group R/k, a diagonalizable central subgroup C ≤ R and a character α ∈ X(C), let Rep α C (R) denote the category of k-representations of G such that C acts by α. We recall the following theorem from [KM08] . (1) For any K/k, E ∈ H 1 (K, H ) and χ ∈ X(D) we have
Recall that p a i and p b i were defined to be the maximum index and exponent respectively of δ i K (E) over all E ∈ H 1 (K, G i ) and K/k. We now prove a lemma which says that they can both be attained by the same torsor. 
Consider the natural transformation
where P is the map sending A to A ⊗p c i for any A ∈ H 2 (L, Z(G i )) and any L/k. This natural transformation is a cohomological invariant of G i , and in fact lands in
By construction, this invariant evaluates to the class of zero when applied to the versal torsor E ∈ H 1 (K, G i ) and hence by [GMS03, Theorem 12 .3], the invariant is identically zero. In particular, δ i L (E) has maximal exponent over all L/k and A ∈ H 1 (L, G i ), and hence b i = c i as required. Consider the sequence 1
where δ K denotes the coboundary map
, and E = (E 1 , . . . , E r ) ∈ H 1 (K, G) with each E i ∈ H 1 (K, G i ), then it is easy to verify that
In particular, the index of Ψ E,K (c) is a power of p for any c ∈ C µ , and Ψ E,K factors through
We define T E,K ≤ Br(K) to be the (finite) image of Ψ E,K . Let {x 1 , . . . , x l } be a generating set
ind(x i ) minimal, and define
ind(x i ) − l Theorem 3.4. Let µ ≤ Z(G), and for any character χ ∈ C µ , let χ denote its image in C µ . Then (1) For any field K/k and E ∈ H 1 (K, G), and χ ∈ C µ we have ind(Ψ E,K (χ)) ≤ p w(χ) .
(2) There exists a field K/k and E ∈ H 1 (K, G) such that for any χ ∈ C µ we have ind(Ψ E,K (χ)) = p w(χ) . (3) Let Y be a minimal generator matrix for C µ with rows Y 1 , . . . , Y t . Then
(1) For any K/k, E = (E 1 , . . . , E r ) ∈ H 1 (K, G), and χ ∈ C µ with χ = (c 1 , . . . , c r ) ∈ C µ , by Remark 3.3 and Remark 1.4 we have
(2) We may assume that k is algebraically closed. By Theorem 3.1, we can find K/k and
and since we are studying only reductive groups in characteristic zero, this can be rewritten as
. If χ ∈ C µ , then via the inclusion C µ ֒→ X(Z(G)) we can view χ ∈ X(Z(G)). We can view a representation of G/µ as a representation of G via the morphism G ։ G/µ. If V is a representation of G such that Z(G) acts by τ ∈ X(Z(G)), then it is easy to see that V is a well-defined representation of G/µ precisely when τ ∈ C µ . It follows that for any χ ∈ C µ , the functor
is an isomorphism of categories. Thus
If J i is any set of integers for 1 ≤ i ≤ r, then one can easily check the following gcd result: gcd
Applying this result with
By Lemma 3.2, there exists K/k and
, and so by Theorem 3.1.1 applied to the exact
and hence,
Part 2 now follows by applying part 1. (3) Since {Ψ E,K (Y 1 ), . . . , Ψ E,K (Y t )} generate T E,K for any K/k and E ∈ H 1 (K, G), the inequality
follows immediately from part 1. For the lower bound, choose K/k and E ∈ H 1 (K, H ) satisfying the result of part 2. In this case,
will be an isomorphism, and ind(E, K) will be the minimum value of
over all generating sets χ 1 , . . . , χ l of C µ . By Example 2.8 this value is
Before using this to prove Theorem 1.6, we first prove the following lemma.
Lemma 3.5. Let H be an algebraic group and T ≤ H such that T is central and diagonalizable in H, and let
be the coboundary map. Suppose that for any χ ∈ X(T ),
is a power of p. Let T p be the p-torsion subgroup of T , χ ∈ X(T p ) and χ i (i ∈ I) be the preimages of χ under the natural map
Proof. Since the collection of objects in Rep χ Tp (H) is the union of the objects in Rep
T (H) over all i ∈ I, using general properties of gcd we have
for all i, and hence gcd dim(V ) | V ∈ Rep χ i T (H) is a power of p for all i. Thus we can replace gcd i∈I by min i∈I and the result follows.
We can now prove Theorem 1.6. Throughout the proof, to simplify notation we will write G for G/µ.
Proof of Theorem 1.6. By Corollary 6.4, we may assume without loss of generality that rank(C µ ) = rank(C µ ) = t.
From [M13, Formula (5.3) in Section 5] and [KM08, Theorem 2.1 & Remark 2.9], and applying Corollary 2.5, we have that for any K/k, E ∈ H 1 (K, G), For the lower bound, consider the exact sequence
By Lemma 3.5, we can choose χ 1 , . . . , χ m ∈ C µ such that the image of
For any character χ ∈ C µ , let χ denote the image of χ in C µ . By Theorem 3.4.2, we can choose
Consider the composition
The kernel of this composition contains pC µ , and since χ 1 , . . . , χ r generate C µ /pC µ the images of χ 1 , . . . , χ m generate T E,K /pT E,K . Since T E,K is a finite abelian p-group, by Lemma 2.1 Ψ E,K (χ 1 ), . . . ,
Thus by (2) and our choice of K and E, we have
Also by our choice of K and E, we have that Ψ E.K is an isomorphism, and hence {χ 1 , . . . , χ r } generate C µ . Thus if Y 1 , . . . , Y t are the rows of a minimal generator matrix for C µ , then by definition of a minimal generator matrix and Example 2.8 we have
and thus we get
Thus the result follows by observing dim( G) = dim(G) + d, where
Remark 3.6. An alternate method to prove the lower bound on ed k (G/µ; p) in Theorem 1.6 would be to find a finite p-subgroup Y of G/µ and apply the bound
(see [BF03, Theorem 6 .19]). Suppose that for 1 ≤ i ≤ r, one can find a finite p-subgroup
, and such that the maximal index and exponent of the coboundary map
are p a i and p b i respectively. Then set H = H 1 × · · · × H r and µ f = µ ∩ H so that we have H/µ f ≤ G/µ, and observe that C µ = C µ f . Theorem 1.6 applies, and gives ed
Note that, by Corollary 6.4, we we may assume rank(C µ ) = rank(C µ ), and thus we get the following formula.
is finite. This shows that, if one found such subgroups H i ≤ G i , then the lower bound on ed k (G/µ; p) provided by computing the essential p-dimension of H/µ f would be at least as good as the lower bound in Theorem 1.6.
Since we are proving a lower bound on ed k (G/µ; p), we may assume that k contains p th roots of unity. Computing the essential p-dimension of H/µ f can then be done using [KM08, Theorem 4.1], which says that the essential p-dimension of a finite p-group over k equals the minimal dimension of a faithful representation of that group. This is used in [MR10, Theorem 1.2] to give a formula for the essential p-dimension of a finite p-group purely in terms of its group structure. For example, in the case G i = GL p , one can take the group H i to be any finite non-abelian group of order p 3 , and the inclusion H i ֒→ G i given by any faithful irreducible representation of H i ; see the group Γ defined in the proof of [MR10, Theorem 1.5].
An Upper Bound
In this section we will prove Theorem 1.8. Let H = GL(V 1 ) × · · · × GL(V r ) and H ′ = SL(V 1 ) × · · · × SL(V r ) where V i = k n i . Then both H and H ′ act naturally on the vector space
where c 1 , . . . , c r ∈ {±1} (here, V −1 denotes the dual of V ). We denote such a representation by ρ (c 1 ,...,cr) : H → GL (V c 1 ,...,cr ) . . Then the kernel of ρ (c 1 ,...,cr) is central in H, and the action of H/ ker (ρ (c 1 ,...,cr) ) on V c 1 ,...,cr is generically free in all but the following exceptional cases:
(1) r = 3, n 1 = 2, n 2 = n 3 . (2) r = 4, n 1 = n 2 = n 3 = n 4 = 2. (3) r = 3, n 1 = n 2 = n 3 = 3.
Proof. We first reduce to the case where (c 1 , . . . , c r ) = (1, . . . , 1). Suppose the theorem is true in this case, and let (c 1 , . . . , c r ) ∈ {±1} r . By choosing bases of V 1 , . . . , V r we can identify V i with V ⊗c i i (we can take the identity map if c i = 1). Define an automorphism:
where
. Now ρ (c 1 ,...,cr) is isomorphic to the representation ρ (1,...,1) • σ. Since Z(H) is a characteristic subgroup, we see that the theorem holds for ρ (c 1 ,...,cr) as well.
Denote ρ (1,...,1) and V (1,...,1) by ρ and V repectively. It remains to prove that the theorem is true for the representation ρ.
By [P87, Theorem 2], with the conditions in our theorem, the H ′ /Z(H ′ ) action on P(V ) is generically free. Thus the stabilizer in general position for the H ′ -action on V is central. Since a central element of H ′ either acts trivially on V or non-trivially on all non-zero elements of V , we see that the stabilizer in general position for the H ′ -action on V is equal to the (central) kernel of this action. It remains to extend this result to the H-action on V .
We may assume k = k for the purposes of checking whether a representation is generically free. Suppose v ∈ V is in general position and h ∈ H stabilizes v. Write h = λ · h ′ with λ ∈ (k * ) r and h ′ ∈ H ′ . Then we must have h ′ acting by scalar multiplication on v, and hence h ′ (mod Z(H ′ )) stabilizes the image of v in P(V ). Thus h ′ ∈ Z(H ′ ), and hence h ∈ Z(H). As before, a central element of H either acts trivially on V or acts non-trivially on every non-zero element of V , and so the stabilizer of a point v ∈ V in general position equals the (central) kernel of ρ. Thus the H/ ker(ρ)-action on V is generically free, as required.
We can now apply this to the essential dimension of G/µ, where µ is a subgroup of Z(G) and G i ≤ GL(V i ) is a faithful representation of dimension n i whose central character is the identity character. In other words, with H as above we have G ≤ H.
Let χ = (c 1 , . . . , c r ) ∈ C µ . For 1 ≤ j ≤ r, defineĉ j to be the unique integer such thatĉ j ≡ c j mod p b j and −p b j /2 <ĉ j ≤ p b j /2. Define a representation ρ χ of G by
where V We define the set m(χ) by m(χ) = {i | c i = 0}
Definition 4.2. We say that χ = (c 1 , . . . , c r ) ∈ C µ is acceptable if the following conditions hold:
(1) −1 ≤ĉ j ≤ 1 for 1 ≤ j ≤ r.
(2) max i∈m(χ)
(3) {n i } i∈m(χ) = {2, n, n}, {2, 2, 2, 2} or {3, 3, 3}, for any positive integer n.
By Theorem 4.1, if χ is acceptable then the stabilizer in general position for ρ χ equals ker ρ χ , and if (g 1 , . . . , g r ) ∈ ker ρ χ then g i ∈ Z(G i ) for all i ∈ m(χ). 
Proof. Let z i = (ŷ i1 , . . . ,ŷ ir ) ∈ X(Z(G)) for 1 ≤ i ≤ t and let τ be the subgroup of Z(G) such that C τ is generated by z 1 , . . . , z t . Then by construction C µ = C τ , and hence by Corollary 6.4 we have 
where for the last containment we use the property that Y contains no column of all zeros. In particular, the stabilizer in general position for ρ is ker ρ ≤ Z(G). Thus by construction we have ker ρ = τ , and hence ρ is a generically free representation of
Applying Remark 4.3 and observing that dim(G/τ ) = dim(G) + d, gives the desired result.
Notice that a very acceptable generator matrix is acceptable, and hence Theorem 1.8 follows from Theorem 4.5 by applying the lower bound in Theorem 1.6.
Central Simple Algebras with Tensor Product of Bounded Index.
Suppose p is a prime, r ≥ 1, a 1 , . . . , a r ∈ Z ≥1 , and z ∈ Z ≥0 . Consider the functor F (a 1 ,...,ar);z : Fields k → Sets given by 
  
This functor places a restriction on the index of a certain algebra, and is reminiscent of the functor H 1 (−, GL p a /µ p s ) discussed in the Introduction, which places a restriction on the exponent of a certain algebra:
Projection to the first r algebras sets up an isomorphism of functors:
..,ar,z);0 → F (a 1 ,...,ar);z and thus we may assume z = 0. We will also assume a 1 ≤ a 2 ≤ · · · ≤ a r .
The functor F (a 1 ,...,ar);0 classifies r-tuples (A 1 , . . . , A r ) of central simple algebras of specified degrees satisfying the splitting condition A 1 ⊗ · · · ⊗ A r = 1 in Br(K). If we ignored the condition that the tensor product is split, we would be left with the functor T = H 1 (−, PGL a 1 ) × · · · × H 1 (−, PGL p ar ); the essential dimension of this functor satisfies
We will see in Theorem 5.3 below that, unless a r ≥ a 1 + · · · + a r−1 (which is automatic if r ≤ 2), the leading term in the essential dimension of F (a 1 ,...,ar);0 is p a 1 +···+ar . In other words, when trying to descend a tuple of algebras satisfying the splitting condition, enforcing the splitting condition may require significantly more variables than would be needed to just define the algebras individually. If we set
then C µ = [1, . . . , 1] and by Theorem 6.1 we have 
Proof. Part a) is obvious. For part b), a tuple (A 1 , . . . , A r ) in F (a 1 ,...,ar);0 (K) for some field K is uniquely determined by A 1 , . . . , A r−1 , since A r is the unique central simple algebra of degree p ar whose Brauer class is
It follows that γ is injective. To see that γ is surjective, observe that for an arbitrary tuple (A 1 , . . . , A r−1 ) in
Thus the condition on the a i 's guarantees that the Brauer class of
op will in fact have a representative central simple algebra A r of degree p ar , and thus (A 1 , . . . , A r−1 ) is equal to γ((A 1 , . . . , A r )).
a i , and (p a 1 , . . . , p ar ) / ∈ {(2, n, n) n∈Z , (2, 2, 2, 2), (3, 3, 3)}, then
Proof. The matrix [1, . . . , 1] is an acceptable and minimal generator matrix for C µ . Since F (a 1 ,...,ar);0 ∼ = H 1 (−, G/µ) we have
and so the result follows from Theorem 1.8 (and Remark 1.10). Now let r ≥ 3, and a 1 ≤ a 2 ≤ · · · ≤ a r−1 such that (p a 1 , . . . , p a r−1 ) / ∈ {(2, n) n∈Z , (3, 3)}. Let that (p a 1 , . . . , p a r−1 ) / ∈ {(2, n) n∈Z , (3, 3)}. (F (a 1 ,. ..,a r−1 );ar ) = ed k (F (a 1 ,. ..,a r−1 );ar ; p)
Proof. Theorem 5.3 applies, and gives: ed k (F (a 1 ,. ..,a r−1 );ar ) = ed k (F (a 1 ,. ..,a r−1 );ar ; p) = ed k (F (a 1 ,. ..,ar);0 ; p)
In the exceptional case, p = 2, r = 3, a 1 = a 2 = a 3 = 1, we can compute the essential dimension exactly.
Theorem 5.5. For p = 2, ed k (F (1,1,1);0 ) = ed k (F (1,1,1);0 ; 2) = 3.
Proof. We begin with the upper bound. Recall by Theorem 6.1 that F (1,1,1);0 (L) classifies triples of quaternion algebras (Q 1 , Q 2 , Q 3 ) (up to isomorphism over L) such that Q 1 ⊗ Q 2 ⊗ Q 3 is split. By a theorem of Albert [L05, Theorem III.4.8], since Q 1 ⊗ Q 2 is not a division algebra, we may write Q 1 = (a, b) and Q 2 = (a, c). Thus Q 3 ∼ = Q 1 ⊗ Q 2 ∼ = (a, bc). Hence the triple (Q 1 , Q 2 , Q 3 ) descends to the field K = k(a, b, c) while still satisfying the splitting property. Thus ed k (F (1,1,1) ;0 ) ≤ 3.
To prove the lower bound, consider the map Γ : F (1,1,1);0 → H 1 (−, SO 4 ) (Q 1 , Q 2 , Q 3 ) → α
Here α is defined to be the quadratic form such that α ⊕ H ⊕ H ∼ = N (Q 1 ) ⊕ −N (Q 2 ) where H = 1, −1 is the 2-dimensional hyperbolic form. (Equivalently, using the definition of the Albert form given in [L05, p.69], α is the quadratic form such that α ⊕ H ∼ = A Q 1 .Q 2 where A Q 1 ,Q 2 is the Albert form of Q 1 and Q 2 .) By the Witt cancellation theorem, α is unique up to isomorphism. We can explicitly compute α as follows, for arbitrary K/k. Suppose Q 1 = (a, b) and Q 2 = (a, c) as Galois cohomology is often used to classify isomorphism classes of algebraic objects over a field. More precisely, given an algebraic structure A over a field k, and G = Aut k (A), then H 1 (k, G) classifies k-isomorphism classes of algebraic objects A ′ that become isomorphic to A over a separable closure of k. For further background on Galois cohomology, refer to [S97] and [B10] . In this appendix, we will study the Galois cohomology of certain algebraic groups and some of its applications. Let G i be an algebraic group over k with Z(G i ) ∼ = G m for 1 ≤ i ≤ r, and G = G 1 × . . . × G r . Denote by µ a central subgroup of G, and δ i K the coboundary map H 1 (K, G i ) → H 2 (K, Z(G i )) induced from the short exact sequence
Let m i be the maximal exponent of the image of δ i K , when viewed in Br(K). Note that m i needs not be a prime power. For such µ ≤ Z(G), we define C µ = ker(X(Z(G)) ։ X(µ)), and C µ to be the code obtained from C µ by reducing the i-th coordinate in each element of C µ modulo m i .
The main result of this appendix is the following theorem:
Theorem 6.1. Let µ be a subgroup of the split torus Z(G). Given an embedding µ ֒→ Z(G), we obtain a map G/µ ։ G, and hence an induced map in cohomology H 1 (K, G/µ) → H 1 (K, G).
Then, the map
Before stating the corollary, we first introduce the following notion of equivalence of codes:
Definition 6.3. Two codes are called (linearly) equivalent if one can be obtained from the other by repeatedly performing the following operations: 1. Permuting entries i and j in every vector of the code, for any i, j with G i ∼ = G j . 2. Multiplying the i th entry in every vector of the code by any λ ∈ (Z/p b i Z) * , for any i with G i ∼ = GL n i .
Then, using Theorem 6.1, we can prove the following result:
Corollary 6.4. Let µ, τ ≤ Z(G) and K/k. If C µ is equivalent to C τ , then there is an isomorphism of functors H 1 (−, G/µ) → H 1 (−, G/τ ). In particular, ed k (G/µ) = ed k (G/τ ).
Proof. If C µ = C τ , then the result is immediate from Theorem 6.1. Using the definition of equivalence of codes and induction, it suffices to consider the following two cases. In the case that C µ is obtained from C τ by permuting entries i and j in every vector of the code, for any i, j with G i ∼ = G j , the automorphism which swaps G i with G j sets up an isomorphism G/µ ∼ = G/τ , and the result follows. On the other hand, suppose that C µ is obtained from C τ by multiplying the i th entry in every vector of the code by some λ ∈ (Z/p b i Z) * , for all i with G i ∼ = GL n i . Using the description of H 1 (K, G/µ) given by Theorem 6.1, one can check that the map (such an algebra is unique up to isomorphism).
