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Abstract
We establish soliton-like asymptotics for finite energy solutions to the Dirac
equation coupled to a relativistic particle. Any solution with initial state close to
the solitary manifold, converges in long time limit to a sum of traveling wave and
outgoing free wave. The convergence holds in global energy norm. The proof uses
spectral theory and the symplectic projection onto solitary manifold in the Hilbert
phase space.
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21 Introduction
We prove the long time convergence to the sum of a soliton and dispersive wave for the
Dirac equation coupled to a relativistic particle. The convergence holds in global energy
norm for finite energy solution with initial state close to the solitary manifold. Our main
motivation is to develop the techniques of Buslaev and Perelman [2, 3] in the context of the
Dirac equation. The development is not straightforward because of known peculiarities
of the Dirac equation: nonpositivity of the energy, algebra of the Dirac matrices, etc. We
expect that the result might be extended to nonlinear relativistic Dirac equation relying
on an appropriate development of our techniques.
Let ψ(x) ∈ C4 be a Dirac spinor field in R3, coupled to a relativistic particle with
position q and momentum p, governed by


iψ˙(x, t) = [−iα1∂1 − iα2∂2 − iα3∂3 + βm]ψ(x, t) + ρ(x− q(t))
q˙(t) = p(t)/
√
1 + p2(t), p˙(t) = Re〈ψ(x, t),∇ρ(x− q(t))〉
∣∣∣∣∣∣ x ∈ R
3 (1.1)
where ρ ∈ C(R3,C4) and 〈·, ·〉 stands for the Hermitian scalar product in L2(R3) ⊗ C4.
Here ∂j = ∂/∂xj , αj and β are 4× 4 Dirac matrices. The standard representation for the
Dirac matrices αj and β (in 2× 2 blocks) is
β = α0 =
(
I2 0
0 −I2
)
, αj =
(
0 σj
σj 0
)
, j = 1, 2, 3 (1.2)
where I2 denotes the unit 2× 2 matrix and
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
The matrices αj , j = 0, 1, 2, 3 are Hermitian and satisfy the anticommutation relations
α∗j = αj, αjαk + αkαj = 2δjk (1.3)
We will use the following real orthogonality relations
βψ · αjψ = 0, j = 1, 3, and α2ψ · ψ = 0, ψ ∈ R4 (1.4)
The system (1.1) is translation-invariant and admits soliton solutions
sa,v(t) = (ψv(x− vt− a), vt+ a, pv), pv = v/
√
1− v2 (1.5)
for all a, v ∈ R3 with |v| < 1. The states Sa,v := sa,v(0) form the solitary manifold
S := {Sa,v : a, v ∈ R3, |v| < 1} (1.6)
Our main result is the soliton-type asymptotics
ψ(x, t) ∼ ψv±(x− v±t− a±) +W0(t)φ±, t→ ±∞ (1.7)
for solutions to (1.1) with initial data close to the solitary manifold S. Here W0(t)
is the dynamical group of the free Dirac equation, φ± are the corresponding asymptotic
scattering states, and the asymptotics hold in the global norm of the Hilbert space L2(R3)⊗
C4. For the particle trajectory we prove that
q˙(t)→ v±, q(t) ∼ v±t + a±, t→ ±∞ (1.8)
3The results are established under the following conditions on the complex valued charge
distribution: for some ν > 5/2
(1 + |x|)ν |∂αρ| ∈ L2(R3), |α| ≤ 3 (1.9)
We assume ρ(−x) = ρ(x), x ∈ R3, for the simplicity of calculations. Finally, we assume
the Wiener condition for the Fourier transform ρˆ = (2pi)−3/2
∫
eikxρ(x)dx
B(k) = mβρˆ(k) · ρˆ(k) > 0, k ∈ R3 (1.10)
which is the nonlinear version of the Fermi Golden Rule in our case (cf. [4, 13, 14, 15]): the
nonlinear perturbation is not orthogonal to the eigenfunctions of the continuous spectrum
of the linear part. The examples are easily constructed. Namely, let us rewrite (1.10) in
the form
B(k) = m[|ρˆ1(k)|2 + |ρˆ2(k)|2 − |ρˆ3(k)|2 − |ρˆ4(k)|2] > 0, k ∈ R3 (1.11)
Therefore, we can take e.g. ρ1 constructed in [12], and ρ2 = ρ3 = ρ4 = 0.
The system (1.1) describes the charged particle interacting with its “own” Dirac field.
The asymptotics (1.7)-(1.8) mean asymptotic stability of uniform motion, i.e. “the law
of inertia”. The stability is caused by “radiative damping”, i.e. radiation of energy
to infinity appearing analytically as a local energy decay for solutions to the linearized
equation. The radiative damping was suggested first by M.Abraham in 1905 in the context
of the Maxwell-Lorentz equations, [1].
One could also expect asymptotics (1.7) for small perturbations of the solitons for
the relativistic nonlinear Dirac equations and for the coupled nonlinear Maxwell-Dirac
equations whose solitons were constructed in [6]. Our result models this situation though
the relativistic case is still open problem.
Asymptotics of type (1.7)-(1.8) were obtained previously for the Klein-Gordon and
Schro¨dinger equations coupled to the particle [8, 10]. More weak asymptotics of type
(1.7) in the local energy norms, and without the dispersive wave, were obtained in [7] and
[11] for the Maxwell-Lorentz and wave equations respectively.
Let us comment on our approach. For 1D translation invariant Schro¨dinger equation,
asymptotics of type (1.7) were proved for the first time by Buslaev and Perelman [2, 3, 4],
and extended by Cuccagna [5] for higher dimensions. Here we develop the approach [8]
where the general Buslaev and Perelman strategy has been developed for the case of the
Klein-Gordon equation: i) symplectic orthogonal decomposition of the dynamics near
the solitary manifold, ii) modulation equations for the symplectic projection onto the
manifold, and iii) the time decay in the transversal directions, etc (see more details in
Introduction [8]). We prove the asymptotics (1.7)– (1.8) in Sections 3-11 developing this
general strategy. One of difficulties is caused by well known nonpositivity of the Hamil-
tonian for the Dirac equation. Respectively, the energy conservation does not provide a
priori estimate for the solution. We obtain linear in time estimate for L2 norm of the
solution using unitarity of the free Dirac propagator. The main novelty in our case is
thorough establishing the appropriate decay of the linearized dynamics in Sections 12-17,
and Appendices A, B, and C:
I. Main difficulty lies in the proof of the decay ∼ t−3/2 in weighted norms for the free
Dirac equation. Here we prove the decay for the first time (Lemma 17.1). The proof relies
on the “soft version” of the strong Huygens principle for the Dirac equation. Namely, the
free Dirac propagator is concentrated mainly near the light cone, while the contribution
of the inner zone is a Hilbert-Schmidt operator.
4II. Next difficulty lies in the computation of the spectral properties of the linearized
equation at the soliton. We do not postulate any spectral properties of the equation in
contrast to majority of the works in the field. Namely, we find that under the Wiener
condition (1.10), the discrete spectrum consists only from zero point with algebraic mul-
tiplicity 6 (Lemma 16.2). The multiplicity is totally due to the translation invariance of
the system (1.1).
III. Moreover, we exactly calculate the symplectic orthogonality conditions (16.7) for
initial data of the linearized equation. These conditions are necessary for the proof of the
decay.
IV. All computations differ significantly from the case of the Klein-Gordon equation [8]
because of the algebra of the Dirac matrices. An important role play the real orthogonality
relations (1.4) for the Dirac matrices.
Our paper is organized as follows. In Section 2, we formulate the main result. In Sec-
tion 3, we introduce the symplectic projection onto the solitary manifold. The linearized
equation is considered in Sections 4 and 5. In Section 6, we split the dynamics in two
components: along the solitary manifold, and in transversal directions. The time decay
of the transversal component is established in sections 7-10 using the time decay of the
linearized dynamics. In Section 11 we prove the main result. In Sections 12 - 16 we justify
the time decay of the linearized dynamics relying on the weighted decay for the free Dirac
equation in a moving frame which is proved in Section 17. In Appendices A, B and C we
collect some technical calculations.
2 Main results
2.1 Existence of dynamics
We consider the Cauchy problem for the system (3.1) which we write as
Y˙ (t) = F (Y (t)), t ∈ R : Y (0) = Y0 (2.1)
Here Y (t) = (ψ(t), q(t), p(t)), Y0 = (ψ(0), q0, p0), and all derivatives are understood in the
sense of distributions. To formulate our results precisely, we need some definitions. We
introduce a suitable phase space for equation (2.1). Let L2α, α ∈ R, denote the weighted
Agmon spaces with the norm ‖ψ‖α = ‖ψ‖L2α := ‖(1 + |x|)α|ψ|‖L2, where L2 = L2(R3).
Definition 2.1. i) The phase space E is the Hilbert space L20 ⊕ R3 ⊕ R3 of states Y =
(ψ, q, p) with the finite norm
‖Y ‖E = ‖ψ‖0 + |q|+ |p|
ii) Eα is the space L2α ⊕ R3 ⊕ R3 with the finite norm
‖Y ‖α = ‖ Y ‖Eα = ‖ψ‖α + |q|+ |p|
Proposition 2.2. Let (1.9) hold. Then
(i) For every Y0 ∈ E the Cauchy problem (3.1) has a unique solution Y (t) ∈ C(R, E).
(ii) For every t ∈ R, the map U(t) : Y0 7→ Y (t) is continuous on E .
5Proof. Step i) First, let us fix an arbitrary b > 0 and prove (i)-(ii) for Y0 ∈ E such that
‖ψ0‖0 ≤ b and |t| ≤ ε = ε(b) for some sufficiently small ε(b) > 0. Let us rewrite the
Cauchy problem (2.1) as
Y˙ (t) = F1(Y (t)) + F2(Y (t)), t ∈ R : Y (0) = Y0 (2.2)
where
F1 : Y 7→ ((−αj∂j − iβm)ψ, 0, 0)
F2 : Y 7→ (−iρ(x− q), p/
√
1 + p2, Re
∫
ψ · ∇ρ(x− q)dx)
The Fourier transform provides the existence and uniqueness of solution Y1(t) ∈ C(R, E)
to the linear problem (2.2) with F2 = 0. Let U1(t) : Y0 7→ Y1(t) be the corresponding
strongly continuous group of bounded linear operators on E . Then (2.2) for Y (t) ∈ C(R, E)
is equivalent to the integral Duhamel equation
Y (t) = U1(t)Y0 +
t∫
0
ds U1(t− s)F2(Y (s)) (2.3)
because F2(Y (·)) ∈ C(R, E) in this case. The latter follows from local Lipschitz continuity
of the map F2 in E : for each b > 0 there exist a κ = κ(b) > 0 such that for all
Y1 = (ψ1, q1, p1), Y2 = (ψ2, q2, p2) ∈ E with ‖ψ1‖0, ‖ψ2‖0 ≤ b,
‖F2(Y1)− F2(Y2)‖E ≤ κ‖Y1 − Y2‖E
Therefore, by the contraction mapping principle, equation (2.3) has a unique local solution
Y (·) ∈ C([−ε, ε], E) with ε > 0 depending only on b.
Step ii) Second we derive a priori estimate. Consider ψ0 ∈ C∞0 (R3)⊗ C4. Then
d
dt
‖ψ‖20 =
∫
(ψ · ψ˙ + ψ · ψ˙)dx =
∫
(iψ · ρ(x− q)− iψ · ρ(x− q))dx ≤ C‖ψ‖0
Hence,
‖ψ(t)‖0 ≤ 1
2
Ct + ‖ψ(0)‖0
Now, the last two equalities (1.1) imply a priori estimates for |p˙| and |q˙|. The a priori
estimates for general initial data ψ0 ∈ L20 follow by approximating initial data by the
functions from C∞0 (R
3)⊗ C4.
Step iii) Properties (i)-(ii) for arbitrary t ∈ R now follow from the same properties for
small |t| and from a priori estimate.
2.2 Solitary manifold and main result
Let us compute the solitons (1.5). The substitution to (1.1) gives the stationary equations
−ivj∂jψv(y) = [−iαj∂j + βm]ψv(y) + ρ(y)
v = pv/
√
1 + p2v, 0 = Re
∫
ψv(y) · ∇ρ(y) dy
∣∣∣∣∣∣∣∣
(2.4)
Applying Fourier transform to the first equation in (2.4) we obtain
(−vjkj + αjkj − βm)ψˆv(k) = ρˆ(k)
6hence
ψˆv(k) = − (vjkj + αjkj − βm)ρˆ(k)
(vjkj + αjkj − βm)(vjkj − αjkj + βm) =
(vjkj + αjkj − βm)ρˆ(k)
k2 +m2 − (vjkj)2 (2.5)
The soliton is given by the formula
ψv(x) =
iγ
4pi
(vj∂j+αj∂j+iβm)
∫
e−m|γ(y−x)‖+(y−x)⊥|ρ(y)d3y
|γ(y − x)‖ + (y − x)⊥| , pv = γv =
v√
1− v2 (2.6)
It remains to prove that the last equation of (2.4) holds. Indeed, Parseval identity and
equality (2.5) imply
Re
∫
ψv(y) · ∂jρ(y)dy = Re
∫
ikjψˆv(k) · ρˆ(k)dk = Re
∫
ikj
(vjkj+αjkj−βm)ρˆ(k) · ρˆ(k)
k2 +m2 − (vjkj)2 dk = 0
since the integrand is pure imaginary function. Hence, the soliton solution (1.5) exists
and is defined uniquely for any couple (a, v) with |v| < 1 and a ∈ R3. Let us denote by
V := {v ∈ R3 : |v| < 1}.
Definition 2.3. A soliton state is S(σ) := (ψv(x− b), b, v), where σ := (b, v) with b ∈ R3
and v ∈ V .
Obviously, the soliton solution admits the representation S(σ(t)), where
σ(t) = (b(t), v(t)) = (vt+ a, v) (2.7)
Definition 2.4. A solitary manifold is the set S := {S(σ) : σ ∈ Σ := R3 × V }.
The main result of our paper is the following theorem.
Theorem 2.5. Let (1.9), and the Wiener condition (1.10) hold. Let ν > 5/2 be the
number from (1.9), and Y (t) be the solution to the Cauchy problem (2.1) with the initial
state Y0 which is sufficiently close to the solitary manifold:
d0 := distEν (Y0,S)≪ 1 (2.8)
Then the asymptotics hold for t→ ±∞,
q˙(t) = v± +O(|t|−2), q(t) = v±t+ a± +O(|t|−1) (2.9)
ψ(x, t) = ψv±(x− v±t− a±) +W0(t)φ± + r±(x, t) (2.10)
with
‖r±(t)‖0 = O(|t|−1/2) (2.11)
It suffices to prove the asymptotics (2.9), (2.10) for t→ +∞ since the system (1.1) is
time reversible.
73 Symplectic projection
3.1 Hamiltonian structure
Denote ψ1 = Reψ, ψ2 = Imψ, ρ1 = Re ρ, ρ2 = Im ρ, α˜2 = −iα2. Then the system (1.1)
reads


ψ˙1(x, t) = −(α1∂1 + α3∂3)ψ1(x, t) + (α˜2∂2 + βm)ψ2(x, t) + ρ2(x− q(t))
ψ˙2(x, t) = −(α˜2∂2 + βm)ψ1(x, t)− (α1∂1 + α3∂3)ψ2(x, t)− ρ1(x− q(t))
q˙(t) = p(t)/
√
1 + p2(t)
p˙(t) =
∫ (
ψ1(x, t) · ∇ρ1(x− q(t)) + ψ2(x, t) · ∇ρ2(x− q(t))
)
dx
∣∣∣∣∣∣∣∣∣∣
x ∈ R3 (3.1)
This is a Hamilton system with the Hamilton functional
H(ψ1, ψ2, q, p) = 1
2
∫
(ψ1 · (α˜2∂2+βm)ψ1 + ψ2 · (α˜2∂2+βm)ψ2 + 2ψ1 · (α1∂1+α3∂3)ψ2)dx
+
∫
(ψ1(x) · ρ1(x− q) + ψ2(x) · ρ2(x− q))dx+
√
1 + p2 (3.2)
Equation (3.1) can be written as a Hamilton system
Y˙ = JDH(Y ), Y = (ψ1, ψ2, q, p), J :=


0 I4 0 0
−I4 0 0 0
0 0 0 I3
0 0 −I3 0

 (3.3)
where DH is the Fre´chet derivative with respect to ψ1k, ψ2k, k = 1, 2, 3, 4, p and q of the
Hamilton functional.
3.2 Symplectic projection onto solitary manifold
Let us identify the tangent space to E , at every point, with E . Consider the symplectic
form Ω defined on E by Ω =
∫
dψ1(x) ∧ dψ2(x) dx+ dq ∧ dp, i.e.
Ω(Y 1, Y 2) = 〈Y 1, JY 2〉, Y j = (ψj1, ψj2, qj, pj) ∈ E , j = 1, 2 (3.4)
where
〈Y 1, Y 2〉 := 〈ψ11, ψ21〉+ 〈ψ12 , ψ22〉+ q1 · q2 + p1 · p2
and 〈ψ11, ψ21〉 =
∫
ψ11(x) ·ψ21(x)dx stands for the scalar product or its different extensions.
It is clear that the form Ω is non-degenerate, i.e.
Ω(Y 1, Y 2) = 0 for every Y 2 ∈ E =⇒ Y 1 = 0
Definition 3.1. i) Y 1 ∤ Y 2 means that Y 1 ∈ E , Y 2 ∈ E , and Y 1 is symplectic orthogonal
to Y 2, i.e. Ω(Y 1, Y 2) = 0.
ii) A projection operator P : E → E is called symplectic orthogonal if Y 1 ∤ Y 2 for
Y 1 ∈ KerP and Y 2 ∈ ImP.
8Let us consider the tangent space TS(σ)S to the manifold S at a point S(σ). The
vectors τj := ∂σjS(σ), where ∂σj := ∂bj and ∂σj+3 := ∂vj with j = 1, 2, 3, form a basis in
TσS. In detail,
τj = τj(v) := ∂bjS(σ) = (−∂jψv1(y) ,−∂jψv2(y) , ej , 0 )
τj+3 = τj+3(v) := ∂vjS(σ) = ( ∂vjψv1(y) , ∂vjψv2(y) , 0 , ∂vjpv )
∣∣∣∣ j = 1, 2, 3
(3.5)
where ψv1 = Reψv, ψv2 = Imψv, y := x−b is the “moving frame coordinate”, e1 = (1, 0, 0)
etc. Let us stress that the functions τj will be considered always as the functions of y,
not of x. Formula (2.6) and condition (1.9) imply that
τj(v) ∈ Eα, v ∈ V, j = 1, . . . , 6, ∀α ∈ R (3.6)
Lemma 3.2. The matrix with the elements Ω(τl(v), τj(v)) is non-degenerate ∀v ∈ V .
Proof. The elements are computed in Appendix A. As the result, the matrix Ω(τl, τj) has
the form
Ω(v) := (Ω(τl, τj))l,j=1,...,6 =
(
0 Ω+(v)
−Ω+(v) 0
)
(3.7)
where the 3× 3-matrix Ω+(v) equals
Ω+(v) = K + (1− v2)−1/2E + (1− v2)−3/2v ⊗ v (3.8)
Here K is a symmetric 3× 3-matrix with the elements
Kij =
∫
dkkjklB(k) k
2 +m2 + 3(vjkj)
2
(k2 +m2 − (vjkj)2)3 (3.9)
where B(k) > 0 is defined in (1.10). The matrix K is the integral of the symmetric
nonnegative definite matrix k ⊗ k = (kikj) with a positive weight. Hence, the matrix K
is nonnegative definite. Since the unite matrix E is positive definite, the matrix Ω+(v) is
symmetric and positive definite, hence non-degenerate. Then the matrix Ω(τl, τj) also is
non-degenerate.
Let us introduce the translations Ta : (ψ(·), q, p) 7→ (ψ(· − a), q + a, p), a ∈ R3.
Note that the manifold S is invariant with respect to the translations. Let us denote
v(p) := p/
√
1 + p2 for p ∈ R3.
Definition 3.3. i) For any α ∈ R and v < 1 denote by Eα(v) = {Y = (ψ, q, p) ∈ Eα :
|v(p)| ≤ v}. We set E(v) := E0(v).
ii) For any v˜ < 1 denote by Σ(v˜) = {σ = (b, v) : b ∈ R3, |v| ≤ v˜}.
The next Lemma provide that in a small neighborhood of the soliton manifold S a
“symplectic orthogonal projection” onto S is well-defined.
Lemma 3.4. (cf.[8, Lemma 3.4]) Let (1.9) hold, α ∈ R and v < 1. Then
i) there exists a neighborhood Oα(S) of S in Eα and a map Π : Oα(S) → S such that Π
is uniformly continuous on Oα(S) ∩ Eα(v) in the metric of Eα,
ΠY = Y for Y ∈ S, and Y − S ∤ TSS, where S = ΠY (3.10)
ii) Oα(S) is invariant with respect to the translations Ta, and
ΠTaY = TaΠY, for Y ∈ Oα(S) and a ∈ R3
iii) For any v < 1 there exists a v˜ < 1 s.t. ΠY = S(σ) with σ ∈ Σ(v˜) for Y ∈
Oα(S) ∩ Eα(v).
iv) For any v˜ < 1 there exists an rα(v˜) > 0 s.t. S(σ) + Z ∈ Oα(S) if σ ∈ Σ(v˜) and
‖Z‖α < rα(v˜).
9We will call Π a symplectic orthogonal projection onto S.
Corollary 3.5. The condition (2.8) implies that Y0 = S + Z0 where S = S(σ0) = ΠY0,
and
‖Z0‖ν ≪ 1 (3.11)
Proof. Lemma 3.4 implies thatΠY0 = S is well defined for small d0 > 0. Furthermore, the
condition (2.8) means that there exists a point S1 ∈ S such that ‖Y0−S1‖ν = d0. Hence,
Y0, S1 ∈ Oν(S)∩Eν(v) with a v < 1 which does not depend on d0 for sufficiently small d0.
On the other hand, ΠS1 = S1, hence the uniform continuity of the map Π implies that
‖S1−S‖ν → 0 as d0 → 0. Therefore, finally, ‖Z0‖ν = ‖Y0−S‖ν ≤ ‖Y0−S1‖ν+‖S1−S‖ν ≤
d0 + o(1)≪ 1 for small d0.
4 Linearization on solitary manifold
Let us consider a solution to the system (3.1), and split it as the sum
Y (t) = S(σ(t)) + Z(t) (4.1)
where σ(t) = (b(t), v(t)) ∈ Σ is an arbitrary smooth function of t ∈ R. In detail, denote
Y = (ψ, q, p) and Z = (Ψ, Q, P ). Then (4.1) means that
ψ(x, t) = ψv(t)(x− b(t)) + Ψ(x− b(t), t), q(t) = b(t) +Q(t), p(t) = pv(t) + P (t) (4.2)
Let us substitute (4.2) to (1.1), and linearize the equations in Z. Setting y = x − b(t)
which is the “moving frame coordinate”, we obtain that
ψ˙ = v˙ · ∇vψv(y)− b˙ · ∇ψv(y) + Ψ˙(y, t)− b˙ · ∇Ψ(y, t)
= [−αj∂j − iβm](ψv(y) + Ψ(y, t))− iρ(y −Q)
q˙ = b˙+ Q˙ =
pv + P√
1 + (pv + P )2
p˙ = v˙ · ∇vpv + P˙ = Re〈ψv(y) + Ψ(y, t),∇ρ(y −Q)〉
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.3)
Let us extract linear terms in Q. First note that ρ(y − Q) = ρ(y)− Q · ∇ρ(y) + N1(Q),
∇ρ(y −Q) = ∇ρ(y)−∇(Q · ∇ρ(y)) + N˜1(Q).
The condition (1.9) implies that for N1(Q) and N˜1(Q) the bound holds,
‖N1(Q)‖ν + ‖N˜1(Q)‖ν ≤ Cν(Q)Q2 (4.4)
uniformly in |Q| ≤ Q for any fixed Q, where ν is the parameter from Theorem 2.5. Second,
the Taylor expansion gives
pv + P√
1 + (pv + P )2
= v +
1
γ
(P − v(v · P )) +N2(v, P )
where 1/γ =
√
1− v2 = (1 + p2v)−1/2, and
|N2(v, P )| ≤ C(v˜)P 2 (4.5)
10
uniformly with respect to |v| ≤ v˜ < 1. Using the equations (2.4), we obtain from (4.3)
the following equations for the components of the vector Z(t):
Ψ˙(y, t) = [−αj∂j − iβm]Ψ(y, t) + b˙ · ∇Ψ(y, t) + iQ · ∇ρ(y)
+ (b˙− v) · ∇ψv(y)− v˙ · ∇vψv(y)− iN1
Q˙(t) = 1
γ
(E − v ⊗ v)P + (v − b˙) +N2
P˙ (t) = −v˙ · ∇vpv + Re〈Ψ(y, t),∇ρ(y)〉+ Re〈∇ψv(y), Q · ∇ρ(y)〉+N3(v, Z)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(4.6)
whereN3(v, Z) = −Re〈∇ψv, N1(Q)〉−Re〈Ψ,∇(Q·∇ρ)〉+Re〈Ψ, N˜1(Q)〉. Clearly, N3(v, Z)
satisfies the following estimate
|N3(v, Z)| ≤ Cν(ρ, v, Q)
[
Q2 + ‖Ψ‖−ν |Q|
]
(4.7)
uniformly in |v| ≤ v˜ and |Q| ≤ Q for any fixed v˜ < 1. For the vector version Z =
(Ψ1,Ψ2, Q, P ) with Ψ1 = ReΨ, Ψ2 = ImΨ we rewrite the equations (4.6) as
Z˙(t) = A(t)Z(t) + T (t) +N(t), t ∈ R (4.8)
Here the operator A(t) = Av,w(t) depends on two parameters, v = v(t), and w = b˙(t) and
can be written in the form
Av,w


Ψ1
Ψ2
Q
P

=


−α1∂1−α2∂2+w ·∇ α˜2∂2 + βm −∇ρ2· 0
−(α˜2∂2 + βm) −α1∂1−α2∂2+w ·∇ ∇ρ1· 0
0 0 0 Bv
〈·,∇ρ1〉 〈·,∇ρ2〉 〈∇ψvj , ·∇ρj〉 0




Ψ1
Ψ2
Q
P


(4.9)
where Bv =
1
γ
(E − v ⊗ v). Furthermore, T (t) = Tv,w(t) and N(t) = N(t, σ, Z) in (4.8)
stand for
Tv,w =


(w − v) · ∇ψv1 − v˙ · ∇vψv1
(w − v) · ∇ψv2 − v˙ · ∇vψv2
v − w
−v˙ · ∇vpv

 , N(σ, Z) =


N12(Z)
−N11(Z)
N2(v, Z)
N3(v, Z)

 (4.10)
where v = v(t), w = w(t), σ = σ(t) = (b(t), v(t)), and Z = Z(t). The estimates (4.4),
(4.5) and (4.7) imply that
‖N(σ, Z)‖ν ≤ C(v˜, Q)‖Z‖2−ν (4.11)
uniformly in σ ∈ Σ(v˜) and ‖Z‖−ν ≤ r−ν(v˜) for any fixed v˜ < 1.
Remark 4.1. i) The term A(t)Z(t) in the right hand side of the equation (4.8) is linear
in Z(t), and N(t) is a high order term in Z(t). On the other hand, T (t) is a zero order
term which does not vanish at Z(t) = 0 since S(σ(t)) generally is not a soliton solution if
(2.7) does not hold (though S(σ(t)) belongs to the solitary manifold).
ii) Formulas (3.5) and (4.10) imply:
T (t) = −
3∑
l=1
[(w − v)lτl + v˙lτl+3] (4.12)
and hence T (t) ∈ TS(σ(t))S, t ∈ R.
