We consider the problem of constructing exact-repair minimum storage regenerating (MSR) codes, for which both the systematic nodes and parity nodes can be repaired optimally. Although there exist several recent explicit high-rate MSR code constructions (usually with certain restrictions on the coding parameters), quite a few constructions in the literature only allow the optimal repair of systematic nodes. This phenomenon suggests that there is a barrier between explicitly constructing codes that can only optimally repair systematic nodes and those that can optimally repair both systematic nodes and parity nodes. In the work, we show that this barrier can be completely circumvented by providing a generic transformation that is able to convert any non-binary linear maximum distance separable (MDS) storage codes that can optimally repair only systematic nodes into new MSR codes that can optimally repair all nodes. This transformation does not increase the alphabet size of the original codes, and only increases the sub-packaging by a factor that is equal to the number of parity nodes. Furthermore, the resultant MSR codes also have the optimal access property for all nodes if the original MDS storage codes have the optimal access property for systematic nodes.
I. INTRODUCTION
Distributed storage systems built on a large number of unreliable storage nodes have important applications in large-scale data center settings, such as Facebook's coded Hadoop, Google Colossus, and Microsoft Azure [5] , and in peer-to-peer storage settings, such as OceanStore [11] , Total Recall [1] , and DHash++ [2] . To ensure reliability, redundancy is imperative for these systems. Generally speaking, there are two mechanisms of redundancy, namely replication and erasure coding. Comparing with repetition codes, erasure codes can provide higher reliability at the same redundancy level, and thus are more attractive.
When a storage node fails, a self-sustaining distributed storage system should make a repair to maintain the healthy and continuing operation of the overall system. During the repair process, the repair bandwidth, which is defined as the amount of data downloaded from some surviving nodes to repair the failed node, should be minimized. The repair bandwidth of the classic maximum distance separable (MDS) erasure codes, such as Reed-Solomon codes [10] , is rather excessive because they only allow a naive repair strategy, i.e., downloading the amount of the original data to first reconstruct the original file, and then to repair the failed node.
property. Indeed, the codes proposed in [3] are functional-repair codes, which allow the repaired node to have different but functionally-equivalent content from the failed one; however, exact-repair MSR codes, which require the repaired node to have exactly the same content as the failed node, can simplify system designs in practice, and thus are preferred, see [8] , [9] , [12] , [13] , [14] , [19] . Most of these works consider the case d = k + r − 1 to maximally reduce the repair bandwidth, since γ = d (d−k+1) N is a decreasing function of d. This is also the case considered in this work. Practical systems usually require coding rate in MSR codes k/n to be greater than 1/2, however in this regime, only four classes of such codes have been reported that can repair both systematic nodes and parity nodes: the (k + 2, k) Hadamard design code [8] , the (k + 2, k) Zigzag code [14] with the repair strategy given in [7] , the (k + r, k) modified Zigzag code [19] and the recently constructed (k + r, k) sub-packetization code in [12] with r ≥ 2. Besides, there are also quite a few constructions of MDS codes that can optimally repair only systematic nodes 2 , for examples, the (k + r, k) Hadamard design code [8] , [16] , the (k + r, k) Zigzag code [14] where r > 2, the MDS storage codes based on invariant subspace [6] , and the constructions in [17] , [18] .
The scarcity of the constructions for high-rate MSR codes, in contrast to the relative abundance of high-rate MDS storage codes that can optimally repair only systematic nodes, suggests the following conjecture: there might be a fundamental difference between the repair mechanisms of systematic nodes and parity nodes of high-rate MDS storage codes, and constructing highrate MSR codes (i.e., MDS codes that can optimally repair all nodes) may require more sophisticated techniques. The existing works [8] , [14] , [19] , [12] appear to reinforce the belief of such a technical barrier. In this work, we show that this barrier can be completely circumvented by providing a generic transformation that can convert any non-binary linear MDS storage codes that can optimally repair only systematic nodes into new MSR codes that can optimally repair all nodes. This transformation does not increase the alphabet size of the original codes, and only increases the sub-packaging by a factor r. Furthermore, the resultant MSR codes also have the optimal access property for all nodes if the original MDS storage codes have the optimal access property for systematic nodes. The proposed transformation is partly motivated by a previous work [21] , where a piggybacking design for MDS storage codes was given that can make a transformation for the same purpose, which however suffers a slight loss of optimality in terms of the repair bandwidth.
The remainder of this paper is organized as follows. Section II presents some necessary preliminaries. Section III proposes the generic construction which can transform any non-binary MDS storage codes that can optimally repair only systematic nodes to new MSR codes, and then discusses the repair strategy for each node of the new codes and the MDS property. Section IV gives the matrix representation of the new MSR codes. Finally, Section V provides some concluding remarks.
II. PRELIMINARIES
For any two integers i < j, denote by [i, j] = {i, i + 1, · · · , j} and [i, j) = {i, i + 1, · · · , j − 1}. Let q be a prime power and F q be the finite field with q elements. Assume that a source file comprising of M = kN symbols over a finite field F q is equally partitioned into k parts, denoted by f 0 , f 1 , · · · , f k−1 , respectively, where f i is a column vector of length N . The file is encoded by a (k + r, k) storage code and then dispersed across k systematic and r parity storage nodes, each having storage capacity N . More precisely, the first k nodes are systematic nodes, which store the file parts f 0 , f 1 , · · · , f k−1 in an uncoded form respectively, and the r parity nodes store linear combinations of f 0 , f 1 , · · · , f k−1 . In particular, for i ∈ [0, r), parity node
termed the coding matrix of systematic node j for parity node i, where j ∈ [0, k). Table I illustrates the structure of a (k + r, k) storage code. Note that without loss of generality, any vector linear storage code can be written as the form in Table II. A (k + r, k) MDS code with optimal repair bandwidth (i.e., an MSR code) must have the following two properties: (i) the MDS property, i.e., the source file can be reconstructed by connecting any k out of the k + r nodes, and (ii) the optimal repair property, i.e., any failed node i can be repaired by downloading N/r symbols from each surviving node j, j ∈ [0, k + r)\{i}, which can be accomplished by multiplying its original data f j with an N/r × N matrix S i,j . Especially, in the literature the matrices S i,j 's are called repair matrices of node i. Parity node 0
Parity node 1
In addition to the optimal repair property, it is also desirable if the nodes have the optimal access property. That is, when repairing a failed node, only N/r symbols are accessed at each surviving node, i.e., the minimal amount of data is accessed at each surviving node [15] . That is, to repair node i, all the matrices S i,j , j ∈ [0, k + r)\{i} that are used to determine the downloaded information from surviving nodes should have exactly N/r nonzero columns. This appealing property enhances the repair bandwidth requirement, and codes with this property are capable of substantially reducing the disk I/O overhead during the repair process.
III. A GENERIC TRANSFORMATION FOR MSR CODES
In this section, we propose a generic method that can transform any known non-binary linear MDS storage code with the optimal repair property only for the systematic nodes to a new (k + r, k) MSR code. Before presenting this transformation, an example is provided to illustrate the key idea behind this construction.
A. An example of a new (9, 6) MSR code
and g (l)
2 be an instance of a known non-binary (9, 6) MDS storage code C over F q , with the optimal repair property holding only for the systematic nodes, where q is odd (for the general construction, q can be even).
Three instances of this code, l = 0, 1, 2, are used in our construction in this example, and the new (9, 6) MSR code is given in Table II . 
Parity node 0 (f 6 ) g
Optimal repair of systematic nodes: Let us focus on repairing systematic node 0 of the constructed (9, 6) MSR code, which we claim can be accomplished by downloading the data in Table III . To see this, consider the repair of f (0) 0 , i.e., the systematic data from instance 0 stored at node 0, for which the original MDS storage code needs to download
for the repair. Comparing these with the downloaded data in the first column of Table III , we see that S 0,7 g
1 ), downloaded from parity node 1, and S 0,7 (−g
1 ), downloaded from parity node 0, can be utilized to recover S 0,7 g (0) 1 ; the data S 0,8 g (0) 2 can be recovered similarly. At this point, with all the data listed in (1) available, the repair mechanism in the original MDS code C can be invoked to compute f can be done in a similar manner, and thus systematic node 0 can indeed be repaired optimally .   TABLE III  DATA DOWNLOADED FROM SURVIVING NODES WHEN REPAIRING SYSTEMATIC NODE 0 OF THE MSR CODE IN TABLE II Systematic
2 ) S 0,6 (g
Optimal repair of parity nodes: Let us focus on the repair of parity node 0, for which the following data are downloaded
i.e., the data in the first column of Table II . Clearly, g
0 can be computed using f
that was stored at parity node 0, observe firstly that g
1 can also be computed using f
5 , however, this implies that from the downloaded data g
1 , we can also recover g
1 , and subsequently obtain −g
2 stored at parity node 0 can be computed similarly. Thus the parity node 0 can indeed be repaired optimally.
Reconstruction: Let us focus on reconstructing the original file using date stored at nodes 2 to 7; other cases can be addressed similarly. In Table II , from the symbols that are underlined, we can recover g (0) 1 and g (1) 1 . Together with the other data in the first two columns of rows 2 to 7, we now have
5 ) can be reconstructed, respectively, since the base code C is an MDS code. With these available, g (0) 2 and g (1) 0 can now be computed, and subtracted from the items marked with dashed underline to obtain g (2) 2 and g (2) 0 . Together with the other data in the last column of rows 2 to 7, we now also have
2 ), from which we can reconstruct (f
5 ). Thus the original file can indeed be reconstructed using data at nodes 2 to 7.
B. The generic transformation
In this subsection, we present the generic transformation, which utilizes a known linear non-binary (k + r, k) MDS storage code C 1 with node capacity N , for which the optimal repair property holds only for the systematic nodes. Without loss of generality, recall the following two properties can be assumed of such a base MDS code:
. We next construct a new (k + r, k) MSR code through the following three steps.
Step 1: An intermediate code C 2 by space sharing r instances of the code C 1
We construct an intermediate code C 2 with node capacity rN by space sharing r instances of the code C 1 . Let f (l) i be the data stored at systematic node i of instance l, and g (l) j be the data stored in parity node j of instance l where i ∈ [0, k) and l, j ∈ [0, r). The new (k + r, k) storage code C 2 is depicted in Table IV . 
Step 2: An intermediate code C 3 by permuting the parity data of C 2
From C 2 , we construct another intermediate code C 3 by permuting the parity data while keeping the systematic information intact. Let h j denote the data stored in parity node j of the code C 3 . For convenience, we write h j as
The parity nodes of the new code C 3 are depicted in Table V . 
Step 3: The MSR code C 4 by pairing the parity data of C 3
From the code C 3 , we construct an MSR code C 4 by modifying only the parity data while keeping the systematic data intact.
Let f k+j denote the data stored in parity node j of the code C 4 . By convenience, we write f k+j as
k+j (l ∈ [0, r)) is a column vector of length N that defined by
where 
and a ∈ F q \{0, 1}. The parity nodes of the new (k + r, k) MSR code C 4 are depicted in Table VI. In the construction above, the repair matrices S i,j 's are generic, however in all the aforementioned (k + r, k) MDS storage codes [6] , [8] , [12] , [17] , [19] except the Zigzag code [14] , simple repair matrices with the form S i,j = S i are used. In fact, it was shown in [15] that any linear MDS storage code that can optimally repair systematic nodes can be transformed to another linear MDS storage code with such simple repair matrices, however at a cost of sacrificing a systematic node. The proposed code construction is valid for both cases, but the repair strategies for the systematic nodes exhibit different flexibilities depending on whether the condition S i,j = S i holds.
Theorem 1.
The new (k + r, k) MSR code C 4 has the optimal repair property for the systematic nodes when the permutations satisfy one of the following conditions:
Proof:
(i) For i ∈ [0, k), we prove that systematic node i can be repaired by downloading
. It suffices to prove that for any l ∈ [0, r), the data f (l) i stored at systematic node i can be repaired with the downloaded data. For any l ∈ [0, r)\{j}, it follows from (3) that
We can now solve S i h k+l , since θ j,l θ l,j = a = 1 as in (4) . Noting that S i f (l) k+l = S i h (l) l , we have thus collected for any l ∈ [0, r) the following data
Recall from (2) that for each l ∈ [0, r), {h
r−1 }. It follows that indeed we already have all the data S i f
s (s ∈ [0, r)), and thus using the repair mechanism of the base MDS code C 1 , the data f k+j with s ∈ [0, k)\{i} and j, l ∈ [0, r). For this purpose, it suffices to prove that for any l ∈ [0, r), we can obtain S i,k+j g (l) j with j ∈ [0, r) from the downloaded data, and then the repair mechanism of the base MDS code C 1 can be invoked to complete the repair.
For j ∈ [0, r)\{l}, from (3), we have
Together with the facts that p l (j) = p j (l) and θ j,l θ l,j = a = 1 as in (4), we can solve S i,k+p l (j) h (l) j , j ∈ [0, r)\{l} from the above equations. Since S i,k+p l (l) h (l)
k+l is also available, we have thus collected all S i,k+p l (j) h (l)
p l (j) ), j ∈ [0, r), or equivalently, we have collected all S i,k+j g (l) j , j ∈ [0, r) since p l is a permutation. This completes the proof.
Remark 1.
There are many choices of the permutations p 0 , · · · , p r−1 satisfying the condition p i (j) = p j (i) in Theorem 1 item (ii), for example,
as we used in Section III-A.
The following result is a direct consequence of Theorem 1 and the definition of optimal access. Corollary 1. The new (k + r, k) MSR code C 4 has the optimal access property for systematic nodes if the (k + r, k) MDS storage code C 1 has the optimal access property for systematic nodes. Theorem 2. The new (k + r, k) MSR code C 4 has the optimal repair property for the parity nodes.
Proof: We show that for any j ∈ [0, r), the data in parity node j can be repaired by downloading f
r−1 } according to (2) . Next, for any l ∈ [0, r)\{j}, from the downloaded data f
j , which has already been computed in the first step, parity node j can indeed be repaired optimally.
The following result is also a direct consequence of Theorem 2 and the definition of optimal access. Corollary 2. The new (k + r, k) MSR code C 4 has the optimal access property for the parity nodes.
Finally, we need to show that the MDS property holds for the new (k + r, k) MSR code C 4 . i , i ∈ [0, k) and l ∈ [0, r). We discuss the reconstruction in two cases. (i) Connected to all k systematic nodes: there is nothing to prove.
(ii) Connected to k − t systematic nodes and t parity nodes where 1 ≤ t ≤ min{r, k}: we assume that I = {i 0 , i 1 , · · · , i t−1 } is the set of the systematic nodes not connected and J = {j 0 , j 1 , · · · , j t−1 } is the set of the parity nodes connected, where 0 ≤ i 0 < · · · < i t−1 < k and 0 ≤ j 0 < · · · < j t−1 < r. Denote by {j t , · · · , j r−1 } = [0, r)\J. Then we have the following data in Table VII from the connected parity nodes.   TABLE VII h
Note that we can get the data in Table VIII from that in Table VII since the data in the first t columns of Table VIII can be clearly computed from the data in the first t columns of Table VII by solving systems of linear independent equations (Specifically for t = 1, no equations need to be solved).
For each s ∈ J, combining the parity data in the first t columns of Table VIII with the systematic data f r−1 }. Since we can compute the data in Table VIII that marked with dash underline, we obtain the data in Table IX . That is for any l ∈ [0, r), the parity data 
\I in the k − t connected systematic nodes, we can recover the remaining systematic data f (l) i0 , · · · , f (l) it−1 by means of the MDS property of code C 1 .
IV. MATRIX INTERPRETATION OF THE NEW CONSTRUCTION
In the literature, MSR codes are often analyzed and their correctness proved from the viewpoint of the coding matrix; see, e.g., [6] , [8] , [17] . In this section, we take this alternative view and provide the coding matrices and repair matrices of the new (k + r, k) MSR code C 4 .
To guarantee the MDS property of a (k + r, k) storage code with coding matrices A i,j , i ∈ [0, r) and j ∈ [0, k), any t × t sub-block matrix of 
need to be nonsingular, where 1 ≤ t ≤ min{r, k}, from the viewpoint of the coding matrix [17] .
When repairing systematic node i where i ∈ [0, k), according to the data downloaded from the r parity nodes and the structure of a (k + r, k) storage code in Table II , we obtain the following system of linear equations 
Then, the optimal repair property stipulates that the coefficient matrix of the useful data in the above system of linear equations is of full rank, and the interference terms caused by f j can be cancelled by S i,j f j downloaded from systematic node j for all j ∈ [0, k)\{i}, i.e.,
and
Assume that C 1 is a known (k + r, k) MDS storage code over F q (q ≥ 3) with node capacity N and the optimal repair property for systematic nodes. Let A i,j , i ∈ [0, r) and j ∈ [0, k), be the N × N coding matrices of C 1 . Denote by B i,j , i ∈ [0, r) and j ∈ [0, k), the rN × rN coding matrices of the code C 4 obtained in Section IV with C 1 being the base code, i.e., parity node i of C 4 stores
Since the systematic data f j (j ∈ [0, k)) consists of r instances, for ease of analysis, we take B i,j as an r × r block matrix with B i,j [l] being the block row l of the matrix B i,j and B i,j (l, s) being the (l, s)th block of B i,j , which are respectively an N × rN matrix and an N × N matrix.
For any i, l ∈ [0, r) with i = l, by (2), (3) and (7), we have
which implies i l B i,j [l] = · · · A pi(l),j · · · θ i,l A p l (i),j · · · and i B i,j [i] = · · · A pi(i),j · · · More precisely, the (l, s)th block of B i,j can be written as
where l, s ∈ [0, r), i.e.,
where the subscripts i, j, l, s in p i,j and θ l,s are computed modulo r. For example,
θ r−1,0 A p0(r−1),j A pr−1(0),j θ r−1,1 A p1(r−1),j A pr−1(1),j . . . . . . According to the proof in Theorem 2, parity node i can be optimally repaired by downloading R k+i,j f j , j ∈ [0, k+r)\{k+i} where i R k+i,j = · · · I N · · · , i ∈ [0, r), j ∈ [0, k + r) with j = k + i with all the omitted blocks being the zero matrix.
As an alternative method to verify the optimal repair property for systematic nodes of the new MSR code C 4 , one can check that the coding matrices B i,j and repair matrices R j,l , i ∈ [0, r), j ∈ [0, k), and l ∈ [0, k + r) with l = j satisfy the rank conditions in (5) and (6), that is is nonsingular, where 1 ≤ t ≤ min{r, k}.
V. CONCLUDING REMARKS
In this paper, we studied the problem of designing MSR codes by presenting a generic transformation from known non-binary MDS storage codes with the optimal repair property only for systematic nodes to new MSR codes. The new MSR codes have the optimal access property for parity nodes, and maintain the optimal access property for systematic nodes if the original (k + r, k) MDS storage codes have the optimal access property for systematic nodes. Recently, there are several new MDS code constructions [4] , [20] that allow the number of helper nodes to be strictly less than k + r − 1 or can simultaneously repair multiple failed nodes, for which the transformation proposed in this work does not apply. Extending the proposed transformation to such cases is part of our ongoing work.
