In wireless sensor networks, the sensor nodes find the route towards the sink to transmit the data. The sensor node transmits the data directly to the sink, or it relays the data through neighbor nodes. The nodes near to the sink transmit more data than other nodes. It results in the small lifetime of the network. To prolong the lifetime of the network, we use the mobile sink approach. The mobile sink makes the network dynamic. It is a challenging task to find the route in the dynamic network. In this paper, we have proposed a distributed tree-based data dissemination (TEDD) protocol with mobile sink. The protocol is validated through simulation and compared with the existing protocols using some metrics such as energy consumption, average end-to-end delay, and throughput. The experiment results show that the proposed protocol outperforms the existing protocols.
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In the single-hop data dissemination protocol, distance between the source and the sink is one-hop. Khan et al. [3] and Sudarmani and Kumar [4] have proposed clusterbased approach, where a cluster head sends aggregated data to the mobile sink. In flat structure schemes [5] [6] [7] , mobile sink broadcasts the small beacon packets periodically while it moves to the new location. The sensor nodes in its range receive the beacon and transmit data to the sink. In all singlehop schemes, data deliveries are more reliable but increase the latency (delay). These types of schemes are suitable for the delay tolerant applications [8] [9] [10] .
The multihop data dissemination protocols have been proposed by many researches [11] [12] [13] [14] [15] [16] . Virtual grid-based, geographical-based, cluster-based, flat, proactive routingbased, and tree-based protocols are the examples of multihop data dissemination protocols. In virtual grid-based protocols [11, 17] , network is partitioned among the number of grids, which consists of a limited number of sensor nodes and a head node. The head node is responsible for relaying the data to the mobile sink. Lee et al. [18] have proposed a gridbased two-tier data dissemination model, which discovers the routing path from each source to the sink in mobile sink environment. In geographical routing, the sink informs its current position to the network, so that source node can disseminate the data to the sink [19, 20] . In cluster-based data dissemination strategy [3, 4] , the network is divided into a number of clusters and each cluster is associated with a cluster head. Sink informs its present position to the nearest cluster head. Each cluster head aggregates the data and sends it to the sink. Intanagonwiwat et al. [21] have proposed a flat multihop routing protocol called directed diffusion. The sink node broadcasts its interest to the network. The node which satisfies the interest will send the data to the sink. The routing path is constructed by setting gradients towards the sink. In tree-based data dissemination approach, a tree is constructed to disseminate the data to the sink. The tree structure frequently changes according to the new position of the sink. Kim at al. [12] have proposed a tree-based routing protocol for mobile sink. In this protocol, a tree is constructed to disseminate the data to mobile sink, via an access node. The access node is the node which can send the data directly to the sink and the location of the sink known by the access node only. The dissemination tree is reconstructed when the network needs to elect the new access node. Zhang et al. [22] provide the solution to reconfigure the tree when the source and the sink change their positions. However, it uses more control packets as the tree size increases. Hwang and Eom [14] have proposed an adaptive reversal tree (ART) protocol. It uses an adaptive reversal algorithm to make the reverse link to the sink node. It uses a dynamic method to manage the mobile sink. Hwang and Eom [13] have proposed another tree-based protocol called Distributed Dynamic Shared Tree. The shape of the tree dynamically changes according to the sink location. For making a sink-oriented tree, the sink selects a root node. It maintains a robust connectivity with the sink. Another tree-based protocol, which supports multiple mobile sink, has been proposed by Carneiro Viana et al., known as SUPPLE [15] . This protocol allows each source to send its generated data to the target set. The target sets are the nodes called storing nodes. This scheme efficiently selects those well distributed storing nodes. They store the incoming data until the sink comes in its trajectory. Faheem and Boudjit have proposed a multipoint relay-based data dissemination protocol called SN-MPR [16] . In this scheme, the tree is constructed with the sink as a root.
In this paper, we have discussed tree-based protocols in detail as they increase energy efficiency and decrease the latency due to their connectivity capability. Although there is the drawback of the above tree-based protocols, which is the high mobility management cost, the mobility management cost depends on the affected area due to sink mobility. To solve this problem, we proposed a tree-based protocol. The structure of the tree depends on the nodes instead of the mobile sink. Source nodes can send their data to the sink through relay nodes.
Proposed Model
We proposed an energy-efficient data dissemination protocol which generates a tree T from the sensor network. It can be represented as a graph ( , ) where are the sensor nodes and are the links between them. The tree construction is independent of the sink position. This method reduces the traffic and prolongs the lifetime of the network.
TEDD: Tree-Based Efficient Data Dissemination Protocol.
TEDD is an energy-efficient data dissemination protocol with mobile sink. Initially, it creates the tree in the network with a root node. There are two categories of the nodes in the network; one is relay node ( ) and the other is nonrelay node ( -). The relay node is responsible to relay the data from the nodes to its next relay node. The nonrelay node can only communicate its data to a relay node. So it is a unidirectional communication between nonrelay and relay nodes. However, the communication is bidirectional between two relay nodes. The tree topology changes when the role of the node changes from relay to nonrelay or from nonrelay to relay node. To rotate the responsibility of the relay node, each node's residual energy is considered.
The sink is mobile and collects the data from the source nodes through the gateway node. The gateway node may be the relay node or the nonrelay node. The gateway node is selected by the sink based on the criteria mentioned in Section 3.2. The sink periodically transmits a small beacon to make the connection alive with the gateway node. If the sink moves out from the range of the current gateway node, then it elects another node as the gateway node. The rotation of the gateway node can overcome the problem of the energy hole [2] .
TEDD Working Principle.
Let be the number of sensor nodes which are randomly deployed in the network. All nodes are homogeneous and static in nature. Each node possesses its id and knows the residual energy. In the beginning, the initiator node triggers the neighbor discovery phase by broadcasting the NBR DET control packet. At the end, each node acquires neighbor list ( ) and candidate relay node list ( ). The initiator node triggers the tree construction by broadcasting T MSG. Figure 1 illustrated the construction of the tree in the network. There are two types of nodes in the network, as shown in Figure 1 : relay node and nonrelay node.
After the tree construction, it is required to reverse the communication link. The nonrelay node only communicates to its parent relay node, and the relay node communicates to its neighbor relay node. The link between nonrelay and relay nodes is unidirectional and between relay node and relay node is bidirectional as shown in Figure 2 (a).
The source nodes can send their data to the sink by managing the mobility of the sink. The interface between network and sink is the gateway node. The gateway node is selected by the sink if that node is in the range. Mobile sink periodically broadcasts the small signal called beacon to notify the neighbor sensor nodes. The nodes that receive the beacon send their response to become the gateway node based on their residual energy. The sink selects one of them and declares it as the gateway node. Among the responses received by the sink, it prefers relay node as the gateway. If the gateway is a nonrelay node, then its parent relay node will be the gateway node and set the link as shown in Figure 2 (b). The gateway node sends the RREQ packet to relay nodes to make the path towards the gateway node for data transmission. The data dissemination starts as soon as routing path construction is over as shown in Figure 3 . The proposed protocol consists of various phases like neighbor discovery, tree construction, relay node selection, and data dissemination.
Neighbor Discovery.
It is the initial phase of the proposed protocol in which each node finds its neighbor nodes. As illustrated in Algorithm 1, the initiator node broadcasts the NBR DET packet. It includes the node id of the sender and the willingness to be the relay node, ⟨NBR DET, , ⟩. The willingness is decided by the sender node itself based on its residual energy . If ≥ Threshold , will be true, otherwise false. In the protocol, we assumed that the threshold energy is the half of the node's initial energy. Any node that receives the NBR DET packet does the following operations.
(i) It checks for existence of the sender node id; if it is not found, it includes the sender node id in the neighbor list ( ).
4
Journal of Computational Engineering
Data structure for any sensor node : ( ): neighbor set of node , initialized to . ( ): the set of neighbors of node , which are willing to be the relay node, initialized to .
: either true or false depends on the willingness of node to become a relay node. : set to true when the sensor node sends NBR DET packet, initialized to false.
Node receives following packet from node :
Drop the packet; end if Algorithm 1: Neighbor discovery.
(ii) It checks for the willingness to be a relay node; if this is found to be true, it includes sender node in the relay node list ( ).
(iii) It checks if the NBR DET packet is broadcasted by the receiver node; if it is not broadcasted, then it broadcasts the packet with format ⟨NBR DET, , ⟩ and makes as true.
Neighbor discovery phase is over as soon as each node broadcasts its NBR DET packet. At the end, each node gets the partial view of the network in the form of neighbor information.
Tree Construction and Relay Node Selection.
After getting the neighbor list, each node has the neighbor information such as and the willingness to become the relay node. The tree construction and relay node selection phase are initiated by using the neighbor information. As depicted in Algorithm 2, the initiator node starts the tree construction by broadcasting the T MSG control packet. The node receives the following packets during the tree construction and relay node selection phase.
T MSG. In the process of tree construction, T MSG control packet is used. The format of the packet is ⟨T MSG, , ( )⟩. Here, is the sender node id and ( ) is its parent node id. Any node that receives the T MSG packet performs the following operations.
(i) If the sender's parent node id is the same as the receiver node id, then, it includes the sender in the children list ℎ ( ) and includes the receiver in the relay node list nodes .
(ii) If it has not selected any parent and sender belongs to the list of relay node nodes , then, it selects sender node as its parent. (iii) If is false, then, it broadcasts T MSG packet with modified parameter to the network.
T ERR. Timeout occurs to the node when the time duration expires for the tree construction phase. Any node checks for its parent node; if it does not exist, then node broadcasts an error message T ERR to its neighbor nodes. The receiver node performs the following operation.
(i) It initiates tree construction by broadcasting T MSG if it belongs to the tree; otherwise, it drops the packet.
In this way, the rest of the nodes that do not belong to the tree will get the opportunity to connect with the tree.
Data Dissemination.
Data can be generated by the nonrelay nodes or relay nodes. The responsibility of relay node is to forward the data to the next relay node. Any node can sense the data from the environment and send it to the next relay node. Node receives the following packet during the data dissemination phase from node as shown in Algorithm 3.
DATA. Each node in the network senses the environment, generates the data, and sends it towards the next relay node with the format⟨DATA, , ⟩. Here, is the of sender node and is the data sequence number of the node . Any node that receives the DATA packet performs the following actions.
(i) If receiver node is a relay node and it receives the duplicate data, then it drops the data packet.
Data structure for any sensor node : ℎ ( ): children set of node , initialized to . ( ): parent of node , initialized to . nodes : set of relay nodes in the network.
: set to true once the sensor node selects its parent, initialized to false. : set to true once the sensor node sends T MSG packet, initialized to false. ( ): the set of neighbors of node , which are willing to be the relay node, initialized to .
Node receives following packets from node ∈ ( ): (ii) If receiver node is a gateway node, then it forwards the data packet to the sink; otherwise, it forwards the DATA packet to its next relay node.
(iii) It adds the sender and data sequence number to the list ( ).
Simulation Model
Experimental Setup and
Simulator. The simulation is performed using the network simulator NS-2 version 2.34. In NS-2, we concentrated in the network layer more specifically on routing protocol. Our aim is to simulate the proposed protocol (TEDD) and the existing protocols such as SUPPLE [15] , SN-MPR [16] , and ART [14] to examine the energy consumption, end-to-end delay, and throughput of the network.
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Data structure for any sensor node : ( ): node adds the pair of and after receiving the DATA packet, initialized to .
Node will receive following packet from node ∈ ( ): In the simulation, we use the specification of MICAz [23] , a popular sensor mote, to make the simulation support to the real hardware parameters of the sensor networks. The MICAz mote transceiver power range is from −24 dbm to 0 dbm and outdoor communication range is from 75 m to 100 m. Our simulation follows the power consumption model of the MICAz motes that require about 1.0 mJ for transmitting, about 0.5 mJ for receiving, and about 0.04 mJ in idle mode. The transceiver in the simulation has an 80 m radio range at 2.4 GHz frequency, which is the case with the radio transceiver of a MICAz mote. The initial energy of each sensor node is 1.0 J at the time of deployment. For fair comparison between the proposed protocol and the existing protocol, we set simulation parameters equivalent to SUPPLE [15] , SN-MPR [16] , and ART [14] . The simulation runs with up to 200 sensor nodes with energy constraint and a mobile sink with no constraint. The nodes are randomly deployed in the 1000 × 1000 meter 2 area. The simulation also includes IEEE 802.11 as the underlying MAC protocol. The sensor node's energy model and sink mobility model are discussed in Sections 4.2 and 4.3. In NS-2, we use omnidirectional antenna and two-ray ground model for radio propagation. Each sensor node senses the environment and generates data of 64 bytes at each interval (here, = 1 sec), and the size of the control packet is 32 bytes. We performed extensive simulations up to the duration of 200 seconds.
Energy Model.
Each sensor node constantly calculates its residual energy based on the energy model. The energy consumption in the sensor nodes depends on the various radio interface mode and processing cost. The energy modeling in the sensor network is based on the theoretical energy consumption. In the energy model, we consider the energy consumption due to transmission of the packet (1), reception of the packet (2), and energy spent by nodes in the idle mode (3). The total energy consumption (4) of a sensor node is the sum of transmission, receiving, and idle mode energy consumption. Consider the following:
Receiving = * (bits) + * (bits) ,
In (1), (2) , and (3), refers to energy consumption per bit for transmission, (d 2 ) is the energy consumed for finding the next hop forward node, is the energy consumption per bit for receiving, and refers to the energy consumption per bit for aggregating the received data packet.
is the energy consumption per second in ideal mode. In the proposed protocol, the sensor nodes are of two types: relay node or nonrelay node. A nonrelay node will not consume energy in aggregation ( ) since it only receives the control packets. The energy consumption is calculated in the joule per node to find the total energy consumption. The consumption of energy is measured in each phase such as the neighbor detection, tree construction, relay node selection, sink mobility management, and data dissemination phase.
Mobility Model.
In the simulation, to show the impact of the sink mobility, we considered two mobility models: Gaussian-Markov model [24] and random waypoint model [25] .
Gaussian-Markov Model.
The Gaussian-Markov model has been initially proposed for PCS [24] and also used in Journal of Computational Engineering 7 the ad hoc networks. It is a mobility model which generates the next position depending on the previous position and considering the parameters like speed and direction.
If at time 1 the initial position of the sink is ( 1 , 1 ), then, the next position is determined with the following equations:
Here, −1 and −1 are speed and direction; ( −1 , −1 ) and ( , ) are the old and new positions of the sink, respectively. The Gaussian-Markov model is used to calculate the ( )th position, direction, and speed from the ( − 1)th position, direction, and speed. The equations for speed ( ) and direction ( ) are as follows:
where and are the values representing the mean of the speed and direction as → ∞; −1 and −1 are random variables from a Gaussian distribution. The level of randomness is obtained by varying the value of from 0 to 1; that is, 0 ≤ ≤ 1.
To restrict the sink within the bounded area, we consider the boundary value max , that is, [ max , max ]. The calculation of the next position takes place from the previous nonboundary position. Sink keeps the earlier position in the memory as long as it does not get the valid subsequent position, so this model generates the relative motion of the sink. For the experiment, we consider the sink Pause time ( ) as 5 sec. The extensive simulations are performed for the protocol with the speed = (5, 10, 15, 20, 25, 30 ) meter/sec.
Random Waypoint
Model. Random waypoint model is a "benchmark" mobility model for ad hoc networks to evaluate the performance of the routing protocol. We consider the random waypoint model for the sink mobility in wireless sensor networks. In the network simulator (NS-2), setdest tool from the CMU monarch group widely used random waypoint model. It randomly generates the next position in between min and max . It then travels towards its next position with constant speed or random speed. The simulation is performed with the speed of = (5, 10, 15, 20, 25, and 30) meter/sec. When the sink node reaches the next position, it pauses for a duration called the Pause time ( ); here, we consider ( ) = 5 sec.
Unlike the Gaussian-Markov model, the random waypoint model does not consider the previous position to calculate the next position. Hence, it does not generate the relative motion. In the simulation, we have analyzed the impact of relative motion and random motion of the sink in various data dissemination protocols with the pause time ( ) and the speed ( ).
Performance Metrics
Energy Consumption.
Energy consumption at each node is considered. The total communication energy includes neighbor discovery, tree construction, mobile sink management, and data transmission. In the experiment, we consider the control packet and the control plus data packet communication. The goal is to minimize the control packet overhead to manage the mobile sink. Due to the less control overhead, total communication energy also decreases, which prolongs the lifetime of the network. This metric indicates how efficiently a protocol works in the network.
Average End-to-End Delay.
Average end-to-end delay is measured as the average time between sending and successfully receiving a packet. Here, the sender is the sensor node, and the receiver is the sink. We can say, the average time a packet takes to reach the sink. It considers all types of delays such as queuing delay, route discovery delay, and interface delay. Delivery Ratio) . Throughput is measured as the ratio of packet received at the sink to the packet sent by the sensor node. Throughput defines the successful delivery of the data packet. Protocol with better throughput is considered as the consistent protocol. This metric also indicates the degree of reliability and robustness of the routing path.
Throughput (Packet
Simulation Result
The performance of the proposed protocol TEDD is evaluated, and the result is compared with the tree-based models such as SUPPLE [15] , SN-MPR [16] , and ART [14] . In the simulation, we have used a mobile sink and 200 randomly deployed sensor nodes. Each experiment has been performed with the varying sink speed from 5 meter/sec to 30 meter/sec. We observed the impact of sink speed in energy consumption, end-to-end delay, and throughput. In addition, we observed the impact of mobility models like Gaussian-Markov and random waypoint model in energy consumption. Figure 4 illustrated the average energy consumption of control packet in the network with varying sink speed. To construct a tree and manage the sink mobility, the sensor node transmits the control packets. The tree reconstruction and sink management cost much less in the proposed protocol (TEDD) as compared to the other protocols.
Energy Consumption
Average Energy Consumption of Control Packet.
In ART [14] , the whole network should know the current position of the sink. The tree is rebuilt with the nearest node as root. The tree reconstruction cost of ART depends on the affected area.
In SN-MPR [16] , the root of the tree is the sink. Like ART, SN-MPR also rebuilt the tree when the sink moves. However, the new position of the sink is only known to the selected nodes. So the control overhead of the SN-MPR is less than that of the ART. In SUPPLE [15] , the tree is constructed and storing nodes are selected. The storing nodes temporarily store the data from the nodes. When the sink comes in the range, the storing node transmits the data. Unlike the above protocols, the SUPPLE does not depend on the movement of the sink. So control packet overhead is only due to tree formation and storing node selection.
In TEDD, the new position of the sink should be known only to the one-hop neighbors, which leads to the less control packet overhead.
Average Energy Consumption of Data and Control
Packet. The total energy consumption at each node for data and control packet is shown in Figure 5 . Although in the proposed protocol the average distance between source and sink is the same as ART and SN-MPR, due to the less control packet overhead, the proposed protocol (TEDD) outperforms the existing protocols.
In SUPPLE, the average distance between the source and the storing nodes is /2, where is the number of sensor nodes. The distance between the storing nodes to the sink is one-hop. Although the average distance is less, it consumes more energy than the proposed protocol. Since each storing node stores the data of all the sensor nodes, it increases the traffic of the network; hence, it raises the energy consumption. It can be observed from Figures 4 and 5 that the cost of the tree reconstruction in SN-MPR and ART protocols with the random waypoint model is higher than the Gaussian-Markov model. This is due to the fact that the affected area is more in the random waypoint model in comparison with the Gaussian-Markov model. Although the proposed protocol (TEDD) is not affected by the different mobility models, the current position of the sink does not have to disseminate throughout the network. It only affects the one-hop neighbors at a time, and the tree construction is independent of the sink position.
Impact of Mobility Model in Energy
The energy consumption in the SUPPLE protocol remains unchanged since there is no effect in the network with different mobility models.
Average End-to-End
Delay. Delay mainly depends on the time to find the valid path between source and sink. Delay increases if the data generation rate is more than the data reception rate. Figure 6 (a) presents the average end-to-end delay with various sink speed using the Gaussian-Markov mobility model.
The time required to reconstruct the tree based on the new position of the sink causes the delay in ART and SN-MPR. In SN-MPR, the affected area is less than that in ART. So ART causes more end-to-end delay than SN-MPR.
In SUPPLE, the sensor data is temporarily stored in the storing nodes. The storing nodes wait for the sink to come in the trajectory. It causes more end-to-end delay than the above protocols.
The proposed protocol TEDD overcomes all the drawbacks of SUPPLE, ART, and SN-MPR because it requires less cost and time to manage the mobility of the sink. It can be seen from Figure 6 (a) that TEDD outperforms the abovementioned protocols in terms of average end-to-end delay. Figure 6(b) shows the data delivery ratio with respect to different sink speeds. Throughput represents the success ratio of the data delivery. SUPPLE performed well because the distance between sink and storing node is one-hop. SN-MPR also performed well due to less affected area and recovery technique. The success ratio for ART decreases as the sink speed rises. The higher sink speed increases the frequency of link failure, which causes data loss. However, the proposed protocol (TEDD) is robust; that is, the link is always maintained between the source and the sink, so the throughput is very high.
Throughput (Data Delivery Ratio).
Conclusion.
In this paper, we proposed a distributed, robust, and efficient tree-based data dissemination protocol called TEDD. The proposed protocol can effectively and efficiently manage the sink mobility. We simulated the proposed protocol with two different mobility models. The results are compared with the existing protocols such as SUPPLE, SN-MPR, and ART. It was observed that TEDD outperformed the above protocols due to its unique method to handle the mobility of the sink.
