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Abstract
Integrability and linearizability of the Lotka–Volterra systems are studied. We prove
sufﬁcient conditions for integrable but not linearizable systems for any rational resonance
ratio. We give new sufﬁcient conditions for linearizable Lotka–Volterra systems. Sufﬁcient
conditions for integrable Lotka–Volterra systems with 3 : q resonance are given. In the
particular cases of 3 : 5 and 3 : 4 resonances, necessary and sufﬁcient conditions for
integrable systems are given.
r 2003 Elsevier Inc. All rights reserved.
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1. Introduction
Recall the classical center problem (or Dulac’s problem) for polynomial real
planar vector ﬁelds
’x ¼ dx
dt
¼ y þ Pðx; yÞ; ’y ¼ dy
dt
¼ x þ Qðx; yÞ;
where P and Q are polynomials. One has to ﬁnd conditions, on the coefﬁcients of P
and Q; under which a neighborhood of the origin is covered by periodic solutions of
the system. This problem was completely solved only in the case when P and Q are
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homogeneous polynomials of degrees 2 (by Dulac), and 3 (by Sibirskii [7,8]).
Related to this problem there is the integrability problem for vector ﬁelds in the
above form.
Recently, a natural generalization of the center problem is proposed in [9].
Consider polynomial vector ﬁelds in R2 with p : q resonant singular point
’x ¼ px þ P2ðx; yÞ; ’y ¼ qy þ Q2ðx; yÞ;
where p; qAZþ; P2 and Q2 are quadratic polynomials. Conditions for the existence of
a local analytic ﬁrst integral Hðx; yÞ ¼ xqyp þ? (i.e. for the existence of a p : q
resonant center) for the system are studied in [2,5,9]. The only way to get necessary
conditions for a center is to compute the p : q saddle numbers, the analogous of
the Poincare´–Lyapunov focus quantities. One calculates the successive terms in the
Taylor expression of the supposed ﬁrst integral and the saddle numbers LðkÞ are the
coefﬁcients of the obstacles to its existence:
H ¼ xqyp þ?; ’H ¼
X
LðkÞðxqypÞkþ1:
The LðkÞ’s are polynomials in the coefﬁcients of the system and can be calculated
algorithmically (cf. Section 4.2, see also [4]). Usually it is very complicated; it is the
main reason of slow progress in the center problem.
For the 1 : 2 resonant singular point the integrability problem is completely
solved in [5,9] where necessary and sufﬁcient conditions (20 cases) are given. In [2],
necessary and sufﬁcient conditions (15 cases) for linearizable systems are given.
In the present paper we investigate integrability and linearizability of the Lotka–
Volterra systems of the form
’x ¼ x þ ax2 þ bxy; ’y ¼ ly þ cxy þ dy2 ðl40Þ: ð1Þ
This family is sufﬁciently general to give important information on the organization
of strata in families of polynomial systems. One can ﬁnd parameters such that system
(1) is normalizable, normalizable but not integrable, integrable but not linearizable
(see also [6]). Necessary and sufﬁcient conditions for integrability and linearizability
are already known in the case lAN; that is the 1 : n resonant cases. Indeed they are
given in [2,9]. In [6], some sufﬁcient conditions are given in the case of general l: For
the case l ¼ p
2
or 2
p
; pANþ; necessary and sufﬁcient conditions for integrable and
linearizable systems are given. They have proven that, in the case l ¼ p
2
or 2
p
; pANþ; if
a ¼ d ¼ 0; bca0 then system (1) is integrable but not linearizable, and raised the
question for general rational l: Other open problems are also suggested in [6], some
of which are studied in this paper.
The paper is organized as follows. In Section 2, we prove that if a ¼ d ¼ 0; bca0
then system (1) is integrable but not linearizable for any positive rational l: This
gives an afﬁrmative answer of the above question. In Section 3 we give some new
sufﬁcient conditions for linearizable systems. In the case of irrational l we give
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sufﬁcient conditions for some more general systems of the form
’x ¼ x þ ax2 þ bxy þ fy2;
’y ¼ ly þ cxy þ dy2:
In Section 4 we study integrability problem of Lotka–Volterra system (1) with 3 : q
resonance, which we write in the form
’x ¼ 3x þ ax2 þ bxy; ’y ¼ qy þ cxy þ dy2:
We ﬁrst give some new sufﬁcient conditions for the integrability of the above system
for general q (Sections 4.1 and 4.3). Using some results of [5,6], we obtain necessary
and sufﬁcient conditions for integrable Lotka–Volterra systems in the 3 : 5
resonance case (Section 4.4) and the 3 : 4 resonance case (Section 4.4). In some
cases we look for a ﬁrst integral in the form of a power series and in other cases some
changes are used to transform the saddle to an analytic node.
Let us ﬁrst recall some basic deﬁnitions (see also [2] or [6]).
Deﬁnition 1.1. A system
’x ¼ x þ f ðx; yÞ ¼ x þ oðjðx; yÞjÞ;
’y ¼ ly þ gðx; yÞ ¼ ly þ oðjðx; yÞjÞ
is integrable at the origin if and only if there exists an analytic change of coordinates
ðu; vÞ ¼ ðx þ oðjðx; yÞjÞ; y þ oðjðx; yÞjÞÞ; ð2Þ
bringing the system to a new system of the form
’u ¼ uHðu; vÞ ¼ uð1þ oðjðu; vÞjÞÞ;
’v ¼ lvHðu; vÞ ¼ lvð1þ oðjðu; vÞjÞÞ;
where Hðu; vÞ is an analytic function in a neighborhood of the origin. (ulv is then a
ﬁrst integral of the type introduced by Dulac.)
A system is linearizable at the origin if and only if there exists an analytic change
of coordinates (2) linearizing the system.
2. Integrable and nonlinearizable systems for rational k
In this section we give an afﬁrmative answer of a question raised in [6], that is if
a ¼ d ¼ 0 and bca0 then system (1) is integrable but not linearizable for any
positive rational l: It was proven only for l ¼ p
2
or 2
p
there.
We ﬁrst prove the following lemma.
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Lemma 2.1. Consider the change of coordinates u ¼ xex; v ¼ yey: Denote
hðu; vÞ ¼ ð1þ xÞð1þ yÞ
and write
1
h
 1 ¼
X
iþjX1
hi;ju
iv j:
Then hi;ja0 for all i; j:
Proof. From u ¼ xex; we have
x ¼ðuÞex ¼ ðuÞ 1þ
X
n40
ðxÞn
n!
 !
¼ðuÞ 1þ
X
n40
ðuÞnenx
n!
 !
¼ðuÞ 1þ
X
n40
ðuÞn
n!
X
iX0
ðnxÞi
i!
 !
¼?
¼ðuÞ þ
X
n40
anðuÞn;
with anX1n!40: And similarly one obtains y ¼ ðvÞ þ
P
n40bnðvÞn with bnX1n!40:
Therefore
1
h
 1 ¼
X
nX0
ðxÞn
 ! X
nX0
ðyÞn
 !
 1
¼
X
iþjX1
h˜i;jðuÞiðvÞ j;
with h˜i;j40: Hence hi;j ¼ ð1Þiþj h˜i;ja0: &
Theorem 2.1. The system
’x ¼ x þ ax2 þ bxy;
’y ¼ ly þ cxy þ dy2; ð3Þ
with a ¼ d ¼ 0 and bca0; is integrable but not linearizable for any positive lAQ:
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Proof. After a linear scaling x- cx=l; y-by; system (3) is converted into
’x ¼ xð1þ yÞ; ’y ¼ lyð1þ xÞ: ð4Þ
Now using the transformation u ¼ xex; v ¼ yey; the equations are changed into
’u ¼ uð1þ yÞð1þ xÞ;
’v ¼ lvð1þ xÞð1þ yÞ: ð5Þ
It is clear that the system is integrable, since udv þ lv du ¼ 0 is integrable.
Suppose that system (5) is linearizable. Then there exists an analytic function
f ðu; vÞ with f ð0; 0Þ ¼ 1 so that after the transformation u˜ ¼ uf ; v˜ ¼ vf l; system (5)
is changed into a linear system. Thus, with h ¼ ð1þ xÞð1þ yÞ; we have
u
@f
@u
 lv @f
@v
¼ 1
h
 1
 
f :
Denote gðu; vÞ ¼ log f ; then gð0; 0Þ ¼ 0 and
u
@g
@u
 lv @g
@v
¼ 1
h
 1:
Write
gðu; vÞ ¼
X
iþjX1
gi;ju
iv j and
1
h
 1 ¼
X
iþjX1
hi;ju
iv j:
We then have ði  ljÞgi;j ¼ hi;j: This implies that hi;j ¼ 0 for i ¼ lj; which is
impossible according to Lemma 2.1. This proves that system (5) is not linearizable.
Hence system (3) is not linearizable. &
3. Linearizable systems with rational or irrational k
Some sufﬁcient conditions for linearizable Lotka–Volterra systems are given in
[2,5,6,9]. In this section we give some new sufﬁcient conditions.
We ﬁrst prove a general result for any l40 in the formal case.
Proposition 3.1. Let l40: Consider a formal system
’x ¼ x þ
XN
i¼1
fiðxÞyi
 !
ð1þ xÞ;
’y ¼ ly þ
XN
i¼2
giðxÞyi
 !
ð1þ xÞ; ð6Þ
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with polynomials fi and gi such that deg fioilþ 1 and deg gioði  1Þl: Then the
system is formally integrable.
Moreover if fið1Þ ¼ 0 for any i; then the system is formally linearizable.
Proof. One can check that the system
’x ¼ x þ
XN
i¼1
fiðxÞyi; ’y ¼ ly þ
XN
i¼2
giðxÞyi
is formally linearizable. Hence system (6) is formally integrable.
Now we prove the formal linearizability of system (6) with the additional
conditions fið1Þ ¼ 0 for any i: The following method has been ﬁrst introduced in
[5], and has been used in [6]. We only need to linearize one of the coordinates. We
look for a transformation in the form
u ¼ x þ
X
iX0
HiðxÞyi; ð7Þ
such that the new system is a linear one. Here HiðxÞ are formal power series in x; and
H0ð0Þ ¼ H 00ð0Þ ¼ 0; H1ð0Þ ¼ 0;
so that x; y are the only linear terms. In order to get ’u ¼ u; we need to solve the
following equations:
xð1þ xÞH 00  H0 þ x2 ¼ 0;
xð1þ xÞH 01  ðlð1þ xÞ þ 1ÞH1 þ f1ðxÞð1þ H 00Þð1þ xÞ ¼ 0;
for iX2; xð1þ xÞH 0i  ðlið1þ xÞ þ 1ÞHi þ fiðxÞð1þ H 00Þ

þ
X
0okoi
fikðxÞH 0k þ
X
0okoi
kgikþ1ðxÞHk
!
ð1þ xÞ ¼ 0:
The solution of the ﬁrst equation is
H0ðxÞ ¼ x2ð1þ xÞ1:
Notice that 1þ H 00ðxÞ ¼ ð1þ xÞ2: We can express Hi in the following form:
H1ðxÞ ¼ xlþ1ð1þ xÞ1
Z
xl2ð1þ xÞf1ðxÞð1þ H 00ðxÞÞ dx;
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and for iX2;
HiðxÞ ¼  xilþ1ð1þ xÞ1
Z
xil2ð1þ xÞ fiðxÞð1þ H 00ðxÞÞ

þ
X
0okoi
fikðxÞH 0kðxÞ þ
X
0okoi
kgikþ1ðxÞHkðxÞ
!
dx;
where integration constants are taken to be zero.
We now prove by induction that the above equations have solutions for Hi which
verify the assertion:
for nX1; GnðxÞ ¼ ð1þ xÞHnðxÞ is a polynomial with degreeonl:
For n ¼ 1; ð1þ xÞf1ðxÞð1þ H 00Þ is a polynomial with degreeol: Hence there is no
x1 term in the integrand. So G1 is a polynomial of degree ol:
Suppose that the assertion is true for all kon: We have:
* ð1þ xÞfnðxÞð1þ H 00Þ is a polynomial with degree onl;
* ð1þ xÞfnkðxÞH 0k is a polynomial with degree onl;
* ð1þ xÞgnkþ1ðxÞHk is a polynomial with degree onl:
Hence there is no x1 term in the integrand. Therefore GnðxÞ is a polynomial with
degree onl: &
We can give the following result for rational l:
Theorem 3.1. Let lAQþ: The system
’x ¼ x þ ax2 þ bxy þ fy2;
’y ¼ ly þ cxy þ dy2 ð8Þ
is linearizable if c
a
þ l ¼ kANþ with 2pkolþ 1:
Proof. Since aa0; with the linear change x-ax; y-y; system (8) is converted to a
new one in the same form with c changed to c=a and f to af : We now apply the
transformation u ¼ x; v ¼ yð1þ xÞk: The new system is changed into
’u ¼ ðu þ buð1þ uÞk1v þ af ð1þ uÞ2k1v2Þð1þ uÞ;
’v ¼ ðlv þ dð1þ uÞk1v2  kbuð1þ uÞk2v2  kaf ð1þ uÞ2k2v3Þð1þ uÞ:
Since 2pkolþ 1; the conditions of Proposition 3.1 are satisﬁed and the above
system is formally linearizable.
According to [1], for rational l; the system is integrable (respectively
linearizable) if and only if it is formally integrable (respectively formally
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linearizable). Hence the above system is linearizable and consequently system (8) is
linearizable. &
Now we prove a result for irrational l:
Theorem 3.2. Let l40 be an irrational number. The system
’x ¼ x þ ax2 þ bxy;
’y ¼ ly þ cxy þ dy2; ð9Þ
with c
a
þ l ¼ kANþ; 2pkolþ 1; is linearizable.
Proof. We can assume that, without loss of generality, a ¼ 1: After the transforma-
tion x-x; y-yð1þ xÞk; the system is converted into
’x ¼ ðx þ bxð1þ xÞk1yÞð1þ xÞ;
’y ¼ ðly þ dð1þ xÞk1y2  kbxð1þ xÞk2y2Þð1þ xÞ:
Let
f1ðxÞ ¼ bxð1þ xÞk1;
g2ðxÞ ¼ dð1þ xÞk1  kbxð1þ xÞk2:
Then the degree of f1 is kolþ 1 and that of g2 is k  1ol: So the conditions of
Proposition 3.1 are veriﬁed. Then there exists a formal transformation (7) that
formally linearizes the above system. We now prove that, if l is irrational, the
linearizing transformation (7) is convergent.
Similar to the proof of Proposition 3.1, we can prove by induction that for iX1;
GiðxÞ ¼ ð1þ xÞHiðxÞ is a polynomial with degree piðk  1Þ:
We deﬁne a norm jj	jj of polynomials as follows:
if PðxÞ ¼
X
1pipn
pix
i; then jjPðxÞjj ¼
X
1pipn
jpij:
Obviously, jjPðxÞQðxÞjjpjjPðxÞjj 
 jjQðxÞjj: Denote A ¼ maxfjj f1jj; jjg2jjg: One
notices that
GiðxÞ ¼ Gð1Þi þ Gð2Þi þ Gð3Þi ;
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where
G
ð1Þ
i ðxÞ ¼ xilþ1
Z
xil2f1ðxÞG0i1ðxÞ dx;
G
ð2Þ
i ðxÞ ¼ xilþ1
Z
xil2f1ðxÞGi1ðxÞ
x þ 1 dx;
G
ð3Þ
i ðxÞ ¼ xilþ1
Z
xil2ði  1Þg2ðxÞGi1ðxÞ dx:
We only deal with G3i ; the others are similar. It is clear that g2ðxÞGi1ðxÞ is a
polynomial with degree piðk  1Þ; and
jjg2Gi1jjpAjjGi1jj:
The degree of any term in the integrand of G
ð3Þ
i ðxÞ is no more than
il 2þ iðk  1Þo 1:
Thus
jjG3i jjp
i  1
iðlþ 1 kÞ þ 1AjjGi1jj:
And similarly we can prove that
jjG1i jjp
ði  1Þðk  1Þ
iðlþ 1 kÞ þ 1AjjGi1jj;
jjG2i jjp
1
iðlþ 1 kÞ þ 1AjjGi1jj:
Therefore, there exists a constant C only depending on fk; l; a; b; c; dg such that
jjGijjp i  1
iðlþ 1 kÞ þ 1 CjjGi1jj:
Hence
lim sup
i-N
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
jjGijji
p
p C
lþ 1 k:
Therefore, if e is sufﬁciently small, and jxjoe; jyjoe; we have
jujpjxj þ
X
iX0
jHijjyijpeþ
X
iX0
2jjGijjei:
The transformation u ¼ x þPiX0 HiðxÞyi is convergent.
Using the same arguments one can prove that there exists a convergent series
v ¼ y þ
X
iX1
ViðxÞyi
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with V1ð0Þ ¼ 0 such that ’v ¼ lv: In fact, one can prove that
V1 ¼ 1þ ð1þ xÞl; Vi ¼ ð1þ xÞlG˜i; for iX2;
with polynomials G˜i for iX2: We can then estimate jjG˜ijj: One proves ﬁnally that v is
analytic in a neighborhood of the origin.
Hence system (9) is linearizable. &
4. Integrability of Lotka–Volterra systems with 3 : q resonance
We study now integrability of the Lotka–Volterra systems with a resonance ratio
3 : q: We ﬁrst give some new sufﬁcient conditions for integrable systems for general
q by distinguishing two cases q ¼ 3j þ 2 or q ¼ 3j þ 1: Then we prove necessary and
sufﬁcient conditions for integrable systems with q ¼ 5 and q ¼ 4:
4.1. Case q ¼ 3j þ 2
We ﬁrst prove two general results concerning integrability of some Lotka–Volterra
systems.
Proposition 4.1. Let p; qANþ satisfying ðp; qÞ ¼ 1; p41: The system
’x ¼ px þ 2x2 þ ðp  2qÞxy; ’y ¼ qy þ xy  qy2 ð10Þ
is integrable.
Proof. Using the transformation u ¼ y=ð1þ yÞ; v ¼ x=ð1þ yÞ2; the equations are
changed to
’u ¼ ðqu þ qu2 þ uvÞð1þ yÞ ¼ u  u2  1
q
uv
 
ðq  qyÞ;
’v ¼ ðpv þ 2v2Þð1þ yÞ ¼ p
q
v  2
q
v2
 
ðq  qyÞ:
The system
’u ¼ u  u2  1
q
uv; ’v ¼ p
q
v  2
q
v2
is linearizable, according to Theorem F of [6]. Thus system (10) is integrable. &
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Proposition 4.2. For p; qANþ satisfying q ¼ kp þ m with k; mANþ and 1omop; the
system
’x ¼ px þ px2 þ xy; ’y ¼ qy þ ð2p  mÞxy þ 2y2 ð11Þ
is integrable.
Proof. Using the transformation
u ¼ x; v ¼ y
ð1þ xÞkþ2
;
system (11) is converted into
’u ¼ ðpu þ uvð1þ uÞkþ1Þð1þ uÞ;
’v ¼ ðqv þ 2v2ð1þ uÞkþ1  ðk þ 2Þuv2ð1þ uÞkÞð1þ uÞ:
We now consider the system
’u ¼ pu þ uvð1þ uÞkþ1;
’v ¼ qv þ 2v2ð1þ uÞkþ1  ðk þ 2Þuv2ð1þ uÞk: ð12Þ
Using the transformation s ¼ uv1=k; r ¼ v1=k; which is a composition of the pull-
back ðu; zÞ-ðu; zkÞ and of the blowing down ðu; zÞ-ðr; sÞ ¼ ðuz; zÞ; we bring
equation (12) to an equation with a node at ð0; 0Þ:
’s ¼  m
k
s þ sðs þ rÞ
kþ1
r
þ 2
k
sðs þ rÞkþ1
r
 k þ 2
k
s2ðs þ rÞk
r
¼  m
k
s þ 1þ 2
k
 
sðs þ rÞk;
’r ¼ q
k
r þ 2
k
ðs þ rÞkþ1  k þ 2
k
sðs þ rÞk: ð13Þ
Since q4m41; system (13) is linearizable. The right-hand side of system (13) is
homogeneous of degree k þ 1: It is easy to check, by induction, that the change,
which linearizes the system, can be taken in the following form:
S ¼ s þ
X
iþj¼knþ1; nX1
aijs
ir j; R ¼ r þ
X
iþj¼knþ1; nX1
bijs
ir j:
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Now the functions
U ¼ S
R
¼ s þ
P
iþj¼knþ1; nX1 aijs
ir j
r þPiþj¼knþ1; nX1 bijsir j
¼ uv
1=k þPiþj¼knþ1; nX1 aijuivnþ1=k
v1=k þPiþj¼knþ1; nX1 bijuivnþ1=k ¼
u þPiþj¼knþ1; nX1 aijuivn
1þPiþj¼knþ1; nX1 bijuivn;
V ¼ Rk ¼ v 1þ
X
iþj¼knþ1; nX1 biju
ivn
 k
;
are analytic functions of ðu; vÞ and verify the equations
’U ¼ pU ; ’V ¼ qV :
Therefore system (12) is linearizable and system (11) is integrable. &
We now give sufﬁcient conditions for integrable Lotka–Volterra systems in the
case of 3 : q resonance with q ¼ 3j þ 2:
Proposition 4.3. For q ¼ 3j þ 2 with jANþ; the system
’x ¼ 3x þ ax2 þ bxy;
’y ¼ qy þ cxy þ dy2 ð14Þ
is integrable if one of the following conditions is satisfied:
Case 1: bc ¼ 0:
Case 2: bca0; c þ ka ¼ 0 for some kANþ with kpj:
Case 3: bca0; c
a
þ q
3
¼ kAN and 2pkpj þ 1:
Case 4: bca0; qab  3cd  ðq  3Þad ¼ 0:
Case 5: bca0; a  2c ¼ 0; qb  ð2q  3Þd ¼ 0:
Case 6: bca0; 4a  3c ¼ 0; d  2b ¼ 0:
Proof. The ﬁrst four conditions can be obtained from the conditions given in [2,5,6]
(see for example Theorems F, E, D, C in [6]). We need only to prove the sufﬁciency
of the last two conditions.
For case 5, we have the following system:
’x ¼ 3x þ 2cx2 þ bxy; ’y ¼ qy þ cxy þ qb
2q  3 y
2:
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By a linear scaling x-cx; y- by=ð2q  3Þ; the system is changed to
’x ¼ 3x þ 2x2 þ ð3 2qÞxy; ’y ¼ qy þ xy  qy2;
which is a particular case of system (10) for p ¼ 3: Hence the system is integrable.
For case 6, we have
’x ¼ 3x þ 34 cx2 þ bxy; ’y ¼ 5y þ cxy þ 2by2:
By a linear scaling x-cx=4; y-by; the system is transformed to
’x ¼ 3x þ 3x2 þ xy; ’y ¼ 5y þ 4xy þ 2y2;
which is system (11) for p ¼ 3; q ¼ 5: Hence system (14) is integrable in this case.
This accomplishes the proof of the sufﬁciency of the conditions. &
4.2. Systems with 3 : 5 resonance
We now prove that the conditions of Proposition 4.3 are necessary and sufﬁcient
conditions for integrable Lotka–Volterra systems in the case q ¼ 5:
The method is to compute the ﬁrst three saddle quantities. We can prove it in the
cases q ¼ 8; 11 in the same way. So it is natural to conjecture that they are also
necessary conditions for general q ¼ 3j þ 2:
Theorem 4.1. The system
’x ¼ 3x þ ax2 þ bxy; ’y ¼ 5y þ cxy þ dy2 ð15Þ
is integrable if and only if one of the following conditions is satisfied:
Case 1: bc ¼ 0:
Case 2: bca0; c þ a ¼ 0:
Case 3: bca0; 3c  a ¼ 0:
Case 4: bca0; 5ab  3cd  2ad ¼ 0:
Case 5: bca0; a  2c ¼ 0; 5b  7d ¼ 0:
Case 6: bca0; 4a  3c ¼ 0; d  2b ¼ 0:
Proof. We prove the necessity by computing the saddle quantities of system (15).
The algorithm we use is similar to that used by Dulac [3] (see also [4]).
We now consider the system
’x ¼ px þ ax2 þ bxy; ’y ¼ qy þ cxy þ dy2;
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where p; q are positive integers such that gcdðp; qÞ ¼ 1: We look for a ﬁrst integral of
the system in the form
Hðx; yÞ ¼ hq;pxqyp þ
X
iþj4qþp
hi;jx
iy j
with hq;p ¼ 1: Then hi;j satisfy:
0 ¼ dH
dt
¼ @H
@x
dx
dt
þ @H
@y
dy
dt
¼
X
iþjXqþp
ðihi;jxi1y jðpx þ ax2 þ bxyÞ þ jhi;jxiy j1ðqy þ cxy þ dy2ÞÞ
¼
X
iþj4qþp
ððpi  qjÞhi;j þ ðði  1Þa þ jcÞhi1;j þ ðib þ ð j  1ÞdÞhi;j1Þxiy j;
with the initial conditions:
hi;j ¼ 0 for all i; j such that i þ jpq þ p except that hq;p ¼ 1: ð16Þ
Now we construct a sequence hi;j; by the initial conditions (16) and the recursive
formula: for i þ j4q þ p;
hi;j ¼ ðib þ ð j  1ÞdÞhi;j1 þ ðði  1Þa þ jcÞhi1;j
qj  pi if piaqj;
and hi;j ¼ 0 if pi ¼ qj: For pi ¼ qj with i ¼ qk; j ¼ pk; we deﬁne
LðkÞ ¼ ðqkb þ ðpk  1ÞdÞhqk;pk1 þ ððqk  1Þa þ pkcÞhqk1;pk:
Thus if we let
Hðx; yÞ ¼ hq;pxqyp þ
X
iþj4qþp
hi;jx
iy j;
then we have
dH
dt
¼
X
k41
LðkÞðxqypÞk:
Therefore LðkÞ is the saddle quantity of order k  1:
The necessary conditions for system (15) to be integrable are LðkÞ ¼ 0 for any
k41: Usually, one needs only a ﬁnite number of LðkÞ to reach sufﬁcient conditions.
To use the algorithm, we only need to deal with the sequence hi;j: We are able to
apply the algorithm to systems with p ¼ 3; q ¼ 5; 8 and 11 (the calculations are
made in Maple). We only present the results for q ¼ 5:
Lð2Þ ¼ bcða þ cÞð3c  aÞð5ab  2ad  3dcÞð40ab  105bc  2ad þ 39dcÞ=226800:
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So Lð2Þ ¼ 0 implies cases 1, 2, 3, 4 or
40ab  105bc  2ad þ 39dc ¼ 0: ð17Þ
We now suppose bca0: After a linear scaling x-cx; y-by; we reduce b and c to 1,
and at the same time a is reduced to a=c; d to d=b:
We suppose b ¼ c ¼ 1 to simplify calculations. Then Eq. (17) can be solved
d ¼ 40a  105
2a  39 :
We then obtain
Lð3Þ ¼ C1ða  2Þða  3Þð4a  3Þða þ 1Þða þ 3Þ2ð2a  3Þ2ð2a  39Þ5Q1ðaÞ;
Lð4Þ ¼ C2ða  2Þða  3Þð4a  3Þða þ 1Þða þ 3Þ2ð2a  3Þ2ð2a  39Þ8Q2ðaÞ;
where C1; C2 are rational numbers,
Q1ðaÞ ¼ 17704960a6 þ 130952372a5  666797256a4  2883154329a3
þ 11053916154a2  3605771781a þ 72501480
and
Q2ðaÞ ¼ 1524732769658644301960389785600a14
þ 2896863928997962072795753627520a13
þ??
þ 5149423585937391883315121257739973a
 117153150022158410010850416433224
are polynomials in a; without common zero. Therefore Lð3Þ ¼ Lð4Þ ¼ 0 imply
a ¼ 2; 3; 3=4;1;  3; 3=2;
and the corresponding values for d are
d ¼ 5=7;  5=11; 2; 145=41; 5; 5=4:
Notice that
a ¼ 1; d ¼ 145=41 belong to case 2;
a ¼ 3; d ¼ 5=11 belong to case 3;
a ¼ 3; d ¼ 5 and a ¼ 3=2; d ¼ 5=4 belong to case 4;
a ¼ 2; d ¼ 5=7 belong to case 5;
a ¼ 3=4; d ¼ 2 belong to case 6.
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Hence Lð2Þ ¼ Lð3Þ ¼ Lð4Þ ¼ 0 imply that one of the conditions in the theorem is
satisﬁed. Since these conditions are also sufﬁcient, we have proved that LðkÞ ¼ 0 for
all kX5:
This accomplishes the proof of the theorem. &
4.3. Case q ¼ 3j þ 1
We ﬁrst prove the following lemma.
Lemma 4.1. For jANþ; the system
’x ¼ 3x  x2 þ xy;
’y ¼ ð3j þ 1Þy þ jxy  4þ 9j
4
y2 ð18Þ
is linearizable.
Proof. We ﬁrst use the change ðu; vÞ ¼ ðxy1=j ; y1=jÞ to obtain
’u ¼ 1
j
u  4þ 5j
4j
uv j; ’v ¼ 3j þ 1
j
v þ u  4þ 9j
4j
v jþ1:
Then using a linear transformation and a time scaling
ðu; v; tÞ/ðu=3; v  u=3;t=jÞ;
we obtain
’u ¼ u þ 4þ 5j
4
uðu þ vÞ j ;
’v ¼ ð3j þ 1Þv þ ju þ 4þ 9j
4
v
 
ðu þ vÞ j: ð19Þ
System (19) is an analytic node at ð0; 0Þ: Hence it is linearizable if and only if it has
two invariant curves through the node. Notice that u ¼ 0 is invariant. We need to
ﬁnd another invariant curve. We look for an invariant curve in the form v ¼P
iX1 biu
ijþ1: Then
ð3j þ 1Þv þ ju þ 4þ 9j
4
v
 
ðu þ vÞ j ¼
X
i40
ðij þ 1Þbiuijþ1 1þ 4þ 5j
4
ðu þ vÞ j
 
:
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By replacing v in the above equation, we obtain the following recursive
formula for bi:
ði  3Þjbi ¼ fiðb1; b2;y; bi1Þ:
In particular we have b1 ¼ 1=2; b2 ¼ j=8 and f3ðb1; b2Þ ¼ 0: Then for all i43; we
can determine bi: All the bi exist and system (19) is linearizable.
Suppose ðU ; VÞ is the change which linearizes system (19). As in Section 4.2,
ðX ; Y Þ ¼ ðU=V ; V jÞ is an analytic function of ðx; yÞ and veriﬁes
’X ¼ 3X ; ’Y ¼ ð3j þ 1ÞY :
Therefore system (18) is linearizable. &
We now give sufﬁcient conditions for integrable systems with q ¼ 3j þ 1: The last
two cases are new. We conjecture that the condition: 5a  3c ¼ 0; b þ d ¼ 0 is also a
sufﬁcient condition for the integrability in the general case. We shall prove it in the
case q ¼ 4:
Proposition 4.4. For q ¼ 3j þ 1 with jANþ; the system
’x ¼ 3x þ bxy þ ax2;
’y ¼ qy þ cxy þ dy2 ð20Þ
is integrable if one of the following conditions is satisfied:
Case 1a: bc ¼ 0:
Case 1b: bca0; c þ ka ¼ 0 for some kANþ with kpj  1:
Case 2: bca0; c
a
þ q
3
¼ kAN and 2pkpj þ 1:
Case 3: bca0; qab  3cd  ðq  3Þad ¼ 0:
Case 4: bca0; a  2c ¼ 0; qb  ð2q  3Þd ¼ 0:
Case 5: bca0; c þ ja ¼ 0; ð4þ 9jÞb þ 4d ¼ 0:
Proof. The conditions in Cases 1a–3 can be obtained from those given in [2,5,6] (see
for example Theorems F, E, D, C in [6]). Case 4 follows from Proposition 4.1 and
case 5 follows from Lemma 4.1. &
4.4. Systems with 3 : 4 resonance
Now we give necessary and sufﬁcient conditions for the integrability in the case
q ¼ 4:
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Theorem 4.2. The system
’x ¼ 3x þ ax2 þ bxy;
’y ¼ 4y þ cxy þ dy2 ð21Þ
is integrable if and only if one of the following conditions is satisfied:
Case 1: bc ¼ 0:
Case 2: bca0; 3c  2a ¼ 0:
Case 3: bca0; 4ab  3cd  ad ¼ 0:
Case 4: bca0; a  2c ¼ 0; 5d  4b ¼ 0:
Case 5: bca0; a þ c ¼ 0; 13b þ 4d ¼ 0:
Case 6: bca0; 5a  3c ¼ 0; d þ b ¼ 0:
Proof. According to Proposition 4.4, it remains to prove case 6. One can suppose,
without any loss of generality, that b ¼ 1; c ¼ 5: We prove that the following system
’x ¼ 3x þ 3x
2 þ xy
1þ x ; ’y ¼ 
4y þ 5xy  y2
1þ x ð22Þ
is integrable.
We use a transformation
u ¼ xyð1þ xÞ3; v ¼ xu;
to bring (22) to
’u ¼ u þ 3u2  3uv; ’v ¼ 2v  2v2 þ u2 þ uv: ð23Þ
This is a system with a 1 : 2 resonant saddle at ð0; 0Þ: In [5], all the integrable
conditions are given for this case. We ﬁnd that system (23) satisﬁes the conditions of
case (3.5) in [5], thus it is integrable with the ﬁrst integral Hðu; vÞ ¼ u2h1=h32 where
h1 ¼ 4ðu  vÞ3 þ u2  20uv  8v2  4v;
h2 ¼ ðu  vÞ2 þ 4u þ 2v þ 1:
Therefore Hðx; yÞ ¼ Hðu; vÞ is a ﬁrst integral of (22). This accomplishes the proof of
the sufﬁciency.
We now consider the necessity. We use the same method as in Section 4.2 to
calculate the saddle quantities LðkÞ: By computations in Maple, we obtain,
Lð2Þ ¼ bcð3c  2aÞð4ab  ad  3cdÞð44ab  60bc  ad  33cdÞ=25920:
ARTICLE IN PRESS
C. Liu et al. / J. Differential Equations 198 (2004) 301–320318
Therefore Lð2Þ ¼ 0 implies cases 1, 2, 3 or
44ab  60bc  ad  33cd ¼ 0: ð24Þ
Suppose now bca0: After a scaling, we let b ¼ c ¼ 1: One can solve Eq. (24) to
obtain d ¼ ð44a  60Þ=ða þ 33Þ: We then have
Lð3Þ ¼ C3ða  2Þð2a  3Þð5a  3Þða þ 1Þð2a þ 3Þ2ða  3Þ2ða þ 33Þ5Q3ðaÞ;
Lð4Þ ¼ C4ða  2Þð2a  3Þð5a  3Þða þ 1Þð2a þ 3Þ2ða  3Þ2ða þ 33Þ8Q4ðaÞ;
where C3; C4 are constants,
Q3ðaÞ ¼ 17600a4  284468a3 þ 1315224a2  1503117a þ 472851
and
Q4ðaÞ ¼ 42894762649390544865280a11  610459203441457324487808a10
þ 1777644358630587206253168a9 þ 3751212500800080899769780a8
 9116147631549168708341868a7  6264145055875077884110851a6
þ 15345426036502239848624961a5 þ 2588439202860775381694838a4
 10779189719974761050375382a3 þ 1386315932901002767479429a2
þ 2670459778071316941714801a  829446313643951906953548
are polynomials in a without common zero. Hence Lð3Þ ¼ Lð4Þ ¼ 0 imply
respectively
a ¼ 2; 3=2; 3=5;  1;  3=2; 3
d ¼ 4=5; 4=23;  1;  13=4;  4; 2:
One notices that
a ¼ 3=2 belongs to case 2;
a ¼ 3=2; d ¼ 4 and a ¼ 3; d ¼ 2 belong to case 3;
a ¼ 2; d ¼ 4=5 belong to case 4;
a ¼ 1; d ¼ 13=4 belongs to case 5;
a ¼ 3=5; d ¼ 1 belong to case 6.
Therefore Lð2Þ ¼ Lð3Þ ¼ Lð4Þ ¼ 0 imply one of the conditions is satisﬁed. This
proves the necessity of the conditions. &
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