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Abstract In this paper, we propose an approach
for generating rich fine-grained textual descriptions of
images. In particular, we use an LSTM-in-LSTM (long
short-term memory) architecture, which consists of an
inner LSTM and an outer LSTM. The inner LSTM
effectively encodes the long-range implicit contextual
interaction between visual cues (i.e., the spatially-
concurrent visual objects), while the outer LSTM
generally captures the explicit multi-modal relationship
between sentences and images (i.e., the correspondence
of sentences and images). This architecture is capable
of producing a long description by predicting one
word at every time step conditioned on the previously
generated word, a hidden vector (via the outer LSTM),
and a context vector of fine-grained visual cues (via
the inner LSTM). Our model outperforms state-of-the-
art methods on several benchmark datasets (Flickr8k,
Flickr30k, MSCOCO) when used to generate long rich
fine-grained descriptions of given images in terms of
four different metrics (BLEU, CIDEr, ROUGE-L, and
METEOR).
Keywords long short-term memory (LSTM); image
description generation; computer vision;
neural network
1 Introduction
Automatically describing the content of an image
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by means of text (description generation) is a
fundamental task in artificial intelligence, with many
applications. For example, generating descriptions
of images may help visually impaired people better
understand the content of images and retrieve images
using descriptive texts. The challenge of description
generation lies in appropriately developing a model
that can effectively represent the visual cues in
images and describe them in the domain of natural
language at the same time.
There have been significant advances in
description generation recently. Some efforts
rely on manually-predefined visual concepts and
sentence templates [1–3]. However, an effective
image description model should be free of hard
coded templates and categories. Other efforts
treat the image description task as a multi-modal
retrieval problem (e.g., image–query–text) [4–7].
Such methods obtain a descriptive sentence of each
image by retrieving similarly described images from
a large database and then modifying these retrieved
descriptions based on the query image. Such
methods lack the ability to generate descriptions of
unseen images.
Motivated by recent successes in computer vision
and natural language processing, current image
description generation approaches generate more
reasonable descriptive sentences of given images [8–
10] based on an approach of word-by-word generation
via recurrent neural networks (RNN) (e.g., using
long short-term memory (LSTM)) since these
approaches store context information in a recurrent
layer. Most description generation research only
utilizes the image being described to the RNN at the
beginning [10]. By looking at the image only once
during word-by-word generation, the precision and
recall of the predicted noun words (i.e., visual objects
in images) decrease rapidly with their position of
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One image and its 
ﬁne-grained regions
Fig. 1 Overview of our approach. The DeepCNN model projects the pixels of an image and its fine-grained regions into a 4096-dimensional
feature. The encoder layer encodes the textual words, the whole image, and the visual objects as vectors. The prediction layer outputs one
hidden vector at each step which is then used to predict the next word in the decoder layer. While training, the tth word in the sentence is
fed into the model to predict the next word (solid lines). While testing, the word predicted at the previous step (t− 1) is fed into the model
at step t.
occurrence in a sentence (as shown in Fig. 5), since
these approaches merely preserve global semantics
at the beginning and disregard the fine-grained
interactions between visual cues which could be
useful if we wish to generate richer, more descriptive
captions.
From the point of view of the mutual utilization of
visual and textual contexts during each step of word-
by-word generation, image description generation
methods may in general be categorized into two
classes. The first class repeatedly takes advantage
of the whole image at each time step of the output
word sequence [9]. Such methods may identify the
most interesting salient objects the words refer to;
however, they may still ignore the fine-detail objects.
The second class explicitly learns the
correspondences between visual objects (detected
as object-like or regions of attention) and the
matching words at each step of generation,
and then generates the next word according to
both the correspondences and the LSTM hidden
vector [11, 12]. Such methods may neglect long-
range interactions between visual cues (e.g., the
spatially-concurrent visual objects).
In this paper, we develop a new neural network
structure called LSTM-in-LSTM (long short-term
memory) which can generate semantically rich and
descriptive sentences for given images. The LSTM-
in-LSTM consists of an inner LSTM (encoding
the implicit long-range interactions between visual
cues) and an outer LSTM (capturing the explicit
multi-modal correspondences between images and
sentences). This architecture is capable of producing
a description by predicting one word at each time
step conditioned on the previously generated word,
a hidden vector (via the outer LSTM), and the
context vector of fine-grained visual cues (via the
inner LSTM).
Compared with existing methods, the proposed
LSTM-in-LSTM architecture, as illustrated in Fig.
1, is particularly appropriate for generating rich fine-
grained long descriptions with appealing diversity,
owing to its modeling of long-range interactions
between visual cues.
2 Related work
2.1 Natural language models
Over the last few years, natural language models
based on neural networks have been widely used in
the natural language processing domain. Artificial
neural networks have been employed to learn a
distributed representation for words which better
captures the semantics of words [13]. Recursive
neural networks have been used to encode a natural
language sentence as a vector [7]. Palangi et al. [14]
use a recurrent neural network (RNN) with long
short-term memory (LSTM) to sequentially take
each word in a sentence, and encode it as a semantic
vector. A recurrent neural network encoder–decoder
architecture has been proposed to encode a source
language sentence, and then decode it into a target
language [15].
2.2 Deep model for computer vision
Methods based on deep neural networks have been
adopted by a large number of computer vision
applications. Deep convolutional neural networks
(DeepCNN) have achieved excellent performance
in image classification tasks (e.g., AlexNet [16],
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VggNet [17]). Object detection systems based on a
well trained DeepCNN outperform previous works
(RCNN [18], SPPNet [19]). Girshick [20] proposed
Fast-RCNN which is much faster than RCNN and
SPPNet for object detection during both training
and testing.
2.3 Image descriptions
There are two main categories of methods for
automatically describing an image: retrieval based
methods and generation based methods. Many
works try to describe an image by retrieving a
relevant sentence from a database. They learn
the co-embedding of images and sentences in a
common vector space and then descriptions are
retrieved which lie close to the image in the
embedding space [4, 5, 7]. Karpathy et al. [21]
argue that by using a correspondence model that
is based on a combination of image regions and
phrases of sentences, the performance of retrieval
based image description methods can be boosted.
Generation based methods often use fixed templates
or generative grammars [22]. Other generation
methods more closely related to our method learn
the probability distribution of the next word in a
sentence based on all previously generated words [8–
10].
3 Method
Our model comprises three layers: the encoder layer,
the prediction layer, and the decoder layer. In the
encoder layer, the words in sentences are encoded
into different word vectors (one vector per word). For
whole images and visual objects (detected as object-
like regions), a deep convolutional neural network
is used to encode them into 4096-dimensional visual
vectors. The prediction layer outputs a single hidden
vector which is then used to predict the next word
in the decoder layer. The overview of our approach
is illustrated in Fig. 1.
3.1 Encoder layer
First, we encode the words in sentences, the whole
image, and the visual objects in the image as
vectors. Given training data denoted as (S, I),
which is a pair of a sentence S and its length (in
words) T , and image I. The words in the sentence
S are w1, w2, · · · , wT . We first denote each word
as a one-hot representation w1,w2, · · · ,wT . This
representation is a binary representation which has
the same dimension as the vocabulary size and
only one non-zero element. After that, the one-hot
representation is transformed into an h-dimensional
vector as follows:
ωt = Wswt (1)
Ws is a matrix of size h × V , where V is the size
of the vocabulary. Ws is randomly initialized and
learned during the model training.
For images, we use Fast-RCNN [20] to detect the
visual objects in the image. Fast-RCNN is a fast
framework for object detection based on a deep
convolutional neural network. This framework is
trained using a multi-task loss function in a single
training stage, which not only simplifies learning but
also improves the detection accuracy.
A threshold τ is set to select the valid visual
objects from all objects detected by Fast-RCNN.
Visual objects with a detection score higher than τ
are considered as valid visual objects; the rest are
discarded. The number of the valid objects may be
different in each image.
For each image I and each visual object r, we
first obtain their 4096-dimensional VGGNet16 [17]
fc7 features. Then these features are encoded as h-
dimensional vectors as follows:
vI = WeCNNV GGNet16(I) + be (2)
r = WrCNNV GGNet16(r) + br (3)
vI is the vector of image I and r is the
vector of visual object r. The CNNV GGNet16(·)
function projects the pixels into a 4096-dimensional
VGGNet16 [17] fc7 feature. We and Wr are matrices
with dimension h × 4096; be and br are bias
vectors with dimension h. We, Wr, be, and br are
parameters learned during training.
3.2 Prediction layer
The prediction layer consists of two LSTMs, namely
the outer LSTM and the inner LSTM. We call this
architecture LSTM-in-LSTM.
3.2.1 Basic LSTM unit
In order to predict each word in a sentence, the
recurrent net needs to store information over an
extended time interval. Here we briefly introduce
the basic LSTM approach [23] which has had great
success in machine translation [24] and sequence
generation [25].
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As shown in Fig. 2, a single memory cell c is
surrounded by three gates controlling whether to
input new data (input gate i), whether to forget
history (forget gate f), and whether to produce the
current value (output gate o) at each time t. The
memory cell in LSTM encodes information at every
time step concerning what inputs have been observed
prior to this step. The value of each gate is calculated
according to the word vector ωt at step t and the
predicted hidden vector mt−1 at step t − 1. The
definitions of the memory cell and each gate are as
follows: 
xt = [ωt;mt−1]
it = σ(Wi · xt)
ft = σ(Wf · xt)
ot = σ(Wo · xt)
ct = ft  ct−1 + it  φ(Wc · xt)
mt = ot  ct
(4)
where  represents the element-wise product. σ
and φ are nonlinearlity mapping functions. In our
experiments, we set σ as a sigmoid function and φ as
hyperbolic tangent. mt is the output of the LSTM at
step t. Wi, Wf , Wo, andWc are parameter matrices
learned during training.
3.2.2 LSTM-in-LSTM unit
As previously discussed, we attempt to employ both
the explicit multi-modal correspondence of sentences
and images, and the implicit long-range interactions
of fine-grained visual cues, during the prediction of
each word. The proposed LSTM-in-LSTM has two
layers of LSTM networks, namely the outer LSTM
and the inner LSTM.
See Fig. 3. The outer LSTM is a basic LSTM unit.
At each step t, the outer LSTM takes a word vector
ωt (the tth word vector of the sentence in training, or
the word vector of the previously predicted word in











Fig. 2 The basic LSTM method.
and the context output vector of the inner LSTM
minnert as the input. In the outer LSTM, the vector
xt is defined as follows:
xt = [ωt;mt−1;minnert ] (5)
xt is employed to obtain the t step output of the
LSTM-in-LSTM mt.
The inner LSTM is composed of stacked LSTM
units. In essence, the gates of the inner LSTM learn
to adaptively look up significant visual object-like
regions, and encode the implicit interactions between
visual cues at each step. For the kth basic LSTM in
the inner LSTM, the input is the kth object vector
rk and the output vector of the previous basic LSTM
(mt−1 for the first LSTM unit), as follows:
xinnerk = [minnerk−1 ; rk], minner0 = mt−1 (6)
Note that the parameters of the outer LSTM (e.g.,
Wi, Wf , Wo, and Wc) differ from those of the
inner LSTM (W inneri , W innerf , W innero , and W innerc );
however all basic LSTM units in the inner LSTM
share the same parameters.
For the inner LSTM, each basic LSTM unit takes
one visual object vector as an input, so the number
of basic LSTM units in the inner LSTM equals the
number of valid visual objects.
3.3 Training the model
We use a probabilistic mechanism to generate the
description of each image. The training objective
is to minimize the log-likelihood of the perplexity
of each sentence in the training set using an L2














θ denotes all training parameters in our model, N
is the size of the training set, i indicates the index
of each training sample, and Ii and Si denote the
image and the sentence for the ith training sample. Ti
denotes the length (in words) of sentence Si; λ is the
weighting parameter for standard L2 regularization
of θ.
The perplexity of a sentence is calculated as the
negative log-likelihood of its words according to its
associated image, as follows:
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Fig. 3 LSTM-in-LSTM structure. For simplicity, we show three visual object vectors r1, r2, and r3, so there are 3 LSTM units in the inner
LSTM. The 3 visual objects are sequentially fed into the inner LSTM in a descending order according to their Fast-RNN detection scores. The
parameters of the outer LSTM and the inner LSTM differ, but each LSTM unit in the inner LSTM shares the same parameters.
Here the probability of each word is computed based
on the words in its context and the corresponding
image. w(i)t denotes the tth word in the ith sentence
and w(i)1:t−1 denotes the words before the tth word
in the ith sentence. Therefore, minimizing the
perplexity is equivalent to maximizing the log-
likelihood. Stochastic gradient descent is used to
learn the parameters of our model.
Algorithm 1 summarises the training procedure for
our model. outerLSTM(·) denotes the forward pass
of the outer LSTM and innerLSTM(·) denotes the
forward pass of the inner LSTM. We insert a start
token #START# at the beginning of each sentence
Algorithm 1: Algorithm for training our model
Input: A batch B of training data, as image and sentence
pairs.
for all pair (Si,Ii) ∈ B do
/* Encoder layer */
Encode each word in sentence Ii into word vectors ωt
(t = 0, · · · , Ti).
Detect visual objects and learn the vector of objects rk
(k = 1, · · · ,K) and the image vIi .
/* Prediction layer */
m0 = outerLSTM(ω0,0, vIi)
for all t←1 to Ti do
minnert = innerLSTM(r1, r2, · · · , rK)
mt = outerLSTM(ωt,mt−1,minnert )
end for
/* Decoder layer */
for all t←0 to Ti do
pt = Softmax(Wdmt + bd)
end for
Calculate and accumulate the gradients.
end for
Calculate the update values ∇θ
/* Update the parameters */
θ = θ −∇θ
Output: The parameters θ of the model.
and an end token #END# at its end. Thus the
subscript t expands from 0 (#START#) to T + 1
(#END#). In the first step (t = 0), the word vector
of the start token #START# ω0 and the vector of
the ith image (vIi) are fed into the outer LSTM to
obtain the first predicted hidden vector m0.
3.4 Sentence generation
Given an image, its descriptive sentence is generated
in a word-by-word manner according to the predicted
probability distribution at each step, until the end
token #END# or some maximum length L is
reached. We insert a start token #START# at
the beginning of each sentence and an end token
#END# at its end. Thus the subscript t goes from
0 (#START#) to T + 1 (#END#). In the first
step (t = 0), the word vector of the start token
#START# ω0 and the vector of ith image (e.g.,
vIi) are fed into the outer LSTM to get the first
predicted hidden vector m0. We use BeamSearch to
iteratively select the set of κ best sentences up to
step t as candidates to generate sentences at step
t + 1, and keep only the resulting best κ of them.




Since we are interested in word-by-word image-
caption generation which utilizes mutual visual and
textual information during each prediction step, we
compare our work to three types of algorithms as
follows:
• NIC model [10] and Neural-Talk [8]: NIC
and Neural-Talk models only utilize whole-image
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Algorithm 2: Generating one sentence in our model
Input: The input image I.
Detect visual objects and learn the vectors rk (k =
1, · · · ,K) and vI .
ω0 is the word vector of #START#.
m0 = outerLSTM(ω0,0, vI)
t = 1, wt is the word with the highest probability.
while wt is not #END# and t 6 L do
minnert = innerLSTM(r1, · · · , rK)
mt = outerLSTM(ωt,mt−1,minnert )
pt = Softmax(Wdmt + bd)
t = t+ 1
wt is the word with the highest probability.
end while
Output: The sentence with words in sequence: w1, · · · ,
wT .
information at the beginning during description
prediction.
• m-RNN [9]: the m-RNN model employs whole-
image information at each prediction step.
• attention model [11]: this attention model
uses fine-grained visual cues (regions of attention)
during each prediction step.
4.2 Datasets
Three different benchmark datasets were used in the
experiments; Table 1 shows the size of each dataset.
• Flickr8k: the Flickr8k [5] dataset comprises 8000
images from Flickr showing persons and animals.
Each image has 5 descriptive sentences.
• Flickr30k: the Flickr30k [26] comprises 30,000
images from Flickr showing daily activities,
events, and scenes. Each image has 5 descriptive
sentences.
• MSCOCO: the Microsoft COCO [27] dataset
comprises more than 120,000 images. Each image
has 5 descriptive sentences.
4.3 Experimental setup
In order to perform a fair comparison, we used the
same VGGNet16 fc7 feature as the visual feature for
all models. For the Flickr8k and Flickr30k datasets,
Table 1 Sizes of the three benchmark datasets, and the numbers of
images used for training, validation, and testing
Dataset SizeTraining Validation Testing
Flickr8k 6000 1000 1000
Flickr30k 28000 1000 1000
MSCOCO 82783 40504 5000
the dimension of the hidden vectors was h = 512.
For MSCOCO, h = 600. In our experiments, we used
the threshold τ = 0.5 to select valid visual objects in
each image.
4.4 Results
Our experiments compared the methods in three
ways: (i) a qualitative analysis of long description
generation performance in terms of four metrics, (ii)
the predictive ability for rich fine-grained semantics
in long descriptive sentences, and (iii) the ability to
predict SVO (subject–verb–object) triplets.
4.4.1 Generation of long descriptions
Many metrics have been used in the image
description literature. The most commonly used
metrics are BLEU [28] and ROUGE [29]. BLEU is
a precision-based measure and ROUGE is a recall-
related measure. BLEU and ROUGE scores can be
computed automatically from a number of ground
truth sentences, and have been used to evaluate a
number of sentence generation systems [2, 5, 30]. In
this paper we use BLEU-N, ROUGE-L, CIDEr [31],
and METEOR [32] to evaluate the effectiveness of
our model. We used the open-source project coco-
caption software1 to calculate those metrics.
When generating descriptions, accurate generation
of the sentences which consist of many words (i.e.,
long sentences) is difficult, as it is likely that long
sentences deliver rich fine-grained semantics. We
argue that the LSTM-in-LSTM architecture is
capable of predicting long sentence descriptions
since it implicitly learns the contextual interactions
between visual cues. Thus, we divide the test
data into two parts: images with long sentence
descriptions and images with short sentence
descriptions. Descriptions of images in the test
dataset are considered to be long if they have
more than 8 words (which is the average length of
the sentences in the MSCOCO test dataset); the
remaining images have short descriptions.
Table 2 reports the image-captioning performance
of the images with long and short descriptions. B-
N gives the BLEU-N metric. The performance of
our model is comparable to that of the state-of-the-
art methods on short descriptions. However, the
performance of our approach is remarkably better
than that for other models for long descriptions.
1 coco-caption: https://github.com/tylin/coco-caption.
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Table 2 Performance for image-captioning on Flickr8k, Flickr30k, and MSCOCO on long and short descriptions. The best results shown in
boldface
Model B-1 B-2 B-3 B-4 CIDEr ROUGE-L METEORFlickr8k (short descriptions / long descriptions)
NIC model 66.5 / 53.4 48.7 / 35.1 33.3 / 22.3 21.2 / 14.7 52.1 / 31.7 48.1 / 40.7 21.0 / 17.6
Neural-Talk 63.0 / 54.8 43.3 / 34.9 28.5 / 21.5 17.9 / 13.7 38.3 / 22.2 42.0 / 38.8 17.0 / 15.0
m-RNN 68.2 / 53.4 48.4 / 32.1 31.9 / 19.9 19.7 / 12.6 46.1 / 29.3 43.6 / 38.8 17.9 / 16.4
Our model 64.1 / 58.1 45.4 / 39.0 30.8 / 26.2 19.9 / 18.2 48.4 / 37.2 44.2 / 43.3 18.6 / 18.4
Flickr30k (short descriptions / long descriptions)
NIC model 62.5 / 57.6 40.4 / 36.7 26.3 / 22.9 16.5 / 14.6 25.9 / 22.2 37.3 / 38.7 14.7 / 15.1
Neural-Talk 60.9 / 57.4 41.1 / 36.0 28.6 / 22.1 18.0 / 14.1 24.3 / 14.9 39.6 / 38.5 14.7 / 14.1
m-RNN 65.8 / 58.4 45.7 / 37.7 30.4 / 24.7 18.8 / 16.6 34.3 / 28.4 39.5 / 40.1 15.6 / 16.0
Our model 66.7 / 61.4 46.9 / 40.8 31.3 / 27.1 19.7 / 18.2 39.9 / 29.6 41.0 / 41.5 16.3 / 16.7
MSCOCO (short descriptions / long descriptions)
NIC model 68.3 / 61.7 49.4 / 43.7 35.0 / 31.5 24.9 / 23.3 68.5 / 68.8 48.1 / 46.3 20.4 / 21.3
Neural-Talk 67.6 / 57.0 48.7 / 40.2 34.5 / 29.0 24.6 / 21.0 60.8 / 55.0 47.2 / 42.4 19.0 / 19.5
m-RNN 70.0 / 63.0 52.1 / 45.5 37.5 / 33.1 26.7 / 24.1 74.4 / 70.9 48.9 / 46.2 21.3 / 20.8
Our model 69.8 / 66.3 51.5 / 48.8 37.3 / 35.9 27.0 / 26.9 76.5 / 80.9 49.2 / 49.1 20.9 / 23.0
Compared with the second best methods, our long
descriptions of the MSCOCO data show 5.2%,
7.3%, 8.5%, 11.6%, 14.1%, 6.0%, and 8.0% average
performance improvements for B-1, B-2, B-3, B-
4, CIDEr, ROUGE-L, and METEOR metrics,
respectively. Other methods which utilize the visual
cues at each step also achieve a better performance
than methods only using the visual cues at the
beginning step; this observation demonstrates that
appropriate utilization of visual information helps
boost the performance of image-captioning with rich
diverse semantics. We show some examples generated
by our model for the MSCOCO dataset in Fig. 4.
4.4.2 Fine-grained semantic interaction
During image captioning, the caption is predicted
(a) A living room filled
with furniture and a
window
(b) A group of people
riding skis down a snow
covered slope
(c) A man flying
through the air while
riding a skateboard
(d) A man standing
in a kitchen preparing
food
(e) A group of young
men playing a game of
soccer
(f) A group of people
flying kites in a field
Fig. 4 Long descriptions of images generated by our model.
word-by-word in grammatical interaction order. It
is interesting to show the prediction performance of
the nouns (i.e., the corresponding grounded visual
objects) in order (deminstrating how the next noun
word is generated). Figure 5 illustrates the average
prediction performance of the first 5 noun words in
sentences in terms of recall and precision for the
Flick8k dataset.
As can be seen in Fig. 5(a), our model (red line
with diamond) shows better performance than the
other models due to taking into account long-range
interactions between visual objects at each prediction
step in our model.
Figure 5(b) shows that our model does not perform
better than m-RNN. In m-RNN, the whole image
is used at each step and therefore mRNN has a
tendency to predict noun words for a large region
several times. For the test images in the Flick8k
dataset, the occurrence rate of one noun word
appearing more than once in a sentence is 0.076.
The rates of the predicted noun words occurring
more than once in a sentence are 0.245 (m-RNN),
0.015 (Neural-Talk), and 0.039 (our model). This
demonstrates that our model is capable of generating
more diverse rich fine-grained descriptions.
4.4.3 SVO triplet prediction
We next evaluate the performance of our model
in terms of predicting SVO (subject–verb–object)
triplets. First, we found all SVO triplets in the
descriptive sentences in the Flickr8k and Flickr30k
test data respectively, using the Stanford Parser [33].









Fig. 5 Recall–precision curves in terms of the first 5 predicted noun
words from NIC model, Neural-Talk (NTK) model, m-RNN model,
and our model.
For example, given the sentence “a small girl in
the grass plays with fingerpaints in front of a white
canvas with a rainbow on it”, we get the following
SVO triplets: (girl, in, grass), (rainbow, on, grass),
(girl, play, fingerpaint), (girl, play, rainbow). Then
we remove the object of each triplet, and feed the
visual content (the whole image and the visual
objects), the subject and the verb into each method,
and evaluate how well it can predict the removed
object.
Table 3 compares the ability of different models
to predict the removed object. R@K (Recall at
K ) measures whether the correct result is ranked
ahead of others. We use R@K (K = 1, 5, 10, 15, 20)
to compute the fraction of times where the correct
result is found among the top K ranked items. A
higher R@K means a better performance.
5 Limitations and further work
The major limitation of our model lies in the time
taken to train our model. Compared to other models
Table 3 Triplet prediction performance. The best results are shown
in boldface
Model R@1 R@5 R@10 R@15 R@20Flickr8k
Neural-Talk 0.50 1.80 3.00 5.01 6.11
NIC model 0.80 4.91 7.52 9.02 11.52
m-RNN 0.60 5.31 8.82 11.02 13.03
Our model 1.20 6.11 9.42 12.63 14.73
Flickr30k
Neural-Talk 0.30 1.50 2.50 3.30 4.60
NIC model 0.40 1.60 3.30 4.40 5.50
m-RNN 0.40 2.60 4.80 6.60 8.20
Our model 0.40 3.00 6.20 8.50 10.60
which ignoring contextual interaction between visual
cues, our model spends more time for object
detection and encoding the long-range implicit
contextual interactions. Our model can generate
rich fine-grained textual descriptions of each image;
it could be further extended to generate much
more detailed descriptions of visual objects in each
image and much more accurate descriptions of the
interactions between visual objects.
6 Conclusions
This paper proposed an LSTM-in-LSTM
architecture for image captioning. The proposed
model not only encodes long-range implicit
contextual interactions between visual cues
(spatially occurrences of visual objects), but
also captures the explicit hidden relations between
sentences and images (correspondence of sentences
and images). The proposed method shows significant
improvements over state-of-the-art methods,
especially for long sentence descriptions.
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