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Abstract
Group communication allows a collection of transceivers to mutually share messages,
from either a single or multiple sources to multiple sinks. This form of communica-
tion has numerous applications, including vehicular networking, content distribution
and multimedia streaming. Reliability and low latency are highly desirable for these
applications. This thesis addresses the problem of low latency group communica-
tion by developing lightweight distributed algorithms. Most previous work in this
area focuses on wired point-to-point links. Motivated by the increased prevalence of
wireless networks, this thesis focuses on broadcast channels.
The first problem addressed in this thesis is broadcasting from a single source
to large numbers of receivers. The channels to distinct receivers are assumed to be
independent discrete memoryless erasure channels. Random Linear Network Coding
(RLNC) is shown to achieve non-vanishing throughput, unachievable by ARQ, in
exchange for delay scaling with the number of receivers n as O(log(n)). The trade-
off between its throughput and delay is quantified.
The next problem considered is all-to-all (allcast) communication in which agents
take it in turns to broadcast packets. Each broadcast is received correctly by only a
subset of the agents, and is erased at the others. The network of correct receptions
at each time-step is modelled by a random graph, and these graphs are correlated
over time.
Three algorithms to address this problem are proposed: one in which messages
are randomly forwarded, and two RLNC algorithms in which random linear com-
binations of messages are broadcast. A rigorous mathematical analysis of these
algorithms is presented for graphs which are constant over time. The RLNC algo-
rithms are shown to complete in a constant number of time-steps, as opposed to
O(log(n)) for the baseline, enabling better scalability to large networks. Finally the
analysis is supplemented by simulations, which address the more general setting of
graphs evolving as Markov chains.
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Point-to-point digital communication has been studied in depth for almost a century.
It is well known that error free communication over a noisy channel is possible at
any rate below the channel capacity through the use of an error correcting code [3].
The growth of the internet and wireless networking have seen recent interest in
network information theory, as many applications are currently held back by naïve
implementations of solutions intended for point to point links. In particular, these
solutions do not achieve optimal throughput. The lack of coding at intermediate
nodes on multi-hop links limits these methods to the end-to-end channel capacity,
rather than the minimum cut [4], and the methods fall foul of avoidable bottlenecks
when multicasting. These methods do not take advantage of the broadcast nature
of wireless systems, treating it as a problem rather than a benefit.
Two decades of research in Random Linear Network Coding (RLNC) have been
inspired by the problem detailed in [1] (see Chapter 3), which proved by way of
counterexample that uncoded methods do not in general achieve optimal network
throughput for multicast, and derived the capacity for information flow across a
network. RLNC is a method in which messages are considered to be elements of a
vector space over a finite (Galois) field, and coded messages are formed by taking
random linear combinations of them. As the data flows across a network, new coded
messages may be formed by taking random linear combinations of others. Once a
receiver has collected a linearly independent set of coded messages, the messages may
be recovered by solving the resulting linear system. Variations of this method have
been considered for various problems and models, including unicast and multicast
over lossless wired networks [5] and lossy wired and wireless networks [6], for which
the method is optimal.
The main advantage of RLNC is that one coded message may be useful to mul-
tiple receivers with differing requirements, as rather than simply communicating
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information about one message, they may aid in the decoding of a group of mes-
sages. This allows the method to outperform Automatic Repeat Request (ARQ) in
networks which are broadcast in nature, or where several nodes must share a com-
mon link, as re-transmissions are only useful to nodes which miss that particular
message. RLNC also exhibits the rateless property, meaning that the messages may
be recovered from any large enough subset of the transmitted messages. This is in
contrast with traditional error correcting codes, in which the coding rate must be
fixed in advance, and only a fixed number of redundant messages may be transmit-
ted.
The main disadvantage of RLNC is the computational complexity of decoding.
One way of reducing the complexity which has been studied extensively in the lit-
erature (see Chapter 3) is to form sparse random linear combinations, which are a
linear combination of only a relatively small number of messages. Such a method is
considered in this thesis.
This thesis considers two group communications problems: the problems of mul-
ticast and all-to-all (or allcast) communication over broadcast media. These commu-
nication problems arise in a number of application areas, and this chapter continues
with a brief overview of two such applications. A more detailed overview of the more
abstract problems solved in this thesis is given in Chapter 3.
1.1 Motivating application: Connected and Autonomous
vehicles
Connected and Autonomous Vehicles (CAVs) have the potential to revolutionise the
transport network, with far reaching effects on society. Emerging solutions promise
to mitigate climate change by reducing emissions, and reduce journey times and
accident rates by improving the safety and efficiency of the road network. The so-
lutions to CAV problems rely heavily on data sharing between vehicles, and this
section begins by introducing some challenges in this space. Arguably these solu-
tions are more reliant on connectivity than autonomy, as several of the problems
outlined below can be solved at least in part by improved driver information and
communication, which could be provided in connected or semi-autonomous vehicles.
Whilst widespread adoption of CAVs may take many years, these challenges could
begin to be solved by the next generation of road vehicles.
Vehicular platooning on highways aims to reduce the spacing between vehicles, in
order to improve road utilisation, and reduce CO2 emissions (partly due to reduced
air resistance by slipstreaming). Driving so close to other vehicles would be unsafe
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for humans unaided, however Cooperative Adaptive Cruise Control allows vehicles to
cooperatively maintain speed and inter-vehicular spacings safely. Such systems must
be carefully designed, however, to avoid stop and go waves in traffic; a phenomenon
in which vehicular speeds oscillate as human-driven vehicles bunch up and spread out
on a road, causing unnecessary congestion and pollution. A method of controlling
vehicular acceleration is proposed in [7] which guarantees string stability, meaning
that perturbations in vehicular position are eliminated asymptotically in time. The
solution to their equations is difficult to compute, but they show that an accurate
approximation may be obtained by using the speed and acceleration data from a
fixed number of surrounding vehicles.
Autonomous vehicles can have an impact on the traffic system as a whole, even if
they are relatively sparse amongst regular vehicles. For example, it has been shown
that a concentration of CAVs as small as 5% [8] is sufficient to mitigate stop-and-
go waves. Experimental results linked to a pollution model showed that a single
autonomous vehicle placed amongst 20 or 21 others driving in a circle caused a
considerable overall reduction in various forms of harmful emissions, and not just
for the autonomous vehicle. Hence, these benefits of CAVs may be realised long
before the technology fully penetrates the market.
It can be beneficial for vehicles to share their view of the road conditions. For
example, continuously sharing measurements relating to the friction between the
wheels and the road can allow vehicles to determine the friction of the road ahead.
This can be used to make human drivers aware that the road ahead is slippery/icy,
and is essential information for autonomous vehicles. Vehicles may also share their
road positions, current and target speeds in order to perform cooperative lane chang-
ing. Knowledge of the intentions and actions of surrounding vehicles can clearly im-
prove the safety of these manoeuvres, and through cooperation (rather than greedy
behaviour) the road utilisation may also be maximised [9] for all. In addition, vehi-
cles may share the locations of obstacles or hazards, and make manoeuvring decisions
to avoid them [10].
Whilst automated vehicles alone may utilise their own vast arrays of sensors, data
is often required beyond line of sight for their proper and efficient operation (even if
compromised operation is possible without), necessitating Vehicle to Vehicle (V2V)
communication [9]. The channel conditions in vehicular networks are harsh. The
unpredictable movement of vehicles through terrain, and obstacles (including the
vehicles themselves [11]), causes considerable packet loss in vehicular networks [11].
In addition, V2V networks suffer a highly dynamic topology: the mobility of the
vehicles causes intermittent link viability, as well as network partitioning [12]. De-
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spite this, CAV applications require low error rates, high data throughput, and are
latency intolerant [13].
Many data streams which modern CAV systems must disseminate have not only
limited temporal scope, leading to tight latency constraints, but also limited spa-
tial scope. For instance, the spatial relevance of safety data may be limited to
just 250m [10], whilst trajectory planning may require data sharing over a few kilo-
meters [13]. The limited spatial scope of CAV data makes the use of Vehicle to
Infrastructure (V2I) communication impractical, and one barrier to scalability of
CAVs is an effective V2V communication system [13].
1.2 Motivating application: Content delivery
In addition to text-based webpages, the internet is increasingly used for the distri-
bution of large files and data streams: from software and updates to movies, video,
teleconferencing and internet radio. However multicasting, where data is transmitted
over a network to multiple receivers, poses significant challenges. To illustrate this,
consider for example the problem experienced when Microsoft first began distribut-
ing software and updates (such as Internet Explorer) over the internet. Although
every end user was downloading the same data, they each had their own connection
to a single Microsoft data centre, each carrying the same data independently. The
resulting traffic overwhelmed the networks not only for the entire state in which
the data centre resided, but also several entire countries with many downloaders; a
phenomenon dubbed the “midnight madness problem” [14].
The other challenge besides excessive and wasteful download traffic is that the
typical error control method ARQ (as used in, for instance, Transmission Control
Protocol (TCP) [15]) does not scale well with the number of receivers. Though there
are various adaptations of the method, the central principle is that the transmitter
will be informed of missing or received packets (or both) by way of feedback (thus
necessitating a feedback channel), and will re-transmit any packets it determines
have been lost [15]. As the number of receivers grows, clearly the amount of feedback
will overwhelm both the transmitter in terms of complexity and the network in terms
of traffic; this is the well known feedback implosion problem.
A popular modern solution (with other benefits) is known as a Content Deliv-
ery Network (CDN). In order to reduce the amount of traffic at the main server,
requests for the data they hold are forwarded to the most suitable node on the
CDN. These nodes act to cache and forward the most popular requested content,
thereby spreading the load of the server and network across a distributed infrastruc-
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ture. Since the nodes are typically closer to the end users (possibly within the data
centre of their Internet Service Provider (ISP) [16]), and each node downloads the
most popular content only once (potentially outside of peak times), much network
traffic is saved [17]. However, the use of multiple unicast connections is still not
optimal. CDNs are employed by Microsoft for the distribution of updates and web
content [18], as well streaming services such as Netflix [16] and BBC iPlayer [19], to
name just a few users.
One more issue with ARQ which is not solved by CDNs will be explored in detail
in Chapter 4. Clearly as the number of multicast receivers grows, the probability
of a receiver needing a re-transmission of a particular message will also increase. It
will be shown that this alone will cause the resulting throughput of ARQ to vanish
with the number of receivers, even neglecting the method’s other issues.
The digital fountain principle is introduced in [20]. The idea is analogous to
trying to fill a cup of water by holding it under a fountain; it doesn’t matter where
you hold it, which droplets of water you catch, or the rate at which you catch them.
The glass will fill once enough droplets have been caught. The idea is that from k
messages, a large number of redundant messages should be produced, of which any
k (or close to k) should be sufficient to recover the original messages. In this way, all
multicast solutions based on Forward Error Correction (FEC) (including those pub-
lished prior to [20]) are simply approximations of a digital fountain. Luby Transform
(LT) codes [21] were the first method to achieve this principle, and it is clear that
network coding does also. By performing network multicasts (by allowing routers
to forward messages as necessary) rather than implementing multiple unicasts, and
by implementing a digital fountain, clearly agents may simply listen for long enough
to obtain sufficiently many coded messages to decode the original message. This
method does not require feedback in principle (or at least vastly reduces the level
of feedback required, subject to implementation), and solves the problems outlined
above.
A promising implementation of fountain coding for multimedia broadcast known
as Multimedia Broadcast/Multicast Services (MBMS) was introduced with the 3G
standard. Rather than performing multiple unicast connections, the system uses
Internet Protocol (IP) Multicast. Note that if multiple recipients reside in the same
cell, the same stream of messages would otherwise be broadcast multiple times,
regardless of the fact that they can all be received by the same recipients (which
simply discard the other streams). Error control is achieved without feedback using




This chapter concludes with an overview of the thesis. Chapter 2 gives an overview of
the mathematical preliminaries used in the rest of the thesis. Some simpler lemmata
are also proven, whose results are used frequently in the thesis.
Chapter 3 gives a broad literature review, outlining the multicast problem, its
history and previous solutions, and an overview of fountain and network coding. An
introduction to gossip algorithms, and other methods to achieve allcast communi-
cation are also included.
A study of multicasting over broadcast media is presented in Chapter 4. Whilst
it is well known that RLNC is throughput-optimal [6], this throughput may only
be achieved by coding over arbitrarily large numbers of messages, incurring delay
which may be intolerable in practice. The chapter considers the problem of a single
transmitter broadcasting a fixed number of messages to a fixed number of receivers,
over independent erasure channels (which, overall, is termed a broadcast erasure
channel). The tradeoff between throughput and delay is quantified for RLNC.,
and it is shown that whilst ARQ has minimal delay, the throughput it achieves
vanishes with the number of broadcast receivers. Further, it is shown that reliable
communication is possible at any fixed rate below capacity, for increasing numbers
of receivers n, if the application can tolerate delay which is logarithmic in n. This
chapter is an extended version of work published in [23].
The allcast problem is considered in the remainder of the thesis. Chapter 5
introduces the problem. A group of agents are synchronised, so that they act in
unison at discrete time-steps. Connectivity between the agents at each time-step
is modelled by a random digraph; in each time-step, one agent may communicate
with another if their corresponding nodes are adjacent in the graph, independent of
other nodes. To model the broadcast problem, at each time-step nodes are forced
to broadcast one message, and send the same message to every adjacent node. An
analysis for and simulations of an uncoded solution for this problem are presented
in this chapter. It is shown that this algorithm requires a number of transmissions
which is logarithmic in the size of the graph to achieve dissemination of all messages
to all agents. This chapter is an extended version of work published in [24].
Chapter 6 introduces a modified version of RLNC to solve the problem posed
in Chapter 5. It is assumed that the agents may form a regular partition which
is known to all nodes before transmissions commence. Agents first broadcast their
own message, and buffer received messages. Then, each subset of the partition is
selected in turn, and each agent broadcasts sparse random linear combinations of
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messages received from nodes in this partition. Finally, the agents broadcast sparse
random linear combinations of all messages buffered in the first round, until all nodes
may decode the entire message. An asymptotic bound on the number of time-steps
required by the algorithm is derived, showing that the number of time-steps required
exceeds a constant with only vanishing probability, and compared with simulation
results. This chapter is an extended version of work published in [24].
The algorithm presented in Chapter 6 is designed mostly for ease of analysis.
The separation of nodes into a regular partition may be expensive, impractical, and
may limit application to more dynamic network topologies. Chapter 7 introduces a
simpler method which obviates this requirement. The agents broadcast their own
message in the first round, and buffer these messages for use in coding later. In
contrast however, the agents broadcast sparse random linear combinations of their
entire buffer in all subsequent transmission rounds. An asymptotic bound for the
number of time-steps required is presented, which again shows that the number
of time-steps required exceeds a constant with only vanishing probability. This
improved scalability could allow systems employing allcast to scale to much larger
networks. The proof of this result requires an extensive study of the ranks of non-
square sparse random matrices, whose rows are not independent. This proof is
inspired by the work of [25], and is the main focus of the chapter. This chapter is
an adapted version of a draft article [26].
Chapter 8 introduces and formalises the problem of achieving localised allcast
amongst agents positioned in a straight line. The modelassumes an infinite line of
agents, in which each agent can communicate with those a fixed number of spaces in
either direction, but messages are only relevant to those within a certain distance.
A baseline solution is discussed and analysed, and a lower bound on achievability
is given. A optimal solution using RLNC is left for further research. Finally, a
conclusion to the thesis is given in Chapter 9.
The three articles [23, 24, 26] mentioned above are joint work with my supervisors
Ayalvadi Ganesh and Robert Piechocki.
1.4 Main research questions and contributions
The main research questions answered by this thesis are the following:
• It is well known that error free communication is possible over a point to point
link is possible at any rate below capacity. Is the same true for broadcast chan-
nels? How many messages must be buffered for coding at a time? Buffering
incurs delay, especially if partial decoding is impossible. Can delay be reduced
7
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in exchange for a reduction in throughput?
• What is the best way to achieve allcast, to minimise the latency experienced,
and number of transmissions which must be made to achieve this. Can a
solution be implemented in a fully decentralised manner, without fixed infras-
tructure or relay stations? Can a solution be found which can mitigate slow
fading?
The main contributions of this thesis are listed below, for convenience.
• A quantification of the throughput-delay trade-off of RLNC over broadcast
erasure channels.
• A rigorous analysis of the number of time-steps required by two RLNC so-
lutions and one uncoded baseline solution to the allcast problem over Erdős-
Rényi random graphs.
• A study of rectangular random matrices whose entries are not i.i.d.
• Extensive Monte-Carlo simulations to provide insight for smaller networks, to
investigate the convergence of the asymptotic bounds, and gain insight into




This short chapter introduces some mathematical preliminaries and results which
will be useful throughout the rest of this thesis. For the sake of clarity and readabil-
ity, this chapter also includes some elementary and simple results which were felt to
clutter the chapter in which they are used, which may otherwise be easily verified
by the reader but are included here for completeness.
2.1 The relative entropy function and useful properties
thereof
The well known relative entropy function, also known as the Kullback Leibler di-
vergence or Kullback Leibler distance, has a variety of applications, including to
information theory. A definition (as in [27]) is given as follows.
Definition 2.1. Let p(x), q(x) be probability mass functions over an alphabet X .










Although it can be useful to consider the Kullback Leibler “distance” to be
the distance between two distributions, it is not symmetric and does not obey the
triangle inequality, and hence is not truly a distance in the sense that it is not a
metric [27]. One useful inequality known as Gibbs inequality [28] or the Information
inequality [27] is as follows:
Lemma 2.2. Let p(x), q(x) be probability mass functions over an alphabet X . Then
D(p||q) ≥ 0
with equality if and only if p ≡ q.
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For convenience, new notation is now introduced for the relative entropy from
one Bernoulli random variable to another, which will be the concern of the next
lemma, and which will be used in the next section.
Definition 2.3. Let X = {0, 1}, and let α, β ∈ [0, 1]. Let p, q be the probability
mass functions of Bernoulli random variables with parameters α and β respectively.
Then
D(α;β) = D(p||q).
It can easily be verified using Definition 2.1 that D(α;β) = α log αβ +(1−α) log
1−α
1−β .
It will now be shown that this function is monotone in each parameter with the
other fixed.
Lemma 2.4. Let α, β ∈ [0, 1]. Suppose β is fixed. Then D(α;β) is monotone
decreasing in α if α < β, and monotone increasing if α > β. Similarly, if α is
fixed, then D(α;β) is monotone increasing in β if α < β, and monotone decreasing
if α > β. The point α = β is the only stationary point of both functions.








The final claim of the lemma is obvious in this case, and since the logarithm is
greater than zero exactly when its argument is greater than 1, the gradient will be
positive when α1−α >
β
1−β ⇐⇒ α > β, and negative otherwise.








and the second claim may be obtained using elementary algebra.
2.2 Asymptotic notation and convergence
This section lists some useful definitions and notation, beginning with the following,
adapted from [29].
Definition 2.5. Let Xn, n ∈ {1, . . . , n} be a sequence of random variables. We





P(|Xn −X| > ϵ) = 0
for all ϵ > 0.
Definition 2.6. Let An be a sequence of events. We say that A occurs with high
probability exactly when limn−→∞ P(A) = 1.
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Asymptotic notation
This thesis makes frequent use of asymptotic notation, such as the well known “big
oh” and “little oh” (O and o) notation. The definition of this notation is to complex
to be included in the list of notation in any useful way. Rather than duplicate their
rather excellent explanation of this notation here, the reader is referred to [30] for
their definitions.
2.3 Geometric random variables
This section introduces a definition of the geometric distribution, for the sake of
clarity and completeness (as the distribution is sometimes defined in terms of failure
probabilities). The mean of the distribution is derived, before showing that the
maximum of n i.i.d geometric random variables converges in probability to a multiple
of log(n).
The geometric distribution models the number of tosses of a biassed coin before
the coin lands on heads. A rigorous definition is as follows [29].
Definition 2.7. A random variable is said to be geometrically distributed with
success probability p, which we equivalently write as X ∼ Geom(p), exactly when
its probability mass function is given by
P(X = x) = (1− p)x−1p.
The following is well known [29], but an elementary proof is given for complete-
ness.
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again recognising an infinite sum of a geometric series.
Finally, we consider the maximum of a number of geometric distributions. If a
number of people are tossing biassed coins, this could model the maximum number
of tosses any of them made before landing heads. More relevant to this thesis, if
n receivers have probability p of receiving a broadcast message, this models the
number of times the message must be repeated before all n receive it.
Lemma 2.9. Let Xi











Proof. Let X = maxni=1Xi. For the lower bound, we have






























For the upper bound, we employ the union bound to obtain










The proof follows by taking limits as n −→ ∞ of the bounds 2.1 and 2.2.
12
2.4. BOUNDS FOR BINOMIAL RANDOM VARIABLES
2.4 Bounds for binomial random variables
This section begins with a useful bound on the tail probabilities of binomial random
variables, which is useful throughout the thesis. The result is well known [31, pp. 23-
24][32], but a full proof is given for completeness.
Lemma 2.10. Let p, q ∈ (0, 1), and suppose that X is a binomially distributed
random variable with parameters (n, p), which we denote by X ∼ Bin(n, p).
If q > p, then





and if q < p,





Proof. Let Xi ∼ Bernoulli(p), 1 ≤ i ≤ n, and recall that Bin(n, p) is the distribution
of the sum of these random variables. The moment generating function for each





as in [33]. Taking derivatives of mt gives
∂mt
∂t
= e−qtpet − qe−qt(1− p+ pet)
= e−qt
(
p(1− q)et + q(p− 1)
)
(2.4)
It is clear that mt attains its minimum value at its only stationary point, which






















Next, we apply Theorem 1 of [33], widely known as Chernoff’s inequality. If q > p,
we have P (X > nq) ≤ (m(q))n = exp(−nD(q; p)). Similarly, if q < p, we have
P (X < nq) ≤ (m(q))n = exp(−nD(q; p)).
Next, a more elementary bound is introduced showing that the cumulative den-
sity function of a binomial random variable is monotone in the success probability. A
proof is given by a simple coupling argument (see [29, pp. 127-128] for an explanation
of coupling).
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Lemma 2.11. Let p, q ∈ [0, 1]. Let X ∼ Bin(n, p), let Y ∼ Bin(n, q). Then ∀i ∈ N,
0 ≤ i ≤ n, if q < p,
P(X ≤ i) ≤ P(Y ≤ i).
Moreover, if q > p,
P(X > i) ≤ P(Y > i).
Proof. We provide a coupling argument to prove the first claim, as the second follows
trivially. Suppose q < p. Let X ′i, Y ′i , 1 ≤ i ≤ n, be random variables on the
same probability space. Suppose X ′i
i.i.d∼ Bernoulli(p), P(Y ′i = 1|X ′i = 1) =
q
p ,









i . Clearly X ′ ∼ Bin(n, p) and Y ′ ∼ Bin(n, q). For each i, {X ′ ≤
i} ⊆ {Y ′ ≤ i}, hence P(X ′ ≤ i) ≤ P(Y ′ ≤ i). By Theorem 4.12(3) of [29], P(X ≤
i) ≤ P(Y ≤ i).
2.5 Graph theoretic fundamentals
Graph theory is used extensively in this thesis to model communication networks.
This section gives a brief overview of elementary graph theory, in order to define
notation which will be used throughout the thesis.
A graph is a discrete mathematical structure consisting of vertices, and edges
which connect them together [34]. A graph G = (V,E) is specified by its set of
vertices V , and its set of edges E. In this thesis, each edge in E is taken to be an
ordered pairs of its endpoint vertices, i.e E ⊆ V × V . The graph G is said to be
directed exactly when for each edge (u, v) ∈ E, there exists a corresponding edge
(v, u) ∈ E in the reverse direction. The graph is said to be undirected otherwise.
Directed graphs are sometimes known as digraphs. In connected graphs, an edge
(u, v) begins at its initial vertex u, and ends at its terminal vertex v. In an undirected
graph, u and v are called the endpoints of the edge [34]. An undirected graph which
contains no self-edges (i.e edges from a node to itself) is said to be simple. Note that
this notation differs with other authors, which define the edge sets of simple graphs
to contain unordered pairs of vertices [34] (which merely saves the duplication of
edges, at the expense of excluding self-edges).
A graph G = (V,E) for which E = V × V is said to be complete, and is said
to be empty exactly when E = ∅. The complete graph with vertices enumerated by
natural numbers is commonly written as Kn = (V, V ×V ), where V = {1, . . . , n}. A
graph is said to be bipartite exactly when its vertex set can be partitioned into two
disjoint, non-empty subsets, such that no two edges within a subset are adjacent [34].
Figure 2.1 gives an example of a bipartite graph.
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Figure 2.1: An example of a bipartite graph. Notice that the vertices have been
arranged into two rows, such that no two to vertices in the same row are adjacent.
Suppose a graph G contains an edge (u, v). If G is directed, then u is said to be
adjacent to v, and v is said to be adjacent from u. If G is undirected, u and v are
said to be adjacent [34]. For a vertex u ∈ V of a directed graph, its in-neighbourhood
N inu = {(s, t) ∈ E : t = u} and out-neighbourhood Noutu = {(s, t) ∈ E : s = u} are
the sets of all nodes adjacent from and adjacent to u, respectively. The in-degree
din = |N inu | and out-degree dout = |N inu | are the total number of edges entering and
leaving u, respectively. On an undirected graph, the neighbourhood Nu of u is the
set of all vertices adjacent to u, and its degree is the number of such vertices.
A path of length n from vertex v1 to v2 is a sequence of vertices v1, . . . , vn such
that for all i ∈ {1, . . . , n}, (v1, v2) ∈ E [34, adapted]. A directed graph is called
strongly connected exactly when for each pair a, b of vertices, there exists a path
from a to b and a path from b to a. The graph is called weakly connected exactly
when a path exists in at least one direction between every pair of vertices. An
undirected graph is said to be connected exactly when a path exists between each
pair of vertices [34]. The diameter of a graph is the least natural number d such
that a path of length d or shorter exists between every pair of vertices in the graph
(and in both directions, in the case of directed graphs).
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3.1 Broadcasting data: from Automatic Repeat request
(ARQ) to Network Coding
This thesis provides analyses of methods for broadcasting data over unreliable media
and networks. This section begins by introducing the conventional solution Auto-
matic Repeat Request (ARQ), before illustrating the challenges, history of, and
solutions to, the problem area.
3.1.1 Automatic Repeat Request (ARQ)
ARQ is the typical method for correcting errors at the packet level: its popular-
ity extends to 802.11 (Wi-Fi), Ethernet, Bluetooth, Transmission Control Protocol
(TCP) and Wi-MAX [15]. Typically, parity data (such as checksum or Cyclic Re-
dundancy Check (CRC) data) is attached to the packet header, so that the receiver
may verify the integrity of the packets it receives. Received packets which contain
errors are discarded, whilst those deemed intact are acknowledged to the transmit-
ter via a feedback message, commonly known as an “ack”. Packets for which the
transmitter does not receive a corresponding acknowledgement (ack) are assumed
by the transmitter to be lost (for instance due to disconnection or routers shedding
packets) or received in error, and re-transmitted. Note that if an ack is lost, an
unnecessary retransmission will occur.
If poorly implemented, the feedback process will itself reduce the throughput
achieved [15, p.232], particularly if the feedback channel suffers high latency.. In the
simplistic “stop and wait” ARQ method, the transmitter is forced to wait until an
acknowledgement message has been received before re-transmitting or moving on to
the next message. The channel must therefore remain idle after each transmission for
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a period of time equal to the round trip time of the feedback channel[15, pp.221-226].
Sliding window protocols mitigate this by weakening this restriction. The trans-
mitter and receiver maintain a window of packets which may be transmitted and
received, respectively, so that the transmitter may continue sending messages whilst
waiting for previous ones to be acknowledged. This reduces the time the channel
remains idle whilst the transmitter awaits feedback messages. An additional effi-
ciency increase is made for bidirectional links by “piggybacking” feedback messages
onto outgoing packets [15, pp226-232]. The standard TCP protocol implements a
variant of this protocol, and acknowledges the last correctly received message in
order, discarding any which arrive later (known as go-back-n ARQ)[15, pp.565-568].
This reduces the time the channel remains blocked. A commonly implemented TCP
option is a form of selective repeat, which saves wasting correctly received packets
which arrive out of order. The receiver acknowledges ranges of packets to better
inform the transmitter of the packets which require re-transmission [15, p.580].
3.1.2 Challenges with broadcast media
One particular application focused on in Chapter 4 is reliable broadcasting over
unreliable broadcast media, such as wireless channels. To illustrate this challenge,
consider a number of receivers Bi connected to a single transmitter A by a broadcast
erasure channel. When A broadcasts a message, each receiver Bi will either receive
the message error free, or the message will be irrecoverably lost at random. Suppose
the transmitter employs the ARQ method, and that a particular receiver reports
messages which are missing to the transmitter, so that they may be re-transmitted.
Clearly receivers which receive each message earlier than others are forced to wait
several time-steps whilst A broadcasts re-transmissions which aren’t useful, wast-
ing precious time-steps [28, pp.593-594]. It is easy to consider circumstances in
which coding may alleviate this. For instance, consider the example illustrated by
Figure 3.1. Two messages are broadcast to two nodes, one node receives one mes-
sage, and the other receives the other message. Clearly it would take at least two
re-transmissions to complete the multicast in this case, in the absence of coding.
However, transmitting the sum of the messages achieves this using one successful
transmission.
In this thesis, messages will be considered to be elements of the vector space
Flq; a vector of l symbols from the alphabet Fq. For example, we may consider a
message of eighty bits to be an element of F802 . Or we may consider it to be a packet
of ten bytes, and an element of F108 . Using this algebraic structure, we may now
take linear combinations of messages over Fq, which we may consider to be coded
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Figure 3.1: Graphic demonstrating the advantage of network coding; that a linear
combination of messages may satisfy the diverse requirements of multiple receivers
simultaneously. Notice how two transmitters may each receive a distinct message
from a single successful transmission.
messages. Whilst these operations have no meaning in terms of the data we wish
to communicate itself, this is inconsequential so long as the intended recipients may
in some way decode the original messages from the coded ones. Returning now to
the example: Suppose we consider the messages to be elements of a vector space.
If the transmitter were instead to broadcast the sum of the two messages after the
second round, then each node may decode the message they are missing after one
successful re-transmission. This is in contrast to the previous case, in which one
re-transmission may be received by agents which don’t need it, but not by those
which do. This clearly has the potential to save numerous re-transmissions.
Note that as we cannot predict when and where erasures will occur (or at least
not cheaply and with certainty), the method outlined above is clearly not practical.
This motivates the randomised design of fountain coding, which is as follows. Before
coding commences, the transmitter will buffer k symbols from the stream it wishes to
communicate. Coded symbols for transmission are formed by taking random linear
combinations of the k buffered messages, i.e if we label the buffered and coded
messages Mi and Ci, then Ci =
∑k
j=1 ai,jMi, where ai,j are chosen i.i.d at random
from some distribution over Fq.
As each receiver receives linear combinations of the message packets, over time
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it will obtain a linear system, which will yield the messages in the transmitter’s
buffer when solved (which can be achieved, for example, by Gaussian elimination).
The receiver must however be in possession of the coefficients used for encoding.
The most common method for sharing these coefficients is for them to be generated
by the transmitter and included in each transmission as a packet header, whose
overhead is generally neglected in analysis due to its size relative to the payload.
Alternatively, the transmitter and receiver may generate the same coefficients using
identical Pseudo-Random Number Generators (PRNGs), share their seeds and keep
them synchronised over time [21]. The term fountain coding is broad, encompassing
many different methods which have similar properties and seek to solve the same
problems, and arguably the main difference between these are the way in which the
ai,j are chosen.
The main advantage of fountain coding is that, so long as the distribution of the
ai,j is well chosen, the system at each receiver will be full rank after approximately k
messages have been received. Hence, the messages may be decoded from any subset
of the coded messages which are broadcast, in any order, so long as enough are
received. This is known as the rateless property of fountain codes, which are some-
times simply referred to as rateless codes. This is in stark contrast to conventional
error correcting codes, in which the amount of redundant information must be fixed
before transmissions commence. In the case of multicast, this allows each coded
message to be useful to a large number of receivers, regardless of which messages
they have already received. Other advantages include the ability for a transmitter to
broadcast coded messages indefinitely, and for receivers to connect and disconnect
at any time, without new receivers having to wait for a scheduled broadcast and
listen for its entire duration.
3.1.3 Towards a digital fountain
The feedback required by ARQ is entirely wasteful, as the capacity of a discrete mem-
oryless channel is not increased by the presence of a feedback channel[35]. Moreover,
this prevents its application to channels without feedback. ARQ also suffers from
the well known feedback implosion problem. Clearly with each transmission there
must be a corresponding acknowledgement message, meaning that the feedback traf-
fic must scale at least linearly with the number of receivers. This overwhelms not
only the feedback channels, but also incurs a considerable computational overhead
at the transmitter [36].
Before introducing methods to mitigate these issues, we begin with an overview
of Reed-Solomon codes. They are Maximum Distance Separable (MDS) codes, as
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their minimum distance meets the Singleton bound dmin ≤ n−k+1 with equality [37,
p.79]. It is well known that a code may correct dmin−1 erasures [37, p.79], provided
the location of these erasures is known. In practice, this means that all k symbols
may be recovered from any k coded symbols [37]. In comparison to Random Linear
Network Coding (RLNC), the equivalent k × k decoding matrix for Reed-Solomon
codes will always be invertible, whereas for generally for RLNC it may not be. The
expected number of received messages required by RLNC (when coding over Fq)
to obtain a linearly independent k-subset is shown by [38] to be upper-bounded by
k qq−1 . Clearly RLNC approaches the singleton bound for increasing field sizes, and
its overhead decays with its blocklength. But for Reed-Solomon codes, the ability
to decode from k messages is guaranteed. One advantage of Reed-Solomon codes is
that they may be decoded using the Berlekamp-Massey algorithm, with complexity
O((n− k)2) [39]. Note that for an erasure channel, the expected number of erasures
will be a fixed fraction of n, and so the complexity is quadratic in n in practice. For
a thorough treatment of Reed-Solomon codes, see [37].
Error control using Forward Error Correction (FEC) and ARQ need not take
place in complete isolation. In fact, a hybrid of FEC and ARQ known as Hybrid
Automatic Repeat reQuest (HARQ) can improve throughput. Precoding messages
before using ARQ will reduce the number of re-transmissions required, but some will
still be required. Instead of re-transmitting messages, HARQ systems successively
poll the receivers after sending the entire message to determine the maximum number
of packets lost by the worst receiver. An error correcting code is applied to the
message, and a sufficient number of parity messages are broadcast, until all receivers
can decode every message [40]. The system explained in [40] employs a systematic
Reed-Solomon code across a buffer of k packets, which produces an additional n−k
packets such that decoding is possible from any k out of the total n. This way,
retransmissions are useful for any receivers which have missing packets, rather than
just those missing one packet in particular. This process repeats until all parity
packets have been sent. The receivers are polled for any outstanding packets, and
these are transmitted alone using the same method. This method was shown to
outperform a separate FEC-ARQ system in [40], and that both outperform ARQ
alone.
A variety of methods aim not only to eliminate feedback, but also reduce the
number of redundant re-transmissions received by multicast receivers which have al-
ready received the original message (or a re-transmission) correctly. This is achieved
by applying some form of FEC to the data (possibly ahead of transmission time),
so that one re-transmission my be useful to multiple nodes. The Microsoft FCAST
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protocol, initially introduced in [14] and then improved in [41], provides reliable
network multicast of a fixed number of packets to a number of asynchronous users.
The authors exploit Internet Protocol (IP) multicast, which allows receivers to sub-
scribe to a multicast address, and receive broadcast messages for as long as they
wish. Messages are replicated and forwarded by routers, and messages are not re-
transmitted for those that miss or fail to receive them. This saves having multiple
copies of the same message passing down the same edge of a network as would be
the case for multiple unicast connections.
This great saving in network traffic comes at the cost of foregoing a feedback
channel. The authors overcome this by partitioning the file for broadcast into k
packets, and then applying a systematic Reed-Solomon code over them before com-
munications commence, to obtain a total of n packets. A receiver which receives
any k unique packets may then decode the original file. The authors of [14] then
employ the data carousel approach to broadcast the data and redundant packets.
The transmitter broadcasts each packet in turn, before returning to the first packet
and repeating. In the absence of coding, clearly this will allow reliable reception
of the message to any receiver eventually. Since each message (coded or otherwise)
will be repeated on every cycle of the carousel, a data carousel is effectively a simple
repetition code. However, Reed-Solomon coding allows a receiver which experiences
fewer than n − k erasures to receive the file in one cycle of the carousel, greatly
reducing the number of duplicate messages received, as well as the overall latency.
Nodes which experience more than n− k erasures will be able to wait for subse-
quent cycles of the carousel, in order to receive a subset of the packets received. This
solution is far from ideal; only a fixed amount of redundancy may be introduced,
which must be decided upfront, and in general those receivers which have worse
channels than expected will receive little benefit. As pointed out in [20], the amount
of redundancy which may be introduced using a Reed-Solomon code is limited due
to the complexity of decoding it. The authors introduce the concept of a “digital
fountain”, to which all previous methods (including their proposition) are an ap-
proximation. Receiving data from a digital fountain should by like collecting water
from a water fountain using a cup; any receiver which receives k packets, in any
order, from any source, should be able to decode the original k packets (from their
“full cup”). The more redundancy introduced through coding, the longer it takes
for the carousel to repeat, and the better an approximation the protocol becomes
to a true digital fountain.
The authors of [20] stopped short of realising this principle entirely, but intro-
duced a class of codes which are a much better approximation of a digital fountain,
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known as Tornado codes. Encoding is performed according to a random graph with
three “layers”; the subgraphs between the first and second and the second and third
layers are bipartite. The first layer represents the source symbols, and the others
parity symbols. Each parity symbol is the sum over F2 of the symbols it is adjacent
to in the previous layer. Encoding has linear complexity, and decoding is possible in
linear time using the belief propagation algorithm detailed in Section 3.2.1. This re-
duction in complexity makes the generation of large numbers of redundant symbols,
for large blocklengths, much more practical. However, this comes at the expense of
decoding inefficiency. Whereas a (k, n) Reed-Solomon code may be decoded using
any k coded symbols, a Tornado code requires (1 + ϵ)k symbols before decoding is
possible, for some constant ϵ ∈ R+ [20]. The first codes to realise the digital fountain
principle are Luby Transform (LT) codes [21], introduced in Section 3.2.1.
3.1.4 Achieving optimal network multicast throughput
The capacity of a multi-terminal network is upper-bounded in [27]. The authors
show that the flow across a network of M nodes connected arbitrarily by memory-
less channels cannot exceed any cut on the network. Similarly to the well known
maximum flow minimum cut theorem for flows on graphs [42], this shows that the
capacity cannot exceed the minimum cut.
The original motivation for RLNC was to improve throughput on static, lossless,
wired networks, such as the internet. It has been shown that even for networks
with lossless links, the minimum-cut capacity of the network cannot in general be
achieved for multicast by uncoded methods, such as storing and forwarding messages
at intermediate nodes. Consider the counterexample shown in Figure 3.2, taken
from [1]. Nodes in the figure are connected by one-way, error free channels of unit
capacity. Node s has a sequence of bits b1, b2, . . . ∈ F2 to communicate to both
nodes t1 and t2 over the network, with the assistance of all other intermediate
nodes. The graphic shows how two bits of data may be communicated by using a
single transmission per edge. Since each node ti receives bi and b1 + b2, each may
recover the bit they did not receive directly by taking the sum of the two received
bits. By inspection of the graph, without the use of coding, it is clearly impossible
to do the same without coding; indeed bits b1 and b2 would need to be transmitted
sequentially from u1 to u2, at a cost of an extra transmission. Notice again how one
transmission is serving two nodes in different ways at the same time.
If Figure 3.2 were to represent a fluid network, we could use the well known
max-flow min-cut theorem [42] to show that a maximum of two units of fluid may
continuously move from s to t1 and t2 in total; that is, the sum of the achievable
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Figure 3.2: Graphic from [1] detailing a network which requires coding to achieve
capacity.
flow rates achieved at t1 and t2 would be upper bounded by 2. However, the figure
represents a data network, whose edges carry bits of information. Clearly the infor-
mation flow in the figure is in excess of this, and in fact each sink node achieves its
maximum flow simultaneously. This flow would not be possible without the network
coding system the figure details.
The authors of [1] consider communication over directed graphs containing a
single source s and L sink nodes tl, in which edges represent error free links with
fixed (possibly distinct) rates. They give a broad definition of a block code for such
networks, which they name α codes. An (n, (ηij , (i, j) ∈ E), h) α-code is defined
as follows. The parameters can be considered to be the block-length, a vector
containing the amount of information transmitted over each edge (in terms of the
total number of possible symbol combinations), and what may be termed the coding
rate. The source s chooses a single symbol from the alphabet Ω = {1, . . . , ⌈2nh⌉}
with a uniform distribution. The code is constructed from a number of components:
1. An integer K: the total number of transactions (defined later).
2. Functions u : {1, . . . ,K} −→ V , v : {1, . . . ,K} −→ V , such that (u(k), v(k)) ∈
E, to define which edge is involved in each transaction.
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3. An alphabet of symbols to transmit in transaction k. This is defined as Ak =
{1, . . . , |Ak|}, for each 1 ≤ k ≤ K, given that the set |Ak| has cardinality
greater than 1, and subject to the condition that
∏
k∈Tij |Ak| = ηij , where
Tij = {1 ≤ k ≤ K : (u(k), v(k)) = (i, j)}. This condition is a consequence of
the second parameter.
4. A set of encoding functions fk : Sk −→ Ak. If u(k) = s (i.e the source is
transmitting in transaction k), then Sk = ω. Otherwise, Sk =
∏
k′∈Qk , where
Qk = {1 ≤ k′ < k : v(k′) = u(k)}, the Cartesian product of the alphabets of
the previously received symbols at that node.




k −→ Ω, for 1 ≤ l ≤ L, where
Wl = {1 ≤ k ≤ K : v(k) = tl}, the set of all transactions in which data is
transmitted to tl.
Communications proceed via a sequence of K transactions in chronological order.
In each transaction k, node u(k) encodes according to fk (in doing so selecting an
index from Ak), which it then transmits to v(k). The definition of fk permits the
node u(k) to code across messages it has received by this point.
Let G = (E, V ) be a directed graph, let R = [Rij , (i, j) ∈ E]. A tuple (R, h, E)
is said to be admissible exactly when for each ϵ > 0, for sufficiently large n there
exists an (n, (ηij , (i, j) ∈ E), h − ϵ) α-code such that n−1log2(ηij) < Rij + ϵ, for all
(i, j) ∈ E. Define Rh,G = {R : (R, h,G) is α-admissible}.
The main theorem of [1] characterises this achivable region. Let G(E, V ) be a
directed graph, with capacity Rij on each edge (i, j). Let R∗h,G be the set of all R
such that for each 1 ≤ l ≤ L, the maximum fluid flow (i.e minimum cut [42]) from
s to tl is greater than or equal to h.
Theorem 3.1.
Rh,G = R∗h,G
This shows that any rate below the minimum cut between the source and each
sink node in isolation is achievable, and that there exists no α-code which achieves
rates in excess of this. Whilst the authors of [1] acknowledge that more general
definitions of block codes could be formulated, they extend their results to prove
that randomised coding cannot achieve greater rates. The authors also comment
that it is unlikely for there to be any generalisation of their definition of a block
code which would permit greater throughput. We may therefore consider this to be
the multicast capacity of these networks.
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An RLNC solution to this problem is introduced in [5]. There are (possibly many)
unit rate sources of information at each node, each of which must be disseminated
to a subset of the nodes in the graph (which is assumed to be disjoint with the set of
“sources”). There are i sources of information in total. In contrast to Section 3.1.2,
buffering is not allowed at intermediate nodes; each node instead maps symbols from
incoming edges and information sources at the node, to linear combinations as output
symbols to transmit across each outgoing edge (and these mappings need not be
identical). Sink nodes map the symbols received on their edges to i output processes,
as linear combinations of them. The coefficients of these linear combinations are
chosen at random from a finite field, and since the network topology is static, they
are fixed for all time (although they may be re-generated a few times before fixing
them, in order find a suitable solution). We may notice that the i output processes
at each node form a system of linear equations. So long as this system is full rank,
we may find its inverse, and suitably change the coefficients at the receiving nodes
in order to obtain decoded input symbols as output processes. So long as the system
is full rank, clearly communication is achieved at the maximum rate derived in [1].
The authors show that this is indeed the case with high probability for increasing
field sizes.
The application of RLNC to networks with lossy links was analysed in [6]. The
authors model wireline networks as directed graphs, and wireless networks as hy-
pergraphs: graphs in which each edge may have multiple “endpoints”. The authors
assume that traffic arrives on each link according to a counting process of constant
rate, and that each message that arrives at a node is erased i.i.d with constant prob-
ability. The authors define unicast connections to be from a source s to a sink t, and
multicast connections to be from a source s to a set of nodes T . In the method the
authors present, the source node buffers k messages that it wishes to transmit, and
all other nodes buffer every message they receive. At each transmission opportunity
on an edge, the node transmits a random linear combination of messages in their
buffer, with coefficients taken uniformly at random from the finite field.
The authors assume that each node may communicate the coefficients of each
linear combination by including them as a packet header, with no affect on the rate
at which it may communicate the rest of its message, and that the amount of side
information will be allowed to grow. This is a relatively standard assumption, and
the authors likely avoided alternatives which would obviate the need for this so that
their method could remain decentralised. For instance, the coefficients could be
generated by a pair of synchronised PRNGs, as mentioned previously. However, it
would be necessary for all agents to mutually exchange their seeds in advance of
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communications, leading to a costly setup process.
The capacity between two nodes on the network is the minimum cut between
them. That is, the maximum flow which may be achieved towards the sink across
any separating line in the network. The authors show that for both unicast and
multicast communication on wireline and wireless networks, each sink node t may
achieve a communication rate arbitrarily close to the minimum cut between s and t
using RLNC for large enough k, and hence that the method is capacity achieving.
3.2 Sparse and complexity reducing methods
One challenge for fountain coding and RLNC is the computational complexity of
encoding and (mainly) decoding; decoding a k packet message with coding coeffi-
cients chosen uniformly from a finite field requires inverting a dense k×k matrix and
multiplying it by a k-vector of coded symbols. The matrix inversion using Gaus-
sian elimination requires O(k3) operations, but although the order of complexity is
lesser, the cost of O(k2) operations to multiply the inverse dominates in practical
situations due to the size of the data packets [43]. Clearly the encoding complexity
is also O(k2).
Several methods have been devised to reduce the complexity of encoding and/or
decoding, by choosing the majority of coefficients to be zero (sparse methods), or
by choosing coefficients in such a way as to allow for particular, low complexity
decoders to operate efficiently and reliably.
3.2.1 Luby Transform (LT) codes
LT codes are a class of low complexity fountain codes first introduced in [21], whose
encoder is designed to permit the use of the belief propagation decoding algorithm.
Message symbols are assumed to be members of a vector space over F2, and encoding
symbols are generated using random bipartite graphs between input and output
symbols, as in Figure 3.3 (a). To generate a new symbol, a new node is added to
the graph, and its degree d is selected at random from the degree distribution. Then
d message packet nodes are selected uniformly at random as neighbours, and edges
between them and the new coded symbol are added to the graph. The value of the
coded symbol is the sum of the message symbols adjacent to it.
The belief propagation algorithm may decode the message by successively ma-
nipulating the graph, as illustrated in Figure 3.3. Clearly if a coded symbol has
degree one, then its value is equal to the corresponding message symbol Mi, and
may trivially be decoded. Such symbols are illustrated in Figure 3.3 (a), (c) and
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(e), with emboldened edges between the message and coded symbols. We may then
replace each coded symbol adjacent to Mi by its sum with Mi, eliminating Mi from
its associated linear combination, and then remove Mi from the graph. This is il-
lustrated in Figure 3.3 (b), (d) and (f), where the deleted edges are dashed. The
deletion of edges may yield additional coded symbols of degree one, and in this case
the algorithm may be repeated to decode other symbols.
The belief propagation algorithm will successfully decode the all message symbols
so long as there exists at least one coded symbol of degree one in the graph at each
stage of the algorithm. This is ensured by choosing the degree distribution such that
at each stage of the algorithm, in which a degree-one symbol is always removed, at
least one more is likely to appear. The distribution which achieves this is known as





and decoding success probability 1− δ [21].




symbol operations, which is
a considerable improvement over Gaussian elimination for decoding, and even encod-
ing by choosing coefficients uniformly. This method pays a small efficiency penalty





coded symbols with probability 1− δ [21]. This overhead clearly
becomes small in comparison to k for large k, and in practical implementations this
corresponds to around 5% [28].
3.2.2 Raptor codes
An extension of LT codes, known as Raptor codes, are presented in [44]. Whilst
the encoding and decoding complexity of LT codes is considered low at O(k log(k)),
raptor codes are able to achieve linear encoding and decoding complexity. This
comes at the expense however of a decoding overhead; a raptor code requires (1+ϵ)k
messages to decode a block of size k, for some constant ϵ > 0. The author shows
that in exchange for this overhead, an LT code with well chosen degree distribution
may encode the data with linear complexity. Decoding is also possible with linear
complexity using the belief propagation algorithm, however a fixed fraction of the
messages will be un-recoverable at random. This is overcome by concatenating the
LT code with a precode. The author shows that the concatenation of a well chosen
Low Density Parity Check (LDPC) code and LT code have linear encoding and
decoding complexity when using the belief propagation algorithm to decode both
codes. The overhead of the code can be made arbitrarily small, in the sense that ϵ
can be made arbitrarily close to 0.
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Figure 3.3: Graphic demonstrating the belief propagation algorithm .
3.2.3 Chunking methods and related approaches
Although their main motivations were not to devise a low complexity network code,
chunking methods originate from the method detailed in [45]. In a chunking method,
the set of messages for broadcast is segmented into “chunks” (or sometimes “gen-
erations”) of constant size, and RLNC is performed on each one. Each packet may
be labelled with an additional header to indicate the chunk of which it is a member.
Intermediate nodes may perform further coding by forwarding random linear com-
binations of received messages, but linear combinations must not include messages
from multiple chunks. This was suggested as an improvement on the method out-
lined in [5], in order to overcome delay, packet loss, variability of link quality and
capacity, and changing network topology. Notice however, that since the chunks are
of constant size, the complexity of decoding each chunk is constant. The decoding
complexity of the method therefore increases linearly with increasing data size. Also,
since coding is performed over a reduced number of messages, the overhead of com-
municating the coefficients of each linear combination will be reduced (and indeed
constant) [46]. It should be noted that although the authors assert that the method
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has linear complexity, the block error probability remains constant, and the overall
error probability approaches 1. This is an unfair way to compare computational
complexity, as a raptor code can, remarkably, achieve vanishing error probabilities
with the same complexity.
Clearly an acceptable approach for unicast connections would be to send each
chunk in turn, advancing to the next after an ack transmission had been received
from each recipient, signifying that the current chunk had been decoded. The num-
ber of acks would be greatly reduced over ARQ in this case, as would the overhead of
lost acks (although it is important to note the existence of channels where feedback
is not available). However for multicast connections, this method would simply be
a return to the issue illustrated in Section 3.1.2, which, however diminished, would
still worsen with increasing numbers of receivers. The issue has effectively been
“postponed”, and the same routing problem the method aims to solve must now
be solved for the chunks [46]. Moreover, the process of feedback will incur delay,
particularly when the round trip delay is lengthy, and in the case of half duplex
devices [47].
The solution presented in [43] is to precode the chunks with a linear complexity
code (so that the overall method still has linear decoding complexity, excluding ma-
trix inversion), such that all chunks may be decoded from any large enough subset
of the coded chunks. Coded chunks are formed at the transmitter ahead of trans-
mission time. The authors assume that a feedback channel is not available, and at
each transmission opportunity a RLNC coded symbol is formed from a randomly
selected chunk and transmitted. This approach necessarily means that receivers
will occasionally receive symbols formed from chunks which they have already de-
coded, reducing the bandwidth efficiency of the method. However the redundancy
of the precode does mitigate the “curse of the coupon collector” by freeing receivers
from waiting for a single last packet, greatly reducing the number of transmissions
required until all receivers may decode all chunks. The authors in effect pay a
bandwidth penalty for greatly reduced coding complexity.
An extension of this approach suggested in [46] is to allow (or force) the chunks
to “overlap”, by removing the restriction that chunks must be disjoint. The aim
is to reduce the dependency of receivers on a small number of blocks, by allowing
decoded blocks (or even individual symbols) to assist the decoding of other blocks.
Similar in spirit to the belief propagation decoder, when a receiver decodes a chunk
(or some symbols from it), these decoded messages are substituted into the systems
corresponding to the other chunks, increasing their rank. One specific method they
suggest is to arrange the original message numbers into a rectangular grid, and to
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define each row and column to be a chunk. The authors give a bound for such
codes, and comment that they have lower complexity than regular chunked codes
if the chunk size is constant. The decoding probability of a 2 × 2 grid code and a
chunked code are compared for increasing levels throughput overhead, and the grid
code is shown to be superior in all cases, although the authors comment that exact
analysis for more complex codes is difficult.
LT codes provide reliable, near capacity achieving communication on erasure
channels (both unicast and broadcast), with low complexity encoding and decoding.
However, their use is not well suited to network unicast and multicast, as it is
non-trivial to re-encode or process the data at intermediate nodes and preserve
the degree distribution seen at the recipient (indeed, applying an LT encoder at
intermediate nodes does not). A generalisation of LT codes for networks known as
BATched Sparse codes (BATS) codes are introduced in [47]. Reminiscent of chunked
methods which inspired them, the source node of the network produces batches of
messages in a rateless fashion, such that decoding is possible from any sufficiently
large set of batches. This is their approach to ending the coupon collector’s curse,
as no receiver will ever be in need of any specific batch. Each batch is of constant
size, containing a total of M coded messages. Reminiscent of LT codes, each batch
i is formed by selecting a degree di according to a constant degree distribution,
and then associating d distinct messages with the new batch. The batch is then
formed by taking M random linear combinations of its associated input messages.
Intermediate nodes simply broadcast M random linear combinations of the received
message packets from each batch in turn, but are prohibited from mixing messages
from different batches.
So long as the messages received corresponding to each batch i have rank di,
Gaussian elimination may be performed to recover di input messages. Note that
as M is constant, this has a constant computational overhead. Similarly to the
belief propagation decoder, these recovered input messages may now be substituted
into the linear combinations of other batches which are associated with them, which
reduces their decoding complexity and may render some of the systems full rank (and
therefore decodable). Similarly to overlapping chunked codes, this allows decoded
batches to aid the decoding of others.
The authors show that decoding of all but an arbitrary, constant fraction of the
input symbols is possible with high probability (for increasing numbers of received
symbols) using their decoding method, with a suitably chosen degree distribution.
To decrease decoding complexity, some symbol “erasures” by the BATS code are
tolerated and recovered by an erasure correcting precode. The method has linear
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encoding and decoding complexity, and linear complexity at intermediate nodes.
The method also requires only a constant sized buffer at intermediate nodes, as re-
encoding is only done over messages from a single batch, and once M coded messages
have been transmitted the buffer may be cleared.
Although there has been much research into variations on this idea, all such
methods rely on coding over large numbers of messages. This makes them very well
suited problems such as the bulk distribution of large files (for instance, computer
updates or software), but does nothing to reduce the complexity of decoding for
smaller files. The purpose of breaking the messages into chunks is to reduce the
complexity of the encoding and decoding, rather than to reduce delay. Indeed,
when chunks are pre-coded, it may not be possible to decode chunks until the entire
message has been decoded. Moreover, these solutions are not suitable for systems
with low temporal relevance, even if they produce data at substantial rates, as
buffering of packets is not possible. Chapter 4 will reveal the delay penalty necessary
for non-vanishing throughput; the ideal size for disjoint chunks. Chapters 6 and 7
will investigate allcast methods in which each transceiving agent must code over
only a single message packet at a time (effectively a chunk of size one).
3.2.4 Sparse Random Linear Network Coding (RLNC)
One method to decrease the decoding complexity of RLNC is to reduce the number
of messages included in each linear combination, resulting in sparse random lin-
ear combinations and sparse random decoding matrices. This technique has been
adopted in Chapters 6 and 7. This subsection gives an overview other previous work
on this technique.
Sparse random square matrices over Fq with i.i.d entries were studied in [25].
The authors consider the rank defect of the matrix: the difference between its rank
and the number of columns. Entries are chosen to be zero with fixed probability, and
uniformly from the field otherwise. The density is defined to be the probability that
an entry of the matrix is non-zero. It is shown that if the density is at least log(n)n ,
the expected defect is upper-bounded by a constant. Inspired by this article, we have
adapted their results considerably to show that matrices which arise from our model
are full rank with high probability. Using Gaussian Elimination to invert an n × n
matrix where entries are chosen uniformly from a finite field has complexity O(n3),
although an improved version of Gaussian elimination algorithm is introduced in [48]
which achieves this with complexity O(n3/ log(n)). However, an efficient algorithm
for solving sparse systems of linear equations over finite fields is given in [49] which
can invert matrices with density log(n)n with complexity O(n
2 log(n)).
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The computational expense of sparse RLNC is explored through experimentation
in [50], where it is shown that the decoding rate of a particular decoder can be
decreased by an order of magnitude by decreasing the density, without considerably
reducing the throughput of the method. The use of sparse RLNC codes for broadcast
transmissions over erasure channels is considered in [51]. The authors provide an
accurate approximation for the probability of all users being able to decode every
message.
Tunable codes, in which the density of linear combinations evolves over time,
were first proposed in [52]. The authors show that a modified Gaussian elimina-
tion algorithm may decode messages with constant density in linear time, but that
excessively many of them are required to form a linearly independent subset. The
authors suggest switching to transmitting dense linear combinations for the last 10%
of transmission opportunities. Although this does not reduce the complexity order
overall, it was shown to reduce the computational expense of decoding in simula-
tions. This idea is refined in [53], which shows that the probability of a message
being innovative (linearly independent with the messages a receiver has already col-
lected) reduces with the number of messages already collected, and increases with
density. This makes rigorous the assertion from their previous paper; that the last
innovative packets are the hardest to obtain. The authors suggest using feedback
to inform the transmitter once the number of received packets exceeds a sequence
of thresholds, and for the transmitter to increase the density on receipt of feedback.
This aims to achieve balance in a tradeoff of a desire to reduce both complexity and
the overhead of feedback.
The authors of [54] consider a problem related to distributed storage. Each of k
nodes generate a packet of data, and it is desired for n > k storage nodes to store
a single packet each, in such a way that all k data packets may be recovered from
any k storage packets. The authors introduce a RLNC inspired method, in which
each storage packet is the sum of d data packets. The authors show that any k
storage packets are linearly independent with high probability (for increasing field
sizes) if d = O(log(n)), and that this is the optimal choice for d. The density of
these matrices is similar those in Chapters 6 and 7; although their density is fixed,
it matches the expected density of these matrices. The analysis in these chapters
will, however, consider binary fields, in exchange for extra transmissions.
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3.3 Broadcasting over erasure channels
Chapter 4 considers the problem of a single transmitter, broadcasting an infinite
stream of messages to a fixed number of receivers, over a broadcast erasure channel.
The chapter quantifies the tradeoff between throughput and delay for fountain cod-
ing, and a compares the performance of the method with ARQ for these quantities.
This section summarises previous work related to Chapter 4.
3.3.1 Throughput-delay trade-off
The Fundamental Theorem for a Discrete Channel With Noise from Claude Shan-
non’s famous 1948 paper [3] states that for any discrete channel with capacity C,
a coding system exists which can transmit information over the channel at rate R
with arbitrarily small error probability. Shannon’s proof considers randomly se-
lected codes with rate R < C with blocklength N (i.e where encoding and decoding
is performed over N symbols), and the average block decoding error P̄ e is shown
to decrease exponentially in N . Since there must exist at least one code with block
decoding error probability Pe at most P̄ e, this proves the existence of codes with
arbitrarily small Pe. This is in contrast to the previous belief that reliability must
come at the cost of reduced throughput, as is the case with repetition coding, which
achieves vanishing throughput as Pe −→ 0.
However, arbitrary Pe is achieved by increasing N , necessarily incurring a delay
of N time-steps on the system before decoding may commence. Shannon’s proof does
show the relationship between C−R and the rate of decay of P̄ e, although the proof
given by Gallager in [55] for Discrete Memoryless channels (here known as the Noisy
Channel coding theorem) makes this explicit. He shows P̄ e < exp(−N · Er(R)),
where Er is a convex, non-negative, non-decreasing function on [0, C). Moreover,
Er(C) = 0. For tighter bounds and a review of similar work, see [56]. The result
highlights a trade-off between the block error probability, the throughput achieved
and the delay incurred; the error rate decays exponentially in N , the rate of decay
increases if throughput is sacrificed, and throughput may be traded for delay for
fixed error rates.
This is a useful concept in practice. For instance, an end user downloading com-
puter updates may not care how long it takes to download them, but efficient usage
of available bandwidth may be paramount for operational reasons. Conversely, the
delay which applications such as real-time multimedia or voice/video calls may tol-
erate could be very small indeed, and it may be preferred to accept lower bandwidth
or tolerate higher error rates in exchange for increased throughput.
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The throughput-delay trade-off of HARQ over Additive White Gaussian Noise
(AWGN) channels is investigated in [57]. The authors assumed that a single trans-
mitter wishes to multicast a message of b bits to K receivers, over channels with i.i.d
gain which is constant for the duration of a packet. Feedback channels are assumed
to be error and delay free. A randomised coding argument is used in each case to
prove the existence of codes which meet their bounds. In the case of standard ARQ,
their model reduces to a broadcast erasure channel with perfect feedback, for which
the authors show that the average delay and per-user throughput scales as log(k)
and 1log(k) respectively (consistent with the our asymptotic bounds in Section 4.2).
In the case of incremental redundancy, in which redundant packets are transmitted
in place of re-transmissions (and concatenated before decoding), it is shown that
any fraction of throughput is achievable in exchange for a linear delay penalty.
3.3.2 Related Work
The model and problems considered in Chapter 4 and extensions thereof have been
well studied in the literature. The main contribution made in the chapter is the
asymptotic bound provided in Section 4.2. Whilst the model omits many real world
features, greater modelling assumptions have arguably resulted in greater utility.
The authors of [58] show that RLNC is throughput optimal for broadcast on
our model. The authors of [59] consider a system in which Ni RLNC messages
are broadcast in each iteration i over an identical channel model to ours, before
receiving feedback from each receiver detailing the number of linearly independent
messages required. A bound is derived on the number of iterations required for all
users to receive the message, with probability exceeding a specified threshold. A
computationally expensive algorithm is also presented for minimising the expected
completion time by optimally choosing Ni, as well as some computationally feasible
heuristics.
The delay distribution of RLNC for broadcasting over broadcast erasure chan-
nels is derived in [60]. The authors define the degrees of freedom held by a receiver
to be the rank of the set of linear combinations they have received. The authors
observe that the degrees of freedom held by all receivers at each time-step behaves
as a Markov chain. In the case of one and two receivers, it is shown that the number
of possible transitions is small enough that the transition matrix may feasibly be
computed. The probability distribution for the delay may then be computed by com-
puting powers of the matrix. Whilst this is already computationally expensive, the
authors note that for larger numbers of receivers, this approach is computationally
infeasible, and suggest a brute force approach instead.
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The analysis is extended to time-varying channel erasure probabilities in [38].
The authors derive an exact expression for the expected number of transmissions
required for successful reception of a fixed length message by all broadcast receivers,
when RLNC is employed. A comparison of numerical values of this expectation, as
well as numerical and simulated expected completion times for a number of other
scheduling algorithms detailed in the paper, shows that RLNC is superior in all
cases. Making the simplifying assumption of time invariant channels, this chapter
contributes an approximate method for determining the number of packets which
must be transmitted in order for every user to receive the message with high proba-
bility, giving a better method for determining how many coded packets to broadcast,
which takes the variability of this requirement into account.
Paper [61] considers RLNC applied to a time invariant broadcast erasure channel,
where the transmitter is linked to each receiver by an independent erasure channel,
with distinct erasure probabilities. The author derives a lower bound for the number
of transmissions required for successful reception of a fixed length message by all
broadcast receivers, and shows this to be close to the true expressions for practical
system parameters in simulations. The same model is considered by [62], where the
expected delay for RLNC and ARQ are derived exactly, and the delay of RLNC is
shown to be lower asymptotically than ARQ for increasing C. The authors extend
their results in [63], including bounds on the moments of the expected delay, and
prove that the expected delay per packet is monotone decreasing in the buffer size.
Our model is extended in [64] to eliminate the assumption that the transmitter
always has messages to transmit at each time-step, by assuming that messages arrive
at the transmitter according to a Bernoulli process, and are enqueued for coding and
transmission in a buffer of infinite size. Our model is retained as a special case. The
authors assume the transmitter applies a fountain code over blocks of k messages at a
time (once this many have arrived in the buffer), and derive exactly the distribution
of the number of time-steps required by both fountain coding and ARQ before all n
receivers may decode all k messages. Simpler, more powerful asymptotic results are
derived in this chapter.
The results of the papers introduced above are cumbersome; indeed, many must
be evaluated (or approximated) by a computer. A simpler, more powerful approxi-
mation is derived in Section 4.2, which is the result of making additional assumptions
compared with some of these articles.
The papers above considers the buffer size and number of receivers mostly in
isolation, and at best comment that larger buffer sizes improve performance. An
asymptotic throughput-delay analysis is given in [65] for a model identical to that
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in section 4.1. The analysis is in extended in [66] to a model in which erasures
are correlated over time. The communications links evolve according to a two-step
Markov chain, in which the states represent erasure of the message at that time-step,
and the error-free communication of the transmitted message. The paper considers
the case in which the buffer size is allowed to grow as a function of the number
of receivers, and the broadcast throughput, which they define as the limit as time
t −→ ∞ of the average number of successful messages transmitted to all per time-
step. The authors discover a phase transition; if the buffer size may grow faster than
log(n), then the broadcast throughput will approach capacity with the number of
receivers n. If the buffer size may grow as Θ(log(n)), then the lim inf of the broadcast
capacity is equal to a constant fraction of the channel capacity. If the buffer-size
grows sub-logarithmically, then the broadcast throughput approaches zero.
Whilst the authors do find approximations for the mean and variance of the
delay, this analysis assumes the buffer size grows super-logarithmically. Section 4.2
provides a full throughput-delay tradeoff for the case in which the buffer size grows
logarithmically, showing the relationship between the scaling of the buffer size and
the logarithmic scaling of the delay explicitly. The approximations of the expected
delay in these two articles are complemented by asymptotic upper bounds.
The authors of [67] study the use of RLNC to broadcast messages arriving in
a queue over a time-varying broadcast erasure channel to n receivers. The authors
show that if the buffer size is allowed to grow as a fixed (specified) multiple of log(n),
then the expected number of time-steps before all receivers may decode is upper-
bounded by a multiple of log(n). The work of Section 4.2 generalises this (with the
advantage of assuming perfect fountain coding) by relating the buffer size α log(n)
with the delay βα log(n), and making the relationship between α and βα explicit.
This work is also complementary to this chapter, bounding the expected delay as
opposed asymptotic bound on the delay itself.
Other papers study a similar channel model, but further assume the availabil-
ity of perfect (error and delay free) feedback channels, from each receiver to each
transmitter. Paper [68] considers an “online” style method, in which packets are in-
cluded for transmission (potentially) as soon as they arrive, rather than waiting for
the current buffer of messages to be decoded. Each receiver informs the transmitter
once it has seen a given message, i.e when it is able to compute a linear combination
involving the packet and only newer packets. Packets which have been seen can be
decoded as soon as all newer packets have been decoded, and it will make no dif-
ference to these receivers if these messages are included in linear combinations they
receive, so the transmitter drops packets from its buffer once they have been seen
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by all receivers. The transmitter constructs linear combinations at each timestep
such that, on successful reception, each receiver will see its next unseen packet. The
authors show that the expected number of messages which have not been seen by all
receivers at each timestep is constant, given a Bernoulli arrival process. A similar
model is studied by [69], which studies instantly decodable network codes (intro-
duced in Section 3.4). Their method uses feedback to allow a linear combination to
be formed which can be decoded instantly by a large number of receivers. Whilst it
is unfair to say that feedback is wasteful in these situations, in applications it will
not come for free, as these papers assume. Arguably these methods are therefore
trading throughput (especially where uplink and downlink share the same medium)
for reduced coding complexity.
3.4 Allcast: Multiple simultaneous network broadcasts
Chapters 5, 6 and 7 consider the allcast problem, in which a fixed number of agents
must each broadcast a message to all others. The latter two chapters introduce
RLNC algorithms, whilst Chapter 5 gives an uncoded algorithm for comparison.
The issue of multiple broadcasts, and sharing of data amongst a group of agents,
has several applications. In vehicular networks, this form of communication can be
used to share sensor readings (such as the road surface and traffic conditions) [10],
as well as to control and optimise vehicular speeds [7]. Other applications of allcast
communication include group key exchange algorithms, in which a group of agents
wish to agree on a common secret key over a public network [70].
The application of RLNC to allcast was first proposed in [71], in the form of
a gossip algorithm. The authors in this case adopt a random phone call model, in
which agents in each round select another single node, and transmit a coded message
to them. They show that their method allows faster dissemination than uncoded
methods. The work of [72] analyses RLNC gossip in great generality, and whilst
their results are applicable to our model, the resulting bounds are not tight enough
to be useful.
The authors of [73] consider allcast over complete undirected graphs, where the
capacity of each edge is chosen i.i.d at random. The authors analyse the capacity
region of their model, and present an uncoded push-pull allcast method, which they
show to be asymptotically optimal. The authors do not however consider broadcast
channels, and assume that different messages may be sent to each adjacent node (as
they are modelling wired networks).
In [74], an RLNC allcast system is analysed, on graphs where edges denote era-
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sure channels, and the medium is broadcast in nature. A multiple access system
is in operation, restricting nodes to broadcast one at a time, and ensuring that
nodes gain channel access with equal probability (modelling Carrier Sense Multiple
Access/Collision Avoidance (CSMA/CA)). The authors show that the average stop-
ping time (and total number of transmissions) for the complete graph is O(n). We
complement with analysis of a model and system where erasures are correlated over
time.
The allcast problem has been studied in conjunction with the multiple access
problem for wireless broadcast channels. When a pair of nodes broadcast, it is
assumed that any common neighbour to them will be unable to receive either mes-
sage; a phenomenon known as a collision. Scheduling solutions to avoid collisions
are considered is [75]. Since finding an optimal schedule is an NP-hard problem,
the authors introduce three approximate algorithms. One method finds a schedule
which prevents collisions. The authors assume the nodes are randomly spaced, and
that nodes within a given range may communicate error free (in the absence of col-
lisions). One method decomposes the graph into a spanning tree, so that leaves are
assigned parent nodes which forward all their messages for them. The “gather scat-
ter” method involves decomposing the graph into a tree, and scheduling alternative
layers to transmit in each time-step in order to relay all messages to a chosen root
node. Messages are then distributed from there. The authors claim this to work best
in practice according to their experiments. All of these algorithms have polynomial
complexity. The authors of [76] consider a similar model with arbitrarily placed
nodes. They introduce a method in which the graph nodes are grouped according to
their breadth first search tree, starting at the graph center, and nodes are chosen to
interconnect layers. The messages are collected by using a 3-intermittent schedule of
layers, so that nodes spaced fewer than two layers apart never transmit concurrently.
A schedule is then formed for distributing the messages, using intermediate nodes
to forward messages to leaves of the tree. Our model does not consider the multiple
access problem as these papers do, and we leave this as further work.
A related method to those studied in Chapters 6 and 7 is COPE [77], and
a more general class of techniques known as Instantly Decodable Network Codes
(IDNC) [78]. Noting that when using RLNC, individual messages cannot in general
be decoded before full decoding is possible, these methods instead ensure that each
coded message is decodable by its recipients immediately. These codes achieve this
using a system of feedback (possibly aided by channel/erasure estimation [77]), so
that agents can keep track of which of their neighbours have received and decoded
each message. At each timestep, each agent will form a subset of the messages they
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have to transmit, such that a large number of agents will have received all but one
of the messages, and then broadcast the sum of them. Each of these such agents
will be able to decode the message instantly on reception. This greatly reduces the
computational complexity of the decoding, compared to the Gaussian elimination
algorithm required for RLNC. Any messages received which cannot be decoded by an
agent will be discarded, and not used in any way to aid decoding, which is wasteful
but saves the requirement to buffer coded messages.
Paper [78] considers a graph, in which each vertex Vij corresponds to a message
j which has not been received by a particular agent i. Edges exist between vertices
exactly when both corresponding agents have not received the corresponding mes-
sage, or one has received it but the other has not. The authors show that finding the
optimal set of messages to include in a linear combination is equivalent to finding a
maximum clique in the graph. Unfortunately, whilst optimal in terms of delay on
packet decoding, this encoding algorithm is NP-hard. Generally, polynomial time
heuristics are studied instead [78]. The methods typically require more transmission
time-steps than RLNC before decoding is possible, and this may be traded off in
exchange for lower overall delay [69].
An IDNC system which achieves multiple multicasts over erasure channels is
introduced in [79]. The authors assume that a fixed number of transmitters each
wish to communicate (possibly non-disjoint) sets of messages to a fixed number of
receivers. The transmitters are assumed not to have direct communication links
with each-other, and to have error-free bi-directional links with a control node. The
feedback channels for the receivers are also assumed to be error-free, whilst erasures
of packets arriving at the receivers are assumed to occur with fixed probability (for
each receiver) and be i.i.d over time and space. After all uncoded messages have
been sent, the control node schedules subsequent broadcast transmissions, using its
knowledge of which receivers have received which messages, obtained from feedback.
This model does not extend to slow fading as studied in Chapters 5, 6 and 7.
Moreover, the method is not distributed, and would require infrastructure or some
form of negotiation process to elect a control node. The requirement of a direct link
between transmitters and the control node prevents application of this method to
allcast in the presence of shadowing.
The majority of research on the topic of IDNC deals with implementation de-
tails, and is much more applied than this thesis. Analysis is mostly done through
simulations and practical experiments, in contrast to this thesis which mostly con-
cerns scalability to large networks, and asymptotic bounds to give insight on how
the algorithms scale with network size. This not only makes comparison of the re-
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sults of these papers difficult, but unfair, as the models/experiments are designed
to capture different physical phenomena.
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the broadcast erasure channel
This chapter considers the problem of a single transmitter, broadcasting an infinite
stream of messages to a fixed number of receivers, over a broadcast erasure channel.
The transmitter may employ one of two error correction methods, Automatic Repeat
Request (ARQ) and fountain coding. The tradeoff between throughput and delay
will be quantified for fountain coding, and a comparison made with ARQ for these
quantities.
The model introduced in this chapter is applicable to the engineering problems
introduced in Chapter 1. For instance, the model is relevant to a single vehicle
broadcasting data to those surrounding it, in channels exhibiting packet loss due to
fast fading. Or this model could consider a single server pushing data to subscribers
over Internet Protocol (IP) multicast, which experience packet loss at the network
layer (due to error, congestion, or otherwise).
The content of this chapter is an extended and adapted version of work published
in [23], and is joint work with Ayalvadi Ganesh and Robert Piechocki.
4.1 System Model
Consider a single agent, known as the transmitter, which possesses an infinite stream
of messages. No assumptions about the format or content of these messages will be
made in this chapter, but it will be assumed that the transmission of each message
will take the same amount of time, and be subject to loss at the same rate. In
practice, this likely restricts the messages to be of identical length.
These systems shall be indexed by n, and in the nth system, the agent will
broadcast the stream of messages to n receivers, indexed by i. Every time the
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Figure 4.1: Graphic illustrating the broadcast erasure channel model.
transmitter transmits a message, each receiver i either receives the same message
error free, or receives nothing independently with probability qi (a phenomenon
known as an erasure). In addition, erasures are independent across time. Reception
is assumed to be synchronised at the receivers, occurring at discrete time intervals
(referred to herein as time-steps), long enough for transmission of any message. This
channel is known as the broadcast erasure channel. Figure 4.1 gives an illustration of
the broadcast erasure channel for convenience. Whilst the graphic has been produced
from scratch, as this is a well studied model and a simple illustration, naturally it
bears similarity to many others in the literature (e.g [63]).
In addition, it is assumed that the erasure probabilities are chosen i.i.d at random
before communications commence, according to an arbitrary probability distribution
ψ supported on [qmin, qmax] ⊂ (0, 1]. For convenience, define Ψ(x) = P(qi < x) to
be the Cumulative Distribution Function (CDF) of the erasure probabilities. Note
that this generalises the case in which all links have the same erasure probability (as
studied in Section 4.3), which may be obtained by taking ψ to be the distribution
of a constant random variable. This does not include the case in which the links
have arbitrary and distinct erasure probabilities (as studied in [62, 63]), however
in practice this model is arguably more realistic. Unless the receivers are known
ahead of time, as opposed to ad-hoc communication, it is impossible to know the
exact erasure probabilities, but more reasonable to assume their distribution may
be known.
The transmitter is permitted to use one of two error correction schemes (which
will both be investigated in the next section), about which generous assumptions
will be made. In the case of ARQ, it is assumed that an ideal, delay and error
free feedback channel is available from each receiver back to the transmitter. That
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is, at each time-step, the transmitter is aware of any erasures which occurred at
the previous time-step. It is well known that this assumption itself is generous,
and in practice the delay will cause a considerable reduction in throughput [15].
The transmitter will broadcast one message at a time (and it is assumed that a
message is always available to transmit at each time-step). It is assumed that the
transmitter has sufficient memory to keep a log of which messages have received by
each receiver, and the computational power available to update this at each time-
step. The transmitter will repeatedly transmit the same message until every receiver
has received it. This notably ignores the famous feedback implosion problem (see
Section 3.1.1 for a full discussion of the issues with ARQ). It should be clear to the
reader that despite these generous assumptions, the number of redundant messages
received by each receiver is extremely wasteful of the link capacity [28], and it is
easy to show that this alone will cause the rate of throughput achieved by ARQ to
vanish as n −→ ∞.
The transmitter may instead employ perfect fountain coding, where the word
“perfect” symbolises the idealising assumptions made by this model. The transmitter
will buffer k messages at a time, and it is further assumed that it has enough memory
to do this. Once the buffer is full, the transmitter will broadcast coded messages
formed from messages in the buffer, until all receivers can decode every message in
the buffer. It is assumed that the transmitter either has possession of an infinite
number of messages, or that it receives them at a rate sufficiently rapid (and has
sufficient buffering space), so that a full buffer of messages is always on hand to
be transmitted after the previous one has been fully disseminated. It is assumed
that decoding is possible exactly when a node receives exactly k coded messages,
regardless of which messages are received. This assumption is somewhat generous.
Consider the case of Random Linear Network Coding (RLNC), in which coded
messages are random linear combinations of the buffered messages, with coefficients
chosen uniformly at random from Fr. Then by [38], the expected number of received
messages required to obtain a linearly independent k-subset is upper-bounded by
k rr−1 . It is clear that this approaches k with r, but is close even for moderate
field sizes, justifying the assumption in this case. However, some forms of fountain
coding such as Raptor codes choose to tolerate a penalty of unnecessary redundancy
to reduce decoding complexity, and by design require more than k coded messages
to be received to decode k [44]. The analysis in this section does not take this into
account. Another consequence of this assumption is that partial decoding is never
possible, despite the existence of systematic codes such as Raptor codes. Hence, a
delay is incurred for all messages, and this is the topic of interest in this chapter.
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The maximum rate achievable by any coding scheme is 1/(1−maxni=1 qi), as that
is the channel capacity to the worst-off receiver. It is well known that RLNC can
achieve this rate [58]. In contrast, ARQ requires Xi ∼ Geom(1 − qi) transmissions
of a message until receiver i gets it, and maxni=1Xi transmissions for all receivers to
get it. Lemma 2.9 shows that this number scales as log n. Hence, the throughput
of ARQ scales as 1/ log n, which vanishes as the number of receivers increases to
infinity. It is less obvious how the delay of these schemes scale with k and n, which
is the topic of the next section.
To end this section, we briefly explain the choice of ARQ as a baseline solution.
Alternative candidates include Hybrid Automatic Repeat reQuest (HARQ) (and
other methods based on fixed-rate coding), such as that studied by [80], in which
additional transmissions of parity packets are made as needed. This method can
perform no better than ideal fountain coding under this model, as after large numbers
of erasures, the transmitter would be force to repeat messages which will be unhelpful
to some receivers. Ideal fountain coding may be a reasonable model of this method
however if proportion of successful message receptions is above the coding rate.
HARQ can also be implemented within a packet, as is the case for the data
links in Fifth Generation-New Radio (5G-NR) [81], where packets received in error
are corrected using additional parity transmissions. Whilst these transmissions are
smaller, they still only aid the decoding of a single message. If we assume that
with constant probability q a receiver experiences enough symbol errors to prevent
decoding with all of the parity symbols of the underlying code, then the probability
that none of the receivers experience this decays exponentially fast as (1 − q)n. In
fact, with high probability, a fixed fraction nq of the receivers will experience this.
There is no fixed coding rate which can prevent this, which will cause the transmitter
to resort to re-transmissions in every round. In effect, HARQ will reduce to ARQ
with fixed rate coding for a large enough number of receivers, unless the coding rate
is allowed to decay to zero, to allow q to decrease with n. The issue is that even
rare events will occur for for at least one receiver if there are enough of them. The
next section will show that the same is not true for their average behaviour over a
long enough period of time.
Finally there are methods which use feedback to allow individual messages to
be decoded before the rest of the buffer [68] (perhaps even instantly on receipt of
coded messages [69]). Unfortunately this does necessitate the use of feedback (as
do the methods above), perhaps in a useful way, but at a cost. Suppose that the
medium is shared between downlink and feedback, with a perfect Medium Access
Control (MAC) solution, such that each receiver informs the transmitter whether
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or not they have received each message after transmission. If the message is of
constant size, and all acknowledgements are of equal and constant size, then it is
clear that the throughput achieved will decay as 1n . The next section will show the
delay penalty to be paid for non-vanishing throughput as the number of receivers
increases. Even if feedback is deployed (to guarantee perfect reception before the
receiver moves to its next buffer), then at worst each receiver must acknowledge
just the entire buffer. Although this would give throughput decaying as log(n)n ,
a substantial improvement could be made by forcing receivers to wait until the
number of transmissions (determined by headers) exceeds the asymptotic bounds
in the next section, before sending negative acknowledgements as necessary. The
probability of exceeding these bounds decays as n−ϵ, and so the expected number of
acknowledgements will decay slowly as log(n)nϵ , whilst the number of payload messages
will grow unbounded.
4.2 Throughput-delay trade-offs
Clearly under this model of fountain coding, if the buffer size k = 1, the model
reduces to one of ARQ. It is clear therefore that in order to gain any advantage from
using fountain coding, the buffer size must be increased. The research question of
this section is by just how much, and more precisely, to find an asymptotic regime
under which fountain coding may provide constant throughput for increasing num-
bers of receivers. It will turn out that in order to achieve non-vanishing throughput,
the buffer size must increase logarithmically. The main result in this section is the
following theorem, which shows that fountain coding can achieve the full range of
possible rates, from zero up to channel capacity, with latency that is logarithmic in
the number of receivers (albeit with a constant prefactor that depends on the rate).
Theorem 4.1. Suppose the buffer size k is allowed to grow with n, which will
herein be denoted by kn to make its dependence on n clear. Suppose the transmitter
employs perfect fountain coding over blocks of kn packets. Denote by T = T (n, kn)
the random number of time-steps until all n receivers have decoded all kn packets in
the message. We have the following:
If kn
log n
→ α ≥ 0, then T (n, kn)
log n
p→ βα,
where βα := inf
{
β > α1−qmax : βD
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α




and p→ denotes convergence
in probability. Moreover, the function β ↦→ βD
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It is easy to see from properties of the relative entropy function that the set over
which the infimum in the definition of βα is taken is non-empty for all α ≥ 0, and
that the infimum is attained; consequently, βα is finite.
Proof. By the assumption of perfect fountain coding, receiver i has decoded the
message by time ℓ if it has received at least kn packets by this time, i.e., suffered no
more than ℓ − kn erasures. The number of erasures experienced by receiver i in ℓ
time slots is binomially distributed with parameters (ℓ, qi). Hence, letting Ti denote
the random time at which receiver i decodes the message, we have
P(Ti > ℓ) = P
(




Bin(ℓ, 1− qmax) < kn
)
,
where the final inequality follows by Lemma 2.11. As





it follows from the union bound that
P(T (n, kn) > ℓ) ≤ nP
(
Bin(ℓ, 1− qmax) < kn
)
.
Hence, by Lemma 2.10, we have for ℓ > kn1−qmax that
logP
(
T (n, kn) > ℓ
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Fix ϵ > 0, β > (1 + ϵ)βα and take ℓn = ⌈β log n⌉. By the assumption that kn/ log n
tends to α, knln < (1 + ϵ)
α
βα
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≥ (1 + ϵ) log n,
where the last equality holds by the definition of βα and the continuity of D(·; 1 −









n−ϵ = 0. (4.2)
We need a corresponding lower bound on T (n, kn). Clearly α(1− qmax) /∈
{
β >
α(1 − qmax) : βD
(
α




since D(1 − qmax; 1 − qmax) = 0, and is not a
limit point of the set by continuity of D(·; 1−qmax). Hence, βα ̸= α(1−qmax). Hence
we may let ϵ > 0 such that α
(1−ϵ)2βα < 1− qmax. Let δ = inf
{













. Clearly by monotonicity
(Lemma 2.4) the set is non-empty and hence δ is finite and positive.
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Fix i, and assume qi ∈ [qmax − δ, qmax]. Observe that Ti, the number of trans-
missions until receiver i gets kn packets, satisfies


















where the first inequality follows by Lemma 2.11. Now, for kn and ℓ tending to




















where, for two sequences xn and yn, we write xn ∼ yn to denote that they are
asymptotically equivalent, i.e., xn/yn tends to 1 as n tends to infinity. Thus, we
obtain for arbitrary ϵ > 0 and all ℓ and kn sufficiently large that
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(1−ϵ)2βα , and consequently
P(Ti ≤ ℓn) ≤ 1− λ√log(n) exp
(
− (1− ϵ)βα log(n)D
(
α







































for some constant λ > 0. Let B =
{
i ∈ {1, . . . , n} : qi ∈ [qmax − δ, qmax]
}
denote the
set of receivers for which the erasure probability is within δ of its maximum qmax.
Let µ = |B|n and note that µn = |B| > (1−ϵ)(1−Ψ(qmax−δ))n with high probability.
The total number of transmissions until all n receivers can decode the kn message
packets is given by T (n, kn) = maxni=1 Ti ≥ max
i∈B
Ti. Moreover, the random variables
Ti are mutually independent by the assumption that erasures on channels to distinct
receivers are mutually independent. Hence, if i∗ ∈ B,
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T (n, kn) ≤ ℓ
)
≤ P(∀i ∈ B : Ti ≤ ℓ)
≤ P(Ti∗ ≤ ℓ)µnP(|B| ≥ βn) + P(|B| < βn)
≤ P(Ti∗ ≤ ℓ)µn + exp(−θn),
for some θ ∈ R+. Substituting (4.4) into the above, we obtain
P
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T (n, kn) < (1− ϵ)βα log n
)
= 0. (4.5)
In conjunction with (4.2), this completes the proof of the theorem.
The above theorem describes the achievable trade-off between throughput and
delay for perfect fountain coding. The result generalises the case for ARQ; if we









i.e., ARQ needs − log n/ log qmax packet transmissions to recover the message. Whilst
this is the minimum achievable latency, the throughput achieved vanishes in the limit
as the number of receivers, n, tends to infinity. This result is consistent with [62],
which shows that the expected number of time-steps required is Θ(log(n)). The
theorem further tells us that throughputs arbitrarily close to capacity are achievable
while keeping latencies of the same order, namely logarithmic in n. In particular, if
we take kn ∼ α log n, then fountain coding incurs a latency of βα log n while achiev-
ing a throughput of α/βα. As α increases to infinity, so does βα, while the ratio α/βα
tends to 1 − qmax, which is the channel capacity. In other words, as throughput
approaches capacity, the latency occurred becomes an arbitrarily large multiple of
log n.
The relationship between the delay (scaled by log n) and throughput is plotted
in Figure 4.2, for three different values of the erasure probability q (and with all
qi = q). The figure shows that higher throughputs incur higher delays, and that the
delay blows up as throughput approaches capacity. Also, as would be expected, the
delay increases with the erasure probability. The graphic is summarising asymp-
totic results, but can further be interpreted to show that any constant rate can be
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Figure 4.2: Delay vs. throughput of perfect fountain coding.
achieved by fountain coding, with a delay penalty a constant multiple of log(n), with
probability converging to 1 with the number of receivers.
This section concludes with a heuristic calculation of T (n, kn) based on the Cen-
tral Limit Theorem (CLT). Even though Theorem 4.1 gives a precise asymptotic
expression for T (n, kn), it is not clear a priori how large n and kn need to be to
yield a good approximation. We now present an alternative approximation, for the
case in which qi = q, ∀i ∈ V .
Let Xi denote a random variable with the distribution of the number of packet
transmissions required for receiver i to receive a single packet. Then, Xi ∼ Geom(1−
q), and so E[Xi] = 1/(1 − q) and Var(Xi) = q/(1 − q)2. Now Ti(k), defined as the
time until receiver i obtains k distinct packets, is the sum of k iid copies of Xi.








⇒ Z as k → ∞,
where ⇒ denotes convergence in distribution, and Z denotes a standard normal
random variable. Let Φ denote the cdf of Z, i.e., Φ(x) = P(Z ≤ x).
Now T (n, k) = maxni=1 Ti(k), and the Ti(k) are mutually independent. Hence,
P(T (n, k) ≤ x) = (P(Tk) ≤ x)n. Using the CLT to approximate the cdf of Ti(k) as
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Figure 4.3: Delay coefficients from Theorem 4.1 (βα) and the CLT approximation
















The reason that this is not a limit theorem is that the CLT establishes convergence
of distribution in the bulk, whereas we are using it inappropriately to approximate
the distribution in the tail.
Next, using the inequality



































The term in the exponent tends to zero if x > 2 and to −∞ if x < 2. This suggests
the heuristic







Comparing this result with Theorem 4.1, we see that if we fix α > 0 and take
kn = ⌈α log n⌉, then (4.7) suggests T (n, kn) ≈ γα log n, where






This allows direct comparison with Theorem 4.1, which yields the asymptotically
correct expression T (n, kn) ≈ βα log n. We have plotted both βα and γα against α
in Figure 4.3, which shows that they are very close to each other, but diverge as α
increases. The figure leads us to conjecture that βα ≥ γα for all α ≥ 0. Whilst I
could not prove this conjecture, I was able to come very close, and lower bound βα
by something close to γα, as shown in the following lemma.




1−q , ∀α ∈
R+ \ {0}.






1−q . By the definition of βα, the result



































































































Whilst the results of Theorem 4.1 hold asymptotically, and can be expected to give
good predictions for large numbers of receivers, it is unclear how large n must be
before the results of the previous section are useful. Simulation results are given
in this section to complement the rigorous analysis, and show that the bounds are
indeed useful for moderate numbers of receivers.
In this section it is assumed that qi = q ∈ [0, 1], ∀i ∈ {1, . . . , n}, for the sake of
clarity of the desired phenomena in the results. In order to compare the performance
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of fountain coding with that of ARQ, broadcasts of messages consisting of varying
numbers of messages to varying numbers of receivers over the broadcast erasure
channel described in Section 4.1 were simulated using each of the techniques. The
simulations were implemented in Python. Each model and parameter combination
was simulated for 368640 messages . Simulations were carried out for three different
erasure probabilities, q = 0.1, 0.2 and 0.3, for n = 20 receivers, and for a wide range
of message sizes, ranging from k = 1 to k = 100 packets. In each case, the total
number of packet transmissions, T (n, k), required until all receivers were able to
decode the message was obtained from the simulations. The excess latency, defined
as the amount by which T (n, k) exceeded the expected minimum number of packets,
k/(1−q), required to transmit the message to a single receiver, was calculated. This
is a measure of the overhead caused by having multiple receivers. We compare how
this overhead differs between ARQ and fountain coding, and also how it depends on
the message size.
Figure 4.4 compares the average excess latency of fountain coding and ARQ
in simulations. Notice how the excess latency of ARQ is much larger than that
of fountain coding. Moreover, the excess latency of ARQ grows linearly with the
message size k, whereas that of fountain coding grows sub-linearly, approximately
as
√
k as predicted by Equation. (4.8) in Section 4.2.
Figure 4.5 plots the average excess latency observed in the simulations, for era-
sure probability q = 0.3 and n = 20 receivers, as a function of the message size k.
The theoretical predictions for the same quantity from Theorem 4.1 and the CLT
approximation, Equation. 4.8 are also shown on the same plot. Even though the
theoretical results are asymptotic, in a limiting regime in which k and n tend to in-
finity, the figure shows that they give good predictions even for rather small values
of k and n.
4.4 Concluding remarks
This chapter considered the problem of broadcasting over erasure channels, and has
shown that coding over an increasing number of packets is required for non-vanishing
throughput. The baseline solution ARQ has minimal delay, as it is equivalent coding
over just a single packet (i.e only one packet remains buffered). However, the number
of time-steps required by the algorithm to successfully broadcast a single message
to n receivers scales as log(n). The throughput of the algorithm therefore vanishes
with the number of receivers.
In contrast, the number of time-steps perfect fountain coding is able to achieve
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Figure 4.4: Graphic comparing the average excess latency of fountain coding and
ARQ in 368,640 simulations, n = 20.

















Fountain code (q=0.3, n=20)
gamma_alpha (q=0.3, n=20)
beta_alpha (q=0.3, n=20)
Figure 4.5: Graphic comparing the average excess latency of fountain coding in
368,640 simulations, n = 20, with theoretical predictions from Section 4.2.
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the successful transmission of O(log(n) messages also scales as log(n). Any through-
put below capacity is shown to be achievable, but higher throughput results in a
larger constant multiplying log(n). This tradeoff has been fully quantified.
Whilst the absolute minimum latency may be essential for some applications,
these systems can only achieve vanishing throughput as the number of receivers
increases. To achieve constant throughput, the system must be able to tolerate an
amount of delay which increases with the number of receivers.
The main limitation of this work is the assumption of perfect fountain coding;
that all k message packets can be obtained by decoding any k coded packets. This
in practice is not the case, and indeed several codes (such as Raptor codes [44])
even pay a penalty of overhead in exchange for ease of decoding. It would be useful




Allcast over random graphs
The remainder of this thesis is devoted to the allcast problem, in which a collection of
n agents wish to mutually exchange messages; all agents have a message or stream
of messages to broadcast to every other agent. Whilst focussed on broadcasting
or multicasting, the work of Chapter 4 does readily extend to network allcast by
simply allocating orthogonal resources (such as time or spectrum) to each agent,
and implementing fountain coding for the dissemination of each agents messages. It
is clear to see that this approach is throughput optimal for this natural extension
of the model. However, this only addresses networks in which pairs of agents have
stable, uninterrupted channels. The methods studied rely on the ability of each
agent to transmit a message to any other within a short period of time, and a key
assumption to ensure this is that the channel erasures are independent across time.
The model introduced in this chapter addresses more practical networks, and
aims to better address some of the issues arising in vehicular networks. In particular,
the assumption that erasures are independent over time will be relaxed. This relates,
for example, to situations where vehicles may be obstructed by obstacles or terrain
for lengthy periods. Pairs of agents may have to wait a considerable amount of time
for direct communications links to become available. They would have to cooperate
with other agents with which viable links did exist, in order to communicate urgent
messages during this time, and overcome this slow fading.
This chapter concludes with a baseline solution, with a rigorous asymptotic
bound on the number of time-steps required for its completion, which is comple-
mented by Monte-Carlo simulations. Network coding will be introduced as a solution
with two implementations given and analysed in Chapters 6 and 7.
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5.1 System model
In contrast to Chapter 4, since cooperation between agents to forward messages may
be essential, it makes sense to consider connectivity of the entire set of agents rather
than just the outgoing links of a single agent. This model considers n agents, which
at each time-step t are positioned at nodes on a random digraph Gt = (V,Et),
|V | = n, Et ⊆ V × V . Each edge (i, j) ∈ E represents an error and delay free
communication link of unit capacity between i and j. By choosing edges to be
directed, no assumption of channel reciprocity is made.
Communications are synchronised to a common clock; at each time-step t ∈ N,
every node on the graph has the opportunity to transmit a single message to all
adjacent nodes. Since this thesis aims to address problems over broadcast media, it
is further assumed that when a node on the graph transmits a message, it transmits
the same message to every node to which it is adjacent.
We generalise the model presented in [24] which only models static graphs, as
follows. The random digraph G1 is initially realised before communications com-
mence: each edge exists from one node to another i.i.d with probability p ∈ (0, 1).
At each subsequent time-step, each possible edge in V × V (whether present in the
graph or not), is chosen for re-selection i.i.d with probability α ∈ [0, 1]. If an edge
is selected for re-selection, then it is re-sampled according to the initial distribution
(to be present i.i.d with probability p). It is easy to confirm that the presence of
the edges on the graph may equivalently be considered to evolve as independent
two-step Markov chains, whose stationary distribution is Bernoulli(p).
At each time-step, the graph is a realisation of the well known Erdős-Rényi graph
model. This well studied model is named after the mathematicians who introduced
random graph models [82] and had many of the early results in the field [83]. The
term commonly refers to two graph models: one in which the number of edges is
fixed (as in [82]), and the more commonly studied model in which edges are realised
i.i.d with fixed probability (as studied here), which was in fact first introduced by
Gilbert [84]. The term Erdős-Rényi will herein be used to refer to the latter of the
two models.
Notice that if α = 1, then the edges of the graph may be considered to be i.i.d
erasure channels, with erasure probability 1− p, and we obtain a fast fading model
as a special case. Further, if α = 0, the graph will remain fixed for all time (which
may well model transceiving nodes which are fixed at random positions in dense
terrain). Choosing α ∈ (0, 1) may be considered to model slow fading experienced
by transceivers which are moving through terrain, in the sense that the nodes stay
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connected or disconnected for extended periods of time (for an average of 1α(1−p) and
1
αp time-steps, respectively). When designing algorithms in these chapters, it will
be assumed that the length of time nodes have to wait before they can establish a
communication link with non-adjacent nodes is intolerable, and that the nodes must
in some way relay each others messages in order to mitigate this. If α = 0 then
allcast is impossible without relaying, except for the rare case when Gt is complete
for all time. If α = 0, for convenience and clarity of notation, we drop the subscript
t and denote the connectivity graph at every time-step by G = (V,E). For ease and
tractability of analysis, all analytical work under this model has been performed
under the assumption that α = 0, which can be considered the worst case for the
model. The more general case will be investigated with Monte Carlo simulations.
This section concludes with two useful results. The first of these concerns the
diameter of G: the least d ∈ N such that for each i, j ∈ V , there exists a path
of length d or less from i to j. Although this result is not utilised directly in any
proof contained in this thesis (except Theorem 5.2 which follows it), it provides
some insight into the model, and is frequently used to justify the construction of the
solution algorithms.








Remark. By the above lemma, G will have diameter 2 with high probability as
n −→ ∞. That is to say, that with high probability, each node will be able to
communicate a message to any other with the cooperation of at most one other as
a relay.
Proof. For the first claim, let i, j ∈ V , and let Bi,j denote the event that there exists


















2 such pairs. Hence, by the union bound







For the second claim, note that d < 2 if and only if the graph is complete, i.e if




It will now be shown that at least a constant number of transmission rounds are
required, by any method, for successful dissemination of all messages to all agents.
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Theorem 5.2. Suppose each node in G wishes to broadcast a message to all others,
and that each message is chosen uniformly at random, independently from all others.
Let X denote the earliest transmission round at which every node has done so, by
any means (using only transmissions over edges in E). Then
lim
n−→∞
P(X < 1−ϵp ) = 0.
Proof. Let A be the event that G has diameter 2. Let Xi be the first round at
which node i has received every message (noting that X = maxni=1Xi), and let
Bi = {|N ini | < 11−ϵp(n − 1)}. If A and Bi occur, then after
1−ϵ
p rounds, node i will
have received fewer than n − 1 packets. No method exists which can encode n − 1
messages to fewer than n−1 coded messages, and then uniquely decode the original























































































where the second inequality follows by Lemmas 2.10 and 5.1, and the final inequality
follows by Lemma 2.10. Hence
lim
n−→∞
P(X < 1−ϵp ) = 0.
5.2 Baseline solution: Random message forwarding
The purpose of this and the next two chapters is to show the advantage of Ran-
dom Linear Network Coding (RLNC) under this model. To that end, this section
introduces a baseline solution for which coding is not allowed, which will allow com-
parison of the solutions presented in Chapters 6 and 7 with a reasonable uncoded
method. It will be assumed in these chapters that α = 0, i.e the graph is static.
The baseline solution will be known as Random message forwarding, and is defined
as follows.
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In the first transmission round, as the agents (nodes) have at this stage received
no data from their peers, they can do no better than to each broadcast their own
message to every other adjacent node; the alternative would for some agents not to
use their first transmission round.
Recall from Section 5.1 that nodes must cooperate in order to achieve allcast by
relaying each others messages. Without an expensive system of polling neighbours in
order to learn the contents of their buffers, there is no way of knowing which packets
are required by adjacent nodes, and it is inevitable that some relay transmissions
will not be useful. This method is the most obvious solution: each node buffers the
messages it receives from adjacent neighbours, and at each time-step broadcasts a
randomly selected message from its buffer to its neighbours.
Algorithm 1 Random message forwarding: an uncoded baseline method for allcast
on Erdős-Rényi random graphs
In the first time-step, each agent broadcasts its own message.
After each time-step, each agent adds received messages it did not already posses
to a buffer.
In each subsequent time-step, each agent selects a message from its buffer at
random, and broadcasts it to its neighbours.
Since the applications require rapid dissemination of messages with minimal
latency, an asymptotic bound will now be derived on the number of time-steps until
all nodes have received all of the messages. Its proof proceeds in two stages, after
proving the following lemma
Lemma 5.3. Let x ∈ [0, 1), let λ ∈ (0, 1x). Then





Proof. By definition, we have
D(λx;x) = λx log(x) + (1− λx) log(1−λx1−x )
= λx log(x)− (1− λx)
(





≥ λx log(x)− (1− λx)
(
log(1− x) + 11−λx − 1
)
= λx log(x)− (1− λx) log(1− x)− λx,
where the inequality follows since log(x) ≤ x− 1. Now, for c ∈ R+, we have





≥ λx log(λ)− (1− λx)c
(
1− (1− x)−c)− λx,
again since log(x) ≤ x− 1, and log(1− x) < 0.
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Whilst the following lemma simply concerns a binomial random variable, it will
become clear that this relates to the number of neighbours of a node i which for-
ward i’s message after O(log(n)) time-steps. This is conditioned on i having a
given number of out-neighbours, and some other assumptions stated in the proof of
Theorem 5.5.
Lemma 5.4. Let g : [0, 1] −→ [−1, 1]; g(λ) = 1 − 2λ + λ log(λ). Let p ∈ (0, 1),













P(X < d) < n−α(1+ϵ).
Remark: It is easy to show that g(0) = 1, g(1) = −1, and g′(λ) ≤ −1. And since g
is also continuous, g is invertible. Although no inverse exists in closed form, g−1 may
be approximated numerically for practical purposes (its value is of no importance in
the following proof).
Proof. For convenience, let λ = g−1(p), let x = 1−(1− 1n)
t. By Lemma 2.10, we have
P(X < d) ≤ exp(−nD(λx;x)). It remains to prove that D(λx;x) ≥ α(1 + ϵ) log(n),
and we will make use of Lemma 5.3 to do this.
Since (1 − 1n)









Finally, again since (1− 1n)
t ≥ 1− tn , we have −nλx ≥ −λt. Hence, by Lemma 5.3,
we have
nD(λx;x) ≥ λt log(λ) + (1− λx)t− λt
= t(λ log(λ) + 1− λx− λ).
Substituting for t and x gives
nD(λx;x) ≥ α(1+ϵ)p
(
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As well as making previous arguments precise, the following theorem shows that
a further O(log(n)) time-steps are sufficient for every agent to receive every message
with high probability.
Theorem 5.5. Consider the model from Section 5.1. Suppose the nodes employ
Algorithm 1. Let X denote the number of time-steps before every node has received





X > 3(1+ϵ)p log(n)
)
= 0.
Remark. Since G has diameter 2 with high probability (by Lemma 5.1), and each
node may communicate with any other over at most two hops, it would suffice for
each node to select messages from a buffer of the messages received in the first round
only (these are the only messages required by their out-neighbours). However, we do
not focus on this method as it is less robust, and cannot be applied more generally
to graphs with larger diameter.
Proof. Fix i, j ∈ V . In order to bound the number of time-steps before j receives
i’s packet, we begin by bounding the number of nodes Y which have forwarded









log(1−p) . Notice that Y is
distributed exactly as X is in Lemma 5.4, and that d −→ ∞ as defined in the
lemma, whilst here d∗ is constant). Hence, as a consequence of the lemma, there
exists N ∈ N such that (n > N) =⇒
(
P(Y > d∗) < n−(1+δ)
)
. We will henceforth
assume that n > N , as this is sufficient to prove the claim, and assume that there
are exactly d∗ such neighbours of i.
It remains to prove that a further 2(1+ϵ)p log(n) time-steps are sufficient for j
to receive i’s message. By Lemma 2.10, after the first 1+ϵp log(n) time-steps, at
least 1√
1+ϵ








in-neighbours of j will have received















. We now assume there are exactly this many, neglect other
sources of i’s message for these nodes, and assume that they are the only sources for j
of i’s message. The probability of a further 21+ϵp log(n) time-steps being insufficient





















using the inequality 1+ x ≤ ex. Using the union bound over j then i, and using the
law of total probability, we obtain
P
(




1+ϵ) + n · n−(1+ϵ)
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The proof follows by taking limits as n −→ ∞.
5.3 Simulation results
Whilst the bounds given in Section 5.2 hold asymptotically, these results give no
guarantee over the performance of the algorithm for small networks. Monte Carlo
simulations are presented in this section to complement the rigorous analysis, show-
ing that the bounds converge quickly and are useful for small n. The graphics in
this section give a comparison of 10,000 simulations with the bound given in The-
orem 5.5. Caps on the whiskers of the box plots have not been plotted, because
the true minima and maxima are 1 and ∞, respectively, and will not be attained in
simulations. The whiskers do however illustrate the full range of simulation results.
Figure 5.1 has a logarithmic x-axis scale, so that the asymptotic upper bound
may be plotted as a straight line. Notice that the bound and medians do appear
to diverge with n, which does suggest that there may be some slack in the upper
bound. However, the medians do seem to lie along a straight line, suggesting that
the number of timesteps required by algorithm 1 does scale as log(n) as expected.
The simulations suggest the slack is in the constant multiplying log(n). Notice also
that the whiskers do exceed the bound. This does not contradict Theorem 5.5 as
the bound only holds asymptotically. The amount by which the whiskers exceed
the bound does seem to decrease with n. Recall from Section 5.1 that every agent
broadcasts a message in each timestep, and so the overall number of transmissions
is increasing as n log(n).
Figure 5.2 has been plotted with a reciprocal x-axis scales, again so that the
bound can be plotted as a straight line. For p = 1, every realisation of the graph is
the complete graph, for which a single timestep is clearly sufficient. Hence, the line
should pass through (1, 1). Clearly this is not the case, but this does explain why
the medians appear to grow more clearly nearer p = 1. For smaller p, there does not
seem to be much divergence, suggesting the scaling in p is correct. The simulations
broadly match the theory for all p, despite the theory holding asymptotically.
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Figure 5.1: Graphic summarising 10,000 Monte Carlo simulations of Algorithm 5.5,
in which agents achieve network allcast by broadcasting messages randomly selected
from a buffer of those received previously. The network consists of n agents, with
edge connection probability p = 0.4. The n-axis scale is logarithmic. The asymptotic
bound given in Theorem 5.5 is plotted with broken line, whilst the simulations are
plotted as box plots. The y-axis shows the number of transmission rounds, in which
each agent broadcasts a message to its neighbours, taken before every agent receives
every message. The graphic shows that the simulations broadly obey the asymptotic
upper bound. The growing discrepancy between the medians and the bound, and
the seemingly linear trend of the medians, suggests that there may be some slack
in the constant multiplying log(n) in the bound. Notice that the x-axis shows the
number of time-steps, in which each agent broadcasts a message. The total number
of transmissions is n times that shown on this axis.
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Figure 5.2: Graphic summarising 10,000 Monte Carlo simulations of Algorithm 5.5,
in which agents achieve network allcast by broadcasting messages randomly selected
from a buffer of those received previously. The network consists of n = 1024 agents,
with varying edge connection probabilities p. The p axis is plotted on a reciprocal
scale. The asymptotic bound given in Theorem 5.5 is plotted with broken line,
whilst the simulations are plotted as box plots. The y-axis shows the number of
transmission rounds, in which each agent broadcasts a message to its neighbours,
taken before every agent receives every message. The simulations broadly obey the
bound for all p. Other than a steepening of the simulation graph towards p = 1, the
scaling does appear to be 1p .
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Chapter 6
Network coding over random graphs:
a chunking method
The main issue with the random forwarding method of Chapter 5 is that each packet
selected for transmission by a particular node may not be useful to all the nodes
adjacent to it (if any), whilst the transmitting node may possess packets at that
time-step which its less fortunate neighbours may not. This chapter will introduce a
method based on Random Linear Network Coding (RLNC), in which coded packets
are formed by taking random linear combinations of buffered packets received from
other agents. In this way, each node may communicate information about multiple
packets in each time-step.
The design of the code will take advantage of the fact that, as a consequence of
Lemma 5.1, the graph G will have diameter 2 with high probability as n −→ ∞.
That is to say that any node can communicate its message to any other over a path
of at most two hops. It will suffice, therefore, for each node to forward the messages
of its in-neighbours to all of its out-neighbours.
In the first time-step, as in the random message forwarding method of Chapter 5,
each agent transmits its own message (as it can do no better). Each agent also
buffers these first-round messages from its in-neighbours, keeping them separate
from all subsequently received messages. These, and only these messages, will be
used by the agent to form coded packets for future transmission. Coding over
messages which each agent receives in subsequent time-steps is possible, and could
allow generalisation of the method to graphs of diameter greater than 2, but the
method does not for ease of analysis. Notice that no delay will be incurred in
buffering as was the case in Chapter 4, as the buffer will be filled in one round,
whilst good use of the channel was made by all.
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6.1 Sparse random matrices over finite fields
Over time, each agent will accumulate a set of random linear combinations of the
messages from the other agents. Once their set is full rank, they may decode the
messages by solving the resulting linear system. To determine decodability for a
particular agent, we may consider the rank of the matrix whose rows are formed
from the coefficients of the linear combinations it received (including the first-round
messages). The computational expense of encoding and decoding is a barrier to
application of RLNC in general, so it will be of interest to minimise the average
number of messages included in each linear combination.
For convenience, we now introduce two definitions. The ranks of random matrices
are studied in [25]. The article considers n × n matrices with entries chosen i.i.d
from Fq. Each entry is chosen to be zero with fixed probability π, and uniformly
from the field otherwise. The authors study the defect d of the matrix, which they
define to be the difference between n and the rank of the matrix. The article shows
that E(qd) = O(1), so long as the probability of each entry being non-zero is at least
log(n)
n . Therefore, by Jensen’s inequality, the expected defect is upper-bounded by a
constant. Moreover, by Markov’s Inequality, P(d > k) ≤ A
qk
.
The RLNC solution suggested by the results of [25] is for agents to broadcast






time-steps, the coefficient matrices at each agent would have
at least as many rows as columns with high probability. If the coefficients are chosen
from F2, clearly by [25, Corollary 2.4], the probability of the defect exceeding some
multiple of log(n) will be upper-bounded by o(n−1). By the union bound, each agent
would then have at least n − log(n) linearly independent linear combinations with
high probability, and a subset of the messages received by each agent in a small
number of additional time-steps should increase the rank of each matrix to n. There
are two problems with this idea, however.
Each agent may only code over messages received from its immediate neighbours
in the first round. This means that the expected number of non-zero entries per
row will now be npπ rather than nπ. The obvious solution is to increase π by
a factor of 1p , but unfortunately this does not mitigate the other issue incurred
by the graph. If the edge connection probability p < 0.5, then each agent will
receive more than one coded message from each of its neighbours. Each column
in the matrix corresponds to the message of a particular agent, and a non-zero
entry in a row and column indicates that the corresponding neighbour included the
corresponding agent’s message in that particular linear combination. Note that if
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Figure 6.1: Graphic demonstrating the correlation between entries of each agent’s
received coefficient matrix, which is induced by the random graph. Notice the red
boxes, showing sections of the matrix which are forced equal to zero, and whose
entries are not independent.
a particular neighbour j does not possess the message of a given agent k, then all
entries of column k will be zero in rows which correspond to agent i. This breaks
the assumption of [25] that the entries of the matrix must be i.i.d, meaning that
this result cannot be used directly to prove any results for this method. This issue
is illustrated in Figure 6.1. In the next section, a novel RLNC method is introduced
which eliminates the correlation between rows of the matrix, allowing application
of these results to prove results for this new method. Chapter 7 overcomes this by
presenting new results on the ranks of these random matrices, with analysis inspired
by [25].
6.2 A chunking method
To ensure that there is no correlation between rows of the matrix, a new method
is introduced. Ahead of transmission time, the set of nodes is partitioned into
σ ≈ 1p − 1 subsets Sj . In the first time-step, the agents broadcast their own message
as before, In the next time-steps 1 < t ≤ σ + 1, the agents broadcast random
linear combinations of messages from agents in the intersection of subset St−1 and
their in-neighbourhood. Coding is performed over F2, as the choice of field does
not affect the analysis, and the decoding complexity and overhead due to sharing
coefficients increases with the order of the field [50]. The coefficients of these linear
combinations is taken to be 1 i.i.d with probability π2, and zero otherwise. These will
be termed as partial linear combinations. This leads to a block-diagonal structure in
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Figure 6.2: Graphic demonstrating the block diagonal structure of the decoding
matrices, which is a direct result of coding over one subset of the agents at a time.
Entries of the submatrices on the diagonal are i.i.d. Entries in column i represent
the inclusion of the corresponding agent’s message in the linear combination its row
corresponds to. A subset of the columns are highlighted and labelled, to illustrate
the subsets Sj of the agents.
the corresponding section of each coefficient matrix, which is illustrated in Figure 6.2.
The sub-matrices of the diagonals of these will each contain a single row from each
in-neighbour, and hence their entries are i.i.d, and equal 1 with probability π2p.
The results of [25] are now applicable to the sub-matrices. It will be shown that the
defect of the these overall matrices consisting of these messages, and those from the
first round, will not exceed some multiple of log(n) with high probability. The name
given to the method in this chapter owes to its slight similarity to other chunking
methods (which is performed for very different reasons, see Chapter 3 for details),
in the sense that the set of messages for communication are “chunked”.
In one additional, final time-step, a random linear combination of messages from
all neighbours will be broadcast by each agent, with coefficients chosen to be 1 with
probability π1 and zero otherwise. This will be termed as a full linear combination.
A potentially unlimited number of these may be broadcast, as in Section 6.3. How-
ever, the following analysis will show that only one will be necessary for each agent
to receive enough additional full linear combinations to form a linearly independent
set. There must be a limit to the number of transmissions in practice, otherwise
the algorithm will never terminate. To enable decoding, the coefficients of all linear
combinations are included as packet headers. This assumes that a unique labelling
of each node can be arranged ahead of time.
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To summarise, the agents employ Algorithm 2, as follows:
Algorithm 2 Chunking RLNC algorithm for allcast on Erdős-Rényi random graphs
1: In the first time-step, each agent broadcasts its own message. It also stores each
message received in the first round in a buffer. Let N inv denote the set of packets
received by node v in the first round.
2: In time-steps 1 < tσ + 1, each agent broadcasts a random linear combination,
over F2 of the messages in its buffer from nodes in St−1, where the sets St are a
partition of the vertex set V negotiated ahead of time. Let Xvw(t) denote the
coefficient assigned by node v to node w’s packet in round t. Then, Xvw(t) are
mutually independent Bernoulli random variables, and
P(Xvw(t) = 1) =




3: In the final time-step t = σ+2, each agent broadcasts a random linear combina-
tion, over F2, of packets it received in the first round, computed as follows. Let
Xvw(t) denote the coefficient assigned by node v to node w’s packet in round t.
Then, Xvw(t) are mutually independent Bernoulli random variables, and
P(Xvw(t) = 1) =




An upper-bound on the number of time-steps required will now be presented.
Theorem 6.1. Suppose the modelling assumptions of Section 5.1 hold. Let ϵ ∈ R+,































partial linear combinations will be broadcast by
each agent.
Let the set of agents V be enumerated by natural numbers, such that V = 1, . . . , n.


















and this partition is known by all nodes.











+ 1 time-steps. Then
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Remark: The reader may verify that the Theorem also holds for larger proba-
bilities π′1, π′2, so long as π1 ≤ π′1 ≤ 0.5 and π2 ≤ π′2 ≤ 0.5. The case for π1 is
trivial, and the case for π2 follows since the expected rank of each matrix M̌
j
i in
the following proof is monotone increasing for probabilities p′i in this interval [25],
meaning Corollary 2.4 of [25] also holds.
Proof. Fix i ∈ V , let Xi be the event that i may decode all messages after the
final transmission round, and let j∗ ∈ V such that i ∈ Sj∗ . For j ̸= j∗, let Aji ={
|{k ∈ Sj : (k, i) ∈ E}| ≥ (1 − ϵ)p|Sj |
}




|{k ∈ Sj∗ : (k, i) ∈ E}| ≥
(1− ϵ)p(|Sj∗ | − 1)
}





where α, β ∈ R+.
Note that the packets sent in the first round, as well as i’s own packet, may
be considered to be (trivial) linear combinations. Let Mi be a matrix whose rows
are the coefficients of these linear combinations, and those received in the partial
rounds, with rows from each round and the trivial linear combinations whose node
is a member of the corresponding set Sj grouped together in blocks. The matrix





blocks, each of which will be formed by a
single matrix of |Sj | columns, which we will label M ji , and zeros in the remaining
columns. Let δji be the defect of M
j
i , and δi be the defect of Mi, where we define the
defect of a matrix to be the difference between its rank and the number of columns





If ∩jAji occurs, then
⏐⏐N ini ⏐⏐ ≥ ⌈(1 − ϵ)(n − 1)p⌉. We will assume that i discards
any packets from its neighbours from each Sj in excess of
⌈







|Sj∗ | − 1
)⌉
in the case of j∗, and note that i must receive at least this many
packets in either case. We also assume that i discards sparse packets if there are more
of these and trivial packets in total than |Sj |, so that each Mi is square (padding
















= 1− (1− ϵ)p+ (1− ϵ)np
= 1 + (1− ϵ)(n− 1)p.
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Hence





















Hence, at most one all zero row of padding is added to each of these M ji . By a

















So again, at most one zero row of padding is added to M j
∗
i . In the case of the final
set, it can easily be shown using Equations 6.1 and 6.2 that at most one all zero row
will be added to M⌈1−(1−ϵ)p
(1−ϵ)p
⌉, whether the set contains i or not.
We now wish to calculate the δi and δji . We may rearrange columns and rows of










) columns contain an identity
matrix, followed by all-zero columns. The remaining rows in these first columns may
then be eliminated. We assume that the padding row (if added) is immediately after
the identity rows, we label the square matrix contained in the rightmost columns of
the remaining rows M̌ ji , and the defect of this matrix δ̌
j
i . Notice that the columns
of M̌ ji are independent, as the coefficients are chosen independently. The rows of
M̌
j
i are also independent, as the memberships of edges in E are independent events.
The probability of an element of M̌ ji equalling 1 is then
log
(
|Sj | − (⌈(1− ϵ)p(|Sj | − 1)⌉+ 1)
)(






|Sj | − (⌈(1− ϵ)p(|Sj | − 1)⌉+ 1)
)(
|Sj | − (⌈(1− ϵ)p(|Sj | − 1)⌉+ 1)
) .
Since this is above the minimum probability required for their result, we may use
Corollary 2.4 from [25] to deduce that
P(δji ≥ (1 + ϵ) log2(n) + 1| ∩j A
j
i ) ≤ P(δ̌
j
i ≥ (1 + ϵ) log2(n)| ∩j A
j











(1 + ϵ) log2(n) + 1
)}
. By the union
bound, we have P(Bci | ∩j A
j





Node i may decode all messages if and only if the combination of the rows of Mi
and the dense packets received by i is full rank. Assuming Bi occurs, we may reduce
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columns, and with all zero rows afterwards. We may then search the set of dense
packets for ones which are linearly independent with the non-zero rows already in
M̌ i, discarding those that are not, and adding those that are to M̌ i, re-arranging the







rows to M̌ ji in this way, then the system is full rank.
Let Cji =
{
|{k ∈ N ini : (j, k) ∈ E}| ≥ (1−ϵ)np2
}
, let Ji be the set of nodes corre-











ϵ) log2(n) + 1
)
e−γn.
Following the proof of Theorem 6.3 in [25], we notice that a dense packet is
linearly dependent with the existing rows of M̌ i if and only if it is a member of the
subspace spanning its rows. If we choose the first n − δi columns arbitrarily, the
final δi columns are uniquely determined by them; differing in any one of the final
δi columns then implies linear independence. Notice that an element of a dense row
may only be equal to 1 if the node which sent it is adjacent to the corresponding
node. For each of the determined columns, there are at least (1− ϵ)np2 such nodes,
but these in general will not be distinct for each column. If we limit our search
to (1 − ϵ)np2 packets, we can guarantee to find a packet which is adjacent to any
column on each draw.
The probability that a given packet in this set differs in one particular column is
at least π1, and these probabilities are independent amongst packets and columns,






(1 + ϵ) log2(n) + 1
)




(1 + ϵ) log2(n) + 1
)
successes in (1− ϵ)np2 trials, i.e





















(1 + ϵ) log2(n) + 1
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≤ e−an,
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P(Xci | ∩j A
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i , Bi) + αne
−βn + λn−ϵ,











i | ∩j A
j
i , Bi)









c| ∩j Aji , Bi)
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i ) + αne
−βn + λn−ϵ + b(n(1 + ϵ) log2(n) + n)e
−γn
≤ αne−βn + λn−ϵ + b(n(1 + ϵ) log2(n) + n)e−γn + cne−dn,





Whilst the bounds given in this section hold asymptotically, these results give no
guarantee over the performance of the algorithm for small networks. Monte-Carlo
simulations are presented in this section to complement the rigorous analysis. The
figures in this section give a comparison of 10,000 simulations with the bound given
in Theorem 6.1. Caps on the whiskers of the box plots have not been plotted, because
the true minima and maxima are 1 and ∞, respectively, and will not be attained in
simulations. The whiskers do however illustrate the full range of simulation results.
Also note the box-plots have frequently collapsed to lines with whiskers, because
the inter-quartile range is zero in these cases. The y-axis in all figures shows the
number of timesteps (in which each agent broadcasts a single message) after which
all agents can decode all messages.
Figure 6.3 shows the performance against the edge connection probability p,
plotted with a logarithmic scale on the x-axis. The simulations match theory ex-
ceptionally well. The graph does highlight a transition at p = 0.5. Figure 6.4 shows
simulation results for additional values of p in this region. The sharp transition is
not surprising, it is a direct consequence of the design of the algorithm. For p > 0.5,
the agents are partitioned into only σ = 1 subset, whereas for 13 < p <
1
2 , the
agents are partitioned into σ = 2 subsets. Whilst decoding may be possible without
the transmission of a full linear combination, this event is not exhibited in 10,000
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Figure 6.3: Graphic summarising 10,000 Monte Carlo simulations of Algorithm 2,
in which the agents achieve allcast by broadcasting random linear combinations
of previously received messages. The network contains n = 256 agents, and the
edge connection probability p is plotted on a reciprocal scale. The y-axis shows
the number of timesteps after which every agent may decode every message. The
asymptotic bound given in Theorem 5.5 is plotted with a broken line for comparison.
Notice how well the simulations agree with the theory.
simulations for any value of p. And since there is one partial linear combination per
subset, the required number of timesteps jumps from 4 to 3 after p reaches 0.5.
Figure 6.5 shows simulations and predictions for increasing values of n. The
overlap with the asymptotic bound (plotted with broken line) and the diminishing
whiskers demonstrates that the performance of the method converges to predictions
quickly.
6.4 Discussion






time-steps, with high probability. Algorithm 2 can achieve this in one
additional time-step, which suggests that it is close to optimal. This is far superior to
Algorithm 1 (the random message forwarding method of Chapter 5), which requires
a number of time-steps which increases logarithmically with the network size. This
will allow the algorithms to be applied to much greater networks in practice, due to
the decreased scaling in delay.



























Figure 6.4: A similar graphic to Figure 6.3, with additional values of p in the region
of p = 0.5. Notice the sharp transition, which is due to the design of the algorithm.
The number of subsets the agents are partitioned into increases from 1 to 2 as p
drops below 0.5. Hence, an extra partial linear combination must be sent by each
agent.
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Figure 6.5: Graphic summarising 10,000 Monte Carlo simulations of Algorithm 2,
in which the agents achieve allcast by broadcasting random linear combinations of
previously received messages. The graph consists of n agents, pairs of which are
connected with probability p = 0.4. The asymptotic bound given in Theorem 5.5
is plotted with a broken line for comparison. The simulation results show fast
convergence with n to the asymptotic bound.
77
CHAPTER 6. NETWORK CODING OVER RANDOM GRAPHS: A
CHUNKING METHOD
dition (which would also be required by this method), Algorithm 1 is completely
distributed, and requires no cooperation between agents to implement. By compar-
ison, the RLNC method introduced in this chapter requires knowledge of the size of
the graph and edge connection probability, and a negotiation process to mutually
agree a partition of the agents ahead of communication time. Another solution to
the problem based on RLNC will be introduced in the next chapter, which does not
place these requirements on the agents, and can be fully distributed in its imple-
mentation (given a labelling of the agents).
Whilst (according to both Theorem 6.1 and the simulations) the performance
is only one timestep from optimal, it is interesting that optimal performance is
never observed in simulations. In is interesting that, in ten thousand simulations,
not one realisation fell below the asymptotic upper bound. You would think that
as p approached 1, since there are a great deal of excess messages received, that
decoding may be possible in one fewer round. We may speculate that this is because
many of these extra messages will be partial linear combinations, which can only
assist decoding of a single subset of messages. Although there are O(n) of these in
excess for each subset w.h.p, perhaps in practice these are less useful that full linear
combinations. It would also be interesting to see whether increasing the density of
the matrices would eliminate this phenomenon; this is left as further work. The
method in the next chapter does not exhibit this behaviour.
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Chapter 7
Network coding over random graphs:
a decentralised method
Chapter 6 introduced Algorithm 2, an allcast algorithm based on Random Linear
Network Coding (RLNC), in which the nodes are partitioned and a method rem-
iniscent of chunking is applied. Whilst the algorithm is close to optimal in terms
of the number of time-steps required for its completion, the setup required before
communication commences complicates its deployment, and is an impediment to a
fully decentralised implementation. Moreover, this limits its applicability to net-
works with a more dynamic topology, as the partition would have to be frequently
re-negotiated. Solutions to both of these issues are highly desirable in many appli-
cations, such as vehicular communication.
This chapter introduces a fully decentralised algorithm, for which the agents
require no knowledge of the graph. This comes at the expense of an in-depth study
of the ranks of sparse random matrices.
7.1 Random linear network coding
In contrast to Algorithm 2, we now drop the idea of partitioning the agents, noting
that this restriction on coding was introduced solely for ease of analysis. As before,
in the first time-step, each agent broadcasts its own message. In subsequent time-
steps, the agents compute random linear combinations of their neighbours messages
(received in the first round), over the finite field Fq. Again, as the analysis is not
sensitive to the choice of q, we choose to code over the binary field F2. Coding over
larger fields has the disadvantage of higher decoding complexity and an increased
overhead caused by sharing coefficients [50]. The agents broadcast this linear com-
bination, along with the coefficients used. To enable decoding, the coefficients of
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all linear combinations are included as packet headers. This assumes that a unique
labelling of each node can be arranged ahead of time. Algorithm 3, described below,
is parametrised by a constant β > 0. The parameter does not depend on n, the
system size.
Algorithm 3 Decentralised network coding algorithm for allcast on Erdős-Rényi
random graphs.
1: In the first round, each agent broadcasts its own message. It also stores each
message received in the first time-step in a buffer. Let N inv denote the set of
messages received by agent v in the first time-step, and let dinv = |N inv |.
2: In each subsequent time-step, each agent broadcasts a random linear combina-
tion, over F2, of messages it received in the first round, computed as follows. Let
Xvw(t) denote the coefficient assigned by agent v to agent w’s packet in round
t. Then, Xvw(t) are mutually independent Bernoulli random variables, and





v , w ∈ Ninv ,
0, otherwise.
3: At the end of each time-step, each agent attempts to decode all of the messages,
based on the linear combinations it has received in all previous time-steps. It
succeeds when it has received n− 1 linearly independent vectors of coefficients.
4: If a node successfully decodes all packets after round t, then it terminates trans-
mission after round t+ 3.
The termination condition for the algorithm appears arbitrary, but is justified
by the theoretical analysis presented below. The analysis shows that with high
probability, for a suitable choice of β, every node will have received n − 1 linearly
independent combinations after ⌈1/p⌉ + 2 rounds; hence, allcast is successful after
this many rounds. Conversely, by the same reasoning as in the proof of Theorem 5.2,
no node will have received n − 1 linearly independent combinations in fewer than
⌊1/p⌋ rounds, with high probability. Hence, by terminating three rounds after it
succeeded in decoding all packets, no node terminates prematurely, before all other
nodes have successfully decoded all packets.
Algorithm 3 is fully distributed, and requires no knowledge about the system on
the part of individual agents or nodes. In particular, agents do not need to know n
or p.
Again, once each node has received a linearly independent set of n − 1 random
linear combinations, the original messages may be obtained by solving the resulting
linear system (for instance, by Gaussian elimination). Theorem 7.2 gives an asymp-
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totic bound on the number of time-steps until this is possible for all nodes. Before
stating and proving the theorem, we introduce an important definition regarding
linear dependencies of matrices.
Definition 7.1. Let m,n ∈ N, let A be an n ×m matrix with entries in F2, and
x ∈ Fn2 , x ̸= 0. Then x is said to be a linear dependency of the columns of A exactly
when Ax = 0. We define λ(A) = |{x ∈ Fn2 : (x ̸= 0) ∧ (Ax = 0)}| to be the total
number of linear dependencies of the columns of A.
Theorem 7.2. Fix τ ∈ R+, β ≥ 5
(1−τ)3(1+Mp) , and suppose all agents employ
Algorithm 3. Suppose the modelling assumptions of Section 5.1 are satisfied. Let
M ∈ N and XM denote the event that, after ⌈1p⌉+M + 1 rounds, every node has a
full rank system of linear equations, and hence may decode all messages. Then for
all M ∈ N,
lim
n−→∞
P(XcM ) = 0.
Remark. It is clear to see from Theorem 7.3 that the expected number of linear
dependencies is monotone decreasing for π ∈ (β log(n)np ,
1
2), and hence the Theorem 7.2
holds for all π in this interval.
Remark. Since the result holds for all M ∈ N, in particular it holds for M = 1, and
decoding is hence possible for all nodes with high probability after ⌈1p⌉+ 2 rounds.
Notice that larger M allows a larger choice of τ and hence faster convergence; the
upper bound on τ is simply ensuring that each matrix Ai has more rows than
columns by at least some constant multiple of n.
We begin with a proof of Theorem 7.2, which follows from the results in the next
two sections.
Proof. Suppose each node discards the messages received in the first round as soon
as transmissions are complete, and does not use them to aid in decoding. Note that
this assumption leads to an upper bound on P(XcM ), as the discarded packets may
aid decoding. The interested reader may easily show that these discarded packets






⊂ (0, 1), let Bk denote the event that node k has at least
⌈(1−τ)np⌉ in-neighbours. Note that by Lemma 2.10, P(Bci ) ≤ exp(−nD((1−τ)p; p)).
We now assume that each node selects ⌈(1− τ)np⌉ of its in-neighbours from which
to accept messages, and discards all messages from any other neighbours. Note that
this assumption can only increase the P(XcM ), as the discarded packets may aid
decoding.
81
CHAPTER 7. NETWORK CODING OVER RANDOM GRAPHS: A
DECENTRALISED METHOD
Let Ak be a matrix whose rows are formed by the coefficients of the remaining
linear combinations received by node k after ⌈1p⌉+M+1 time-steps. Suppose w.l.o.g
that the rows of Ak are ordered by the node which sent them. We may label sets of
rows corresponding to messages received from each node j to be sub-matrices Rj ,
each of which is ρ × n, where ρ := ⌈1p⌉ +M + 1 is the number of time-steps and
hence messages received from each in-neighbour.
Label the columns of Rj by Ci,Rj , which we refer to as the subcolumns of Rj .
Entries in the subcolumns Ci,Rj represent the inclusion of the message of node i in
the linear combinations formed by the in-neighbour corresponding to j. If node i is
not an in-neighbour of j, which occurs with probability 1−p, then j cannot possibly
include this message in any linear combination, and all entries of Ci,Rj are forced





≥ β log(⌈(1− τ)np⌉)
⌈(1− τ)np⌉











for n large enough. Notice that Ak is a random matrix exactly of the form de-
tailed in Theorem 7.3, with πj ∈ [ 5(1−τ)2(1+Mp)
log(n)
np , 1]. Thus, by Theorem 7.4,
limn−→∞ nE(λ(Ak)) = 0. By a simple application of Markov’s inequality, the prob-
ability of Ak not being full rank given Bk is o(n−1). Now since Algorithm 3 requires
more than ⌈1p⌉+M + 1 time-steps if and only if at least one of the nodes does not
have a full rank decoding matrix, we have
P(XcM ) ≤ P
(






















+ n exp(−nD((1− τ)p; p)),
where the first inequality follows since we may have discarded useful messages,





= o(n−1), we obtain
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Figure 7.1: Graphic demonstrating the challenges of proving Theorem 7.3. Notice
the red boxes, showing subcolumns of the matrix which are forced equal to zero,
and whose entries are not independent.
lim
n−→∞
P(XcM ) = 0.
7.2 Expected rank of random matrices
We begin with an exact expression for the expected number of linear dependencies
(defined below) of the columns of the matrices Ak, whose rows are formed from the
coefficients of random linear combinations received by decoding time by a particular
transceiver node i. Since the following two sections simply concern random matrices,
we drop the subscript k from our notation for clarity.
The main challenge in constructing this proof is illustrated in Figure 7.1. The
red boxes show sections of the matrix, which will be defined later as subcolumns,
which are forced to be zero. These are groups of entries of the matrix which are
not independent. The diagram also illustrates the notation defined and used in the
proof of Theorem 7.3.










π1, . . . , πρ ∈ (0, 1]. Let A be an n×⌈(1−τ)np⌉ρ matrix with entries in F2. It is easy
to show that ⌈(1− τ)np⌉ρ ≥ (1 + c)n for some constant c ∈ R+, that is, the matrix
has at least cn more rows than columns. Label each row of A by rj. Partition the
rows into submatrices Rj = (rTjρ, . . . , rT(j+1)ρ−1)
T , and define the subcolumns Ci,Rj
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to be the ith column of Rj.
Suppose A is chosen at random as follows. Each subcolumn Ci,Rj of A is
chosen to be the zero vector i.i.d with probability (1 − p). Otherwise, each of its













































Remark. Note that the πj here have no relationship with any agent (or agent j
in particular); this is simply a theorem regarding random matrices. However, when
applied to the proof of Theorem 7.2, they will represent the encoding densities of
the agents, but in no particular order. For instance, πj need not correspond to
agent j, as the matrix in question may belong to an agent which is not in the
out-neighbourhood of j.
Proof. Let xk ∈ Fn be a column vector with exactly k non-zero entries. We begin
by evaluating the probability that xk is a linear dependency of the columns of A.
Since the columns of A are i.i.d, we may assume w.l.o.g that the first k entries of
xk are equal to 1, and that the rest are zero. Notice that xk is a linear dependency
of the columns of A if and only if xk is a linear dependency of the columns of every
submatrix Rj . That is






noting that Rjx =
∑k
i=0Ci,Rj since only the first k entries of xk are non-zero.
Notice that xk is a linear dependency of the columns of each submatrix inde-
pendently, and we will continue by evaluating this probability. Fix j. Since we
are evaluating the probability that the sum of the first k subcolumns is zero, we
may assume w.l.o.g that the first S subcolumns C1,Rj , . . . ,CS,Rj , s ≤ k are not
“forced” to equal the zero vector, that the entries of these columns are chosen ac-
cording to a Bernoulli(π) distribution (which permits the subcolumns to be zero by
chance), and that the following k − S subcolumns are forced equal to zero. Clearly,
S ∼ Bin(k, p), since the subcolumns are not forced to be zero i.i.d with probability p.
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PROBABILITY
Let Ps = P(
∑s
i=1(Rj)1,i = 0 |S = s). Following the proof of Theorem 3.3 from [25],
we have
P0 = 1, Ps = Ps−1(1− πj) + (1− Ps−1)πj .
Using the substitution Qs = Ps = 12 , we have Q0 =
1
2 and
Qs = (Qs−1 +
1











Hence Qs = 12(1− 2πj)
s =⇒ Ps = 12(1− 2πj)























by the independence of the rows of the submatrix. Now, by the independence of the
submatrices, we see that





















































1 + (1− 2πj)s
)ρ
.
The final claim of the Theorem follows since the terms of the product are monotone
decreasing in πj .
7.3 Upper bound for random matrix singularity proba-
bility
We are now interested in an asymptotic regime in which n tends to infinity, while
πj ≥ π := β lognnp , for all j and a fixed constant β > 0, and most importantly for
which λ(A) = o(n−1). We do not make the dependence of π on n, p and β explicit
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in the notation; thus, p and β are fixed, while n tends to infinity and π tends to








2−⌈(1−τ)np⌉ρf(k, p, π)⌈(1−τ)np⌉, (7.4)
where n ∈ N, p ∈ (0, 1), π ∈ (0, 1/2), and









1 + (1− 2π)s
)ρ
, k = 0, 1, . . . , n. (7.5)
Theorem 7.4. Let A be a random matrix as defined in Theorem 7.3, and recall
E(λ(A)) as stated in (7.4). Fix M ∈ N, p > 0, β ≥ 5
(1−τ)2(1+Mp) and, for n ∈ N,




Moreover, the probability that A is singular is o(n−1).
The proof of the second claim may be obtained by applying Markov’s inequality to
the first: the proof which will proceed through a sequence of lemmas.
Lemma 7.5. Let x ∈ (0, 1/2). Then,
(1− 2x)s ≤ 1− xs ∀ 0 < s < log 2
− log(1− 2x)
.
Remark. We will be interested in the above bound for x much smaller than 1, for
which the bound on s in the lemma statement is approximately log 22x , which is a
constant multiple (not depending on n) of 1/x.
Proof. Fix x and define g(s) = (1− 2x)s − 1 + xs. Then, g(0) = 0 and
g′(s) = (1− 2x)s log(1− 2x) + x,
which is negative for all s ∈ (0, log 2− log(1−2x)). This completes the proof. □
Lemma 7.6. Let π be as in the statement of Theorem 7.4 and let k∗ = ⌊ αnlogn⌋, where
α > 0 is a fixed constant. If α is sufficiently small, then f(k, p, π) ≤ 2ρ exp(−(1 +
Mp)πk4 ) for k = 0, 1, . . . , k
∗.
Proof. For small enough α, and s ≤ k ≤ k∗, we have by Lemma 7.5 that (1−2π)s ≤
1− πs. Hence, for k ≤ k∗,































where we have used Lemma 7.5 once more to obtain the second inequality, the
equality follows by recognising the expectation of a binomial random variable, and
the final inequality follows from the inequality e−x ≥ 1−x. The result of the lemma
follows since pρ ≥ 1 +Mp.
Lemma 7.7. Let π and k∗ be as in the statement of Lemma 7.6. Then, for k =
k∗ + 1, . . . , n,
f(k, p, π) ≤
(








Proof. Decompose f(k, p, π) as




















1 + (1− 2π)s
)ρ
.
Since (1−2π)s is a decreasing function of s, the first sum on the right hand side above







ps(1−p)k−s; using Lemma 2.10, this is no bigger than
2ρe−kD(p/2;p). Likewise, the second sum on the right hand side is bounded by
(








which is no bigger than
(
1 + (1− 2π)kp/2
)ρ. Combining these two bounds yields














Next, observe that (a+ b)ρ ≥ aρ + bρ for all a, b ≥ 0 and all ρ ≥ 1; this follows from
the fact that (1 + x)ρ ≥ 1 + xρ for all x ≥ 0 and ρ ≥ 1, which can be demonstrated
using elementary calculus. Hence, we obtain that














The claim of the lemma now follows from the inequality (1 − x)α ≤ e−αx, which
holds for all α > 0.
Lemma 7.8. Let α, β > 0 be given. Let π = β lognnp and let k
∗ = ⌊αn/ log n⌋. Fix
δ > 0. Then, for all n sufficiently large and k ∈ {k∗ + 1, . . . , n}, we have
f(k, p, π)⌈(1−τ)np⌉ ≤ (1 + δ)[1 + exp(−kpπ)]⌈(1−τ)np⌉ρ.
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Proof. We have by Lemma 7.7 that
f(k, p, π)⌈(1−τ)np⌉ ≤ [1 + exp(−kpπ)]⌈(1+τ)np⌉ρ[1 + 2 exp(−kρD(p/2; p))]
⌈(1−τ)np⌉ρ.
(7.6)
Let λ = ρ−1D(p/2; p). Then, λ is a positive constant that does not depend on n,
and we can write










Substituting this into (7.6), and noting that 2n exp(−λαn/ log n) tends to zero as n
tends to infinity, we obtain the claim of the lemma.




in (7.4) and bound
each of the pieces. Firstly, we have:
Lemma 7.9. Fix p > 0, τ ∈ R+, β = 16
(1−τ)2(1+Mp) , and let π = β
logn
np . Let α > 0
be sufficiently small that the conclusion of Lemma 7.6 holds with k∗ = ⌈αn/ log n⌉,




























































The claim of the lemma follows by a simple application of Taylor’s theorem.
Lemma 7.10. Let α, β > 0 be given, let π and k∗ be defined as in Lemma 7.8. Fix
ϵ > 0 sufficiently small that eϵ(1 + e−αβ) < 2. Then, there is a unique γ = γϵ in
(0, 1/2) such that
D(γ; 1/2) = log(1 + e−αβ) + ϵ.
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2−⌈(1−τ)np⌉ρf(k, p, π)⌈(1−τ)np⌉ = 0
Proof. Since D(x; 1/2) decreases monotonically from log 2 at x = 0 to 0 at x = 1/2,
the first claim of the lemma is straightforward. Next, since k∗pπ ≥ αβ, we see from
Lemma 7.8 and the definition of γ that
f(k, p, π)⌈(1−τ)np⌉ ≤ (1+δ)[1+e−αβ]⌈(1−τ)np⌉ρ ≤ (1+δ)e−ϵ⌈(1−τ)np⌉ρe⌈(1−τ)np⌉ρD(γ;1/2),
for all k ∈ {k∗ + 1, . . . , ⌊γn⌋}, and arbitrarily small δ > 0.





2−n) ≤ −nD(k/n; 1/2), which follows easily





2−⌈(1−τ)np⌉ρf(k, p, π)⌈(1−τ)np⌉ ≤ (1 + δ)e⌈(1−τ)np⌉ρ[D(γ;1/2)−D(k/n;1/2)−ϵ]
≤ (1 + δ)e−ϵ⌈(1−τ)np⌉ρ.
We have used the monotonicity of D(·; 1/2) on (0, 1/2) to obtain the last inequality.








2⌈(1−τ)np⌉ρf(k, p, π)⌈(1−τ)np⌉ ≤ (1 + δ)γn2e−ϵ⌈(1−τ)np⌉ρ.
As γ, δ and ϵ are positive constants which don’t depend on n, the lemma is proved
by letting n tend to infinity.











2−⌈(1−τ)np⌉ρf(k, p, π)⌈(1−τ)np⌉ = 0,
where we define an empty sum to be zero.
Proof. If γ ≥ 1/β, the lemma holds trivially since an empty sum is zero. Henceforth,
we restrict attention to the case γ < 1/β. First, observe from Lemma 7.8 and the
definition of π that, for all k ≥ γn,
f(k, p, π)⌈(1−τ)np⌉ ≤ (1 + δ)[1 + exp(−kpπ)]⌈(1−τ)np⌉ρ
≤ (1 + δ)[1 + n−βγ ]⌈(1−τ)np⌉ρ
≤ (1 + δ) exp(n1−βγ(1 +Mp)),
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−nD(k/n; 1/2) and the fact that D(·; 1/2) is monotone decreasing on [0, 1/2], we




2−⌈(1−τ)np⌉ρf(k, p, π)⌈(1−τ)np⌉ ≤ (1+δ)2−nc exp(−n[D(1/β; 1/2)−(1+Mp)n−βγ ]),









≤ (1 + δ)2−ncn2 exp(−n[D(1/β; 1/2)− (1 +Mp)n−βγ ]).
Since D(1/β; 1/2) is a positive constant, while n−βγ tends to zero as n tends to
infinity, the claim of the lemma follows by taking limits as n tends to infinity on
both sides of the inequality above.
Lemma 7.12. Let β > 0 be given, let π = β log n/np, and let δ ∈ R+. Let τ and c







2−⌈(1−τ)np⌉ρf(k, p, π)⌈(1−τ)np⌉ ≤ (1 + δ)2−cne1+Mp.
Proof. We see from Lemma 7.8 that, for all n sufficiently large and all k > n/β, we
have










≤ (1 + δ)e1+Mp,
where the second inequality follows since np ≥ ⌈(1−τ)np⌉ for large enough n. Hence,















≤ (1 + δ)2−cne1+Mp.




Whilst the bounds given in this section hold asymptotically, these results give no
guarantee over the performance of the algorithm for small networks. A summary of
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10,000 Monte-Carlo simulations are presented in this section for the case of static
graphs (i.e α = 0). These complement the rigorous analysis, showing that the bound
converges quickly and is useful for small n. Figures 5.1 and 5.2 give a comparison of
10,000 simulations with the bound given in Theorem 5.5. Caps on the whiskers of the
box plots throughout this section have not been plotted, because the true minima
and maxima are 1 and ∞, respectively, and will not be attained in simulations. The
whiskers do however illustrate the full range of simulation results. Also note that
the box-plots have in some cases collapsed to lines, because the minimum, median,
lower and upper quartile, and maximum, all coincide.
Figures 7.2 and 7.3 show the number of time-steps required by Algorithm 3
against n and p, on logarithmic and reciprocal x-axis scales, respectively. The al-
gorithm’s parameter was chosen as β = 2. Notice in Figure 7.2, the medians do
approach the bound with n, with over 75% of observations at or below the bound
for graphs of size n ≥ 256. Similarly, for a moderate choice of graph size, Figure 7.3
shows that the majority of observations fell below the bound for all choices of edge
connection probability p.
Notice that for large p, most of the simulations fall below the upper bound. Recall
from the proof of Theorem 7.2 that it is assumed that the messages from the first
round would not be used for decoding. This, and the large number of excess messages
received in these situations are clearly helping the agents to decode the messages
enough to save time-steps. It has already been mentioned that a bound of one
fewer time-step can be proven if the density is suitably increased. These simulation
results suggest that it may be possible for agents to either reduce their density
somewhat, or perhaps under a different model for some agents to remain silent in
some rounds, to reduce the number of excess messages. The simplest way to achieve
this would be for agents to estimate p, and to refrain from transmitting (in any
time-step) with probability (⌈1p⌉)
−1 · 1p , effectively choosing a random subgraph with
the correct number of edges and reducing excess transmissions. Better still would be
to make this choice at every timestep (as the next section suggests that changing the
topology can speed up dissemination). This would reduce the decentralised nature
and perhaps robustness of the algorithm, however. Investigation of this idea is left
as further work.
Next, we investigate the affect of the parameter β on the algorithm’s perfor-
mance. Theorem 7.2 suggests that this constant should be taken to be greater than
5, however simulation results show that to be excessive in practice. Figure 7.4 com-
pares the performance of the network coding method for various values of n and β.
The simulations suggest that for all n, improved performance can be obtained by
91
CHAPTER 7. NETWORK CODING OVER RANDOM GRAPHS: A
DECENTRALISED METHOD
64 128 256 512 1024





















Figure 7.2: Graphic summarising 10,000 Monte Carlo simulations of Algorithm 3,
in which the agents perform allcast by sharing random linear combinations of their
neighbours messages at each timestep. The network consists of n agents, with edge
connection probability p = 0.4. The box plots represent the number of time-steps
required when β = 2. Note that the n-axis scale is logarithmic. The asymptotic
bound given in Theorem 7.2, which is exceeded with probability vanishing in n, is
plotted for comparison. Notice that the simulation results exceed this bound less























Figure 7.3: Graphic summarising 10,000 Monte Carlo simulations of the Algorithm 3,
in which the agents perform allcast by sharing random linear combinations of their
neighbours messages at each timestep. The network consists of n = 256 agents,
with varying edge connection probabilities p. The box plots represent the number
of time-steps required when β = 2. The p axis is plotted on a reciprocal scale. The
asymptotic bound given in Theorem 7.2 is plotted for comparison. Notice that the
upper quartile of simulation results never exceeds the bound, for any value of p.
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increasing β. We anticipate poor performance for β = 1 as this yields exactly the
same matrix density as [25] (i.e log(n) non-zero entries per row). Some numerical
evaluations of Theorem 7.3 suggest that β = 1 may be viable (particularly for large
n), however we believe this to be an edge case (and unreliable in practice). Much
better performance and faster convergence is clearly obtained for increased β, ac-
cording to the graphic, and we speculate that such a choice may yield more robust
performance in practice.
7.4.2 Generalised model
In Section 5.1, the model presented in [24] was generalised to allow for edges to be
re-sampled at each time-step with some fixed probability α ∈ [0, 1]. All analytical
results have been under the assumption that the graph was static, i.e that α = 0.
This choice was motivated by the conjecture that this was the worst case scenario,
64 128 256 512 1024





















(a) β = 1
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(b) β = 2
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(c) β = 4
Figure 7.4: Graphic summarising 10,000 Monte Carlo simulations of Algorithm 3,
in which a network of n agents achieve allcast by sharing linear combinations of
their neighbours messages.The edge connection probability p = 0.4. Each sub-graph
shows the number of time-steps required for a different choice of the parameter
β. Note that the n-axis scale is logarithmic. The asymptotic bound given in Theo-
rem 7.2 is plotted for comparison. Notice the improvement in performance for larger
β,and that the bound is satisfied with β much smaller than required in the theorem.
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Figure 7.5: Graphic summarising 10,000 Monte Carlo simulations of Algorithm 3,
performing allcast on a network of n = 64 agents, with edge connection probability
p = 0.4. The box plots show the number of time-steps required by the algorithm
for increasing edge re-sampling probability α. The choice of parameter for the
algorithm was β = 2. The asymptotic bound given in Theorem 7.2, for static graphs
(i.e α = 0) is plotted for comparison. Notice the improvement in performance for
larger α, justifying the hypothesis that the static graph is the worst case scenario.
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Figure 7.6: Graphic comparing the performance of Algorithm 1(in which agents
forward messages) with Algorithm 3 (in which agents share linear combinations
of messages, parameter β = 2) in 10,000 Monte Carlo simulations. The algorithms
performed allcast on a network of n agents, with edge connection probability p = 0.4.
Note that the n-axis scale is logarithmic. Notice how, except for outliers where
n = 64, Algorithm 3 universally out-performs Algorithm 1. Moreover, the number
of rounds required is not increasing with the size of the network, compared with
clear log(n) growth of the baseline.
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as it would be impossible for nodes to achieve allcast without relaying. It also
seems the harshest model of slow fading, as in practice it is hard to believe that
no communication would be possible at all between a pair of agents, rather that
their communications would be much more likely to be erased, and erasures would
be heavily correlated over time. Figure 7.5 gives justification for our assertions by
comparing the performance of network coding for increasing α (with n = 64, p = 0.4,
β = 2). As expected, the number of transmission rounds required does decrease with
the edge re-sampling probability α.
7.5 Concluding remarks
In contrast to Algorithm 2, Algorithm 3 presented in this chapter is fully decen-
tralised. The restriction to coding over subsets of the nodes in certain rounds has
been eliminated, obviating the need for agents to negotiate a partition ahead of
transmission time. This overhead would make application to more dynamic network
topologies more difficult, as the partition would have to be frequently re-negotiated.
Using the size of each agents in-neighbourhood to calculate π, as opposed to using
n and p as Algorithm 2 did, allows the agents to employ Algorithm 3 without each
possessing any knowledge (even approximately) of the wider graph. In practice,
this will save a complex system of control messages, which will themselves waste
channel capacity, and the algorithm will be easier to implement. Due to the decen-
tralised nature of this algorithm, there will also be little need for configuration in
advance, for instance to nominate a controlling/relay agent. There is no need for
any infrastructure such as relays, only the agents themselves.
Again, this algorithm requires only a constant number of time-steps to achieve
allcast. Whereas the total number of transmissions required by Algorithm 1 scales
as n log(n), the same quantity for Algorithm 3 scales linearly. This will improve
the scalability in practice of systems to larger networks. Figure 7.6 compares the
number of time-steps required by Algorithm 3 and Algorithm 1 in 10,000 Monte
Carlo simulations. The graph shows that, just as in theoretical predictions, the
baseline requires a number of time-steps which grows with the size of the graph,
whist the number required by its RLNC alternative does not.
It should be noted that neither of Algorithms 2 or 3 will succeed on graphs of
diameter greater than two. This includes small graphs, where the probability of this
occurring remains moderate, despite vanishing with n. A useful extension to this
work would be to consider algorithms which succeed on such graphs. The obvious
remedy is to simply drop the constraint of coding over messages only from imme-
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diate neighbours. Whilst it is clearly possible to perform Monte-Carlo simulations
of such algorithms, rigorous analysis seems challenging. Another useful extension
would be to consider how the algorithms could be combined with a Medium Ac-




Group communication over line
networks
This chapter introduces the problem of agents positioned in a line, with local connec-
tivity, which wish to exchange messages with those close to them. A formal math-
ematical model is given, as well as a lower bound on the number of transmissions
before full dissemination is possible. A baseline solution is presented, with rigorous
analysis showing that the algorithm succeeds within a given amount of timesteps
with high probability. A Random Linear Network Coding (RLNC) solution is left
as further work.
8.1 Introduction
Whilst the model introduced in Chapter 5 is useful if every agent wishes to receive
the messages of every other, this will clearly not always be the case. For instance,
messages in vehicular networks may only have relevance within a limited spatial
scope [13]. An interesting real world communication problem to consider is the
dissemination of such data over a broadcast medium. For instance, consider a line
of autonomous vehicles. It may be necessary for each vehicle to share data with all
that surround it, within a certain distance, but the messages may be irrelevant to
those any further away.
The broadcast of a single message over such a network is considered in [85],
introducing two methods based on re-transmission. The authors aim to improve
the flooding protocol, in which vehicles which receive a message re-transmit it until
it is received by all. The authors observe that only the most distant vehicle from
the originator of a message need re-broadcast it (assuming all vehicles within some
distance may communicate), as the intermediate vehicles will be needlessly sending
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duplicate messages which will not reach as many intended recipients. The authors
suggest two methods. In the first, it is assumed that the vehicles will continuously
share their GPS locations, so that they can compare their trajectories. If two vehicles
are travelling with roughly parallel trajectories, it is assumed that they are on the
same road. This data is also used to determine whether the vehicles are in front
or behind the transmitter. The most distant vehicle in front, behind, and on a
different road (perhaps after an intersection) are selected to re-transmit the message,
until its time-to-live has expired. An alternative which avoids directly sharing GPS
locations is for the transmitting vehicle to include its GPS position as a packet
header, and for potential relays to wait before re-transmitting, for a time chosen to
be inversely proportional to their distance from the transmitter. If, by this time,
most of their transmission range has been covered by other re-transmissions (up to
some threshold), then the vehicle will not re-transmit the message.
It is clear that this is not an optimal approach, however. Although the authors
(implicitly) assume lossless links, in practice the links will experience some corrup-
tion regardless of the codes used. As pointed out in [4], the maximum throughput
any method can achieve without re-coding at each intermediate node is the (in gen-
eral vanishing) capacity of the overall channel, with or without coding. Cascading
these lossy channels will inflate their error probability: for instance it is easy to
show that the probability of successfully transmitting a message from one end of
a cascade of n binary erasure channels to the other will decay exponentially in n.
Recall that the capacity is upper-bounded by the minimum cut of the network [27],
which is in this case the lowest capacity of the edges, and non-vanishing so long
as the edges have non-vanishing capacity. It is clear to see that throughput at a
rate arbitrarily close to this may be achieved by buffering messages at each node,
decoding the entire message, re-encoding, and then forwarding the message on [4].
However, this incurs excessive delays, and the authors show instead that reliable
communication may be achieved over L hops if each intermediate node codes over
at least O(log(L)) buffered messages. A number of practical codes which solve this
problem with finite partial processing at each node are analysed in [86].
This chapter introduces a model of this problem, in which an infinite line of
vehicles must exchange a message with all others within a given distance, over lossy
broadcast channels. An uncoded baseline method is introduced and analysed. A
lower bound on the number of time-steps required for full dissemination is given.




We begin by assuming that there are infinitely many agents in a straight line, to
model the case of vehicles driving on a single lane road. All agents have a stream
of messages to communicate to all within a certain, fixed distance, over unreliable
channels. If we were to assume that communication is never required beyond the
communication range of the agents, then we may simply apply standard RLNC to
solve the problem. We will therefore devote our attention to cases in which messages
must be shared over multiple hops, by cooperative neighbouring agents.
Communications between agents are synchronised into time-steps, which we as-
sume are long enough for every agent to transmit a message to every other. In
this way, we abstract Medium Access Control (MAC) issues from our model. We
model connectivity in each time-step by the random digraph G = (Z, E), where
E ⊆ {(i, j) ∈ Z2 : 1 ≤ |i − j| ≤ k}, k ∈ N, and where each of these is included
in E i.i.d with probability (1 − q) ∈ (0, 1]. Error and delay free communication is
possible between two agents in a given round exactly when an edge exists between
their nodes in the graph. We assume that the channel is broadcast in nature, as
would be the case for a wireless channel, and so each agent broadcasts the same
message to each of its neighbours.
We consider a problem in which each agent i has a stream of messages which it
must disseminate to all agents in the set Di = {j ∈ Z : 1 ≤ |i − j| ≤ n}, n ∈ N, of
the first n agents either side of them. Each agent i must also receive the streams
from each agent in D. This is illustrated in Figure 8.1, in which the dashed lines
represent the overall desired range of transmissions, and the green ones represent the
secondary propagation of agent i’s message. Due to the limited temporal relevance
of the data, buffering over a single stream will not be allowed; It will be assumed
that each agent i will broadcast a single message Pi, and wait until it has exchanged
a message with every agent in D before broadcasting another. Each message Pi is
assumed to be an element of a vector space over F2.
8.3 Lower bound
In this section we introduce a lower bound on the number of time-steps required by
any method to achieve an allcast on D. We begin with a simple asymptotic result,
which follows from the law of large numbers. Intuitively, we show that fewer than 2n
messages are received by a member of D with high probability in fewer time-steps.
Theorem 8.1. Suppose that all agents employ some cooperative scheme in order to
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i-ki-n i+k i+n
Figure 8.1: Graphic illustrating the model studied in this chapter. Agents (repre-
sented here by vehicles) may communicate in each direction with their k nearest
neighbours on either side, denoted by solid black lines. Each agent must exchange
messages with their nearest n > k neighbours on either side, denoted by black dashed
arrows. Re-transmission of each agent’s messages by its peers is clearly necessary to
achieve this. The cars in this image are taken from [2].
exchange messages amongst nodes each set Di. Let Xi denote the first time-step at
which agent i may decode all messages from the 2n other agents in Di. Regardless





Xi < (1− ϵ) nk(1−q)
)
= 0. (8.1)
Remark. It is not clear that this bound is achievable.
Proof. Let M ti denote the number of messages received by i in round t. Clearly
agent i cannot decode 2n messages until at least 2n (possibly coded) messages have
been received. We have
P
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M ti ≥ E(M11 ) + δ
)
,
for suitably chosen δ, and where the penultimate inequality follows since M ti are
i.i.d. The result follows by the law of large numbers.




Theorem 8.2. Suppose that all agents employ some cooperative scheme in order to
exchange messages amongst agents each set Di. Let Xi denote the first time-step at
which agent i may decode all messages from the 2n other agents in Di. Regardless
of the method employed, we have
P
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1−ϵ ; 1− ϵ
))
.
Proof. Let M ti denote the number of messages received by i in time-step t. We have
P
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where the final inequality follows since, for all a ∈ N, b ∈ R, ⌊ab⌋ =
⌊
a⌊b⌋ + a(b −
⌊b⌋)
⌋
≥ a⌊b⌋. By Lemma 2.10, we have
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In this section we investigate a simple baseline solution based on repetition. Since
adjacent agents are connected by reliable channels, and agents within k steps of
each other are connected with probability 1− q in each time-step, it is equivalent to
say that agents are connected by i.i.d erasure channels (so long as they are within
range). It is clear that if a message is repeated enough times, then eventually
the message will be received error free. In its first iteration, this baseline solution
will use this approach to spread every message to every node within k steps of its
originator, over a fixed number of time-steps. In subsequent iterations τ , each agent
will simultaneously propagate the messages of the agents (τ − 1)k steps in each
direction to the appropriate agents in its communication range.
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Algorithm 4 Baseline allcast algorithm for broadcast line networks
Iteration 1: Each agent i broadcasts its own message Pi a total of
⌈
(1 + ϵ) log(n)− log(q)
⌉
times.















(1+ϵ) n log(n)−k log(q)
⌉
time-steps.






iterations, the message Pi has been received by all agents in Di. If
n ≥ k, then
lim
n−→∞
P(Y ci ) = 0.
Proof. We begin by bounding the event Si,τ of iteration τ being successful for agent
i. By this we mean that all agents in {j ∈ Z : τk < |i − j| ≤ τ(k + 1)} receive the
message Pi, all agents in {j ∈ Z : τk ≤ i − j < τ(k + 1)} receive the message sent
by agent i− (k + 1)τ , and all agents in {j ∈ Z : τk ≤ j − i < τ(k + 1)} receive the
message sent by agent i+(k+1)τ . The final two conditions will enable decoding of


















The final round being successful is not necessary for Yi, as it is sufficient for the
required agents to receive Pi without receiving the more distant messages. We will
ignore this for simplicity in the following bound. Since the Sτi are i.i.d, by the union
bound, we have















k + 1) · 4kn
−(1+ϵ)
≤ nk · 4kn
−(1+ϵ) + 4kn−(1+ϵ)
≤ 4n−ϵ + 4n · n−(1+ϵ)
≤ 8n−ϵ.
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8.5 Further work: a Random Linear Network Coding
(RLNC) solution
The aim of studying this problem was to find a solution to it based on RLNC.
Whilst the baseline solution does employ a form of network coding, in the sense
that messages from opposite directions are summed together, it is far from the lower
bound and seemingly far from optimal. Unfortunately an RLNC solution is not
presented in this thesis, but rather left as an open research problem.
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This thesis was motivated by the need for group communications, in applications
such as vehicular networking and content distribution. Whilst the specific challenges
posed by these applications differ, they share several common demands: reliability,
scalability, high throughput, and low latency (except for “best effort” data distribu-
tion). This thesis investigated the performance of Random Linear Network Coding
(RLNC) when applied to these problems, motivating their deployment in place of
more commonly implemented uncoded solutions.
This thesis considered the broadcast erasure channel, in which messages are
either received error-free or erased completely. The model takes two forms. If
each pair of agents can plausibly exchange a message after only a small number of
erasures, then agents may exchange messages directly with one another. Otherwise,
the agents must cooperate in order to propagate messages of others to agents they
are unable to communicate with, in order to meet latency targets. This may be the
case if agents communication links are obstructed by terrain. In the first of these
models, erasures are assumed to be independent, whereas in the second, they are
assumed to follow a two-state Markov chain. This model is parameterised by α, the
probability of each link link being re-sampled at each time-step.
The performance of fountain coding was studied for the first of these models,
under some idealising assumptions, for the broadcast of a stream of messages to
n receivers over erasure channels which are independent over time and space. As
a special case of the result, the throughput achieved by the popular Automatic
Repeat Request (ARQ) solution is shown to vanish with n, despite similarly generous
assumptions (which ignore the well known feedback implosion problem). In stark
contrast, fountain coding is shown to achieve non-vanishing throughput, at any
rate below capacity, in exchange for a delay penalty which is O(log(n)). One main
limitation of the research is the assumption that a fountain code applied to a block
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of k messages may be decoded after any k coded messages have been received.
In reality, most methods require more than k received messages before decoding
is possible. Generous assumptions were made for the sake of tractability, but a
useful extension would be to eliminate this particular assumption (for specific codes),
without losing the simple, insightful results the model allowed.
The second of these models can be considered a generalisation of the first; the first
model is obtained as a special case by taking α = 1. If α = 0, the connectivity graph
is static for all time. This can be considered to be the worst case, as dissemination
of a given message to all other agents is impossible without cooperation and relaying
between them. The worst case was studied analytically for the sake of tractability,
under the conjecture that the methods would perform better for α > 0. Evidence
for this conjecture was given in the form of Monte Carlo simulations, but analytical
results are left as further work.
An uncoded baseline solution is analysed, for comparison with more feasible
methods. Messages are buffered by agents over time, one of which is then ran-
domly selected for transmission at each time-step. Two network coded solutions
are presented, in which agents broadcast random linear combinations of received
messages instead. The method from Chapter 7 improves on that of Chapter 6 by
eliminating any need for coordination before transmissions commence, and the need
for each agent to determine the channel erasure probabilities or total number of
agents, making the method fully distributed. Arguably this improves the poten-
tial for application to networks with a more dynamic topology. This improvement
came at the expense of ease of analysis, but not simplicity of results; analysis of
the method of Chapter 6 was achieved by applying the work of [25], whereas that
of Chapter 7 required an extensive study of the ranks of sparse random matrices.
This was particularly challenging since the entries were not i.i.d. Whilst the baseline
solution completes in O(log(n)) time-steps with high probability, the network coded
solutions both complete in a constant number of rounds. This improved scalability
will allow systems to achieve allcast on much larger networks, without sacrificing as
much delay, making the algorithms much more feasible for application.
Whilst the network coding methods work for this graph model, they will fail
for graphs of diameter greater than 2. The performance is also poor for very small
networks, as although the probability of a graph having larger diameter vanishes
with n, it is still moderate. This issue could be eliminated by allowing each agent
to code over every message that is ever received, as opposed to those from the first
transmission round only. However, this would increase the number of messages
included in each linear combination, and could increase the decoding complexity
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excessively. An extension would be to consider methods which extend the algorithms
to work well on such graphs without incurring to much computational expense.
Whilst simulation results are feasible, rigorous analysis is complicated by the need
to keep track of the second-hand linear combinations received by agents, and the
affect of this on the subsequent linear combinations which will be produced.
Both of these models are relatively simplistic, and a useful extension to this
work would be to consider more advanced models. For instance, models in which
erasures are correlated across space, or where the number of connections is limited.
A spatial network in which the communication characteristics are related to the
distance between nodes may also be an interesting extension. Indeed, one such
spatial network is considered in Chapter 8, which formalises the problem of localised
group communication amongst an infinite number of agents, positioned in a straight
line. Whilst an asymptotic lower bound is given, as well as rigorous analysis of
a coded baseline, an RLNC solution for this model is left as further work. The
challenge would be to develop an algorithm which required coding over only a small
number of messages from each agent, by coding over messages from multiple agents
at a time, as was exploited in Chapters 6 and 7.
Another shortcoming of the model is the lack of a Medium Access Control (MAC)
solution to enable agents to share a single medium in a decentralised manner, and
to each transmit a message in each timestep. Whilst this assumption did permit
tractable analysis, it would be useful to consider how the algorithms could be mod-
ified to solve this issue, or coupled with a suitable MAC protocol, and how the
performance would be affected.
Despite the shortcomings of these models, the results of this thesis are insightful.
It is demonstrated that fountain and network coding can outperform conventional,
uncoded methods, and that this is achievable with finite delay. These results moti-
vate further study of network coding, and its application to group communication.
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Glossary
5G-NR Fifth Generation-New Radio. 46
ack acknowledgement. 17, 30
allcast A communication problem in which each network node must communicate
a message to every other. 2, 6, 38, 57
ARQ Automatic Repeat Request. xi, 2, 4, 5, 6, 17, 18, 20, 21, 30, 34, 35, 36, 43,
44, 45, 46, 47, 50, 54, 55, 105
AWGN Additive White Gaussian Noise. 35
BATS BATched Sparse codes. 31
belief propagation A method for decoding Luby Transform (LT) coded messages.
xi, 23, 27, 28, 29, 30, 31
CAV Connected and Autonomous Vehicle. 2, 3, 4
CDF Cumulative Distribution Function. 44
CDN Content Delivery Network. 4, 5
CLT Central Limit Theorem. xi, 51, 52, 54
CRC Cyclic Redundancy Check. 17
CSMA/CA Carrier Sense Multiple Access/Collision Avoidance. 39
FEC Forward Error Correction. 5, 21
fountain coding An error correcting code which achieves the digital fountain prin-
ciple. 34, 43, 45, 47, 50, 54
GPS Global Positioning System. 98
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Glossary
group communications A communication problem in which network nodes must
mutually share messages. 2, 105
HARQ Hybrid Automatic Repeat reQuest. 21, 35, 46
i.i.d Independently and Identically Distributed. xiii, 8, 11, 12, 26, 35, 40, 44, 58,
68, 69, 70, 82, 84, 106
IDNC Instantly Decodable Network Codes. 39, 40
IP Internet Protocol. 5, 22, 43
ISP Internet Service Provider. 5
LDPC Low Density Parity Check. 28
LT Luby Transform. 5, 23, 27, 28, 31
MAC Medium Access Control. 46, 96, 99, 107
MBMS Multimedia Broadcast/Multicast Services. 5
Multicast Transmitting a message or stream of messages to a set of receivers over
a network. 5
PRNG Pseudo-Random Number Generator. 20, 26
RLNC Random Linear Network Coding. xvii, 1, 2, 6, 7, 8, 21, 23, 26, 27, 29, 30,
32, 33, 35, 36, 37, 38, 39, 40, 45, 46, 60, 67, 68, 69, 71, 78, 79, 95, 97, 98, 99,
103, 105, 107
TCP Transmission Control Protocol. 4, 17, 18
temporal relevance The amount of time for which data will remain relevant to
its intended recipient. Data streams in which messages are quickly superseded
by newer messages have low temporal relevance. 32
time-step An interval of discrete time. iii, xii, xiv, 6, 7, 8, 18, 34, 35, 36, 37, 39,
40, 44, 45, 47, 50, 54, 57, 58, 59, 61, 62, 63, 65, 67, 68, 69, 70, 71, 76, 79, 80,
81, 82, 91, 92, 93, 94, 95, 98, 99, 100, 101, 102, 105, 106
V2I Vehicle to Infrastructure. 4
V2V Vehicle to Vehicle. 3, 4
Wi-Fi A popular wireless LAN protocol. 17
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