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ABSTRAKT
Tato bakalářská práce pojednává o moderních metodách restaurace audiosignálu. Hlav-
ními použitými metodami budou řídké reprezentace signálu, které budou implementovány
v programu MATLAB pomocí toolboxů LTFAT a UNLocBoX. Dále se budeme snažit do-
sáhnout co nejkvalitnější rekonstrukce a poté tyto výsledky porovnat jak subjektivně tak
objektivně.
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ABSTRACT
This bachelor thesis deals with modern methods of audio signal inpainting. Main methods
used will be sparse signal representations. Those will be implemented into MATLAB
software using LTFAT and UNLocBoX toolboxes. Next we would like to accomplish
the best results with the audio inpainting and then compare these results as well as
subjectively as objectively.
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sentations, UNLocBoX.
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ÚVOD
V dnešní době se nároky na kvalitu audio záznamu (např. pro následnou postpro-
dukci) čím dál více a více zvyšují a proto je třeba věnovat tomuto problému dosta-
tečnou pozornost. S nástupem moderní techniky totiž nastupují i moderní metody
restaurace ne tak kvalitně pořízených záznamů a těmi se tato práce bude zabývat,
převážně tedy jejími dvěma modely a to:
a) Chybějícími vzorky audiosignálu, obr. 1.1
b) Saturovanými vzorky audiosignálu, obr. 2.2
V prvních kapitolách si definujeme základní značení a pojmy, dále se seznámíme
s teoretickým základem pro tuto bakalářskou práci a poté se budou další kapitoly
věnovat návrhu metody řešení problému.
V praktické části bude úkolem naprogramovat funkční program pro rekonstrukci
audio signálu a také bude za úkol navrhnout jak objektivní tak subjektivní metodu
srovnání výsledků.
1V angličtině pod názvem audio inpainting, což doslova znamená ne-vykreslení (původně vzta-
ženo k oblasti zpracování obrazu).
2Tzv. „přebuzení“ audiosignálu nebo také limitace audiosignálu, v angličtině pod názvem clip-
ping.
11
50 100 150 200 250 300 350 400 450 500 550 600
samples
-4
-3
-2
-1
0
1
2
3
4
5
a
m
pl
itu
de
×10 -4 Missing samples
Obr. 1: Chybějící vzorky.
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Obr. 2: Saturované vzorky.
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1 ÚVOD DO PROBLEMATIKY
Diskrétní audio signál můžeme brát jako určitou posloupnost zvukových vzorků.
Pokud je audio signál nějakým způsobem poškozen, dokážeme tuto chybu někdy
zaznamenat i pouhým sluchem. Zvláště, když se jedná o chyby přesahující 20 ms.
V této bakalářské práci se budeme zabývat právě restaurací těchto poškozených
vzorků pomocí různých metod, převážně však metod využívajících řídkých repre-
zentací signálu. Úspěšnost budeme moci sledovat na spektrogramech signálu.
Restaurovat budeme dva typy poškozených signálů. První je signál se saturova-
nými vzorky, tzv. clipping, ke kterému může dojít například při špatně nastavené
hodnotě parametru gain na mixážním pultu. Příklad můžeme vidět na obrázku 2.
Další typ poškození jsou chybějící vzorky signálu. S tímto problémem se můžeme
setkat například v internetové komunikaci VoIP (Voice over IP), což můžeme vidět
na obrázku 1, ale existuje také řada dalších problémů z reálného života.
1.1 Základní pojmy a definice
V této části definujeme hlavní značení, základní pojmy a definice pro srozumitelnější
pochopení zbytku bakalářské práce.
Pokud se bude jednat o skalární veličiny, tak ty značíme kurzívou, jako např.
𝑚,𝑁 . Vektory značíme tučným řezem, tedy x,y, . . . Konečněrozměrné vektory pak
uvažujeme sloupcově, pokud nebylo zadáno jinak. Indexování prvků vektoru začíná
jedničkou, tzn. x = [ 𝑥1, . . . , 𝑥𝑛] T.
Definice 1.1. Nosičem vektoru x myslíme množinu jeho indexů, ve kterých má
vektor nenulové hodnoty. Značíme supp(x) = {𝑖 |𝑥𝑖 ̸= 0}.
Pro znázornění mějme například signál x = [ 𝑥1, . . . , 𝑥𝑛] T = [ 0, 0, 3, 0, 4, 2, 0, 5] T
máme supp(x) = {3, 5, 6, 8} a |supp(x)| = 4.
Matice značíme také tučně, ale velkým písmenem (A,Ψ). Prvky matic značíme
jejich adekvátními malými písmeny, tedy 𝑎𝑖𝑗, 𝜓𝑖𝑗. Řádek 𝑖 matice A se značí jako
a𝑖,:, obdodně značíme sloupec 𝑗 a to a:,𝑗.
Symbol * je označením tzv. hermitovské transpozice, což je matice vzniklá ze
složení transponované matice a komplexního sdružení každého jejího prvku.
Značení vektorových prostorů bude následující: V,R𝑛,C𝑁 .
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Definice 1.2. Matici A+ nazýváme pseudoinverzní k matici A, když platí
AA+A = A
A+AA+ = A+
(AA+)* = AA+
(A+A)* = A+A.
Z toho vyplývá, že řešení lineárního systému Ax = y bude x = A+y a to bude
zároveň řešení s minimální energií.
Definice 1.3. 𝑙𝑝-norma vektoru x ∈ C𝑁 je definována jako
‖x‖𝑝 :=
(︃
𝑁∑︁
𝑖=1
|𝑥𝑖|𝑝
)︃ 1
𝑝
pro 1 ≤ 𝑝 <∞,
‖x‖𝑝 :=
𝑁∑︁
𝑖=1
|𝑥𝑖|𝑝 pro 0 < 𝑝 < 1, (1.1)
‖x‖∞ := max
𝑖
|𝑥𝑖|,
‖x‖0 := supp(x).
Definice 1.4. Vektor x ∈ C𝑚 nazveme 𝑘-řídký, pokud pro něj platí
‖x‖0 ≤ 𝑘 kde 𝑘 ∈ Z+0 . (1.2)
Definice 1.5. Jednotková koule 𝐵𝑁𝑝 v normě 𝑙𝑝 je definována jako
𝐵𝑁𝑝 := {x ∈ C𝑁 | ‖x‖𝑝 ≤ 1}. (1.3)
Znázornění jednotkových koulí v různých normách je na obrázku 1.1, kde v normě
𝑙0 splývá s osami souřadného systému.
B1
2B0
2 B0,5
2 B2
2
(a) (b) (c) (d)
Obr. 1.1: Hranice jednotkových koulí (a) 𝐵20 , (b) 𝐵20,5, (c) 𝐵21 , (d) 𝐵22 .
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2 TEORIE BÁZÍ A FRAMŮ
Na zvukový signál se můžeme dívat jako na vektor s délkou 𝑛 a můžeme tak uplatnit
teorii založenou na vektorovém prostoru (VP). První věc, kterou se ve VP zbýváme
je báze. Vektory mohou být vyjádřeny jako lineární kombinace prvků báze. Zároveň
je příznivé pokud jsou prvky báze ortogonální s ohledem na skalární součin. Navíc
jsou báze jednoduché na představu.
V následujících kapitolách budou shrnuty základní teoretické předpoklady pro
práci s bázemi a později i s framy.
2.1 Báze vektorového prostoru
Báze VP je množina lineárně nezávislých vektorů, jejichž lineární kombinací lze
vyjádřit jakýkoliv vektor v daném VP. Pokud máme B = {b1, . . . ,b𝑛} bází, potom
každý prvek x ∈ V můžeme vyjádřit jako
x =
𝑛∑︁
𝑖=1
𝑐𝑖b𝑖 = Bc. (2.1)
Ortogonální a ortonormální báze
Ortogonální a ortonormální báze jsou báze, se kterými se v praxi pracuje nejjed-
nodušeji. Definice ortogonální báze je taková, že všechny dvojice bázových vektorů
jsou na sebe kolmé, tedy pro libovolné vektory z báze B = {b1, . . . ,b𝑛} platí
⟨b𝑖,b𝑗⟩ = 0, ⟨b𝑖,b𝑖⟩ ≠ 0. (2.2)
U ortonormálních bází je to podobně, ale navíc platí pro všechny prvky ‖b𝑖‖ = 1,
neboli B* = B−1.
2.2 Framy
Pokud máme VP definován množinou více vektorů, než je dimenze prostoru, musí
být tyto vektory lineárně závislé. Takové množině vektorů říkáme frame. Tyto framy
můžou mít výhody i nevýhody. Mezi výhody patří, že jsou méně omezené než báze,
a proto se používají pro jejich flexibilitu. Naopak jako jednu z nevýhod můžeme
uvést náročnější výpočtové metody a s tím spojené riziko numerické nestability [13].
Definice 2.1. Spočetná množina prvků {𝜑𝑘}𝑘∈𝐼 ve vektorovém prostoru V se nazývá
frame pokud existují takové konstanty 0 < 𝐴 ≤ 𝐵 <∞, že
𝐴‖x‖2 ≤∑︁
𝑘∈𝐼
|⟨x,𝜑𝑘⟩|2 ≤ 𝐵‖x‖2,∀x ∈ V. (2.3)
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Prvky framu {𝜑𝑘} se nazývají atomy. Konstanty 𝐴,𝐵 jsou nazývány jako meze
framu.
1
1
-1
φ 1
φ 2
φ 3
Obr. 2.1: Příklad framu v R2.
2.2.1 Gaborovy framy
Gaborovy framy se hojně používají zejména když potřebujeme vyjádřit časově-
kmitočtovou analýzu. U stavebních bloků, které jsou umístěny v čase a kmitočtu,
můžeme provést syntézu nebo je rozložit, což vede v spektrogram. Pro naše účely
budeme používat pouze konečné Gaborovy framy.
Matematická teorie Gaborovy analýzy v 𝐿2(R) je postavena na operátorech
translace a modulace a zaměřuje se na reprezentaci funkce 𝑓 ∈ 𝐿2(R) jako su-
perpozici posunutých a modulovaných verzí fixní funkce 𝑔 ∈ 𝐿2(R). Soubor těchto
funkcí
{ej2𝜋𝑚𝑏𝑥𝑔(𝑥− 𝑛𝑎)}𝑚,𝑛∈Z (2.4)
pro dvě zvolené hodnoty 𝑎 a 𝑏 se nazýváGaborův systém, [13]. Pokud se budeme bavit
v kontextu zpracování signálu, tak můžeme narazit na název krátkodobá Furierova
transformace (zkratka STFT), což znamená úplně to stejné.
Důležité je zvolit funkci 𝑔 ∈ 𝐿2(R) a parametry 𝑎, 𝑏 > 0 tak, aby funkce 2.2
tvořila frame v prostoru 𝐿2(R), [15]. Poprvé se tímto zabýval Dennis Gabor, který
uvažoval posloupnost funkcí ve tvaru {𝐸𝑚𝑏𝑇𝑛𝑎𝑔}𝑚,𝑛∈Z, kde funkce 𝑔 je Gaussova
funkce ve tvaru 𝑔𝑥 = e−𝑥
2
2 a 𝑎𝑏 = 1. Tyto dvě výše zmíněné funkce lze zapsat do
explicitního tvaru
𝐸𝑚𝑏𝑇𝑛𝑎𝑔(𝑥) = ej2𝜋𝑚𝑏𝑥𝑔(𝑥− 𝑛𝑎). (2.5)
Funkce 𝑔 je pak nazývána jako okénková funkce.
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Je-li gaborovský systém zároveň i frame, můžeme z jeho časově-kmitočtových
koeficientů rekonstruovat jakýkoliv signál. Ukázka několika prvků Gaborova framu
je na obrázku 2.2.
Obr. 2.2: Ukázka několika atomů Gaborových framů složeného z posunutých a mo-
dulovaných B-splinů. Převzato z [13].
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3 RESTAURACE AUDIOSIGNÁLU POMOCÍ
INTERPOLACE
Algoritmy, které se zabývají doplněním chybějících dat, využívají právě interpolace
k dopočítání chybějících vzorků z okolních známých vzorků. Použité algoritmy vy-
užívají metodu založenou na výpočtu chybějících dat ze vzorků pravé i levé strany
od mezery.
Metody jsou převážně založeny na předpokladu, že je signál modelován pomocí
autoregresního modelu. Spousta interpolačních technik je založená na tom, že se
AR model vypočítá z jednoho úseku, který zahrnuje i mezeru a její okolí. My si ale
rozdělíme AR model na dva oddělené úseky z levé a z pravé strany od mezery.
3.1 Autoregresní (AR) metody
AR metoda je založena na předpokladu, že lze signál popsat parametrickým mode-
lem, který je popsán koeficienty, které se my snažíme získat. Konstrukce AR modelu
spočívá v tom, že hodnotu daného signálu v daném okamžiku lze předpovídat line-
árně z předchozích hodnot,
𝑦𝑖 =
𝑘∑︁
𝑗=1
𝑎𝑗𝑦𝑖−𝑗 + 𝑢𝑖, (3.1)
kde 𝑎𝑗 jsou koeficienty AR a 𝑢𝑖 je náhodná chyba modelu (odchylka). Číslo 𝑘 před-
stavuje řád modelu, kdy už nezávisí současná hodnota 𝑦 na vzorcích starších než
𝑦𝑖−𝑘.
Mějme signál 𝑥(𝑖), kde vzorky
{𝑥(𝑙), 𝑥(𝑙 + 1), . . . , 𝑥(𝑙 +𝑀 − 1)}
chybí, jako můžeme vidět na obrázku 3.1. Chybějící signál můžeme buďto odhadnout
z předchozích vzorků (dopředná predikce), z následujících vzorků (zpětná predikce)
nebo můžeme použít kombinaci obou (dopředno-zpětná predikce).
𝑁L a 𝑁R budou počty vzorků z levé a pravé strany. Můžeme tedy říci, že vzorky
dopředné predikce signálu ?^?L(𝑖) jsou
{𝑥(𝑙 − 1), 𝑥(𝑙 − 2), . . . , 𝑥(𝑙 −𝑁L)}
a vzorky zpětné predikce ?^?R(𝑖) jsou
{𝑥(𝑙 +𝑀), 𝑥(𝑙 +𝑀 + 1), . . . , 𝑥(𝑙 +𝑀 +𝑁R)− 1}.
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Obr. 3.1: Příklad chybějících vzorků signálu.
Pokud bereme v potaz pouze jednostrannou predikci, tak se setkáváme s extra-
polací, kdežto v případě dvoustranné predikce se jedná o interpolaci. Techniky pro
extrapolaci ale můžeme použít rovněž u interpolace. Pokud extrapolační techniky
neobsahují speciální případ interpolace, můžeme ještě stále vyřešit interpolaci tím,
že vynásobíme levou i pravou stranu signálů váhovými funkcemi. Můžeme potom
odhadovaný signál vyjádřit součtem
?^?LR(𝑖) = 𝑤L,𝑀(𝑖− 𝑙)?^?𝐿(𝑖) + 𝑤R,𝑀(𝑖− 𝑙)?^?R(𝑖), 𝑙 ≤ 𝑖 < 𝑙 +𝑀. (3.2)
Pro tento účel se použije funkce raised-cosine pro levou stranu
𝑤L,𝑀(𝑖) =
⎧⎪⎨⎪⎩
1
2
(︁
1− cos
(︁
2𝜋𝑀 + 𝑖2𝑀
)︁)︁
, pokud 0 ≤ 𝑖 < 𝑀
0, ostatní
a pro pravou stranu
𝑤R,𝑀(𝑖) =
⎧⎪⎨⎪⎩
1
2
(︁
1− cos
(︁
2𝜋 𝑖2𝑀
)︁)︁
, pokud 0 ≤ 𝑖 < 𝑀
0, ostatní.
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Obr. 3.2: Váhové posloupnosti raised-cosine určené pro křížové prolnutí predikcí.
Tyto metody jsou velmi rychlé a dají se tak použít v reálném čase. Dobré vý-
sledky ale obrdžíme pouze s mezerami do délky trvání 20 ms, [13].
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4 ŘÍDKÉ REPREZENTACE SIGNÁLU
Problém nalezení řídkých reprezentací signálu v daném slovníku může být formulo-
ván takto. Máme matici A o rozměrech 𝑁 ×𝑀 obsahující prvky tohoto slovníku
v jejích sloupcích, kde 𝑀 > 𝑁 a většinou 𝑀 ≫ 𝑁 , a signál y ∈ 𝑅𝑁 , problém řídké
reprezentace je najít takový součinný vektor x, kde y = Ax a ‖x‖0 budou mini-
mální, to znamená, že vektor x bude obsahovat co největší počet nulových složek,
jako například
x = min
x
‖x‖0 vzhledem k y = Ax, (4.1)
kde vektor y ∈ C𝑚, matice A ∈ C𝑁×𝑀 se nazývá slovník (sloupce matice se nazývají
atomy) a ‖x‖0 je 𝑙0-tá norma, která se rovná počtu nenulových prvků vektoru x.
‖x‖0 := |supp(x)|. (4.2)
Hledané řešení rovnice 4.1 je NP-těžké [16] kvůli její kombinační optimalizaci.
Přibližného řešení této rovnice však můžeme dosáhnout, když místo normy 𝑙0
v rovnici 4.1 vezmeme v potaz normu 𝑙1, která je oproti normě 𝑙0 konvexní, protože
splňuje obecný požadavek komplexnosti a to že 𝑙𝑝 je konvexní pokud 𝑝 ≥ 1. Můžeme
tedy použít výraz
x = min
x
‖x‖1 vzhledem k y = Ax. (4.3)
Jednak norma spňuje podmínku konvexnosti a jednak se jedná o nejbližší normu
k 𝑙0, takže bychom mohli předpokládat, že budou řešení příznivá a dokonce zjistíme,
že se řešení těchto dvou úloh shodují ve většině případů. Příklad viz obrázek 4.1.
Pokud máme ale zašuměná data, tak můžeme vycházet z problému LASSO1 a
upravená rovnice, která zahrnuje i odchylku přesného řešení 𝛿 bude následující
x = min
x
‖x‖1 vzhledem k ‖Ax− y‖2 ≤ 𝛿. (4.4)
4.1 Algoritmy pro hledání řídkých řešení
V současné době by se daly skupiny známých a použitelných metod rozdělit na dvě.
První by vycházela z 𝑙1-relaxace a druhá by byla skupina tzv. „hladových“ (greedy)
algoritmů [11].
Relaxační algoritmy mohou být:
• BP (Basis Pursuit)
1Least Absolute Shrinkage and Selection Operator
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Obr. 4.1: Zvětšující se koule v normách 𝑙0, 𝑙1 a 𝑙2 při doteku s nadrovinou určenou
rovnicí y = Ax.
• modifikovaný LARS (Least Angle Regression, homotopy method)
• IRLS (Iterative Rewwighted Least Sqares, někdy jako FOCUSS – FOCal Un-
derdetermined System Solver
• Dantzig Selector
Jejich princip spočívá v hledání relativně blízkého řešení za podmínek 𝑙1-relaxace,
což je naznačeno na začátku kapitoly 4.
Mezi hladové algoritmy patří:
• MP (Matching Pursuit)
• OMP (Ortoghonal Matching Pursuit)
• Weak-MP (Weak Matching Pursuit)
• LS-OMP (Least Squares Orthogonal Matching Pursuit)
Hlavní princip těchto algoritmů spočívá v tom, že v každé iteraci najdou jeden (nebo
více) nejvýznamějších atomů. Výhodou těchto problémů je jednoduchost, nevýhoda
je pak, že nemůžeme zaručit dosažení globálního maxima.
Další kategorie algoritmů se nazývá hybridní. Zde jsou algoritmy založené na
tzv. prahování (thresholding) a ty využívají předností z obou skupin. Patří mezi ně:
• A*OMP - A* algoritmus prohledává informační stromy
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5 NÁVRH METODY ŘEŠENÍ PROBLÉMU
Jak již bylo řečeno v kapitole 3.1, audio signál můžeme restaurovat pomocí AR
modelů, kde lze předpovídat y lineárně z předchozích hodnot. Dále existují také
metody založené na sinusoidálním modelování, o kterých se můžeme více dočíst zde,
[8]. Řekněme si ale ve stručnosti, jak tyto metody fungují.
5.1 Autoregresní a sinusoidální modelování
Jedná se o identifikaci a následnou separaci jednotlivých komponent (sinusoidálních)
signálu, kde každý dílčí komponent je modelován jako proměnlivý v amplitudě a
kmitočtu a tyto modulace jsou následně odhadovány pomocí AR modelu. Nejedná
se však o signál ani o jeho komponenty, ale o hyperparametry komponent, ze kterých
je možné poté výsledný signál generovat. Metoda byla později vylepšena tím, že:
• byl současně prováděn odhad AR parametrů z obou stran, což vedlo k zamezení
fázových problémů,
• se zahrnul reziduální šum do dpolňování signálu v dírách, čímž se zamezilo
rozpoznání i delších doplněných úseků.
U této metody je důležitá důkladná separace základních složek.
5.2 Modelování pomoc řídkých reprezentací
Nyní se zaměříme na návrh metody pro řešení chybějících zvkových dat pomocí
řídkých reprezentací signálu.
Audio inpainting
Již z předchozích kapitol víme, že řídký signál je takový, který má co největší počet
nulových složek, obdobně tedy
y ≈ Dx a ‖x‖0 ≪ 𝑁,
kde D je slovník, ve kterém je každý jeho atom v jednom sloupci. Budeme vycházet
z práce [2], kde je o problému audio inpainting pojednáváno. Jsou zde zmíněny dva
jednoduché principy:
1. je třeba odhadnout souřadnice x^ ze známé části signálu,
2. poté tyto souřadnice použijeme na dopočítání signálu v díře.
Souřadnice x^ odhadujeme pomocí redukovaného slovníku Dr = MrD a vzorků yr,
které známe
x^ = 𝑓 (yr,Dr) .
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Rekonstrukce je pak syntéza pomocí použitého plného slovníku:
y^ = Dx^.
Nás tedy bude zajímat, jakým způsobem budeme odhadovat 𝑓 . Nejlépe by bylo,
kdybychom použili např.
x^ = min
x
‖x‖0 vzhledem k yr = Drx (5.1)
nebo případně
x^ = min
x
‖x‖0 vzhledem k ‖yr −Drx‖2 ≤ 𝛿. (5.2)
Jelikož jsou tyto úlohy NP-těžké, tak je můžeme řešit např. hladovými algoritmy
(např. OMP), jak je psáno v [2]. My ale přistoupíme na konvexní relaxaci a použijeme
tedy 𝑙1 optimalizační úlohu. Budeme hlavně pracovat s matematickými toolboxy pro
program MATLAB s názvem LTFAT [7] a UNLocBoX [17], pomocí kterých budeme
dané problémy řešit.
Audio declipping
Tento problém je velmi podobný audio inpaintingu. Má však oproti němu jednu
výhodu a to, že je nám známo, jestli je signál znehodnocen nad nebo pod úrovní
clippingu. Formulace problému je tedy stejná jako výše zmíněný audio inpainting,
musíme ale v potaz vzít podmínku, že
𝐼𝑐 , {𝑛|1 ≤ 𝑛 ≤ 𝐿, |x(𝑛)| ≥ 𝜃clip}, (5.3)
kde 𝜃clip je právě hranice clippingu a 𝐼𝑐 ⊂ 𝐼, kde 𝐼 , {1, 2, . . . , 𝐿}.
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6 IMPLEMENTACE V PROSTŘEDÍ MATLAB
Nyní aplikujeme poznatky z předešlých kapitol do praxe. Pracovat budeme s mate-
matickým prostředím MATLAB. Dále budeme využívat dva důležité toolboxy a to
LTFAT a UNLocBoX.
Hlavní myšlenkou je, že pomocí LTFATu jsme schopni vytvořit matici Gaboro-
vých koeficientů a poté ji pomocí syntézy s řídkým řešením využít při rekonstrukci
poškozeného signálu. Pomocí UNLocBoXu naopak zjistíme zmiňované řídké řešení,
na jehož výpočet použijeme Douglas-Rachfordův algoritmus.
6.1 Postup řešení
Nejprve se podívejme na rovnici, pomocí které budeme restaurovat poškozený signál.
y^ = Dx^,
kde y^ je výsledný zrekonstruovaný signál, D je matice Gaborových koeficientů a x^
je vektor řídkého řešení. Prozatím neznáme ani jednu z proměnných, takže se k nim
musíme dopočítat.
Pokud tedy máme poškozený signál yr, musí k němu korespondovat upravená
matice Dr Gaborových koeficientů a také vektor řídkého řešení x. Ten však zůstává
stejný jako x^. Porovnání a zdůvodnění, proč tomu tak je můžeme vidět na obrázku
6.1.
*
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?
Obr. 6.1: Zobrazení syntézy signálu jako y = Dx a zároveň jeho poškozených vzorků
yr = Drx.
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Nyní, když víme, že vektor řídkého řešení zůstává stejný, můžeme vytvořit matici
Dr pomocí toolboxu LTFAT. Vytvoříme tedy nejdříve matici D, avšak v místech,
kde je signál poškozen, tyto koeficienty nahradíme nulami. Poté už stačí tuto matici
implementovat do Douglas-Rachfordova algoritmu v toolboxu UNLocBoX a tím do-
staneme požadované řídké řešení. Zpětnou syntézou s tentokráte už původní maticí
Gaborových koeficientů D se pak dostaneme k řešení problému.
6.1.1 Hledání řídkého řešení
V této podkapitole se budeme blíže zabývat hledáním řídkého řešení našeho pro-
blému.
Mějme tedy y^ = Dx^, kde x^ je řídké řešení, které právě hledáme. Toto řešení je
možno vypočítat minimalizací a to,
x^ = min
x
‖x‖0 vzhledem k yr = Drx,
to se však jeví jako nemožný úkol, jelikož jsou úlohy NP-těžké a tak musíme při-
stoupit na 𝑙1 optimalizační úlohu a to,
x^ = min
x
‖x‖1 vzhledem k yr = Drx. (6.1)
Tuto úlohu už je možno vypočítat. Řešení budeme hledat pomocí proximálních
algoritmů. Znamená to, že výše zmíněnou úlohu můžeme přepsat jako problém,
min
x
𝑓1(x) + 𝑓2(x). (6.2)
Zde můžeme 𝑓1(x) = ‖x‖1 a 𝑓2(x) = 𝜒{yr,Dr}(x). Z toho nám vyplývá,
min
𝑥
‖x‖1 + 𝜒{yr,Dr}(x), (6.3)
kde 𝜒{yr,Dr}(x) je funkce indikátoru, kde platí, že
𝜒{yr,Dr}(x) =
⎧⎪⎨⎪⎩0 pokud y
r = Drx
∞ pokud yr ̸= Drx
6.1.2 Proximální operátory
Máme tedy funkce 𝑓1(x) a 𝑓2(x). Jejich proximální operátory definujeme jako,
prox𝑓1,𝛾(z) = minx
1
2‖x− z‖
2
2 + 𝛾‖z‖1 (6.4)
prox𝑓2,𝛾(z) = minz ‖x− z‖
2
2 vzhledem k Az = y. (6.5)
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O proximálním operátoru prox𝑓1,𝛾(z) můžeme snadno říci, že je to měkké praho-
vání neboli soft thresholding. U proximálního operátoru prox𝑓2,𝛾(z) se jedná o orto-
gonální projekci na afinní prostor. Oba tyto proximální operátory je snadné použít
jako součásti Douglas-Rachfordova algoritmu toolboxu UNLocBoX.
Nyní si probereme, jakou mají jednotlivé toolboxy roli a s jakými parametry
můžeme pracovat.
Parametry LTFATu
LTFAT nám tvoří matici Gaborových koeficientů a také nám dělá analýzu a poté
syntézu signálu, díky čemuž můžeme dostat výsledný zrekonstuovaný signál. Matice
Gaborových koeficientů se tvoří pomocí framu. Nemůžeme ale vybrat jen tak leda-
jaký frame, je třeba aby byl těsný. S tím souvisí právě výběr typu a šířky okna, které
budeme využívat k rekonstrukci, výběr posunu okna v čase a také počet kanálů. Po-
kud zajistíme aby byly tyto parametry mezi sebou navzájem dělitelné, tak je náš
frame s největší pravděpodobností těsný a můžeme jej použít k tvorbě matice.
Parametry UNLocBoXu
UNLocBoX je toolbox, pomocí kterého můžeme najít požadované řídké řešení x^.
Obsahuje několik různých algoritmů pro práci se signály. My budeme využívat již
výše zmíněný Douglas-Rachfordův algoritmus, který využívá proximálních operá-
torů. Tento algoritmus řeší právě náš minimalizační problém
min
x
𝑓1(x) + 𝑓2(x).
Uvnitř struktur 𝑓1 a 𝑓2 jsou jednak proximální operátory těchto funkcí (f1.prox)
a jednak funkce samotné (f1.eval). Dále zde můžeme nastavit parametry jako je
tolerance pro zastavení iterací, gamma, což je velikost kroku nebo maximální počet
iterací.
6.2 Optimalizace kódu
V této kapitole budeme pojednávat o možných optimalizacích kódu, které by nám
měly přispět ke zrychlení procesu rekonstrukce signálu.
6.2.1 Optimalizace délky signálu
Máme tedy funkční kód, avšak programu trvá velmi dlouho než samotnou rekon-
strukci provede. Zamysleme se tedy nad samotným procesem. Momentálně bereme
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signál celý nebo popř. nějakou jeho část. To však vůbec není nutné. Jelikož restau-
rujeme pomocí funkce využívající okna, v našem případě okno hannovo, stačí, když
vezmeme signál, do kterého ještě první nebo poslední okno zasahuje a zbytek už
nepotřebujeme. Signál, který je totiž mimo dosah oken, není při rekonstrukci nijak
užitečný. Zmíněnou optimalizaci provedeme pomocí funkce min_sig_supp.m [14].
Nyní máme tedy už signál zkrácený. Naskytl se ale jeden problém a to, že délka
zkráceného signálu 𝐿 musí být dělitelná nejen 𝑎, což je posun časový posun okna, ale
i 𝑀 , což je počet kanálů, musí být dělitelný 𝐿. Této podmínky dosáhneme pomocí
funkce z LTFATu framelength.m, která nám vypočítá délku framu a to bude naše
nová koncová hodnota délky signálu. Pokud bude délka přesahovat samotnou délku
signálu, doplníme přesah nulami.
Vše nyní funguje tak jak potřebujeme. Žádného většího zrychlení jsme si ale
nevšimli. Problém je v tom, že nejvíce času nám zatím zabírá tvorba samotné ma-
tice Gaborových koeficientů a poté taky její pseudoinverze, kterou potřebujeme pro
výpočet řídkého řešení. Na to však můžeme napasovat optimalizaci, kterou si vy-
světlíme nyní.
6.2.2 Zrychlení práce s maticemi
Nyní nastává problém a to takový, že je třeba se zbavit výpočtu matice Gaborových
koeficientů a její pseudoinverze, jelikož nám tyto procesy zabírají obrovské množ-
ství času. Abychom tomu tak mohli učinit, musíme nejdříve pochopit problematiku
projekcí.
Pokud existuje tvrzení, že
proj{c|Ac=0}(z) = z−A+Az, (6.6)
můžeme toto tvrzení použít na náš případ a dostaneme tím rovnici
proj{c|Drc=yr}(z) = z− (Dr)+(Drz− yr), (6.7)
kde Dr = IrD.
Pokud je frame, který jsme vytvořili v LTFATu, těsný (DD* = I), pak můžeme
tvrdit, že
(Dr)+ = D*(Ir)T. (6.8)
Dohromady potom dostáváme výslednou rovnici
proj{c|Drc=yr}(z) = z−D*(Ir)T(Drz− yr),
kterou po výsledném upravení napíšeme jako
proj{c|Drc=yr}(z) = z−D*ErDz+D*(Ir)Tyr. (6.9)
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Zde Er = (Ir)TIr. Pro zjednoduššení můžeme říci, že matice Er a (Ir)T pouze
vkládají nulové prvky. Dále můžeme vidět, že nikde už není třeba počtu s maticemi,
neboť všude, kde se vyskytuje v rovnici D a D*, můžeme tuto matici nahradit
funkcemi frsyn.m a frana.m a ty už využívají pouze a jenom frame, který jsme si
vytvořili na začátku.
6.2.3 Prahování vybraných vzorků
Kód se nám teď výrazně urychlil. Což je pro nás velmi výhodné. Ale stále to ještě
není maximum, kterého bychom mohli dosáhnout. Jsou zde ještě dvě věci, které by
nám výrazně mohli pomoci k urychlení kódu. První je, že budeme prahovat pouze
vzorky v díře (v kódu je to parametr variant a varianta ’B’). Logicky, pokud máme
prahovat méně vzorků, mělo by být provedení rychlejší. Opak je ale pravdou a na
tuto variantu spotřebuje program o mnohem více času než na variantu ’A’, což je
prahování všech vzorků signálu.
6.2.4 Kooperace s ARI
Posledním nápadem na zrychlení bylo odprostit se od podmínky, že 𝑀 musí být
dělitelné 𝐿. Což bylo ale velmi složité. Poprosili jsme proto o pomoc Ing. Zdeňka
Průšu, Ph.D. z Acoustic Research Institute v Rakousku, která se zabývá právě vý-
vojem toolboxu LTFAT, aby se pokusil pro nás tuto funkci naprogramovat. Funkce
má název gabframeaccelmulta.m a jejím výstupem je právě redukovaný frame
Fred, který už je nezávislý na dělitelnosti parametrem 𝑀 . Pro tuto implemen-
taci však bylo nutné dodržet syntax při syntéze a analýze. Z původního syn =
frsyn(F,x) a ana = frana(F,syn) bylo nutné přejít na syn = Fred.frsyn(x)
a ana = Fred.frana(syn). To nám však nevadí, jelikož se nám tím kód mnohoná-
sobně urychlil.
6.3 Mnohonásobná iterace
Tato kapitola se nebude věnovat optimalizaci co se týče časové složky, ale hlavně
se bude zaměřovat na kvalitu rekonstrukce. Dalším nápadem bylo použít mnohoná-
sobnou iterační metodu. Můžeme totiž vidět, že pokud je díra větších rozměrů (300
a více vzorků), zúžuje se rekonstruovaný signál v díře směrem k nule, což můžeme
vidět na obrázku 6.2
Proto přichází v úvahu po každé rekonstrukci zkrátit díru o určitý počet vzorků
z obou stran. Vezmou se tedy ještě dostatečně zrekonstruované vzorky a přidají se
k signálu. Takto můžeme postupovat až do doby, než nám díra zmizí úplně.
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Obr. 6.2: Příklad nedokonalé rekonstrukce při větší délce díry.
Teorie je jedna věc, ale v praxi můžeme vidět, že nám tato metoda, co se týče
kvality rekonstrukce, nijak výrazně nepomohla. Naopak co se týče času nám rekon-
strukce zabrala mnohonásobně více sekund než metoda první, což je ale jednoznačné,
jelikož se jednalo právě o několik těchto původích metod za sebou.
6.4 Příklady z praxe
V této kapitole si ukážeme pár příkladů, do jaké míry je schopen program rekostru-
ovat různé typy signálů. Na obrázcích budou vyznačeny pozice prvního a posled-
ního vzorku ovlivněného rekonstrukcí, popř. prvního a posledního ovlivněného okna.
Délka každého vzorku bude v rozpětí 4-6 s.
6.4.1 Sinusový signál
Pro tento příklad použijeme vygenerovaný sinusový signál, ve kterém uměle vytvo-
říme díru o velikosti 400 vzorků (šířka díry v sekundách záleží na vzorkovací frek-
venci). Na obrázku 6.3 můžeme vidět porovnání originálního a zrekonstruovaného
signálu. Na obrázku 6.4 poté spektrogram zvlášť originálního a zvlášť zrekonstruo-
vaného signálu.
6.4.2 Složený signál
Pod slovem složený máme na mysli nějaký normální hudební signál, část písničky,
skladby, apod. Vybírali jsme ze dvou typů. Prvním je část skladby kapely Snarky
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Obr. 6.3: Originální a zrekonstruovaný sinusový signál. Časový průběh.
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(a) Originální signál.
Spectrogram of inpainted signal
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(b) Zrekonstruovaný signál.
Obr. 6.4: Spektrogramy sinusového signálu.
Puppy, Go. Jedná se o fusion jazzovou kapelu, takže si asi dokážeme představit,
jak složitý bude signál a to ne jen hudebně. Druhým je ukázka díla Hanse Zim-
mera ze soundtracku k filmu Inception, Time. U vzorku go.wav můžeme vidět, že
rekonstrukce neproběhla úplně kvalitně a je tomu tak hlavně z důvodu komplexnosti
tohoto signálu. Ve skladbě je totiž obsaženo mnoho hudebních nástrojů a jsou tam
rychlé změny tónů, což kvalitě rekonstrukce vůbec nepřispívá.
Naopak u vzorku time.wav si můžeme povšimnout mnohem kvalitnější rekon-
strukce a to díky kompozici skladby, obsazení nástrojů a hlavně dlouhým tónům,
které se ve skladbě vyskytují.
Průběh rekonstrukce můžeme sledovat na obrázku 6.5 a 6.6.
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Obr. 6.5: Komplexní signál. Časový průběh.
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(a) Originální signál.
Spectrogram of inpainted signal
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Obr. 6.6: Spektrogramy komplexního signálu.
6.4.3 Mluvené slovo
U mluveného slova je rekonstrukce opět ne příliš úspěšná a to z důvodu komplex-
nosti signálu. Lidský hlas je totiž velmi dynamický nástroj, který má díky určitým
formantům bohaté frekvenční spektrum a opět je velmi časově proměnlivý co se týče
délky jakéhokoliv tónu. Viz obrázky 6.7 a 6.8.
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Obr. 6.7: Mluvené slovo. Časový průběh.
Spectrogram of original signal
0 500 1000 1500 2000
Time (samples)
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Fr
eq
ue
nc
y 
(no
rm
ali
ze
d)
-80
-70
-60
-50
-40
-30
-20
-10
(a) Originální signál.
Spectrogram of inpainted signal
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Obr. 6.8: Spektrogramy mluveného slova.
6.5 Testování
Předmětem této kapitoly bude testování kvality rekonstrukce signálu pomocí SNR
(Signal-to-Noise Ratio) a také pomocí průzkumu, který jsme navrhli a rozeslali ně-
kolika testovaným osobám.
6.5.1 Metoda pomocí SNR
Tento návrh je založen na metodě výpočtu pomocí SNR. Budeme vycházet z hlav-
ního vzorce pro SNR, kde se jedná o podíl druhé mocniny užitečného signálu a druhé
mocniny neužitečného signálu. V našem případě je neužitečný signál rozdíl signálu
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originálního a zrekonstruovaného. Z toho vyplývá
SNR(y, y^) = 10log10
‖y‖22
‖y− y^‖22
. (6.10)
Tento vzorec však můžeme upravit tak, aby se počítalo SNR pouze v oblasti díry,
jelikož víme, že ostatní vzorky jsou u obou signálů totožné. Dostáváme tedy
SNRℎ(y, y^) = 10log10
‖y(𝐼𝑚)‖22
‖y(𝐼𝑚)− y^(𝐼𝑚)‖22
, (6.11)
kde y(𝐼𝑚) a y^(𝐼𝑚) jsou vzorky signálu pouze v oblasti díry. Výsledné SNR je uváděno
v dB, proto tedy 10log10.
Aplikujeme-li tuto funkci na všechny vzorky zrekonstruovaných signálů, dostá-
váme tak objektivní metodu srovnání kvality rekonstrukce signálu.
Tab. 6.1: Výsledky testování pomocí SNR.
SNR [dB]
go_100 0.7183
go_200 0.1054
go_300 0.0991
go_400 0.0114
go_500 -0.1507
SNR [dB]
slovo_100 10.179
slovo_200 2.0276
slovo_300 2.0851
slovo_400 0.9085
slovo_500 0.6601
SNR [dB]
sine_100 63.498
sine_200 55.359
sine_300 28.161
sine_400 14.766
sine_500 6.0093
SNR [dB]
time_100 3.5436
time_200 1.6337
time_300 2.0159
time_400 1.4954
time_500 0.8744
V tabulce 6.1 můžeme vidět, že čím jsou hodnoty SNR vyšší, tím je rekonstrukce
kvalitnější. Zároveň si také můžeme všimnout, že některé vrozky jsou dokonce zá-
porné. To znamená, že rozdíl užitečného a neužitečného signálu je menší než 0.
Obecně platí, že čím je signál jednodušší nebo čím je díra menší, tím je rekonstrukce
kvalitnější.
6.5.2 Průzkum
V této kapitole budeme zjišťovat opět kvalitu rekonstrukce signálu, tentokrát však
pomocí lidského sluchu. Vytvořili jsme několik vzorových nahrávek zrekonstruova-
ných signálů. Poté jsme k nim přidali referenční vzorek poškozeného signálu s danou
délkou díry a po porovnání těchto dvou vzorků bylo na posluchačích, aby označili
34
známkou od 1 do 5 dané vzorky, kde 1 je nejkvalitnější rekonstrukce a 5 velmi špatná
rekonstrukce. V dotazníku byla uvedena i možnost „nevím“, pokud si dotyčný nebyl
jistý danou odpovědí. Výsledky průzkumu najdeme v tabulce 6.2.
Můžeme si všimnout, že se výsledky průzkumu moc neliší od metody s použitím
SNR. Opět můžeme konstatovat, že nejlépe na tom byly rekonstrukce jednoduchých
signálů nebo signálů s malými dírami. Výjimkou však je, že poměrně dost lidí hod-
notilo krátké mezery špatnými známkami. Vysvětlení je takové, že lidské ucho je
schopno zaznamenat chybu v signálu pouze o délce větší než jsou 2 ms. Jelikož byla
vzorkovací frekvence nahrávek 48 kHz a velikosti děr byly zvoleny od 100 do 500
vzorků, rovná se velikost nejmenší díry přibližně 2 ms, což je právě na hranici sly-
šitelnosti a signál tedy musí být velmi jednoduchý, jako například sinusový signál,
abychom rozdíl rozeznali. Z tohoto důvodu byly některé vzorky hodnoceny špatně
i přes svou kvalitní rekonstrukci, jelikož lidské ucho nerozeznalo rozdíl mezi před
a po.
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Tab. 6.2: Výsledky testování kvality rekonstrukce signálu. Kvalita byla známkována stylem 1 = perfektní rekonstrukce, 5 = velmi
špatná rekonstrukce.
číslo
posluchače
go_100 go_200 go_300 go_400 go_500
1. nevím nevím 1 2 2
2. 3 nevím 4 2 2
3. 4 4 5 2 4
4. 1 2 2 3 4
5. 3 3 4 4 5
6. 1 1 2 1 3
7. 4 4 4 4 4
průměr 2.67 2.80 3.14 2.57 3.43
číslo
posluchače
slovo_100 slovo_200 slovo_300 slovo_400 slovo_500
1. nevím 3 3 3 4
2. 5 1 4 5 4
3. 5 4 4 5 3
4. 2 2 3 3 4
5. 1 1 1 4 4
6. 1 4 3 nevím 1
7. 4 4 4 3 1
průměr 3.00 2.71 3.14 3.83 3.00
číslo
posluchače
sine_100 sine_200 sine_300 sine_400 sine_500
1. 1 1 1 2 3
2. 1 1 2 3 4
3. 1 1 1 4 4
4. 1 1 1 3 4
5. 1 1 1 1 2
6. 1 1 1 4 4
7. 1 1 1 1 1
průměr 1.00 1.00 1.14 2.57 3.14
číslo
posluchače
time_100 time_200 time_300 time_400 time_500
1. 1 1 2 3 4
2. 1 1 1 2 4
3. 2 1 1 4 4
4. 1 2 2 3 4
5. 1 2 2 4 4
6. 1 1 1 1 3
7. 1 2 2 2 2
průměr 1.14 1.43 1.57 2.71 3.57
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7 ZÁVĚR
Cílem této bakalářské práce bylo porozumět teoretickému základu v oblasti rekon-
strukce audio signálu pomocí řídkých reprezentací signálu. Dané teoretické znalosti
načerpané ze semestrálního projektu jsme prohloubili, navrhli metodu pro rekon-
strukci audio signálu a poté ji implementovali do programu MATLAB. Hlavními
nástroji byly toolboxy LTFAT a UnLocBoX. Po seznámení s těmito nástroji jsme
naprogramovali funkci, která je výsledkem této bakalářské práce a má za důsledek
rekonstrukci audio signálu. Poté jsme navrhli objektivní metodu porovnání audio
vzorků pomocí SNR. Posledním úkolem bylo navrhnout průzkum, díky kterému
bychom získali subjektivní data ohledně kvality rekonstrukce signálu od různých
osob. Tyto dvě metody jsme poté porovnali.
V praktické části byl z časových důvodů rozebrán pouze první problém a to
restaurace chybějících vzorků signálu.
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
AR autoregrese
SNR Signal-to-Noise Ratio
VoIP Voice over IP
VP vektorový prostor
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A OBSAH PŘILOŽENÉHO CD
Přiložené CD obsahuje:
• Jan Kalnik - bakalarska prace.pdf - verze bakalářské práce v elektro-
nické podobě
• audires.zip - zkomprimovaný soubor se všemi zdrojovými kódy programu a
referenčními nahrávkami
Soubor audires.zip obsahuje všechny potřebné skripty pro funkci programu. Složka
media obsahuje referenční nahrávky, se kterými se pracovalo. Soubor final_function.m
spustí hlavní funkci pro rekonstrukci signálu.
Dále je třeba mít nainstalovány toolboxy pro MATLAB, LTFAT a UnLocBoX.
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