Modelo DBI con argumentación y planificación aplicado a juegos con agentes inteligentes autónomos by Garay, Iñaky et al.
Modelo DBI con argumentacio´n y
planificacio´n aplicado a juegos con agentes
inteligentes auto´nomos
In˜aki Garay, Diego Marcovecchio, Leonardo Molas, Emiliano Montenegro, Fernando Sisul,
Manuel Torres, Sebastia´n Gottifredi, Alejandro Garc´ıa, Diego Mart´ınez, y Guillermo Simari
Laboratorio de Investigacio´n y Desarrollo en Inteligencia Artificial (LIDIA)
Departamento de Ciencias e Ingenier´ıa de la Computacio´n (DCIC)
Universidad Nacional del Sur (UNS)
Av. Alem 1253, (B8000CBP), Bah´ıa Blanca, Argentina
Tel: (0291) 459-5135 / Fax: (0291) 459-5136
Resumen
Este art´ıculo presenta el disen˜o y los resultados
del sistema multi-agente d3lp0r, desarrollado por un
grupo de estudiantes del Laboratorio de Investigacio´n
y Desarrollo en Inteligencia Artifial (LIDIA) para el
Multi-Agent Programming Contest 2011 (MAPC).
Los agentes disen˜ados para el sistema utilizan una ar-
quitectura BDI extendida con planning y argumenta-
cio´n (utilizando Programacio´n Lo´gica Rebatible) pa-
ra modelar un equipo que opera de manera coopera-
tiva en un entorno dina´mico de competencia.
En particular, el principal objetivo de este art´ıcu-
lo es describir la arquitectura elegida, el esquema de
comunicacio´n, y el uso dado a la argumentacio´n en el
proceso de razonamiento de los agentes.
1. Contexto
El grupo de investigacio´n del Laboratorio de Inves-
tigacio´n y Desarrollo en Inteligencia Artificial (LI-
DIA) fue creado en 1992 en la Universidad Nacio-
nal del Sur. En el an˜o 2011, un conjunto de sus in-
tegrantes decidio´ conformar un equipo de desarrollo
con el objetivo de participar en el concurso de pro-
gramacio´n Multi-Agent Programming Contest 2011
(MAPC) [2]. El equipo d3lp0r estuvo compuesto por
los profesores Guillermo Simari, Diego Mart´ınez y
Alejandro Garc´ıa, el estudiante de posgrado Sebas-
tia´n Gottifredi, y los estudiantes de grado Leonar-
do Molas, Juan Manuel Torres, Diego Marcovecchio,
In˜aki Garay, Fernando Sisul y Emiliano Montenegro.
El grupo de alumnos fue el encargado del desarro-
llo del sistema, mientras que los profesores como el
estudiante de posgrado, fueron fuente de consulta y
orientacio´n para los desarrolladores.
2. Introduccio´n
La motivacio´n principal del equipo consistio´ en
aplicar argumentacio´n [7] [8] [3] mediante programa-
cio´n lo´gica rebatible (DeLP [6]) en un agente basado
en la arquitectura BDI [1]. Esto fue aplicado en el
contexto de un sistema multi-agente que opera en un
ambiente dina´mico y competitivo como el que provee
el juego propuesto por los organizadores de la com-
petencia.
El comportamiento de los agentes esta´ regido por
el sucesivo planteo de situaciones deseables del mun-
do y la bu´squeda a largo plazo, es decir, prolongada
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en el tiempo, de alcanzar dichas situaciones. La exis-
tencia de un conjunto de estados deseables posibles,
la informacio´n que el agente considera para determi-
narlos, y la seleccio´n de uno de ellos para adoptarlo
como el pro´ximo objetivo son conceptos introducidos
por el modelo de creencias, deseos e intenciones.
El modelo Creencia-Deseo-Intencio´n[9], en adelan-
te BDI (Belief-Desire-Intention), es un modelo desa-
rrollado para el disen˜o de agentes inteligentes, basado
en una vista simplificada de la inteligencia humana.
El sistema presentado implementa una adaptacio´n de
dicho modelo.
Estos conceptos son incorporados al modelo me-
diante la implementacio´n de los aspectos principa-
les de la teor´ıa del razonamiento pra´ctico humano de
Michael Bratman [4] (tambie´n referido como Belief-
Desire-Intention, o BDI). Es decir, implementa las
nociones de creencia, deseo y (en particular) inten-
cio´n,de una manera inspirada por Bratman. Una dis-
cusio´n ma´s extensa puede ser encontrada en el men-
cionado trabajo de Bratman y en Searle[12].
Las creencias, deseos e intenciones son considera-
dos estados mentales intencionales (de forma opues-
ta a, por ejemplo, el dolor o el placer). Las creen-
cias describen la percepcio´n de la realidad a trave´s
de datos provenientes de los sentidos. Representan el
estado informacional del agente; comprenden el co-
nocimiento (tanto de sentido comu´n como teo´rico)
sobre el mundo, ya sea externo o interno. Esta´n suje-
tas a revisio´n, lo que implica que pueden cambiar en
el futuro, pueden ser rechazadas o agregadas.
Los deseos representan el estado motivacional del
agente; consisten en su voluntad de alcanzar ciertos
objetivos o situaciones. Entre los deseos, se distin-
gue la nocio´n de meta. Una meta es un deseo que
ha sido adoptado por el agente para ser perseguido
activamente. Esta definicio´n impone la restriccio´n de
que el conjunto de metas, o deseos activos, debe ser
consistente.
Por u´ltimo, el concepto de intencio´n representa el
estado deliberativo del agente, lo que el agente ha ele-
gido hacer, esto es, el deseo para el cual el agente se
ha comprometido. Es una nocio´n ligada al compro-
miso que se asume, en funcio´n alcanzar los estados o
situaciones deseados.
En particular, la seleccio´n de un nuevo objetivo
o intencio´n en nuestro sistema es llevada a cabo a
trave´s de un complejo proceso de razonamiento, que
conlleva el ana´lisis y comparacio´n de las diferentes al-
ternativas. Estas evaluaciones son realizadas por un
mo´dulo especial que aplica argumentacio´n mediante
programacio´n lo´gica rebatible (DeLP). Muchos con-
ceptos relacionados a DeLP fueron incorporados di-
recta o indirectamente en el desarrollo de este mo´du-
lo.
Los formalismos de argumentacio´n ofrecen una me-
todolog´ıa natural para razonar evaluando diferentes
puntos de vista, y proveen herramientas para tomar
decisiones y resolver conflictos. Sin embargo, en la ac-
tualidad, los sistemas multi-agente carecen de te´cni-
cas avanzadas para reaccionar ante cambios en un
entorno dina´mico y poder evaluar argumentos para
la toma de decisiones. Por lo tanto, se espera que las
a´reas de revisio´n de creencias y argumentacio´n pue-
dan complementarse, y tambie´n puedan ser usadas en
forma combinada para resolver problemas en escena-
rios complejos de sistemas multi-agente que exceden
el alcance de cada a´rea en forma individual.
3. L´ıneas de investigacio´n y
desarrollo
La l´ınea principal del trabajo consiste en el desa-
rrollo de un sistema multi-agente basado en la arqui-
tectura BDI, utilizando argumentacio´n a trave´s de
DeLP para la seleccio´n de la intencio´n. Su objetivo
es desarrollar formalismos avanzados de representa-
cio´n de conocimiento y razonamiento basados en ar-
gumentacio´n. En particular, de esta l´ınea principal se
desprenden sub-l´ıneas de trabajo:
1. El disen˜o de una arquitectura BDI para agen-
tes deliberativos que formen parte de un equipo
cooperativo, adaptada para ajustarse al entorno
de la competencia. El formato del escenario que
plantea conduce a considerar la inclusio´n de ta-
reas como la revisio´n de las intenciones y el ca´lcu-
lo reiterado de planes para e´stas.
2. El desarrollo de dicha arquitectura. Para esto,
se debio´ seleccionar las plataformas (lenguajes
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de programacio´n, arquitecturas de computado-
ra), asi como las metodolog´ıas de trabajo.
3. El disen˜o y desarrollo de un sistema de razo-
namiento basado en argumentacio´n, a partir del
cual se seleccionen, de un conjunto de deseos, la
intencio´n de un agente. Se deben tener en cuen-
ta los ı´tems anteriores para que estos sistemas se
relacionen de manera correcta.
4. Resultados Obtenidos
Dentro de la primer l´ınea de trabajo, se disen˜o´ el
sistema que se encuentra en la Fig. 1 (las l´ıneas pun-
teadas representan el flujo de control, y las l´ıneas
cont´ınuas representan el flujo de datos), la cual se
explica a continuacio´n.
Figura 1 Diagrama de la arquitectura del agente.











El programa principal del agente es el encargado
de manejar la comunicacio´n con los servidores, tan-
to el del juego como el de percepciones (presentado
a continuacio´n). Tambie´n es responsable de parsear
y procesar la informacio´n contenida en la percepcio´n
para darle el formato interpretado por la base de co-
nocimientos, y enviar la accio´n que ha sido elegida
por el mo´dulo de toma de decisiones.
El servidor de percepciones (SP) es un programa
independiente, encargado de unificar las percepciones
de todos los agentes que se encuentran en ejecucio´n.
Recibe sus percepciones individuales y retorna a cada
uno de ellos el conjunto de datos que au´n no poseen,
de manera que todos los agentes del equipo cuenten
con la misma informacio´n en cuanto al estado del
escenario.
El mo´dulo de Toma de Decisiones es consultado
por el programa principal, obtiene la pro´xima accio´n
a ser ejecutada, y la retorna para que pueda ser envia-
da. E´sta es una secuencia que se reitera en cada uno
de los turnos de la simulacio´n, con la caracter´ıstica
de que cuando es necesario plantear y planificar una
nueva meta, intervienen una serie de componentes es-
peciales, que difieren de aquellos involucrados cuando
se cuenta con una meta ya planificada.
En la Fig. 2 se pueden observar las diferentes par-
tes de la arquitectura interna de este mo´dulo, sus in-
teracciones con el exterior (el Mo´dulo principal), y
sus interacciones internas con sus componentes, tanto
bases de datos como sub-mo´dulos.
El seteo de creencias es llevado a cabo cada vez
que el agente se dispone a seleccionar una nueva in-
tencio´n. Incluye la generacio´n de aquellos datos que
pueden permitir al agente realizar una eleccio´n lo ma´s
acertada posible. Se trata de inferencias realizadas en
base al estado del escenario.
Una vez finalizado el seteo de creencias, el agente
procede a la seleccio´n de la pro´xima intencio´n. Para
esto, se toma cada uno de los deseos marcados como
factibles en la base de conocimiento, y se consulta
al mo´dulo de argumentacio´n [1] [10](implementado
en DeLP [5]) sobre estos. Dicho mo´dulo devuelve los
deseos que son realizables, es decir, aquellos que sa-
tisfacen una serie de condiciones. Para estos, obtiene
un valor que representa su peso, en te´rminos del be-
neficio que conllevan para el equipo. El deseo que
presenta el mayor peso entre los analizados, se con-
vierte en la nueva intencio´n del agente, la cual es al-
macenada hasta ser alcanzada o reemplazada. Tanto
la evaluacio´n como el pesaje de los deseos, son lleva-
dos a cabo empleando argumentacio´n en un mo´dulo
especial, implementado con la ayuda de DeLP .
La planificacio´n fue realizada desarrollando una se-
rie de modelos de planes, algunos de los cuales re-
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Figura 2 Diagrama de la arquitectura del mo´dulo de Toma de Decisiones.
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quirieron la bu´squeda de caminos, la cual se imple-
mento´ a partir del algoritmo Uniform Cost Search
(UCS) [11]. E´sta genera una serie de acciones que
son almacenadas por el agente para su posterior rea-
lizacio´n.
Existen situaciones en las que el paso de los turnos
provoca que el cumplimiento de una meta se vuelva
inalcanzable, innecesario, riesgoso, o menos produc-
tivo de lo previsto, por lo que resulta ma´s beneficioso
abortar el plan existente, y seleccionar una nueva in-
tencio´n. E´sta es una etapa de verificacio´n, que tiene
como objetivo la deteccio´n de este tipo de situacio-
nes. Es ejecutada so´lo en aquellos turnos en los que el
agente se encuentra siguiendo el plan de una intencio´n
previamente determinada. Por esto, cada deseo o es-
quema de deseo cuenta con una serie de condiciones
de corte, que son evaluadas al inicio de cada turno,
en caso de existir un plan establecido. Si se verifica
que alguna de estas condiciones se satisface, entonces
la intencio´n es descartada, y el agente ingresa en un
nuevo proceso de seleccio´n.
5. Formacio´n de Recursos Hu-
manos
El proceso de desarrollo del proyecto permite la
formacio´n de los miembros del grupo de desarrollo,
estudiantes de la carrera de Licenciatura en Cien-
cias de la Computacio´n, en proyectos de investiga-
cio´n cient´ıfica en a´reas de la Inteligencia Artificial,
como los sistemas multi-agente, y la argumentacio´n.
A su vez, algunos de los miembros comenzara´n sus
estudios de posgrado en dichas a´reas.
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