Introduction
Divisors or codimension two symplectic submanifolds play an important role in Gromov-Witten theory and symplectic geometry. For example, there is now a well-known degeneration operation to decompose a symplectic manifold X into X 1 ∪ Z X 2 a union of X 1 , X 2 , along a common divisor Z. To utilize the above degeneration to compute Gromov-Witten invariants inductively, one needs to develop the relative Gromov-Witten theory of the pair (X, Z). Such a theory and its degeneration formula were first constructed by Li-Ruan [LR] ( see Ionel and Parker [IP] for a different version and J. Li [Li1, Li2] for an algebraic treatment).
Maulik and Pandharipande [MP] systematically studied the degeneration formula for the degeneration X → X ∪ Z P Z , where P Z is the projective closure of the normal bundle N Z . By introducing a certain partial order on relative invariants, they interpreted the degeneration formula as a "correspondence", a complicated upper triangular linear map from relative invariants to absolute invariants. One consequence of their correspondence is that the absolute and relative invariants determine each other. Such a correspondence is a very powerful tool in determining the totality of Gromov-Witten theory. But it is not effective in determining any single invariant. A natural question is if a divisor with a stronger condition will give us a much stronger correspondence? We answer this affirmatively for so-called positive symplectic divisors. We call a symplectic divisor Z positive if for some tamed almost complex structure J, C 1 (N Z )(A) > 0 for any A represented by a non-trivial J-sphere in Z. This is a generalization of ample divisor from algebraic geometry. One of our main theorems is the following comparison theorem.
We call 0 = A ∈ H 2 (Z, Z) stably effective if there is a nonzero genus zero Gromov-Witten invariant of Z with class A. Let π : P Z → Z be the projection. Maulik and Pandharipande show that any nonzero absolute or relative Gromov-Witten invariant of P Z is determined by the GromovWitten invariants of Z. It is a direct consequence of their argument that if a nonzero genus zero Gromov-Witten or relative Gromov-Witten invariant of P Z has class B, then π * (B) = i a i A i for stably effective A i ∈ H 2 (Z, Z) and a i ∈ Z + . Let V = min {C 1 (N Z (A)) | A ∈ H 2 (Z, Z) is stably effective}. Theorem 1.1. Suppose that Z is a positive divisor and V ≥ l. Then for A ∈ H 2 (X, Z), α i ∈ H * (X, R), 1 ≤ i ≤ µ, and β j ∈ H * (Z, R), 1 ≤ j ≤ l, we have
where ι : Z ֒→ X and ι ! = P Dι * P D, the summation runs over all possible weighted partitions T = {(1, γ 1 ), · · · , (1, γ q ), (1, [Z] ), · · · , (1, [Z])} of Z · A, where γ i 's are the products of some β j classes.
McDuff [M1] also considered the similar comparison result in the some special case. For readers familiar with Maulik-Pandharipande's relative/absolute correspondence, the above theorem means that there is no lower order term in the degeneration formula.
The second motivation comes from symplectic birational geometry. A fundamental problem in symplectic geometry is to generalize birational geometry to symplectic geometry. In the 80's, Mori introduced a program towards the birational classification of algebraic manifolds of dimension three and up. In 90's, the last author [R1] speculated that there should be a symplectic geometric program. First of all, since there is no notion of regular or rational function in symplectic geometry, we must therefore first define the appropriate notion of symplectic birational equivalence. For this purpose, in [HLR] , the authors proposed to use Guillemin-Sternberg's birational cobordism to replace birational maps. Secondly, we need to study what geometric properties behave nicely under this birational cobordism. In [HLR] , the authors defined the uniruledness of symplecitc manifolds by requiring a nonzero Gromov-Witten invariant with a point insertion and settled successfully the fundamental birational cobordism invariance of uniruledness.
McDuff [M2] proved that Hamiltonian S 1 -manifolds are uniruled using the techniques from [HLR] .
Furthermore, Tian-Jun Li and the second author [LtjR] investigate the dichotomy of uniruled symplectic divisors. The dichotomy asserts that if the normal bundle is non-negative in some sense, then the ambient manifold is uniruled.
It is clear that our stronger comparison theorem should yield stronger results. This is indeed the case. As an application of our comparison theorem, we investigate symplectic rationally connected manifolds. Similar to the case of uniruledness (see [HLR] ), we define the notion of k-point (strongly) rational connectedness by requiring a non-zero (primary) Gromov-Witten invariant with k point insertions (see section five for the detailed discussion). Of course, one important problem here of interest is whether the notion of symplectic k-point rational connectedness is invariant under birational cobordism given in [HLR] . From the blowup formula of [H1, H2, H3, HZ, La] , we know that symplectic rational connectedness is invariant under the symplectic blowup along points and some special submanifolds with convex normal bundles. The general case is still unknown. We should mention that a longstanding problem in Gromov-Witten theory is to characterize algebraic rationally connectedness in terms of Gromov-Witten theory. Our second main theorem is the following theorem analogous to the theorem of McDuff [M3, LtjR] for uniruled divisors. Theorem 1.2. Let (X, ω) be a compact 2n dimensional symplectic manifold which contains a submanifold P symplectomorphic to P n−1 whose normal Chern number m ≥ 2, then X is strongly rationally connected.
The paper is organized as follows. In section two, we first review GromovWitten theory and its degeneration formula to set up the notation. In Section three, we prove some vanishing and non-vanishing results for relative Gromov-Witten invariants of P 1 -bundles. In section four, we prove a comparison theorem between absolute and relative Gromov-Witten invariants. In section five, we generalize the from divisor to ambient space inductive construction of [LtjR] to the case k-point rational connectedness.
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Preliminaries
In this section, we want to review briefly the constructions of virtual integration in the definitions of the absolute and relative GW invariants, which are the main tool of our paper. We refer to [R1, LR] for the details.
2.1. GW-invariants. Suppose that (X, ω) is a compact symplectic manifold and J is a tamed almost complex structure. 
An essential feature of Definition 2.1 is that, for a stable J−holomorphic map (Σ, f ), the automorphism group
is finite. We define the moduli space M X A (g, k, J) to be the set of equivalence classes of stable J−holomorphic maps such that
, where n is the complex dimension of X.
Unfortunately, M X A (g, k, J) is highly singular and may have larger dimension than the virtual dimension. To extract invariants, we use the following virtual neighborhood method.
First, we drop the J-holomorphic condition from the previous definition and require only that each component of f be smooth. We call the resulting object a stable map or a C ∞ -stable map. Denote the corresponding space of equivalence classes by B X A (g, k, J). B X A (g, k, J) is clearly an infinite dimensional space. It has a natural stratification given by the topological type of Σ together with the fundamental classes of the components of f . The stability condition ensures that B X A (g, k, J) has only finitely many strata such that each stratum is a Fréchet orbifold. Further, one can use the pregluing construction to define a topology on B X A (g, k, J) which is Hausdorff and makes M X A (g, k, J) a compact subspace. (see [R1] ).
We can define another infinite dimensional space Ω 0,1 together with a map
A (g, k, J) such that the fiber is π −1 (Σ, f ) = Ω 0,1 (f * T X). The Cauchy-Riemann operator is now interpreted as a section of π :
, there is a canonical decomposition of the tangent space of Ω 0,1 into the horizontal piece and the vertical piece. Thus we can linearize ∂ J with respect to deformations of stable maps and project to the vertical piece to obtain an elliptic complex
Several explanations are in order for formula (1). Choose a compatible Riemannian metric on X and let ∇ be the Levi-Civita connection.
When Σ is irreducible, ∇ induces a connection on f * T X, still denoted by ∇. Then L Σ,f = ∇, where ∇ is the projection of ∇ onto the (0, 1)-factor.
When Σ is reducible, formula (1) is interpreted as follows. For simplicity, suppose that Σ is the union of Σ 1 and Σ 2 intersecting at p ∈ Σ 1 and q ∈ Σ 2 . Let the corresponding maps be f 1 and f 2 . Then define
To understand Coker L Σ,f geometrically, it is convenient to use another elliptic complex. The idea is as follows. We would like to drop the condition v 1 (p) = v 2 (q). To keep the index unchanged, we need to enlarge Ω 0,1 (f * T X). A standard method motivated by algebraic geometry is to allow a simple pole at the intersection point. This leads tõ
If Σ has more than two components, the construction above extends in a straightforward fashion.
To consider the full linearization of ∂ J , we have to include the deformation space Def (Σ) of the nodal marked Riemann surface Σ. Def (Σ) fits into the short exact sequence,
where the first term represents the deformation space of Σ preserving the nodal point and the third term represents the smoothing of the nodal point.
Moreover, H 1 (T Σ) is a product, with each factor being the deformation space of a component while treating the nodal point as a new marked point. The full linearization of ∂ J is given by
When Obs(Σ, f ) = 0, (Σ, f ) is a smooth point of the moduli space and Def (Σ, f ) is its tangent space. Now we choose a nearby symplectic form ω ′ such that ω ′ is tamed with J and [ω ′ ] is a rational cohomology class. Using ω ′ , B. Siebert [S1] (see also the appendix in [R1] ) constructed a natural finite dimensional vector bundle over B A (g, k, J) . It has the property of dominating any local finite dimensional orbifold bundle as follows. Let U be a neighborhood of (Σ, f ) ∈ B A (g, k, J) and F U be an orbifold bundle over U . Then Siebert constructed a bundle E over B A (g, k, J) such that there is a surjective bundle map E| U −→ F U .
For each (Σ, f ) ∈ M A (g, k, J), Obs(Σ, f ) extends to a local orbifold bundle F (Σ, f ) over a neighborhoodŨ Σ,f of (Σ, f ). Then we use Siebert's construction to find a global orbifold bundle E(Σ, f ) dominating F (Σ, f ). In fact, any global orbifold bundle with this property will work. We also remark that it is often convenient to replace Obs(Σ, f ) by Coker L Σ,f in the construction. Over eachŨ Σ,f , by the domination property, we can construct a stabilizing term η Σ,f : E(Σ, f ) −→ Ω 0,1 supported inŨ Σ,f such that η Σ,f is surjective onto Obs(Σ, f ) at (Σ, f ). Obviously, η Σ,f can be viewed as a map from E(Σ, f ) to Ω 0,1 . Then the stabilizing equation
has no cokernel at (Σ, f ). By semicontinuity, it has no cokernel in a neighborhood
Consider the finite dimensional vector bundle over U, p : E| U −→ U. The stabilizing equation ∂ J + η can be interpreted as a section of the bundle p * Ω 0,1 → E| U . By construction, this section
is transverse to the zero section of p * Ω 0,1 → E| U . The set U X Se = (∂ J + η) −1 (0) is called the virtual neighborhood in [R1] . The heart of [R1] is to show that U X Se has the structure of a C 1 −manifold.
It comes with the tautological inclusion map
which can be viewed as a section of E X . It is easy to check that
. Furthermore, one can show that S X is a proper section.
Note that the stratification of B A (g, k, J) induces a natural stratification of E. We can define η γ = η Σγ ,fγ inductively from lower stratum to higher stratum. For example, we can first define η γ on a stratum and extend to a neighborhood. Then we define η γ+1 at the next stratum supported away from lower strata. One consequence of this construction is that U X Se has the same stratification as that of E. Namely, if
There are evaluation maps
for 1 ≤ i ≤ k. ev i induces a natural map from U Se −→ X k , which can be shown to be smooth. Let Θ be the Thom form of the finite dimensional bundle E X → U X Se . Definition 2.2. The (primary) Gromov-Witten invariant is defined as
where α i ∈ H * (X; R). For the genus zero case, we also write
Definition 2.4. The descendent Gromov-Witten invariant is defined as
where α i ∈ H * (X; R). 
2.2.
Relative GW-invariants. In this section, we will review the relative GW-invariants. The readers can find more details in the reference [LR] .
Let Z ⊂ X be a real codimension 2 symplectic submanifold. Suppose that J is an ω−tamed almost complex structure on X preserving T Z, i.e. making Z an almost complex submanifold. The relative Gromov-Witten invariants are defined by counting the number of stable J−holomorphic maps intersecting Z at finitely many points with prescribed tangency. More precisely, fix a k-tuple T k = (t 1 , · · · , t k ) of positive integers, consider a marked pre-stable curve
One would like to consider the moduli space of such curves and apply the virtual neighborhood technique to construct the relative invariants. But this scheme needs modification as the moduli space is not compact. It is true that for a sequence of J−holomorphic maps (Σ n , f n ) as above, by possibly passing to a subsequence, f n will still converge to a stable J-holomorphic map (Σ, f ). However the limit (Σ, f ) may have some Z−components, i.e. components whose images under f lie entirely in Z.
To deal with this problem the authors in [LR] adopt the open cylinder model. Choose a Hamiltonian S 1 function H in a closed ǫ−symplectic tubular neighborhood X 0 of Z with H(X 0 ) = [−ǫ, 0] and Z = H −1 (−ǫ). Next we need to choose an almost complex structure with nice properties near Z. An almost complex structure J on X is said to be tamed relative to Z if J is ω-tamed, S 1 −invariant for some (X 0 , H), and such that Z is an almost complex submanifold. The set of such J is nonempty and forms a contractible space. With such a choice of almost complex structure, X 0 can be viewed as a neighborhood of the zero section of the complex line bundle N Z|X with the S 1 action given by the complex multiplication e 2πiθ . Now we remove Z. The end of X − Z is simply X 0 − Z. Recall that the punctured disc D − {0} is biholomorphic to the half cylinder S 1 × [0, ∞). Therefore, as an almost complex manifold, X 0 − Z can be viewed as the translation invariant almost complex half cylinder P × [0, ∞) where P = H −1 (0). In this sense, X − Z is viewed as a manifold with almost complex cylinder end. Now we consider a holomorphic map in the cylinder model where the marked points mapped into Z are removed from the domain surface. Again we can view a punctured neighborhood of each of these marked points as a half cylinder S 1 × [0, ∞). With such a J, a J−holomorphic map of X intersecting Z at finitely many points then exactly corresponds to a J−holomorphic map to the open manifold X − Z from a punctured Riemann surface which converges to (a multiple of) an S 1 −orbit at a puncture point. Now we reconsider the convergence of (Σ n , f n ) in the cylinder model. The creation of a Z−component f ν corresponds to disappearance of a part of im(f n ) to infinity. We can use translation to rescale back the missing part of im(f n ). In the limit, we may obtain a stable mapf ν into P × R. When we obtain X from the cylinder model, we need to collapse the S 1 -action at infinity. Therefore, in the limit, we need to take into account maps into the closure of P × R. Let Y be the projective completion of the normal bundle N Z|X , i.e. Y = P(N Z|X ⊕ C). Then Y has a zero section Z 0 and an infinity section Z ∞ . We view Z ⊂ X as the zero section. One can further show that f ν is indeed a stable map into Y with the stability specified below.
To form a compact moduli space of such maps we thus must allow the target X to degenerate as well (compare with [Li1] ). For any non-negative integer m, construct Y m by gluing together m copies of Y , where the infinity section of the i th component is glued to the zero section of the (i + 1) st component for 1 ≤ i ≤ m. Denote the zero section of the i th component by Z i−1 , and the infinity section by
i=0 Z i and X 0 = X. X 0 = X will be referred to as the root component and the other irreducible components will be called the bubble components. Let Aut Z Y m be the group of automorphisms of Y m preserving Z 0 , Z m , and the morphism to Z. And let Aut Z X m be the group of automorphisms of X m preserving X (and Z) and with restriction to
where each factor of (C * ) m dilates the fibers of the P 1 −bundle Y i −→ Z i ). Denote by π[m] : X m −→ X the map which is the identity on the root component X 0 and contracts all the bubble components to Z 0 via the fiber bundle projections. Now consider a nodal curve C mapped into X m by f : C −→ X m with specified tangency to Z. There are two types of marked points:
(i) absolute marked points whose images under f lie outside Z, labeled by x i , (ii) relative marked points which are mapped into Z by f , labeled by y j . A relative J−holomorphic map f : C −→ X m is said to be pre-deformable if f −1 (Z i ) consists of a union of nodes such that for each node p ∈ f −1 (Z i ), i = 1, 2, · · · , m, the two branches at the node are mapped to different irreducible components of X m and the orders of contact to Z i are equal.
An isomorphism of two such J−holomorphic maps f and f ′ to X m consists of a diagram
where h is an isomorphism of marked curves and t ∈ Aut Z (X m ). With the preceding understood, a relative J−holomorphic map to X m is said to be stable if it has only finitely many automorphisms. We introduced the notion of a weighted graph in Remark 2.7. We need to refine it for relative stable maps to (X, Z). A (connected) relative graph Γ consists of the following data:
(1) a vertex decorated by A ∈ H 2 (X; Z) and genus g, (2) a tail for each absolute marked point, (3) a relative tail for each relative marked point.
Definition 2.8. Let Γ be a relative graph with k (ordered) relative tails and
be the moduli space of pre-deformable relative stable J−holomorphic maps with type (Γ, T k ). Notice that for an element f : C → X m in M Γ,T k (X, Z, J) the intersection pattern with Z 0 , ..., Z m−1 is only constrained by the genus condition and the pre-deformability condition. Now we apply the virtual neighborhood technique to construct U X,Z
Se , E X,Z , S X,Z as in section 2.1. Consider the configuration space B Γ (X, Z, J) of equivalence classes of smooth pre-deformable relative stable maps. Here we still take the equivalence class under C * -action on the fibers of P(N Z|X ⊕ C). In particular, the subgroup of C * fixing such a map is required to be finite. The maps are required to intersect the Z i only at finitely many points in the domain curve. Further, at these points, the map is required to have a holomorphic leading term in the normal Taylor expansion for any local chart of X taking Z to a coordinate hyperplane and being holomorphic in the normal direction along Z. Thus the notion of contact order still makes sense, and we can still impose the pre-deformability condition and contact order condition at the y i being governed by T k .
Next, we can define Ω 1 similarly. We also need to understand the Obs space. The discussion is similar to that of stable maps.
According to its label, a relative stable map is naturally divided into components of two types:
(i) a stable map in X intersecting Z transversely, called a rigid factor;
(ii) a stable map in P(N Z|X ⊕ C) such that its projection to Z is stable and it intersects Z 0 , Z ∞ transversely, called a rubber factor.
For each component (Σ, f ), we also have the extra condition that f intersects Z 0 or Z ∞ with an order fixed by the graph.
Suppose that f (y i ) ∈ Z 0 or Z ∞ with order t i . The analog of (1) is
Here an element u ∈ Ω 0 r is an element of Ω 0 (f * T X) or Ω 0 (f * T P(N Z|X ⊕ C)) with the following property: Choose a unitary connection on N so that we can decompose the tangent bundle of P(N Z|X ⊕ C) into tangent and normal directions. Near f (y i ), u(y i ) can be decomposed into (u Z , u N ) where u Z , u N are tangent and normal components, respectively. Now we require that u N vanish at y i with order t i . When Σ consists of two components joined at one point, we require their u Z components be the same at the intersection point.
We can also consider the analog ofL Σ,f ,
r is required to have a simple pole at each y i such that Res y i v ∈ T Z, and if two components are joined together, we require that the sum of the residues be zero. Each summand
is the (t i − 1)-jet space, and the map T t i (f ) is the (t i − 1)-jet of f at y i , i.e. the first (t i − 1) terms of the Taylor polynomial. It is clear that CokerL
has a similar description as CokerL X Σ , the only difference being that we require the residue at each nodal point be in T Z.
Finally the process of adding the deformation of a nodal Riemann surface is identical.
In addition to the evaluation maps on B Γ,T k (X, Z, J),
there are also the evaluations maps
where Θ is the Thom class of the bundle E X,Z and Aut(T k ) is the symmetry group of the partition T k . Denote by
, we will sometimes write
Remark 2.10. In [LR] only invariants without descendent classes were considered. But it is straightforward to extend the definition of [LR] to include descendent classes.
We can decorate the tail of a relative graph Γ by (d i , α i ) as in the absolute case. We can further decorate the relative tails by the weighted partition T k . Denote the resulting weighted relative graph by Γ{(d i , α i )}|T k . In [LR] the source curve is required to be connected. We will also need to use a disconnected version. For a disjoint union Γ • of weighted relative graphs and a corresponding disjoint union of partitions, still denoted by T k , we use
X,Z to denote the corresponding relative invariants with a disconnected domain, which is simply the product of the connected relative invariants. Notice that although we use • in our notation following [MP] , our disconnected invariants are different. The disconnected invariants there depend only on the genus, while ours depend on the finer graph data.
2.3. Partial orderings on relative GW invariants. In [MP] , the authors first introduced a partial order on the set of relative Gromov-Witten invariants of a P 1 -bundle. The authors, [HLR] , refined their partial order on the set of relative Gromov-Witten invariants of a Blow-up manifold relative to the exceptional divisor, and used this partial order to obtain a Blow-up correspondence of absolute/relative Gromov-Witten theory. In this subsection, we will review the partial order on the set of relative Gromov-Witten invariants.
First of all, all Gromov-Witten invariants vanish if A ∈ H 2 (X, Z) is not an effective curve class. We define a partial ordering on H 2 (X, Z) as follows:
The set of pairs (m, δ) where m ∈ Z >0 and δ ∈ H * (Z, Q) is partially ordered by the following size relation
Let µ be a partition weighted by the cohomology of Z, i.e.,
We may place the pairs of µ in decreasing order by size (2). We define
A lexicographic ordering on weighted partitions is defined as follows:
if, after placing the pairs in µ and µ ′ in decreasing order by size, the first pair for which µ and µ ′ differ in size is larger for µ.
For the nondescendent relative Gromov-Witten invariant 2.4. Degeneration formula. Now we describe the degeneration formula of GW-invariants under symplectic cutting.
As an operation on topological spaces, the symplectic cut is essentially collapsing the circle orbits in the hypersurface H −1 (0) to points in Z.
Suppose that X 0 ⊂ X is an open codimension zero submanifold with a Hamiltonian S 1 −action. Let H : X 0 → R be a Hamiltonian function with 0 as a regular value. If H −1 (0) is a separating hypersurface of X 0 , then we obtain two connected manifolds X ± 0 with boundary ∂X ± 0 = H −1 (0). Suppose further that S 1 acts freely on H −1 (0). Then the symplectic reduction Z = H −1 (0)/S 1 is canonically a symplectic manifold of dimension 2 less. Collapsing the S 1 −action on ∂X ± = H −1 (0), we obtain closed smooth manifolds X 0 ± containing respectively real codimension 2 submanifolds Z ± = Z with opposite normal bundles. Furthermore X 0 ± admits a symplectic structure ω ± which agrees with the restriction of ω away from Z, and whose restriction to Z ± agrees with the canonical symplectic structure ω Z on Z from symplectic reduction. This is neatly shown by considering X 0 × C equipped with appropriate product symplectic structures and the product S 1 -action on X 0 × C, where S 1 acts on C by complex multiplication. The extended action is Hamiltonian if we use the standard symplectic structure √ −1dw ∧ dw or its negative on the C factor.Then the moment map is
and µ −1
We define X 0 + to be the symplectic reduction µ 
Similarly, if we use −idw ∧ dw, then the moment map is 
, and a closed codimension 2 symplectic submanifold identified with (Z, ω Z ).
We finally define X + and X − . X + is simply X 0 + , while X − is obtained from gluing symplectically X − and
The two symplectic manifolds (X ± , ω ± ) are called the symplectic cuts of
Thus we have a continuous map
As for the symplectic forms, we have ω + | Z = ω − | Z . Hence, the pair (ω + , ω − ) defines a cohomology class of
It is easy to observe that
Let B ∈ H 2 (X; Z) be in the kernel of
By (3) we have ω(B) = 0. Such a class is called a vanishing cycle. For A ∈ H 2 (X; Z) define [A] = A + Ker(π * ) and
Notice that ω has constant pairing with any element in [A] . It follows from the Gromov compactness theorem that there are only finitely many such elements in [A] represented by J-holomorphic stable maps. Therefore, the summation in (4) is finite. The degeneration formula expresses Π i τ d i α i X g, [A] in terms of relative invariants of (X + , Z) and (X − , Z) possibly with disconnected domains.
To begin with, we need to assume that the cohomology class α i is of the form
Here α ± i ∈ H * (X ± ; R) are classes with α
Next, we proceed to write down the degeneration formula. We first specify the relevant topological type of a marked Riemann surface mapped into X + ∪ Z X − with the following properties: By abuse of language we call the above data a (X + , X − )−graph. Such a graph gives rise to two relative graphs of (X + , Z) and X − , Z) from (iiv), each possibly being disconnected. We denote them by Γ • + and Γ • − respectively. From (v) we also get two partitions T + and T − . We call a (X + , X − )−graph a degenerate (g, A, l)−graph if the resulting pairs (Γ • + , T + ) and (Γ • − , T − ) satisfy the following constraints: the total number of marked points is l, the relative tails are the same, i.e. T + = T − , and the identification of relative tails produces a connected graph of X with total homology class π * [A] and arithmetic genus g.
Let {β a } be a self-dual basis of H * (Z; R) and η ab = Z β a ∪ β b . Given g, A and l, consider a degenerate (g, A, l)−graph. Let T k = T + = T − and T k be a weighted partition {t j , β a j }. Let T ′ k = {t j , β a j ′ } be the dual weighted partition.
The degeneration formula for Π i τ d i α i X g, [A] then reads as follows,
where the summation is taken over all degenerate (g, A, l)−graphs, and
3. Relative GW-invariants of P 1 -bundles
Suppose that Z is a symplectic submanifold of X of codimension 2. When applying the degeneration formula, we often need to express the absolute Gromov-Witten invariants of X as a summation of products of relative Gromov-Witten invariants of symplectic cuts of X. Thus if we want to obtain a comparison theorem of Gromov-Witten invariant by the degeneration formula, the point will be how to compute the relative Gromov-Witten invariants of a P 1 -bundle. In this section, we will prove a vanishing theorem for genus zero relative Gromov-Witten invariants of the P 1 -bundle Y relative to the infinity section and compute some genus zero two-point relative fiber class GW invariants of the
Suppose that L is a line bundle over Z and Y = P(L⊕C). Let D, Z be the infinity section and zero section of Y respectively. Let β 1 , · · · , β m Z be a selfdual basis of H * (Z, Q) containing the identity element. We will often denote the identity by β id . The degree of β i is the real grading in H * (Z, Q). We view β i as an element of H * (Y, Q) via the pull-back by π :
denote the cohomology classes associated to the divisors. Define classes in H * (Y, Q) by
We will use the following notation: [D] .
The second assignment depends upon the integer part of (i − 1)/m Z . The set {γ 1 , · · · , γ 2m Z } determines a basis of H * (Y, Q).
If there is no confusion, we will also use β 1 , · · · , β m Z as a self-dual basis of H * (D, Q).
3.1. Fiber class invariants. In this subsection, we mainly compute some genus zero relative GW invariants of P 1 -bundles with a fiber class. According to [MP] , we may transfer the computation of this invariant on the P 1 -bundle into that of some associated invariants on P 1 .
Suppose that L is a line bundle over Z and
where L z is the fiber of L at z.
Denote by π : Y −→ Z the projection of the P 1 -bundle Y . Moreover there are two inclusions (sections) of
(1) the "zero section" z −→ (z, 0 ⊕ C), denoted by Z, (4) The automorphism group of f is finite. Two such morphisms are isomorphic if they differ by an isomorphism of the domain and an automorphism of (Y m , D 0 , D ∞ ). In particular, this defines the automorphism group in the stability condition (4) above.
We introduce some notations which are used in [Li1] . For any nonnegative integer m, let
be a chain of m + 1 copies P 1 , where P 1 (l) is glued to P 1 (l+1) at p 
1 ; T 1 ) of relative stable maps to (P 1 , p
1 ), see [Li1] for its definition.
Next, we first review Maulik-Pandharipande's algorithm [MP] which reduces the relative Gromov-Witten invariant of (Y, D) of fiber class to that of (P 1 , p 1 ). Note that the moduli space of stable relative maps
is fibered over Z,
with fiber isomorphic to the moduli space of maps of degree s to P 1 relative to the infinity point p 1 with tangency order s:
In fact, M Y is the fiber bundle constructed from the principal S 1 -bundle associated to L and a standard S 1 -action on M P 1 . The π-relative obstruction theory of M Y is obtained from the M P 1 -fiber bundle structure over Z. The relationship between the π-relative virtual fundamental class [MM+] virπ and the virtual fundamental class [MM+] vir is given by the equation
where E is the Hodge bundle. Since we only consider the case of genus zero, (6) can be written as
By integrating along the fiber, we can compute the relative GromovWitten invariants of Y by computing the equivariant integrations in the relative Gromov-Witten theory of P 1 ; see [MP] for the details.
Let T k = {(t i , β i )} be the cohomology weighted partition of s. By definition, we have
where the interior push-forward
is obtained from the corresponding Hodge integral in the equivariant GromovWitten theory of (P 1 , p 1 ) after replacing the hyperplane class on CP ∞ by C 1 (L). Therefore, via (7), we may reduce the computation of relative GromovWitten invariants
to that of
About the two point genus zero relative Gromov-Witten invariant of (P 1 , p 1 ), we have
The proof of (i) follows from a simple dimension calculation and (ii) of the lemma is Lemma 1.4 of [OP] . In [HLR] , the authors generalized the result to general projective space P n via localization techniques. (i) Let T k = {(t i , β i )} be a cohomology weighted partition of s. Then
(ii) For s > 0, we have the two-point relative invariant
Proof. (i). From (7), we are reduced to a relative Gromov-Witten invariant of P 1 of the form
A dimension count shows that this invariant of P 1 is nonzero only if s + k = 2 − q. Since s > 0 and k > 0, the only possibility is s = k = 1 and q = 0. The proof of (ii) directly follows from (7) and Lemma 3.1.
(iii). From (7), we have
In fact, we consider the absolute invariant of P 1 with l + 1 point insertions:
1 . First of all, by divisor axiom, we know that this absolute invariant equals 1. We apply the degeneration formula to this invariant of P 1 and distribute one point insertion to one side and other l point insertions to other side. Then we have
In the last equality, we used Lemma 3.1. This proved (iii).
A vanishing theorem.
In this subsection, we will prove a vanishing result for some relative Gromov-Witten invariants of P 1 -bundle, in particular, for some non-fiber homology class invariants.
Let Γ 0 be a relative graph with the following data: (i) a vertex decorated by a homology class A ∈ H 2 (Y, Q) and genus zero, (ii) l + q tails associated to l + q absolute marked points, (iii) k relative tails associated to k relative marked points. Denote by A the homology class of the relative stable map (Σ, f ) to (Y, D) and by F the homology class of a fiber of Y . Let T k = {t 1 , · · · , t k } be a partition of D·A and
Denote by ι : Z −→ Y the inclusion of Z into Y via the zero section of Y . Then for any β ∈ H * (Z, R), the inclusion map i pushes forward the class β to a cohomology class ι ! (β) ∈ H * (Y, Q), determined by the pull-back map ι * and Poincaré duality.
where ̟ consists of insertions of the form π * α 1 , · · · , π * α q .
Proof. The projection π : Y = P(L ⊕ C) −→ Z induces a map between the moduli spaces, denoted also by π,
where π contracts the unstable rational component whose image is a fiber. π is well-defined if A = sF or k + l + q ≥ 3. By the definition, π commutes with the evaluation map. Furthermore, there is also a natural map(denoted by π as well) on Ω 0,1 commuting with the map on configuration spaces. Moreover, ∂ commutes with π. Hence, it induces a map from Coker L Y,D to Coker L Z . We claim that π induces a map on a virtual neighborhood. Let ω be an integral symplectic form on Z. Using Siebert's construction [S1] , we can construct a bundle E dominating the local obstruction bundle generated by Coker L Z π(Σ,f ) . π * E is a bundle over
. We want to show that π * E dominates its local obstruction bundle. Let (Σ, f ) be a relative stable map of (Y, D). Then we have
It is well-known that a stable map can be naturally decomposed into connected components lying outside of D( rigid factors) or completely inside D(rubber factors). Let (Σ, f ) be a rigid factor or a rubber factor with relative marked points x 1 , · · · , x r such that f (x i ) ∈ Z or D with order k i . In both cases, it is a stable map into Y . We take the complex as
There is a short exact sequence
where V is the vertical tangent bundle. It induces a short exact sequence
Choose a Hermitian metric and a unitary connection on L. It induces a splitting of (9). We choose a metric of T Y as the direct sum of the metric on V and π * T Z, where the second one is induced from a metric on Z. The Levi-Civita connection is a direct sum. Then f * V is a holomorphic line bundle with respect to pullback of the Levi-Civita connection.
(10) induces a long exact sequence in cohomology
Note that the normal bundle at the zero or infinity section is the restriction of V . It is obvious that H 1
where (Σ,f ) is obtained from (Σ, f ) by dropping the new marked points. For the same reason,
We claim that H 1 (f * V ) = 0. Note that since Σ is a tree of P 1 's, we see that H 1 (L) = 0 for any line bundle L on Σ satisfying deg(L| Σ ) ≥ 0 for any irreducible component Σ ofΣ.
Now we have
is surjective. It is enough to show that the restriction to H 0
It induces a long exact sequence
Over each Σ,
Hence,
is surjective. Now we go back to f and drop the constant term in
which is obviously surjective. By (11), we have proved that Coker(L
. This is obvious if π(f ) contracts an unstable component P 1 , π • f (P 1 ) = constant and P 1 has one or two special points. Moreover, π(Σ) is obtained by contracting P 1 . Note that f * π * T Z | P 1 is trivial.
The space of meromorphic 1-forms on P 1 with a simple pole at one or two points is zero or 1-dimensional. If P 1 has only one special point, the residue at the special point has to be zero. We can simply contract this component and remove the pole at the other component which P 1 is connected to. If P 1 has two special points, the residues at the two points have to be the same. Then we can remove this component and the joint residue at the two special points. Then we identify H 1 (f * π * T Z) and H 1 (π(f ) * T Z).
Suppose that (Σ, f ) has more than one subfactor. Both Coker L
Y,D
Σ,f and Coker L Z π(Σ,f ) are obtained by requiring the residues at the new marked points to be opposite to each other. Then our proof also extends to this case. Then we finish the proof of Lemma 3.4.
Next, we continue the proof of Proposition 3.3 . Since we have identified the obstruction spaces, we first choose a stabilization term η i on B Z π * (A) (0, k + l + q, J) to dominate the local obstruction bundle generated by Coker L Z π(Σ,f ) . Then, we pull back
This implies that π induces a smooth map on virtual neighborhood and a commutative diagram on obstruction bundles
Furthermore, the proper sections S Y,D , S Z commutes with the above diagram. π Se commutes with the evaluation map for those β i classes. Choose a Thom form Θ of E Z . Its pullback is the Thom form on E Y,D (still denoted by Θ).
It is clear that
However,
By definition, we have
where deg ̟ = deg α j . Then, from (15)and
In the last equality, we use ev * i β i ∧ ev * ̟ ∧ ev * j δ j = 0 on U Z Se . Hence, the relative invariant is zero. This completes the proof of Proposition 3.3. 3.3. A nonvanishing theorem. When we apply the degeneration formula, we often need to compute some special terms where the degeneration graph lies completely on the side of the projective bundle. In the previous subsection, we proved a vanishing theorem for some relative invariants of (Y, D) . In this subsection, we will consider the case where the relative invariants of (Y, D) with empty relative insertion on D are no longer zero and the invariant of Z will contribute in a nontrivial way.
Suppose that A ∈ H 2 (Z, Z). Denote by i : Z −→ Y the embedding of Z into Y as the zero section. Consider the relative invariant of (Y, D)
where ̟ consists of insertions of the form π * α 1 , · · · , π * α l . The dimension condition is is the pullback of the obstruction bundle E Z over U Z Se . Therefore, by the definition of Gromov-Witten invariants, we have
We claim that deg(π Se ) = 1. In fact, by the construction of virtual neighborhoods, we know that for every generic element (P 1 
Se , there is a section ν of the obstruction bundle E Z such that∂ J Zf = ν.
Suppose that a generic element (
Se is a preimage of (P 1 , x 1 , · · · , x k+l ,f ) under π Se . That is, f is a lifting off to Y vanishing at the marked points x 1 , · · · , x k . Therefore, from the fact that∂ commutes with π, we have that (P 1 
If we choose a local coordinate (z, s) on Y , where s is the Euclidean coordinate on the fiber P 1 , then locally we may write f = (f , f V ). Therefore (17) locally can be written as
Since∂ 2 = 0 always holds on P 1 , it follows from a well-known fact of complex geometry that f * L is a holomorphic line bundle over P 1 . Moreover, (18) shows that f V gives rise to a holomorphic section of the bundle f * L, up to C * , which vanishes at the marked points x 1 , · · · , x k . Since deg(f * L) = Z · A, therefore, from our assumption that k = Z · A + 1, we know that f * L⊗(−x 1 −· · ·−x k ) has no nonzero holomorphic sections. Therefore, f V ≡ 0. This says that the only preimage of a generic element (P 1 
Se is itself. This implies deg(π Se ) = 1. This proves the theorem.
A comparison theorem
Let X be a compact symplectic manifold and Z ⊂ X be a smooth symplectic submanifold of codimension 2. ι : Z −→ X is the inclusion map. The cohomological push-forward
is determined by the pullback ι * and Poincaré duality. This is a generalization of ample divisor from algebraic geometry. Define (19)
is a stably effective class}.
In [MP] , the authors point out that the relative Gromov-Witten theory of (X, Z) does not provide new invariants: the relative Gromov-Witten theory of (X, Z) is completely determined by the absolute Gromov-Witten theory of X and Z in principle. In this section, under some positivity assumptions on the normal bundle of the divisor, we will give an explicit relation between the absolute and relative Gromov-Witten invariants, which we call as a comparison theorem. The main tool of this section is the degeneration formula of Gromov-Witten invariants. The central theorem of this section is Theorem 4.2. Suppose that Z is a positive divisor and V ≥ l. Then for
where the summation runs over all possible weighted partitions T = {(1, γ 1 ),
} where γ i 's are the products of some β j classes.
Proof. We perform the symplectic cutting along the boundary of a tubular neighborhood of Z. Then we have X − = X, X + = P(N Z|X ⊕ C). Since
Here ι in the second term is understood as the inclusion map of Z via the zero section into Y = P(N Z|X ⊕ C). Up to a rational multiple, each α i is Poincaré dual to an immersed submanifold W i . We can perturb W i to be transverse to Z. In a neighborhood of Z, W i is π −1 (W i ∩Z), where π : N Z|X −→ Z is the projection. Clearly, π induces the projection P(N Z|X ⊕ C) −→ Z, still denoted by π. The symplectic cutting naturally decomposes
In other words, we can choose α
. Now we apply the degeneration formula for invariants
and express it as a summation of products of relative invariants of (X, Z) and (Y, D). Moreover, from the degeneration formula, each summand Ψ C may consist of a product of relative Gromov-Witten invariants with disconnected domain curves of both (X, Z) and (Y, D).
On the side of Y , there may be several disjoint components. Let A ′ be the total homology class. Then, from our assumption, we have Z · A ′ = Z · A ≥ d. Suppose that we have a nonzero summand Ψ C = 0. We claim that each factor from the relative Gromov-Witten invariants of (Y, D) must be in the form
F ,where F is the homology class of a fiber of Y and γ is a basis element of H * (D, R) such that Z β i 1 ∧ · · · ∧ β it ∧ γ = 0. Note that for these components, Z * (sF ) = s. From our assumption V ≥ d and Proposition 3.3, the nonzero factor of the relative Gromov-Witten invariants of (Y, D) must be the fiber class relative invariants. From Proposition 3.2, we know that the nonzero factor must be of the form
, then the marked point must be in a two-point component and the nonzero relative invariant must be
Since there are no vanishing two-cycles in this case, we may write down the summation as follows.
where the summation runs over all possible weighted partitions
} where γ ′ i are the product of some β j classes. We complete the proof of our comparison theorem. 
5. Rationally connected symplectic divisors 5.1. Rationally connectedness in algebraic geometry. The basic reference for this subsection is [A] . We refer to [C, D, K, KMM1, KMM2, V] for more details.
Let us recall the notion of rational connectedness in algebraic geometry. An important theorem connecting birational geometry to Gromov-Witten theory is the result of Kollár and Ruan [K] , [R1] : a uniruled projective manifold has a nonzero genus zero GW-invariant with a point insertion. A longstanding problem in Gromov-Witten theory is that a similar result with two point insertions should also hold for rationally connected projective manifolds.
5.2. Rationally connected symplectic divisors. In this subsection, we want to apply our comparison theorem to study the k-point rationally connectedness properties. We will show that a symplectic manifold is k-point strongly rationally connected if it contains a k-point strongly rationally connected symplecitc divisor with sufficiently positive normal bundle. Our main tool is the degeneration formula of Gromov-Witten invariants and our comparison Theorem 4.2.
Before we state our main theorem, we want first to define the notion of k-point rational connectedness.
Definition 5.3. Let A ∈ H 2 (X, Z) be a nonzero class. A is said to be a k-point rationally connected class if there is a nonzero Gromov-Witten invariant
Example 5.10. Let H = Hilb 2 (P 1 × P 1 ) the Hilbert scheme of points on P 1 × P 1 . In [P] , the author gave a Q-basis for A * (H) as follows:
The author also computed the quantum product T 4 ⋆ T 4 = T 13 + 2q 1 q 2 q 2 3 T 0 and T 4 ⋆ T 4 ⋆ T 4 = 2q 1 q 2 q 2 3 T 4 . So we have T 13 ⋆ T 13 = −2q 1 q 2 q 2 3 T 13 = 0. This implies that H is symplectic rationally connected. ¿From the computation of [G] , it is easy to know that Hilb 2 (P 2 ) also is symplectic rationally connected.
Since Gromov-Witten invariants are invariant under smooth symplectic deformations, k-point rational connectedness is invariant under smooth symplectic deformations. It is not yet known whether a projective rationally connected manifold is symplectic rationally connected. Moreover, so far, we could not show that this notion is invariant under symplectic birational cobordisms defined in [HLR] . We will leave this for future research. However, we would like to mention some partial results along this direction. From the blowup formula of Gromov-Witten invariants in [H1, H2, H3, HZ, La] , we have Proposition 5.11. Suppose that X is a k-point strongly rationally connected symplectic manifold. LetX be the blowup of X along a finite number of points or some special submanifolds with convex normal bundles (see, [H1, La] ). ThenX is k-point strongly rationally connected.
In 1991, McDuff [M3] first observed that a semi-positive symplectic 4-manifold, which contains a submanifold P symplectomorphic to P 1 whose normal Chern number is non-negative, must be uniruled. In [LtjR] , the authors generalize McDuff's result to more general situations. More importantly, they gave a rather general from divisor to ambient space inductive construction of uniruled symplectic manifolds. In this subsection, we will generalize their inductive construction to the case of rationally connected symplectic manifolds.
Suppose that X is a compact symplectic manifold and Z ⊂ X is a symplectic submanifold of codimension 2. Denote by N Z|X the normal bundle of Z in X. Denote by ι : Z ⊂ X the inclusion of Z into X. Let V be the minimal normal Chern number defined in (19). We call a class A ∈ H 2 (Z, R) a minimal class if Z · A = V .
Theorem 5.12. Suppose that X is a compact symplectic manifold and Z ⊂ X is a symplectic submanifold of codimension 2. If Z is k-point strongly rationally connected and A ∈ H 2 (Z, Z) is a minimal class such that
, β k+1 , · · · , β r Z A = 0 for some r ≤ V + 1, β i ∈ H * (Z, R) and α j ∈ H * (X, R), then X is k-point strongly rationally connected. In particular, if ι : Z → X is homologically injective, then X is k-point strongly symplectic rational connected if k ≤ V + 1.
Proof. Since we can always increase the number of Z-insertions by adding divisor insertions in (21), therefore, without loss of generality, we may assume that r = Z · A + 1. Consider the following Gromov-Witten invariant of X: (22) is nonzero, then we are done. So in the following we assume that the invariant (22) equals zero.
To find a nonzero Gromov-Witten invariant of X with at least k point insertions, we first apply the degeneration formula to the invariant (22) to obtain a nonzero relative Gromov-Witten invariant of (X, Z) with at least k point insertions, then use our comparison theorem to obtain a nonzero Gromov-Witten invariant of X.
We perform the symplectic cutting along the boundary of a tubular neighborhood of Z. Then we have X − = X, X + = Y = P(N Z|X ⊕ C).
Since β i ∈ H * (Z, R), we choose the support of and express it as a summation of products of relative invariants of (X, Z) and (Y, D). Moreover, from the degeneration formula, each summand Ψ C may consist of a product of relative Gromov-Witten invariants with disconnected domain curves of both (X, Z) and (Y, D).
On the side of Y , there may be several disjoint components. We claim that every component on the side of Y is a multiple of the fiber class. Suppose that there is a component on the side of Y which has a homology class A ′ + µF where A ′ ∈ H 2 (Z, Z) and F is the fiber class. Then we have Z · (A ′ + µF ) = Z · A ′ + µ. Since every component must intersect the infinity section of Y , µ > 0. Therefore, we have Z · (A ′ + µF ) ≥ V + 1. From Proposition 3.3, we know that the contribution of this component to the corresponding relative Gromov-Witten invariants of (Y, D) must be zero. So the corresponding summand in the degeneration formula must be zero. This implies that X is k-point strongly rationally connected. This proves our theorem.
It is well-known that P n−1 is strongly rationally connected. Therefore, from Theorem 5.12, we have Corollary 5.13. Let (X, ω) be a compact 2n-dimensional symplectic manifold which contains a submanifold P symplectomorphic to P n−1 whose normal Chern number m ≥ 2. Then X is strongly rationally connected.
