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Abstract
We study the zero Dirichlet problem for the equation −∆pu − ∆qu = α|u|p−2u +
β|u|q−2u in a bounded domain Ω ⊂ RN , with 1 < q < p. We investigate the relation
between two critical curves on the (α, β)-plane corresponding to the threshold of existence
of special classes of positive solutions. In particular, in certain neighbourhoods of the point
(α, β) =
(
‖∇ϕp‖pp/‖ϕp‖
p
p, ‖∇ϕp‖
q
q/‖ϕp‖
q
q
)
, where ϕp is the first eigenfunction of the p-
Laplacian, we show the existence of two and, which is rather unexpected, three distinct
positive solutions, depending on a relation between the exponents p and q.
Keywords: (p, q)-Laplacian, positive solutions, fibered functional, mountain pass theo-
rem, local minimum, S-shaped bifurcation, three solutions.
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1. Introduction and main results
We consider the boundary value problem{
−∆pu−∆qu = α|u|
p−2u+ β|u|q−2u in Ω,
u = 0 on ∂Ω,
(Dα,β)
where the operator ∆r, formally defined as ∆ru = div
(
|∇u|r−2∇u
)
for r = p, q > 1, is the
r-Laplacian, α, β ∈ R are parameters, and Ω ⊂ RN is a bounded domain, N ≥ 1. In the case
N ≥ 2, we require the boundary ∂Ω of Ω to be C2-smooth. Throughout the text, we always
assume q < p, which involves no loss of generality.
The differential operator in the problem (Dα,β) is usually called the (p, q)-Laplacian, and
thereby (Dα,β) can be formally understood as the corresponding eigenvalue problem. Although
the presence of two spectral parameters (α and β) is not typical in nonlinear spectral theories
(cf. [3, 18]), such choice appears to be more convenient for our particular problem since it
provides a separate control of the influence of the (p − 1)- and (q − 1)-homogeneous parts.
Considered independently, these parts correspond to the eigenvalue problems for the p- and
1
q-Laplacians, and it is thus natural to anticipate a strong dependence of the structure of the
solution set of (Dα,β) on the spectrum of the both p- and q-Laplacians. Indeed, the problem
(Dα,β) has been investigated in a few works, where certain nontrivial dependences of this kind
were obtained, see, e.g., [14, 15, 22, 27, 30, 40], the works [5, 6, 7, 8] of the present authors,
and a survey [26]. In the present article, we continue our investigation of the problem (Dα,β)
by establishing several nontrivial multiplicity results, mainly in certain neighbourhoods of the
point
(α, β) =
(
‖∇ϕp‖
p
p
‖ϕp‖
p
p
,
‖∇ϕp‖
q
q
‖ϕp‖
q
q
)
,
where ϕp is the first eigenfunction of the p-Laplacian. In particular, we discover the formation
of an S-shaped bifurcation diagram when p > 2q, see Figure 1.
Prior to the rigorous description of main results, let us mention that various problems
with the (p, q)-Laplacian, whose motivation arises from the both mathematical and physical
premises, are actively studied in the contemporary literature. Among physical origins of the
(p, q)-Laplacian, one can think of it as a formal two-term Taylor approximation of more com-
plex differential operators, see, e.g., [41] for the Zakharov equation describing in a simplified
way long-wave oscillations of a plasma, [4] for a higher-dimensional generalization of the sine-
Gordon equation which possesses soliton-type solutions, and [9] for an approximation of the
electrostatic Born-Infeld equation with a superposition of point charges. Let us also point
out a model in the theory of crystal growth containing the one-dimensional (1, 2)-Laplacian
which was studied in [31]. Among mathematical origins, the (p, q)-Laplacian occurs, e.g., in
the procedure of elliptic regularization which consists in the inclusion of the regularizing term
ε2∆, ε ∈ R, in a nonlinear equation, with a view to obtain better properties of the augmented
equation, see, for instance, [1, 28]. Investigation of variational functionals with nonstandard
(p, q)-growth conditions, mainly in connection with the Lavrentiev gap phenomenon, has been
performed, e.g., in [16, 42]. Finally, we refer the interested reader to a nonexhaustive list of
works [12, 13, 14, 27, 34, 35] for a development of the existence theory for various problems
with the (p, q)-Laplacian.
1.1. Several notations
Hereinafter, we denote the Sobolev spaceW 1,r0 (Ω) shortly byW
1,r
0 , where r > 1. The standard
norm of the Lebesgue space Lr(Ω) will be denoted by ‖ · ‖r. A function u ∈ W
1,p
0 is called a
(weak) solution of (Dα,β) if the following equality is satisfied for any test function ϕ ∈W
1,p
0 :∫
Ω
|∇u|p−2∇u∇ϕdx+
∫
Ω
|∇u|q−2∇u∇ϕdx = α
∫
Ω
|u|p−2uϕdx+ β
∫
Ω
|u|q−2uϕdx. (1.1)
The energy functional Eα,β : W
1,p
0 → R associated with (Dα,β) is given by
Eα,β(u) =
1
p
Hα(u) +
1
q
Gβ(u),
where
Hα(u) := ‖∇u‖
p
p − α‖u‖
p
p and Gβ(u) := ‖∇u‖
q
q − β‖u‖
q
q.
Since p > q > 1, we have Eα,β ∈ C
1(W 1,p0 ,R), and hence weak solutions of (Dα,β) are in
one-to-one correspondence with critical points of Eα,β.
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Remark 1.1. Using the Moser iteration process (see, e.g., [29, Appendix A]), one can show
that any solution u of (Dα,β) belongs to L
∞(Ω). Then, the regularity up to the boundary
given by [24, Theorem 1] and [25, p. 320] ensures that u ∈ C1,γ0 (Ω) for some γ ∈ (0, 1).
Moreover, if u is a nonzero nonnegative solution, then the strong maximum principle and the
boundary point lemma (see, e.g., [38, Theorems 5.4.1 and 5.5.1]) guarantee that u is positive
and belongs to
intC10 (Ω)+ :=
{
u ∈ C10 (Ω) : u(x) > 0 for all x ∈ Ω,
∂u
∂ν
(x) < 0 for all x ∈ ∂Ω
}
,
the interior of the positive cone of C10 (Ω). Here ν is the exterior unit normal vector to ∂Ω.
Finally, we denote by λ1(r) the first eigenvalue of the r-Laplacian, i.e.,
λ1(r) = inf
{
‖∇u‖rr
‖u‖rr
: u ∈W 1,r0 \ {0}
}
,
and by ϕr the corresponding first eigenfunction. Notice that ϕr has a constant sign in Ω, and
we will assume, without loss of generality, that ϕr > 0 in Ω and ‖∇ϕr‖r = 1. Moreover, for
such ϕr we have ϕr ∈ intC
1
0 (Ω)+. Furthermore, since p > q, ϕp cannot simultaneously be an
eigenfunction of the q-Laplacian, see [7, Proposition 13].
1.2. Overview of known results
Let us divide the (α, β)-plane into four open quadrants by the lines {λ1(p)}×R and R×{λ1(q)}
(see Figures 1, 2). We recall several known facts about the existence, nonexistence, and
multiplicity of positive solutions of (Dα,β) in these quadrants, as well as on their boundaries
{λ1(p)} × R and R× {λ1(q)}.
Proposition 1.2 ([5, Proposition 1] and [7, Proposition 13]). Let α ≤ λ1(p) and β ≤ λ1(q).
Then (Dα,β) has no nonzero solution.
Proposition 1.3 ([5, Propositions 2 and 6] and [7, Remark 1]; see also [27, Lemma 2.2] for a
related result). Let α < λ1(p) and β > λ1(q). Then (Dα,β) has at least one positive solution.
Moreover, any nonzero solution u of (Dα,β) satisfies Eα,β(u) < 0. Furthermore, if α ≤ 0,
then the positive solution is unique.
Proposition 1.4 ([5, Propositions 2 and 6]). Let α > λ1(p) and β < λ1(q). Then (Dα,β) has
at least one positive solution. Moreover, any nonzero solution u of (Dα,β) satisfies Eα,β(u) >
0.
In order to discuss the existence in the remaining quadrant (λ1(p),+∞) × (λ1(q),+∞),
we introduce the threshold curve
βps(α) := sup {β ∈ R : (Dα,β) has at least one positive solution}
for α ≥ λ1(p). Define also the values
α∗ =
‖∇ϕq‖
p
p
‖ϕq‖
p
p
and β∗ =
‖∇ϕp‖
q
q
‖ϕp‖
q
q
.
It was proved in [5, Proposition 3] (see also [7, Remark 4]) that βps(α) < +∞ for any α >
λ1(p), βps(λ1(p)) ≥ β∗, βps(·) is continuous and nonincreasing on (λ1(p),+∞), and βps(α) =
λ1(q) for all α ≥ α∗. Moreover, α∗ > λ1(p) and β∗ > λ1(q), see [7, Lemma 2.1].
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Theorem 1.5 ([5, Theorem 2.2 and Proposition 4]). Let α ∈ (λ1(p), α∗) and β ∈ (−∞, βps(α)].
Then (Dα,β) has at least one positive solution.
However, the properties of βps(α) for α ∈ [λ1(p), α∗) are far from being completely un-
derstood. In particular, the asymptotic behaviour of βps(α) as α approaches λ1(p) was sub-
stantially unclear until the recent work [8], where the following results have been established
by obtaining a nontrivial generalization of the classical Picone inequality [2] and using the
generalized Picone inequalities [10, Proposition 2.9], [20, Lemma 1], and a radial symmetry
result of [11].
Theorem 1.6 ([8, Theorem 3.3]). We have β∗ ≤ βps(λ1(p)) < +∞. Moreover, (Dλ1(p),β) has
at least one positive solution if λ1(q) < β < βps(λ1(p)). Furthermore, if βps(λ1(p)) > β∗, then
(Dλ1(p),β) has at least one positive solution if and only if λ1(q) < β ≤ βps(λ1(p)).
Theorem 1.7 ([8, Theorem 3.2]). Assume that one of the following assumptions is satisfied:
(i) p ∈ I(q), where
I(q) := {p > 1 : (q − 1)sp + qsp−1 − (p− q)s+ (q − p+ 1) ≥ 0 for all s ≥ 0};
(ii) p ≤ q + 1 and Ω is an N -ball.
Then (Dλ1(p),β) has no positive solution for β > β∗, that is, βps(λ1(p)) = β∗. Moreover, if
p < q + 1 and Ω is an N -ball, then (Dλ1(p),β) has no positive solution also for β = β∗.
Remark 1.8. We recall that q < p in Theorem 1.7 by default. The set I(q) is characterized in
[8, Lemma 1.6]. In particular, it is known that for each q > 1 there exists p˜ ∈ (max{2, q}, q+1)
such that [2, p˜] ⊂ I(q) and (p˜,+∞) ∩ I(q) = ∅.
Theorem 1.7 generates a natural question on whether βps(λ1(p)) > β∗ if either the as-
sumption (i) or (ii) of this theorem is violated. Nontriviality of this question is supported by
the fact that the behaviour of the energy functional Eα,β at the point (λ1(p), β∗) crucially
depends on the relation between p and q.
Theorem 1.9 ([7, Theorem 2.6 (ii) and Remark 5]). We have the following assertions:
(i) If p < 2q, then inf
W 1,p
0
Eλ1(p),β∗ = −∞.
(ii) If p = 2q, and ∂Ω is connected when N ≥ 2, then inf
W 1,p
0
Eλ1(p),β∗ ∈ (−∞, 0).
(iii) If p > 2q, and ∂Ω is connected when N ≥ 2, then infW 1,p
0
Eλ1(p),β∗ ∈ (−∞, 0) and the
infimum is attained by a positive solution of (Dλ1(p),β∗).
Let us remark that the connectedness of ∂Ω is required in the proof of Theorem 1.9 (ii),
(iii) due to the usage of the improved Poincaré inequality obtained in [17]. It is conjectured in
[17, Section 3.1], however, that this assumption on ∂Ω can be omitted for sufficiently regular
domains. To the best of our knowledge, this conjecture is still open.
Theorem 1.9 suggests that not only the behaviour of Eλ1(p),β∗ but also the structure of
the solution set of (Dα,β) in a neighbourhood of the point (λ1(p), β∗) is different in the cases
p < 2q, p = 2q, and p > 2q, which possibly affects the relation between βps(λ1(p)) and β∗.
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Indeed, this turns out to be true, and the precise results will be formulated in Section 1.3
below.
A finer existence result in the quadrant (λ1(p),+∞)× (λ1(q),+∞) can be obtained if we
introduce the following family of critical values for α ≥ λ1(p):
β∗(α) := inf
{
‖∇u‖qq
‖u‖qq
: u ∈W 1,p0 \ {0} and Hα(u) ≤ 0
}
, (1.2)
or, equivalently,
β∗(α) = inf
{
‖∇u‖qq
‖u‖qq
: u ∈W 1,p0 \ {0} and
‖∇u‖pp
‖u‖pp
≤ α
}
.
It is known that β∗(·) is continuous and nonincreasing on [λ1(p),+∞), β∗(λ1(p)) = β∗ >
β∗(α) ≥ λ1(q) for α > λ1(p), and β∗(α) > λ1(q) if and only if α < α∗, see [7, Proposition 7].
Theorem 1.10 ([7, Theorem 2.7]). Let λ1(p) < α < α∗ and λ1(q) < β ≤ β∗(α). Then
(Dα,β) has at least two positive solutions u1 and u2 such that Eα,β(u1) < 0, Eα,β(u2) > 0 if
β < β∗(α), and Eα,β(u2) = 0 if β = β∗(α). Moreover, u1 is the global least energy solution, and
if β < β∗(α), then u2 has the least energy among all solutions w of (Dα,β) with Eα,β(w) > 0.
In particular, Theorem 1.10 yields
β∗(α) ≤ βps(α) for all α ≥ λ1(p). (1.3)
Moreover, β∗(α) = βps(α) = λ1(q) for all α ≥ α∗. The most essential open question here was
whether the strict inequality in (1.3) holds. This issue is addressed in the present article, see
the following subsection.
Finally, in accordance with the results described above, the only place on the (α, β)-
plane where it remains to discuss the existence of positive solutions of (Dα,β) is the interval
[α∗,+∞) × {λ1(q)}. It was proved in [5, Proposition 4 (ii)] that (Dα,λ1(q)) has no positive
solution whenever α > α∗. In fact, the proof of [5, Proposition 4 (ii)] can be slightly updated
in order to show that the nonexistence persists also in the case α = α∗. Indeed, it follows
from the proof of [5, Proposition 4 (ii)] that if (Dα∗,λ1(q)) possesses a positive solution u, then
u = kϕq for some k > 0. However, this is impossible in view of [7, Proposition 13]. Thus,
thanks to Proposition 1.2 and Theorem 1.5, (Dα,λ1(q)) possesses a positive solution if and only
if α ∈ (λ1(p), α∗).
1.3. Statements of main results
For convenience, we introduce the following hypothesis:
(H) p > 2q, and if N ≥ 2, then ∂Ω is connected.
Our first result is devoted to the relation between βps(α) and β∗(α).
Theorem 1.11. Let α ∈ [λ1(p), α∗), and assume (H) if α = λ1(p). Then there exists β˜(α) >
β∗(α) such that (Dα,β) possesses a positive solution u for any β ∈ (β∗(α), β˜(α)]. Moreover, u
is a local minimum point of Eα,β and Eα,β(u) < 0.
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αβ
α∗
β∗
βps(λ1(p))
λ1(q)
λ1(p)
βps(α)
β∗(α)
α∗(β)
Figure 1: The case p > 2q. The behaviour of β∗(α), βps(α), α∗(β), and alleged “minimal”
bifurcation diagrams for the L∞-norms of positive solutions of (Dα,β) with respect to β for
several fixed α’s. Light grey - two positive solutions, one of which is with positive energy and
another one is with negative energy; grey - two positive solutions with negative energy; dark
grey - three positive solutions with negative energy.
The idea of the proof of Theorem 1.11 is based on the resent work [21], where the authors
obtained a local continuation of the branch of least energy solutions of an elliptic problem with
indefinite nonlinearity using an original variational argument of a constrained minimization
type.
Theorem 1.11 implies, in particular, that
β∗(α) < βps(α) for all α ∈ (λ1(p), α∗),
and that β∗ < βps(λ1(p)) provided the additional assumption (H) is satisfied. On the other
hand, we know from Theorem 1.7 that β∗ = βps(λ1(p)) if either p ∈ I(q) or p ≤ q+1 and Ω is
an N -ball. Nevertheless, it remains unknown whether β∗ = βps(λ1(p)) for all p ≤ 2q regardless
of assumptions on Ω. Moreover, we do not know whether (Dλ1(p),βps(λ1(p))) possesses a positive
solution provided βps(λ1(p)) = β∗, except in the case discussed in Theorem 1.7, cf. Theorem
1.5.
Theorem 1.11 in combination with the behaviour of Eα,β investigated in [7] allows to state
the following multiplicity results, among which Theorem 1.13 is perhaps the most surprising
since it indicates the occurrence of an S-shaped bifurcation diagram in the case p > 2q, see
Figure 1.
Theorem 1.12. Let α ∈ [λ1(p), α∗) and β ∈ (β∗(α), βps(α)), and assume (H) if α = λ1(p).
Then (Dα,β) has at least two positive solutions u1 and u2 satisfying Eα,β(u1) < 0 and
Eα,β(u2) < 0.
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ββ∗
λ1(q)
βps(α)
β∗(α)
λ1(p) α∗ α
Figure 2: p, q as in Theorem 1.7. The behaviour of β∗(α), βps(α), and alleged “minimal”
bifurcation diagrams for the L∞-norms of positive solutions of (Dα,β) with respect to β for
several fixed α’s. Light grey - two positive solutions, one of which is with positive energy and
another one is with negative energy; grey - two positive solutions with negative energy.
Theorem 1.13. Assume (H). Then for every β ∈ (β∗, βps(λ1(p))] there exists α∗(β) ∈
(0, λ1(p)) such that (Dα,β) has at least three positive solutions for any α ∈ (α∗(β), λ1(p)).
Remark 1.14. All three solutions obtained in Theorem 1.13 have negative energy, see Propo-
sition 1.3.
Let us recall that if α ≤ 0, then the positive solution of (Dα,β) is unique (see Proposition
1.3), and it was unclear (see [7, Remark 1]) whether a difficulty to extend the uniqueness to
α ∈ (0, λ1(p)) lies only in the limitation of the method of the original proof, or a multiplicity of
positive solutions can actually occur. Theorem 1.13 answers this question in a nontrivial way.
We emphasize that this multiplicity result does not depend on the domain, as it happens,
e.g., in the case of superlinear problems of the type −∆qu = |u|
p−2u, cf. [32]. Moreover,
there is no simple a priori intuition about such multiplicity based on the behaviour of fiber
functions of Eα,β, since these functions have at most one critical point which is the point of
global minimum, see Section 2. Finally, let us mention that the S-shaped bifurcation diagram
indicated by Theorem 1.13 clarifies the shape of the bifurcation diagrams (A) or (B) in [22]
obtained for the one-dimensional version of (Dλ,λ). See Figure 3 for some numerical results
in the one-dimensional case.
Remark 1.15. Properties of the family of critical points α∗(β), such as the continuity, mono-
tonicity, etc., are mostly unknown. We anticipate that the set of parameters α, β corresponding
to the existence of three positive solutions of (Dα,β) can be extended to a larger region as
depicted by the dashed line on Figure 1.
The rest of the article is structured as follows. In Section 2, we introduce a few additional
notations and provide an auxiliary lemma needed for the proof of Theorem 1.11 which we
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Figure 3: Three positive solutions of the one-dimensional problem (Dα,β) on the interval
(0, 1) found by the shooting method with q = 2, p = 6, α = λ1(p) − 0.1 and β = β∗ + 0.1,
consult with [6, Appendix A] for explicit formulas for λ1(p) and β∗.
establish in Section 3. Section 4 provides auxiliary results needed to prove Theorems 1.12
and 1.13. These theorems are established in Section 5. Appendix A contains a “W 1,p0 versus
C10 local minimizers”-type result for general problems with the (p, q)-Laplacian, which we also
apply in Section 5.
2. Auxiliary results I. The fibered functional Jα,β
Take any u ∈W 1,p0 satisfying Hα(u) ·Gβ(u) < 0 and consider the fiber function t 7→ Eα,β(tu)
for t ≥ 0. It is not hard to observe that this function has a unique critical point tα,β(u) > 0
given by
tα,β(u) =
(
−Gβ(u)
Hα(u)
) 1
p−q
=
|Gβ(u)|
1
p−q
|Hα(u)|
1
p−q
, (2.1)
see [5, Proposition 6]. Moreover,
Jα,β(u) := Eα,β(tα,β(u)u) = −sign(Hα(u))
p− q
pq
|Gβ(u)|
p
p−q
|Hα(u)|
q
p−q
. (2.2)
In particular, if Gβ(u) < 0 < Hα(u), then tα,β(u) is the point of global minimum of the
function t 7→ Eα,β(tu), i.e.,
min
t>0
Eα,β(tu) = Eα,β(tα,β(u)u) ≡ Jα,β(u) = −
p− q
pq
|Gβ(u)|
p
p−q
Hα(u)
q
p−q
< 0. (2.3)
The functional Jα,β is called fibered functional [36], it is 0-homogeneous, and if u is a critical
point of Jα,β satisfying Hα(u) ·Gβ(u) < 0, then tα,β(u)u is a critical point of Eα,β.
By Nα,β we denote the Nehari manifold associated to Eα,β, that is,
Nα,β =
{
v ∈W 1,p0 \ {0} : 〈E
′
α,β(v), v〉 = Hα(v) +Gβ(v) = 0
}
.
Clearly, this set contains all nonzero critical points of Eα,β . Notice that if we take any u ∈W
1,p
0
satisfying Hα(u) ·Gβ(u) < 0, then tα,β(u)u ∈ Nα,β, see [7, Proposition 10].
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The following auxiliary result will be used in the proof of Theorem 1.11 in Section 3 below.
Lemma 2.1. Let α ∈ [λ1(p), α∗), {βn} ⊂ [β∗(α),+∞) be a sequence convergent to β ≥ β∗(α),
and µ ∈ (λ1(q), β∗(α)). Assume that a sequence {wn} ⊂ W
1,p
0 satisfies ‖∇wn‖p = 1 for all
n ∈ N, and let w0 ∈ W
1,p
0 be such that {wn} converges weakly in W
1,p
0 and strongly in L
p(Ω)
to w0 as n→ +∞. Assume, moreover, that
Gµ(wn) ≤ 0 < Hα(wn) for all n ∈ N, and −∞ ≤ lim inf
n→+∞
Jα,βn(wn) < 0. (2.4)
Then w0 6≡ 0 in Ω, and we have
Gβ(w0) < Gµ(w0) ≤ 0 < Hα(w0) and −∞ < Jα,β(w0) ≤ lim inf
n→+∞
Jα,βn(wn).
Proof. First we show that w0 6≡ 0 in Ω. Suppose, by contradiction, that w0 ≡ 0 in Ω. That is,
‖wn‖p → 0 and ‖wn‖q → 0 as n→ +∞. In particular, we have Hα(wn) = 1−o(1). Moreover,
since Gµ(wn) ≤ 0, we see that ‖∇wn‖q → 0, which yields Gβn(wn) → 0, and, consequently,
Jα,βn(wn)→ 0. However, this is a contradiction to (2.4), and hence w0 6≡ 0 in Ω.
By the weak lower semicontinuity, we readily get
Gµ(w0) ≤ lim inf
n→+∞
Gµ(wn) ≤ 0,
which implies that
‖∇w0‖
q
q
‖w0‖
q
q
≤ µ < β∗(α).
Due to the definition (1.2) of β∗(α), we conclude that Hα(w0) > 0. On the other hand, by
our assumptions, we have β > µ and βn > µ for all n, which implies that Gβ(w0) < 0 and
Gβn(wn) < 0 for all n. Therefore, the weak lower semicontinuity of Gβn and Hα yields
−∞ < Jα,β(w0) ≤ lim inf
n→+∞
Jα,βn(wn),
which completes the proof.
3. Beyond β∗(α). The proof of Theorem 1.11
In this section, we prove Theorem 1.11. Throughout the section, we assume α ∈ [λ1(p), α∗)
to be fixed, and we require the hypothesis (H) if α = λ1(p).
The proof of Theorem 1.11 will rely on the consideration of the following minimization
problem:
J (β, µ) := inf
{
Jα,β(u) : u ∈W
1,p
0 , Gµ(u) < 0 < Hα(u)
}
, (3.1)
where we assume β ≥ β∗(α) and µ ∈ (λ1(q), β∗(α)], and Jα,β is the fibered functional defined
by (2.2). Notice that the index of Gβ presented in Jα,β is, in general, different from the index
of Gµ presented in the constraint. To the best of our knowledge, the idea of introduction of
such constraints was originated in the work [21].
Let us discuss several general properties of (3.1). The admissible set for J (β, µ) is
nonempty because µ > λ1(q) and α < α∗ yield Gµ(ϕq) < 0 < Hα(ϕq). Consequently, we
always have
J (β, µ) ≤ Jα,β(ϕq) < 0, (3.2)
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since β ≥ β∗(α) > λ1(q). If we let β = µ, then J (β, β) translates to the usual minimiza-
tion problem of finding the least energy solution to (Dα,β), see, e.g., [5, 7]. In particular,
J (β∗(α), β∗(α)) is attained, and if u∗ is a corresponding minimizer, then tα,β(u∗)u∗ is a solu-
tion of (Dα,β∗(α)), see Theorem 1.10 in the case λ1(p) < α < α∗ and Theorem 1.9 in the case
α = λ1(p). Let us define
µ0 = µ0(α) := sup
{
‖∇u∗‖
q
q
‖u∗‖
q
q
: u∗ is a minimizer of J (β∗(α), β∗(α))
}
. (3.3)
Proposition 3.1. µ0 < β∗(α).
Proof. It is clear that µ0 ≤ β∗(α), since otherwise Gβ∗(α)(u∗) > 0 for some minimizer u∗ of
J (β∗(α), β∗(α)), which is impossible, see (3.1) with β = µ = β∗(α). Suppose, contrary to our
claim, that µ0 = β∗(α). That is, there exists a sequence of minimizers {uk} of J (β∗(α), β∗(α))
such that
‖∇uk‖
q
q
‖uk‖
q
q
→ β∗(α). Since Jα,β is 0-homogeneous, we may assume, without loss of
generality, that ‖∇uk‖p = 1 for each k. Thus, the latter convergence yields Gβ∗(α)(uk) → 0.
On the other hand, since Jα,β∗(α)(uk) = J (β∗(α), β∗(α)) < 0 by (3.2), we get from (2.3) that
Hα(uk) =
(
p− q
pq
) p−q
q |Gβ∗(α)(uk)|
p
q
(−J (β∗(α), β∗(α)))
p−q
q
for all k ∈ N. (3.4)
Substituting (3.4) into (2.1), we deduce, in view of the default assumption p > q, that
tα,β∗(α)(uk) → +∞. Moreover, by considering |uk| if necessary, we may assume that uk ≥ 0
in Ω for all k. Recall now that tα,β∗(α)(uk)uk is a solution of (Dα,β∗(α)), and hence〈
H ′α(uk), ϕ
〉
+ tα,β∗(α)(uk)
q−p
〈
G′β∗(α)(uk), ϕ
〉
= 0 for all ϕ ∈W 1,p0 ,
which implies that uk → ϕp (strongly) in W
1,p
0 , up to a subsequence, and α = λ1(p), see
[6, Lemma 3.3]. Therefore, if we fixed α > λ1(p), then we get a contradiction, and, con-
sequently, the proposition follows. Assume that we fixed α = λ1(p). Notice that in this
case we require (H). Considering the L2-orthogonal decomposition uk = γkϕp + vk, where
γk = ‖ϕp‖
−2
2
∫
Ω ukϕp dx and
∫
Ω vkϕp dx = 0, we see that γk → 1 and ‖∇vk‖p → 0. Employing
now the improved Poincaré inequality from [17] along the same lines as in the proof of [7,
Proposition 11] (see, more precisely, [7, pp. 1233-1234]), we deduce that Jλ1(p),β∗(uk) → 0,
which contradicts (3.2). Hence the proof is complete.
In general, if J (β, µ) is attained, then the corresponding minimizer generates a solution
of (Dα,β). We detail this fact as follows.
Proposition 3.2. Let β ≥ β∗(α) and assume that u0 ∈ W
1,p
0 is a minimizer of J (β, µ) for
some µ ∈ (λ1(q), β∗(α)]. Then tα,β(u0)u0 is a local minimum point of Eα,β and
Eα,β(tα,β(u0)u0) ≡ Jα,β(u0) = J (β, µ) < 0.
Proof. Suppose, by contradiction, that there exists a sequence {un} convergent to u˜0 :=
tα,β(u0)u0 in W
1,p
0 such that
Eα,β(un) < Eα,β(u˜0) for all n ∈ N.
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Using the fact that u0 is a minimizer of J (β, µ), we have Gµ(u˜0) < 0 < Hα(u˜0), and hence
Gβ(un) ≤ Gµ(un) < 0 < Hα(un)
for all sufficiently large n, which means that any such un is an admissible function for J (β, µ).
But then, using (2.3), we get the following contradiction:
Eα,β(u˜0) = Jα,β(u0) = J (β, µ) ≤ Jα,β(un) = Eα,β(tα,β(un)un) ≤ Eα,β(un) < Eα,β(u˜0)
for all sufficiently large n.
Let us now discuss the existence of a minimizer of J (β, µ) required in Proposition 3.2.
Lemma 3.3. Let β ≥ β∗(α) and µ ∈ (λ1(q), β∗(α)). Then there exists a nonnegative function
u0 ∈W
1,p
0 satisfying ‖∇u0‖p = 1 such that
Gµ(u0) ≤ 0 < Hα(u0) and Jα,β(u0) ≤ J (β, µ) < 0. (3.5)
Proof. First, we recall that J (β, µ) < 0 by (3.2). Let {un} be a minimizing sequence for
J (β, µ). Since Jα,β is 0-homogeneous and even, we can assume, without loss of generality,
that ‖∇un‖p = 1 and un ≥ 0 in Ω for all n ∈ N by considering |un| if necessary. Therefore,
there exists a nonnegative function u0 ∈ W
1,p
0 such that un ⇀ u0 in W
1,p
0 and un → u0 in
Lp(Ω), up to an appropriate subsequence. Applying Lemma 2.1 (with βn = β), we get (3.5).
Using again the 0-homogeneity of Jα,β, we can assume that ‖∇u0‖p = 1, which completes the
proof.
If the function u0 obtained in Lemma 3.3 satisfies Gµ(u0) < 0, then u0 is a minimizer of
J (β, µ). Consequently, Proposition 3.2 in combination with Remark 1.1 imply that tα,β(u0)u0
is a positive solution of (Dα,β). Thus, the proof of Theorem 1.11 reduces to the search of such
β > β∗(α) and µ ∈ (λ1(q), β∗(α)) that Gµ(u0) < 0. The details are as follows.
Proof of Theorem 1.11. Let us fix any µ ∈ (µ0, β∗(α)), where µ0 is defined in (3.3) and µ0 <
β∗(α) by Proposition 3.1. Denote by u0 = u0(β) a normalized nonnegative function given by
Lemma 3.3. We are going to obtain the existence of β˜(α) > β∗(α) such that Gµ(u0(β)) < 0
for any β ∈ (β∗(α), β˜(α)). Suppose, contrary to our claim, that there exists a sequence {βn}
such that βn ց β∗(α) and Gµ(u0(βn)) = 0 for all n ∈ N. We will reach a contradiction by
showing that the corresponding sequence {u0(βn)} converges in W
1,p
0 , up to a subsequence,
to a minimizer of J (β∗(α), β∗(α)), which is impossible in view of the definition of µ0.
Since ‖∇u0(βn)‖p = 1 for all n, there exists u¯ ≥ 0 such that u0(βn) converges to u¯ weakly
in W 1,p0 and strongly in L
p(Ω) and Lq(Ω), up to an appropriate subsequence. At the same
time, in view of (3.5), we have
Gµ(u0(βn)) = 0 < Hα(u0(βn)) for all n ∈ N,
and
−∞ ≤ lim inf
n→+∞
Jα,βn(u0(βn)) ≤ lim infn→+∞
J (βn, µ) < 0, (3.6)
where the last inequality in (3.6) follows from the uniform bound (3.2). Consequently, applying
Lemma 2.1 (with β = β∗(α)) to the sequence {u0(βn)}, we deduce that
Gβ∗(α)(u¯) < Gµ(u¯) ≤ 0 < Hα(u¯) (3.7)
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and
J (β∗(α), β∗(α)) ≤ Jα,β∗(α)(u¯) ≤ lim infn→+∞
Jα,βn(u0(βn)) ≤ lim infn→+∞
J (βn, µ), (3.8)
where the first inequality in (3.8) follows from the fact that u¯ is an admissible function for
J (β∗(α), β∗(α)), see (3.7). On the other hand, noting that any minimizer u∗ of J (β∗(α), β∗(α))
satisfies
Gβn(u∗) < Gµ(u∗) < 0 < Hα(u∗)
by the definition of µ0 and the fact that βn > β∗(α) > µ > µ0, we get
J (βn, µ) ≤ Jα,βn(u∗) = Jα,β∗(α)(u∗) + o(1) = J (β∗(α), β∗(α)) + o(1). (3.9)
Therefore, combining (3.8) with (3.9), we conclude that J (β∗(α), β∗(α)) = Jα,β∗(α)(u¯), which
means that u¯ is a minimizer of J (β∗(α), β∗(α)). Moreover, since (3.8) and (3.9) also imply
Jα,β∗(α)(u¯) = lim infn→+∞
Jα,βn(u0(βn)), (3.10)
we get u0(βn)→ u¯ in W
1,p
0 , up to a subsequence. Indeed, if we suppose that there is no strong
convergence, then ‖∇u¯‖p < lim inf
n→+∞
‖∇u0(βn)‖p, and hence (0 <)Hα(u¯) < lim inf
n→+∞
Hα(u0(βn)),
which implies a contradiction to the equality in (3.10). Finally, let us notice that the strong
convergence of {u0(βn)} gives Gµ(u¯) = 0, see (3.7). However, this contradicts the definition
of µ0 and the fact that µ > µ0.
4. Auxiliary results II. Mountain pass type arguments
In this section, we prepare several results related to the mountain pass theorem, which will
be used to prove Theorems 1.12 and 1.13 in Section 5 below. Since our aim is to find positive
solutions of (Dα,β), in the arguments of this section it will be convenient to consider the
C1-functional
E˜α,β(u) =
1
p
H˜α(u) +
1
q
G˜β(u), u ∈W
1,p
0 ,
where
H˜α(u) := ‖∇u‖
p
p − α‖u+‖
p
p and G˜β(u) := ‖∇u‖q − β‖u+‖
q
q,
and u+ := max{u, 0}. The functional E˜α,β differs from Eα,β in that if u ∈W
1,p
0 is an arbitrary
critical point of E˜α,β, then u is a nonnegative solution of (Dα,β), which can be easily seen by
taking u− := max{−u, 0} as a test function. Moreover, u is a positive solution belonging to
intC10 (Ω)+ provided u 6≡ 0, see Remark 1.1.
Now we discuss the assumptions under which E˜α,β satisfies the Palais–Smale condition.
Lemma 4.1. Let (α, β) 6= (λ1(p), β∗). Then E˜α,β satisfies the Palais–Smale condition.
Proof. Let us take any Palais–Smale sequence {un} for E˜α,β. According to the (S+)-property
of the operator −∆p − ∆q (see, e.g., [6, Remark 3.5]), the desired Palais–Smale condition
for E˜α,β will follow if {un} is bounded. Suppose, by contradiction, that ‖∇un‖p → +∞ as
n→ +∞, up to a subsequence. Considering the sequence of normalized functions vn :=
un
‖∇un‖p
and arguing in much the same way as in [6, Lemma 3.3], we derive that {vn} converges in
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W 1,p0 , up to a subsequence, to some nonzero eigenfunction v0 of the p-Laplacian associated to
the eigenvalue α. Noting that
o(1)‖∇(un)−‖p =
〈
E˜′α,β(un),−(un)−
〉
= ‖∇(un)−‖
p
p + ‖∇(un)−‖
q
q,
we deduce that v0 ≥ 0 in Ω. This yields α = λ1(p) and v0 = ϕp, since ϕp is the only constant-
sign eigenfunction of the p-Laplacian and we assumed that ‖∇ϕp‖p = 1. Thus, if α 6= λ1(p),
then we get a contradiction, and hence the Palais–Smale condition for E˜α,β holds for any
α 6= λ1(p) and β ∈ R. On the other hand, in the case α = λ1(p) and β 6= β∗, we get
o(1) =
1
‖∇un‖
q
p
(
pE˜α,β(un)−
〈
E˜′α,β(un), un
〉)
=
(
p
q
− 1
)
G˜β(vn).
This yields 0 = G˜β(ϕp) = Gβ(ϕp), which contradicts the assumption β 6= β∗.
Before providing a mountain pass-type result, we give the following auxiliary lemma.
Lemma 4.2. Let u1 be a local minimum point of E˜α,β such that
inf
u∈Nα,β
Eα,β(u) < E˜α,β(u1) < 0. (4.1)
Then there exists a continuous path η ∈ C([0, 1],W 1,p0 ) such that
η(0) = u1, E˜α,β(η(1)) < E˜α,β(u1) and max
s∈[0,1]
E˜α,β(η(s)) < 0. (4.2)
Proof. Noting that u1 ∈ intC
1
0 (Ω)+ (see Remark 1.1) and u1 ∈ Nα,β, we get
0 > E˜α,β(u1) = Eα,β(u1) =
p− q
pq
Gβ(u1) = −
p− q
pq
Hα(u1),
and hence
G˜β(u1) = Gβ(u1) < 0 < Hα(u1) = H˜α(u1).
According to (4.1), we can find v1 ∈ Nα,β such that Eα,β(v1) < E˜α,β(u1) < 0. Moreover,
since Hα and Gβ are even, we may assume, by considering |v1| if necessary, that v1 ≥ 0 in Ω.
Therefore,
G˜β(v1) = Gβ(v1) < 0 < Hα(v1) = H˜α(v1) and E˜α,β(v1) < E˜α,β(u1) < 0.
Let us consider the path
ξ(s) = ((1− s)uq1 + sv
q
1)
1/q
for s ∈ [0, 1].
The hidden convexity of ξ (see, e.g., [39, Lemma 2.4] or [10, Proposition 2.6]) implies that
Gβ(ξ(s)) ≤ (1− s)Gβ(u1) + sGβ(v1) ≤ max{Gβ(u1), Gβ(v1)} < 0 for all s ∈ [0, 1]. (4.3)
Assume first that Hα(ξ(s)) > 0 for all s ∈ [0, 1], and define the new path η(s) = tα,β(ξ(s))ξ(s),
s ∈ [0, 1], where tα,β(ξ(s)) is given by (2.1). Noting that tα,β(ξ(0)) = tα,β(ξ(1)) = 1 in view
of u1, v1 ∈ Nα,β, and that
E˜α,β(η(s)) = Eα,β(η(s)) = Jα,β(ξ(s)) = −
p− q
pq
|Gβ(ξ(s))|
p
p−q
Hα(ξ(s))
q
p−q
< 0 for all s ∈ [0, 1]
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by (2.3), we readily see that η satisfies (4.2).
Recalling that Hα(ξ(0)) > 0 and Hα(ξ(1)) > 0, assume now that there exists s0 ∈ (0, 1)
such that Hα(ξ(s0)) = 0. Without loss of generality, we may set
s0 = inf{s ∈ (0, 1) : Hα(ξ(s)) ≤ 0},
and so Hα(ξ(s)) > 0 for all s ∈ (0, s0). This implies that Jα,β(ξ(s))→ −∞ as sր s0, thanks
to (4.3). Thus, there exists some s1 ∈ (0, s0) such that
Jα,β(ξ(s1)) < E˜α,β(u1).
Considering the path η(s) = tα,β(ξ(s1s))ξ(s1s) for s ∈ [0, 1], we complete the proof.
Theorem 4.3. Let (α, β) 6= (λ1(p), β∗). Assume that u1 is a local minimum point of E˜α,β
such that
inf
u∈Nα,β
Eα,β(u) < E˜α,β(u1) < 0. (4.4)
Then there exists another critical point u2 of E˜α,β satisfying
E˜α,β(u1) ≤ E˜α,β(u2) < 0. (4.5)
Proof. Let η be a path given by Lemma 4.2. Since u1 is a local minimum point of E˜α,β , there
exists r ∈ (0, ‖∇(u1 − η(1))‖p) such that
E˜α,β(u1) ≤ E˜α,β(u) < 0 for every u ∈ Br(u1),
where Br(u1) = {u ∈ W
1,p
0 : ‖∇(u1 − u)‖p ≤ r}. Therefore, the generalized mountain pass
theorem [37, Theorem 1] in combination with Lemma 4.1 implies that
c := inf
γ∈Γ
max
s∈[0,1]
E˜α,β(γ(s)) ≥ E˜α,β(u1)
is a critical level of E˜α,β, and there exists a critical point u2 on the level c which is different
from u1. Here
Γ :=
{
γ ∈ C([0, 1],W 1,p0 ) : γ(0) = u1, γ(1) = η(1)
}
.
The properties (4.2) of the admissible path η yield c < 0, which gives (4.5).
5. Multiplicity. The proofs of Theorems 1.12 and 1.13
In this section, we prove Theorems 1.12 and 1.13 using the results of Section 4. A local
minimum point of E˜α,β will be obtained by the super- and subsolution method. Let us
denote, for brevity,
fα,β(u) = α|u|
p−2u+ β|u|q−2u,
and recall that a function u ∈ W 1,p is called supersolution (resp. subsolution) of (Dα,β) if
u ≥ 0 (resp. ≤ 0) on ∂Ω in the sense of traces and∫
Ω
|∇u|p−2∇u∇ϕdx+
∫
Ω
|∇u|q−2∇u∇ϕdx ≥
∫
Ω
fα,β(u)ϕdx (resp. ≤ 0) (5.1)
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for any nonnegative ϕ ∈W 1,p0 . If, in addition, the strict inequality in (5.1) is satisfied for any
nonnegative and nonzero ϕ, then u is called strict supersolution (resp. strict subsolution) of
(Dα,β).
Taking any v,w ∈ L∞(Ω) such that v ≤ w a.e. in Ω, we introduce the truncation
f
[v,w]
α,β (x, t) =

fα,β(v(x)) if t ≤ v(x),
fα,β(t) if v(x) < t < w(x),
fα,β(w(x)) if t ≥ w(x),
and define the corresponding C1-functional
E
[v,w]
α,β (u) =
1
p
∫
Ω
|∇u|p dx+
1
q
∫
Ω
|∇u|q dx−
∫
Ω
∫ u(x)
0
f
[v,w]
α,β (x, t) dt dx, u ∈W
1,p
0 .
If v and w are sub- and supersolutions of (Dα,β), respectively, then critical points of E
[v,w]
α,β
are solutions of (Dα,β) and they belong to the ordered interval [v,w], see, e.g., [5, Remark 2].
We will make use of the following two lemmas.
Lemma 5.1 ([5, Lemma 6 and Remark 2]). Let α ∈ R and β > λ1(q), and let w ∈ intC
1(Ω)+
be a positive supersolution of (Dα,β). Then infW 1,p
0
E
[0,w]
α,β < 0, the infimum is attained, and
the corresponding global minimum point u ∈ [0, w] satisfies (Dα,β) and belongs to intC
1
0 (Ω)+.
Lemma 5.2. Let α ≥ 0 and β > λ1(q). Let w ∈ intC
1
0 (Ω)+ be a positive strict supersolution
of (Dα,β), that is,
〈E′α,β(w), ϕ〉 > 0 for any nonnegative and nonzero ϕ ∈W
1,p
0 . (5.2)
Let u ∈ intC10 (Ω)+ be a global minimum point of E
[0,w]
α,β given by Lemma 5.1. Then u ∈ (0, w)
and u is a local minimum point of both Eα,β and E˜α,β in C
1
0 (Ω)-topology.
Proof. Noting that u ∈ (0, w] and ∂u∂ν ,
∂w
∂ν < 0 on ∂Ω, we will prove that
u < w in Ω and
∂u
∂ν
>
∂w
∂ν
on ∂Ω. (5.3)
This fact directly implies the desired results. Indeed, if (5.3) holds, then w − u ∈ intC10 (Ω)+
and hence, taking a sufficiently small κ > 0, we get u+ v ∈ [0, w] for any v ∈ C10 (Ω) satisfying
‖v‖C1
0
(Ω) < κ, whence
Eα,β(u) = E˜α,β(u) = E
[0,w]
α,β (u) = inf
W 1,p
0
E
[0,w]
α,β ≤ E
[0,w]
α,β (u+ v) = E˜α,β(u+ v) = Eα,β(u+ v).
To establish (5.3), we first show that u < w in a neighbourhood of ∂Ω, and then we derive
that u < w in the remaining part of Ω. The details are as follows.
For a sufficiently small δ > 0, we define
Ωδ = {x ∈ Ω : dist(x, ∂Ω) < δ} .
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Since u,w ∈ intC10 (Ω)+, one can find ε, δ > 0 such that |∇ ((1− s)u+ sw) | > ε in Ωδ for all
s ∈ [0, 1]. Indeed, suppose, by contradiction, that for any n ∈ N there exist xn ∈ Ω1/n and
sn ∈ [0, 1] such that |∇ ((1− sn)u(xn) + snw(xn)) | ≤
1
n . Passing to appropriate subsequences,
we get xn → x0 ∈ ∂Ω, sn → s0 ∈ [0, 1], and |∇ ((1− s0)u(x0) + s0w(x0)) | = 0. However, this
contradicts the fact that ∂u∂ν (x0),
∂w
∂ν (x0) < 0.
Let us denote, for short,
A(a) := |a|p−2a+ |a|q−2a for a ∈ RN ,
and define the linealization N ×N -matrix A(a) as
A(a) = |a|p−2
[
I + (p− 2)
a⊗ a
|a|2
]
+ |a|q−2
[
I + (q − 2)
a⊗ a
|a|2
]
for a ∈ RN \ {0},
where I is the identity matrix and ⊗ denotes the Kronecker product, see, e.g., [33, Appendix
A.2]. Consider now v := w−u. Clearly, v ≥ 0 in Ω. Recalling that w is a strict supersolution
of (Dα,β), we subtract (1.1) from (5.2) and deduce, according to the mean value theorem, that
v satisfies
−div
([∫ 1
0
A (∇ ((1− s)u+ sw)) ds
]
∇v
)
= −div (A(∇w)−A(∇u))
> fα,β(w)− fα,β(u) ≥ 0 in Ωδ, (5.4)
in the weak sense, where the last inequality follows from the fact that α and β are nonnegative
and w ≥ u > 0 in Ω. Applying the estimates [33, (A.10)] to the matrix A, we get(
min{1, p − 1}|a|p−2 +min{1, q − 1}|a|q−2
)
|ξ|2 ≤ 〈A(a)ξ, ξ〉
RN
≤
(
max{1, p − 1}|a|p−2 +max{1, q − 1}|a|q−2
)
|ξ|2 (5.5)
for any ξ ∈ RN and a ∈ RN \ {0}. Here, for clarity, we denote by 〈·, ·〉
RN
the usual scalar
product in RN . Recalling that |∇ ((1− s)u+ sw) | > ε in Ωδ for all s ∈ [0, 1], we employ the
inequalities [33, (A.4) and (A.6)] to see that for any r > 1 there exist C1, C2 > 0 such that
C1
(
max
s∈[0,1]
|∇((1− s)u+ sw)|
)r−2
≤
∫ 1
0
|∇((1− s)u+ sw)|r−2 ds
≤ C2
(
max
s∈[0,1]
|∇((1− s)u+ sw)|
)r−2
in Ωδ. (5.6)
Thus, taking a = ∇((1− s)u+ sw) in (5.5) and using (5.6) with r = p and r = q, we conclude
that there exist C3, C4 > 0 satisfying
C3|ξ|
2 ≤
〈[∫ 1
0
A (∇ ((1− s)u+ sw)) ds
]
ξ, ξ
〉
RN
≤ C4|ξ|
2 in Ωδ, for any ξ ∈ R
N .
That is, the differential operator in (5.4) is uniformly elliptic in Ωδ. Therefore, in view of the
strict inequality in (5.4), the strong maximum principle yields v > 0 in Ωδ and
∂v
∂ν < 0 on ∂Ω.
Consequently, u < w in Ωδ and
∂u
∂ν >
∂w
∂ν on ∂Ω.
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Let us now fix some δ′ ∈ (0, δ) and a sufficiently small C > 0 such that u + C ≤ w on
∂Ωδ′ ∩ Ω. Denoting z = u+ C, we see that∫
Ω
|∇z|p−2∇z∇ϕdx+
∫
Ω
|∇z|q−2∇z∇ϕdx =
∫
Ω
fα,β(u)ϕdx for any ϕ ∈W
1,p
0 . (5.7)
Therefore, subtracting (5.2) from (5.7) and taking ϕ = max{z−w, 0} in Ω \Ωδ′ and ϕ = 0 in
Ωδ′ , we derive that
0 ≤
∫
{z>w}∩(Ω\Ωδ′ )
(
|∇z|p−2∇z − |∇w|p−2∇w
)
(∇z −∇w) dx
+
∫
{z>w}∩(Ω\Ωδ′ )
(
|∇z|q−2∇z − |∇w|q−2∇w
)
(∇z −∇w) dx
≤
∫
{z>w}∩(Ω\Ωδ′ )
(fα,β(u)− fα,β(w)) (z − w) dx ≤ 0,
which implies that {z > w} = ∅ in Ω \ Ωδ′ . Thus, u + C ≤ w and, consequently, u < w in
Ω \Ωδ′ . Recalling that u < w in Ωδ, we conclude that u ∈ (0, w) in Ω. Thus, (5.3) is satisfied,
which completes the proof.
5.1. Proof of Theorem 1.12
Fix any α ∈ [λ1(p), α∗) and β ∈ (β∗(α), βps(α)). Choosing an arbitrary β
′ ∈ (β, βps(α)],
we denote by w ∈ intC10 (Ω)+ a positive solution of (Dα,β′), see Theorem 1.5 in the case
α > λ1(p) and Theorem 1.6 in the case α = λ1(p) for the existence result. Clearly, w is a
strict supersolution of (Dα,β). Hence, thanks to Lemma 5.1, we can find a global minimum
point u1 ∈ intC
1
0 (Ω)+ of E
[0,w]
α,β such that Eα,β(u1) = E
[0,w]
α,β (u1) < 0, and u1 is a positive
solution of (Dα,β). Moreover, according to Lemma 5.2, u1 is a local minimum point of E˜α,β in
C10 (Ω)-topology. Therefore, applying Theorem A.1 with f(x, t) = αt
p−1
+ + βt
q−1
+ , we see that
u1 is a local minimum point of E˜α,β in W
1,p
0 .
On the other hand, it was shown in [7, Theorem 2.5] that infu∈Nα,β Eα,β(u) = −∞ provided
β > β∗(α). Consequently, (4.4) holds, whence Theorem 4.3 yields the existence of the second
positive solution u2 of (Dα,β) which satisfies (4.5).
5.2. Proof of Theorem 1.13
Fix any β ∈ (β∗, βps(λ1(p))] and denote by w ∈ intC
1
0(Ω)+ a positive solution of (Dλ1(p),β),
see Theorem 1.6 for the existence of w. Evidently, w is a strict supersolution of (Dα,β) for
any α ∈ [0, λ1(p)). Therefore, arguing as in the proof of Theorem 1.12 above, we can find a
local minimum point u1 = u1(α) ∈ intC
1
0 (Ω)+ of E˜α,β in W
1,p
0 such that
u1(α) ∈ (0, w) and E˜α,β(u1(α)) = Eα,β(u1(α)) < 0 for any α ∈ [0, λ1(p)). (5.8)
Thus, u1(α) is the first positive solution of (Dα,β). Moreover, in view of the uniform L
∞-bound
of u1(α) in (5.8), we get
inf {Eα,β(u1(α)) : α ∈ [0, λ1(p))} > −∞. (5.9)
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Let u2 = u2(α) ∈ intC
1
0 (Ω)+ be a global minimum point of Eα,β for α < λ1(p) obtained
in [7, Proposition 1]. It is proved in [7, Proposition 2 (i)] that
Eα,β(u2(α))→ −∞, ‖u2(α)‖p → +∞, and
u2(α)
‖u2(α)‖p
→
ϕp
‖ϕp‖p
in W 1,p0 (5.10)
as αր λ1(p). Comparing (5.9) and (5.10), we derive the existence of α∗(β) ∈ [0, λ1(p)) such
that
Eα,β(u2(α)) < Eα,β(u1(α)) for any α ∈ (α∗(β), λ1(p)). (5.11)
Hence, u2(α) 6= u1(α) whenever α ∈ (α∗(β), λ1(p)). Moreover, we note that, in fact, α∗(β) ∈
(0, λ1(p)) due to the uniqueness result in Proposition 1.3. On the other hand, in view of (5.11),
Theorem 4.3 provides us with the existence of the third positive solution u3(α) of (Dα,β) for
any α ∈ (α∗(β), λ1(p)), and u3(α) is different from u1(α) and u2(α).
A. W
1,p
0 versus C
1
0 local minimizers
Let f : Ω × R → R be any Carathéodory function and let F (x, u) =
∫ u
0 f(x, v) dv be the
primitive of f . Along this section, we assume that f satisfies the following subcritical growth
condition:
(G) There exist C > 0 and r ∈ [1, p∗) such that
|f(x, t)| ≤ C(1 + |t|r−1) for every t ∈ R and a.e. x ∈ Ω,
where p∗ = pNN−p if N > p, and p
∗ = +∞ if N ≤ p.
It is well known that the functional
I(u) =
1
p
∫
Ω
|∇u|p dx+
1
q
∫
Ω
|∇u|q dx−
∫
Ω
F (x, u) dx, u ∈W 1,p0 ,
is weakly lower semicontinuous and of class C1 under the assumption (G).
The following result can be obtained in much the same way as [19, Theorem 1.2] or [29,
Theorem 23], see also [23] for a generalization. For the convenience of the reader we sketch
its proof based on [29, Theorem 23].
Theorem A.1. Let u0 ∈ W
1,p
0 be a local minimum point of I in C
1
0 (Ω)-topology, namely,
there exists ε > 0 such that
I(u0) ≤ I(u0 + h) for any h ∈ C
1
0 (Ω) satisfying ‖h‖C1
0
(Ω) < ε. (A.1)
Then u0 is also a local minimum point of I in W
1,p
0 -topology.
Proof. Since 〈I ′(u0), h〉 = 0 for every h ∈ C
1
0 (Ω) and since C
1
0 (Ω) is dense in W
1,p
0 , we deduce
that u0 is a critical point of I. That is,
−∆pu0 −∆qu0 = f(x, u0) in Ω, (A.2)
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in the weak sense. Moreover, one can show that u0 ∈ C
1,ν
0 (Ω) for some ν ∈ (0, 1), cf. Remark
1.1 or [26, Section 2.4].
Suppose, by contradiction, that u0 is not a local minimum point of I in W
1,p
0 -topology.
Then for any sufficiently small ε > 0 we have
mε := inf
{
I(u0 + h) : h ∈ B˜ε(0)
}
< I(u0),
where B˜ε(0) = {v ∈W
1,p
0 : ‖v‖r ≤ ε} and r ∈ [1, p
∗) is given in the assumption (G). Let {hn}
be a minimizing sequence for mε with a fixed ε > 0. Thanks to (G), {hn} is bounded in W
1,p
0 .
Therefore, mε is attained by some hε ∈ B˜ε(0), since I is weakly lower semicontinuous on W
1,p
0
and B˜ε(0) is weakly closed in W
1,p
0 . Then, due to the Lagrange multipliers rule, there exists
λε ≤ 0 such that
−∆p(u0 + hε)−∆q(u0 + hε) = f(x, u0 + hε) + λε |hε|
r−2hε in Ω. (A.3)
Denoting now
A˜(x, y) = |∇u0(x) + y|
p−2(∇u0(x) + y) + |∇u0(x) + y|
q−2(∇u0(x) + y)
− |∇u0(x)|
p−2∇u0(x)− |∇u0(x)|
q−2∇u0(x),
we subtract (A.2) from (A.3) and get
−div A˜(x,∇hε) = f(x, u0 + hε)− f(x, u0) + λε |hε|
r−2hε in Ω.
Recalling that λε ≤ 0 and using the Moser iteration method (see, e.g., [29, Theorem C]), we
can find M1 > 0 independent of ε such that ‖hε‖∞ ≤M1 for every ε > 0. Then, applying the
regularity result of [25] to the solution u0 + hε of (A.3), we obtain that u0 + hε ∈ C
1
0 (Ω), and
so hε ∈ C
1
0 (Ω) for every ε > 0.
Finally, it can be shown as in [29, Theorem 23] that there exists d0 > 0 such that
|λε|hε(x)|
r−2hε(x)| ≤ d0 for every x ∈ Ω and ε > 0.
This implies that f(x, u)+ λε|hε(x)|
r−2hε(x) is bounded on Ω× [−M1−‖u0‖∞,M1+ ‖u0‖∞]
uniformly in ε > 0. Thus, applying again the regularity result of [25] to the solution u0 + hε
of (A.3), we deduce the existence of θ ∈ (0, 1) and M2 > 0, both independent of ε, such that
u0 + hε ∈ C
1,θ
0 (Ω) and ‖u0 + hε‖C1,θ
0
(Ω)
≤ M2 for every ε > 0. Since C
1,θ
0 (Ω) is embedded
compactly into C10 (Ω), we infer that u0+hε → u0 as εց 0 in C
1
0 (Ω) by noting that hε → 0 in
Lr(Ω) as εց 0. Consequently, we get the following contradiction between (A.1) and (A.2):
I(u0 + hε) = mε < I(u0) ≤ I(u0 + hε) for all sufficiently small ε > 0.
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