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A generalized concatenation construction for q-ary
1-perfect codes
Alexander M. Romanov∗
Abstract
We consider perfect 1-error correcting codes over a finite field with q elements
(briefly q-ary 1-perfect codes). In this paper, a generalized concatenation construc-
tion for q-ary 1-perfect codes is presented that allows us to construct q-ary 1-perfect
codes of length (q − 1)nm + n +m from the given q-ary 1-perfect codes of length
n = (qs1 − 1)/(q − 1) and m = (qs2 − 1)/(q − 1), where s1, s2 are natural numbers
not less than two. This construction allows us to also construct q-ary codes with
parameters (qs1+s2 , qq
s1+s2−(s1+s2)−1, 3)q and can be regarded as a q-ary analogue
of the well-known Phelps construction.
1 Introduction
Let Fnq be a vector space of dimension n over the finite field Fq. The Hamming
distance between two vectors x, y ∈ Fnq is equal to the number of coordinates in
which they differ and is denoted by d(x,y). An arbitrary subset C of Fnq is called
a q-ary 1-perfect code if for each vector x ∈ Fnq there exists a unique vector c ∈ C
such that d(x, c) ≤ 1. Nontrivial q-ary 1-perfect codes of length n exist only for
n = (qs − 1)/(q − 1), where s is a natural number not less than two.
Two codes C1,C2 ⊆ F
n
q are called equivalent if there exists a vector v ∈ F
n
q and
a monomial matrix M of size n× n over the field Fq such that
C2 = {(v + cM) | c ∈ C1}.
We assume that the zero vector 0 belongs to the code. A code is called linear if it
forms a linear subspace over Fq. Linear q-ary 1-perfect code of length n is unique
up to equivalence and is called q-ary Hamming code. Linear q-ary 1-perfect codes of
length n exist for all n = (qs− 1)/(q− 1), where s is a natural number not less than
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two. Non-linear q-ary 1-perfect codes of length n = (qs − 1)/(q − 1) exist for q = 2,
s ≥ 4; q ≥ 3, s ≥ 3; q ≥ 5, s ≥ 2; see [8, 14, 15, 16]. Non-linear q-ary 1-perfect
codes of length n = (qs − 1)/(q − 1) does not exist for q = 2, s ≤ 3; q = 3, s = 2;
q = 4, s = 2, see [1].
The rank of the code C is the maximum number of linearly independent code-
words. It is said that a code of length n and rank n is a code of full rank ; otherwise,
the code is a non-full-rank code.
The switching constructions of q-ary 1-perfect codes of full rank are proposed for
all n = (qs− 1)/(q− 1), where s ≥ 4, see [2, 15, 17]. For s = 3 and for q = pr, r > 1
(where p is a prime number, r is a positive integer) the existence of q-ary 1-perfect
codes of full rank is proved in [14]. The existence of full-rank q-ary 1-perfect codes
of length n = (qs−1)/(q−1) still remains open if s = 3, q ≥ 3, q is a prime number,
and if s = 2, q ≥ 5, see [14, 15].
The switching construction is closely related to the question of the minimum
and maximum possible cardinality of the intersection of two distinct 1-perfect codes
of the same length. In the q-ary case, this question still remains open. In the binary
case, this question was answered in [2, 3].
It is established that there exist at least qq
cn
nonequivalent q-ary 1-perfect codes
of length n, where c = 1
q
− ǫ, see [8, 19, 21].
Let a q-ary code of length n contain M codewords and the minimum distance
of this code is d. Then the following inequality holds:
M ≤ qn−d+1. (1)
The inequality (1) is called the Singleton bound. The codes that achieve the Single-
ton bound are called maximum distance separable codes or briefly MDS. The MDS
codes with parameters [n, 1, n]q, [n, n−1, 2]q , [n, n, 1]q are called trivial MDS codes.
It is widely known that MDS codes are the same as orthogonal arrays of index unity.
In this paper, only codes with a minimum distance of 2 will be considered.
We give a description of the concatenation construction of 1-perfect codes for
the binary case. Let s be any natural number not less than two and n = 2s − 1.
Next, let C10,C
1
1, . . . ,C
1
n be a partition of the vector space F
n
2 into binary 1-perfect
codes of length n and let C20,C
2
1, . . . ,C
2
n be a partition of the binary MDS code
with parameters [n + 1, n, 2] to binary extended 1-perfect codes with parameters
(n + 1, 2n−s, 4). (In the binary case, the MDS code with parameters [n + 1, n, 2]
consists of all binary vectors of length n+ 1 of even weight.)
Then the given partitions C10,C
1
1, . . . ,C
1
n, C
2
0,C
2
1, . . . ,C
2
n and the permutation
α, acting on the set of indices I = {0, 1, . . . , n}, defines a binary 1-perfect code
Cα = {(u|v) | u ∈ C
1
i ,v ∈ C
2
α(i)}
of length 2n+ 1, where (·|·) denotes concatenation.
In the binary case, the concatenation construction is based on partitions of two
types – a partition of the space Fn2 into 1-perfect codes of length n and a partition of
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the binary MDS code of length n+1 into extended 1-perfect codes of length n+ 1.
In [18], a direct generalization of the binary concatenation construction to the q-ary
case is given and the parameters of codes that correspond to binary extended 1-
perfect codes in the q-ary case are found. In the q-ary case, codes with parameters
((q − 1)n + 1, q(q−1)n−s, 3)q correspond to the binary extended 1-perfect codes of
length n+1, see [18]. In this paper we give a direct generalization to the q-ary case of
the well-known Phelps construction [10]. A review of Phelps’s constructions, as well
as generalizations, is given in Section 2. Section 3 presents two new constructions.
This is a generalized concatenation construction of q-ary 1-perfect codes of length
(q−1)nm+n+m and a generalized concatenation construction of q-ary codes with
parameters (qs1+s2 , qq
s1+s2−(s1+s2)−1, 3)q . The second construction can be regarded
as a q-ary analogue of the well-known Phelps construction [10].
2 Phelps’s constructions and generalizations
First, we give some definitions. The most popular methods for constructing non-
linear 1-perfect codes are the switching methods (see, for example, [2, 8, 19, 21]).
In a q-ary 1-perfect code of length n, a proper subset of codewords is allocated
and this subset of words is replaced by another subset of words of the same length
n over an alphabet consisting of elements of the field Fq, so that in the result we
get a q-ary 1-perfect code of length n that is different from the original one. The
proper subsets of codewords of a q-ary 1-perfect code that can be replaced in this
way are called components of this code. If the code C′ is obtained from the code C
by replacing a component of the code C, then we say that the code C′ is obtained
from the code C by using switching. A switching class of a q-ary 1-perfect code C is
the set of (nonequivalent) q-ary 1-perfect codes which contains the code C and the
set of all (nonequivalent) codes that can be obtained from the code C by a sequence
of switchings.
Define a function p : Fnq → Fq. If x = (x1, x2, . . . , xn) ∈ F
n
q , then
p(x) =
n∑
i=1
xi.
The function p(x) is called parity function.
Let C be a q-ary code of length n. Then the code Ĉ = {(c | p(c)) | c ∈ C} has a
length equal to n+ 1 and is called extended code. It is said that the extended code
Ĉ is obtained from the code C by adding an overall parity check.
Now let us consider the concatenation construction. It is known that the bi-
nary extended Hamming codes can be constructed using the well-known (u|u+ v)
construction. The concatenation construction of binary 1-perfect codes can be con-
sidered as a combinatorial generalization of the well-known (u|u+ v) construction.
The concatenation construction is closely related to the problem of the partition
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of the space Fnq into 1-perfect codes (see, for example, [6]). A direct generalization
of the binary concatenation construction to the q-ary case is obtained in [18]. It
was established in [2] that in the binary case, 1-perfect codes of full rank can not
be constructed using the concatenation construction. In [13] with the help of the
concatenation construction, binary 1-perfect codes are constructed that belong to
different switching classes. It should be noted that in [13] some specially constructed
(not arbitrary) subsets of the code C were considered as components of this code.
Binary 1-perfect codes constructed using concatenation construction were studied
by Heden [4] and Solov’eva [20]. Phelps proposed a concatenation construction for
binary extended 1-perfect codes [9].
In [10] Phelps generalized the concatenation construction for binary extended
1-perfect codes (Phelps [9]), which doubled the length of the code, and instead of
permutations suggested using quasigroups; herewith the length of the code began
to increase many times.
Let n + 1 = 2s1 . Consider a binary MDS code with parameters [n + 1, n, 2]
and cosets generated by this code. Let 0 ≤ k ≤ 1 and let Ck0,C
k
1 , . . . ,C
k
n is a
partition of the kth coset into binary extended 1-perfect codes with parameters
(m+1, 2m−s2 , 4). Further, let m+1 = 2s2 . Consider the binary extended 1-perfect
code R with parameters (m + 1, 2m−s2 , 4). For each code word r ∈ R, we define
an m-ary quasigroup qr of order n + 1. A quasigroup is defined on the index set
{0, 1, . . . , n}. Then we form the binary code C⊗qR of length (n+1)(m+1) = 2
s1+s2
as follows:
C⊗qR = {(c0|c1|c2| · · · |cm) | ci ∈ C
ri
ji
, r = (r0, r1, . . . , rm) ∈ R,
j0 = qr(j1, j2, . . . , jm), ji ∈ {0, 1, . . . , n}, i = 0, 1, . . . ,m}.
Th e o r em 1 (Phelps [10]) . The code C⊗qR constructed above is a binary
extended 1-perfect code with parameters (2s1+s2 , 22
s1+s2−(s1+s2)−1, 4).
Historically, the first construction for non-linear binary 1-perfect codes is Vasil’ev’s
construction [21].
Th e o r em 2 (Vasil’ev [21]) . Let C be a binary 1-perfect code of length n
and let λ be a Boolean function defined on the set C. Then the set
CN = {(u|u+ v|p(u) + λ(v)) | u ∈ F
n
2 ,v ∈ C}
is a binary 1-perfect code of length N = 2n + 1.
We observe that the Vasil’ev construction for λ ≡ 0 represents a certain modifi-
cation of the well-known (u|u+ v) construction.
Consider the set K = {(u|u|p(u)) | u ∈ Fn2}. It’s obvious that K ⊂ CN (since it
is assumed that the zero vector 0 always belongs to the code, then λ(0) = 0) and
4
K is a subspace. Cosets formed by the subspace K and belonging to the code CN
are components of the code CN and form its partition.
Let Kv = {(u|u+ v|p(u) + λ(v)) | u ∈ F
n
2}, v ∈ C. Then Kv is a component of
the code CN and the code CN is representable as
CN =
⋃
v∈C
Kv.
A direct generalization of the Vasil’ev construction to the q-ary case was pro-
posed by Lindstro¨m [8] and Scho¨nheim [19].
Th e o r em 3 (Lindstro¨m [8], Scho¨nheim [19]) . Let be given a q-ary 1-perfect
code C of length n and a function λ defined on the set C with values in Fq. Let
α1, α2, . . . , αq−1 be all non-zero elements of the field Fq. Then
CN =
{(
u1|u2| · · · |uq−1|v +
q−1∑
i=1
ui|
q−1∑
i=1
αip(ui) + λ(v)
) ∣∣
ui ∈ F
n
q , i ∈ {1, . . . , q − 1},v ∈ C
}
is a q-ary 1-perfect code of length N = qn+ 1.
A generalization of Lindstro¨m-Scho¨nheim’s construction is proposed in [17].
Further, we move on to a description of the construction of Mollard [7], which
is a generalization of the constructions of Vasil’ev [21] and Phelps [10] for binary
1-perfect codes and also is a generalization of the constructions of Lindstro¨m [8]
and Scho¨nheim [19] for q-ary 1-perfect codes.
Let α1, α2, . . . , αq−1 be all non-zero elements of the field Fq. Consider a vector
x ∈ F
(q−1)nm
q . Let each component of the vector x has three indices i, j, k, where
i ∈ {1, 2, . . . , q − 1}, j ∈ {1, 2, . . . , n}, k ∈ {1, 2, . . . ,m}.
Let the vectors in F
(q−1)nm
q be ordered in lexicographic order according to the
indices of their components. Let P1(x) be a function defined on the set F
(q−1)nm
q
with values in Fnq . The function P1(x) is defined as follows:
P1(x) = (y1, y2, . . . , yj, . . . , yn),
where
yj =
q−1∑
i=1
m∑
k=1
xijk.
Next, let P2(x) be a function defined on the set F
(q−1)nm
q with values in Fmq . The
function P2(x) is defined as follows:
P2(x) = (y1, y2, . . . , yk, . . . , ym),
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where
yk =
q−1∑
i=1
αi
n∑
j=1
xijk.
Th e o r em 4 (Mollard [7]) . Given a q-ary 1-perfect code C of length n, a
q-ary 1-perfect code C′ of length m, and a vector function f , defined on the set C
with values in Fmq , define the q-ary 1-perfect code
F = {(x|c + P1(x)|c
′ + P2(x) + f(c)) | x ∈ F
(q−1)nm
q , c ∈ C, c
′ ∈ C′}
of length (q − 1)nm+ n+m.
Next, we present the Phelps construction [11], which is analogous to the Mollard
construction [7], but is defined using a series of quasigroups.
Let Q = {(x|f(x)|g(x)) | x ∈ F
(q−1)
q } be a q-ary 1-perfect code of length q + 1.
Then f(x) and g(x) are (q−1)-ary quasigroups of order q. Let F be an (m+1)-ary
quasigroup of order q and G be an (n+ 1)-ary quasigroup of order q. Let C and R
be q-ary 1-perfect codes of length n and m, respectively. Then we form the code
C⊗R of length (q − 1)nm+ n+m as follows:
C⊗ R = {(x11| · · · |xij| · · · |xnm|F1|F2| · · · |Fn|G1|G2| · · · |Gm) |
xij ∈ F
(q−1)
q , r ∈ R, c ∈ C},
where
Fi = F (f(xi1), f(xi2), . . . , f(xim), ci), i = 1, 2, . . . , n,
Gi = G(g(x1j), g(x2j), . . . , g(xnj), rj), j = 1, 2, . . . ,m
and
r = (r1, r2, . . . , rm), i = 1, 2, . . . , n, c = (c1, c2, . . . , cn), j = 1, 2, . . . ,m.
The length of the code C⊗ R is (q − 1)nm+ n+m.
Th e o r em 5 (Phelps [11]) . The code C⊗R constructed above is a q-ary
1-perfect code of length (q − 1)nm+ n+m.
A further generalization of the Phelps construction [10] was proposed by Heden
and Krotov [5]. Let n, t, n1, . . . , nt be positive integers satisfying the inequality
n1 + · · · + nt ≤ n. Furthermore, let x = (x1|x2| · · · |xt|x0) = (x∗|x0), where xi =
(xi1, xi2, . . . , xini), i = 0, 1, . . . , t n0 = n− n1 − . . .− nt. Let
σ(x) = (σ1(x1), σ2(x2), . . . , σt(xt)),
where
σi(xi) =
ni∑
j=1
xij .
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We denote the rank of the code C by rank(C). Let C be q-ary 1-perfect code of
non-full rank that has length n = (qs − 1)/(q − 1). In [5] it is shown that for any
integer r satisfying inequality
1 ≤ r ≤ n− rank(C)
there exists a q-ary Hamming code C⋆ of length t = (qr − 1)/(q − 1) such that for
some monomial transformation ψ
ψ(C) =
⋃
µ∈C⋆
Kµ,
where
Kµ = {(x1|x2| · · ·xt|x0) | σ(x) = µ, x1,x2, . . . ,xt ∈ F
qs
′
q ,x0 ∈ Cµ(x∗)}
for some family of perfect codes Cµ(x) of length (q
s′ − 1)/(q − 1), where s′ = s− r,
which for each µ ∈ C⋆ satisfy the condition
d(x∗,y∗) ≤ 2 =⇒ Cµ(x∗) ∩ Cµ(y∗) = 0.
(For r = s, the code Cµ is a code of length 0 and cardinality 1.) The authors of the
paper [5] subset Kµ are called µ-component of the code ψ(C).
Let s and r be integers, s > r; let n = (qs − 1)/(q − 1) and t = (qr − 1)/(q − 1).
Assume that C⋆ is a q-ary 1-perfect code of length t and for every µ ∈ C⋆ we have
a distance-3 code Kµ ⊂ F
n
q of cardinality q
n−s−(t−r) that satisfies the following
generalized parity-check law:
σ(x) = (σ1(x1, . . . , xl), . . . , σt(xlt−l+1 . . . , xlt)) = µ
for every x = (x1, . . . , xn) ∈ Kµ, where l = q
s−r and σ = (σ1, . . . , σt) is a collections
of l-ary quasigroups of order q. Then the union
C =
⋃
µ∈C⋆
Kµ
is a q-ary 1-perfect code of length n, see [5].
Further, the elements σi of σ we will represent as the compositions Vi(v(·), . . . , v(·), ·),
where v is a (q−1)-ary quasigroup and Vi is (k+1)-ary quasigroups for some integer
k.
Th e o r em 6 (Heden-Krotov [5]) . Let µ ∈ Ftq. Let for every i from 1 to
t+1 1-perfect codes Ci,j, j = 0, 1, . . . , (q−1)k, form a partition of the space F
k
q and
γi : F
k
q → {0, 1, . . . , (q − 1)k} be the corresponding partition function:
γi(y) = j ⇐⇒ y ∈ Ci,j.
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Let {(y|v(y)|h(y)) | y ∈ Fq−1q } be a q-ary 1-perfect code of length q + 1, where
v(y) and h(y) are (q − 1)-ary quasigroups of order q. Let V1, . . . , Vt be (k + 1)-ary
quasigroups of order q and G be a t-ary quasigroup of order (q− 1)k+1. Then the
set
Kµ = {(x11| · · · |x1k|y1|x21| · · · |x2k|y2| · · · |xt1| · · · |xtk|yt|z1|z2| · · · |zk) |
xij ∈ F
q−1
q , (V1(v(x11), . . . , v(x1k), y1), . . . , Vt(v(xt1), . . . , v(xtk), yt)) = µ,
G(γ1(h(x11), . . . , h(x1k), . . . , γt(h(xt1), . . . , h(xtk))) = γt+1(z1, . . . , zk)}
is a µ-component that satisfies the generalized parity-check law with
σi(·, . . . , ·, ·) = Vi(v(·), . . . , v(·), ·).
In contrast to the constructions proposed in this paper, the construction of
Heden and Krotov [5] is based on partitions of the space Fkq into q-ary 1-perfect
codes and codes with parameters ((q − 1)n+ 1, q(q−1)n−s, 3)q are not used in it.
3 Constructions for q-ary codes
In this section, we present a generalized concatenation construction for q-ary 1-
perfect codes of length (q−1)nm+n+m and also we present a generalized concate-
nation construction for q-ary codes with parameters (qs1+s2 , qq
s1+s2−(s1+s2)−1, 3)q.
The second construction can be regarded as a q-ary analogue of the well-known
Phelps construction [10].
Let C0,C1, . . . ,C(q−1)n be a partition of the vector space F
n
q into q-ary 1-perfect
codes of length n = (qs1 − 1)/(q − 1). Consider a q-ary MDS code with parameters
[(q − 1)n + 1, (q − 1)n, 2]q and cosets generated by this code. Let 0 ≤ k ≤ q − 1
and let Ck0,C
k
1 , . . . ,C
k
(q−1)n be a partition of the kth coset into q-ary codes with
parameters ((q − 1)n+ 1, q(q−1)n−s1 , 3)q. Such partitions exist [18].
Let R be a q-ary 1-perfect code of length m = (qs2 − 1)/(q − 1). For each code
word r ∈ R, we define an m-ary quasigroup qr of order (q−1)n+1. A quasigroup is
defined on the index set {0, 1, . . . , (q−1)n}. Let α be a primitive element of a finite
field Fq. Consider the ith component ri of the code word r = (r1, r2, . . . , rm) ∈ R.
By definition, ri ∈ Fq. If ri 6= 0, then ri = α
k, where k ∈ {1, . . . , q − 1}. Then the
notation Crij should be understood as C
k
j wherein 0 ≤ j ≤ (q − 1)n. If ri = 0, then
C
ri
j = C
0
j and C
ri
j is an element of the partition of the 0th coset.
Then we form the q-ary code D of length (q − 1)nm+ n+m as follows:
D = {(u|v1|v2| · · · |vm) | u ∈ Cj0 ,vi ∈ C
ri
ji
1 ≤ i ≤ m, r = (r1, r2, . . . , rm) ∈ R,
j0 = qr(j1, j2, . . . , jm), ji ∈ {0, 1, . . . , (q − 1)n} i = 0, 1, . . . ,m}.
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Th e o r em 7 . The code D constructed above is a q-ary 1-perfect code and
has a length equal to (q − 1)nm+ n+m.
Proof. Since n = (qs1 − 1)/(q − 1) and m = (qs2 − 1)/(q − 1), then
(q − 1)nm+ n+m = (qs1+s2 − 1)/(q − 1).
Therefore, the length of the code D is correct. Next, we need to show that the
number of codewords in the code D is correct and the minimum distance d(D) of
the code D is 3.
Since the q-ary MDS code with parameters [(q − 1)n + 1, (q − 1)n, 2]q contains
q(q−1)n codewords and each coset, formed by this code, is divided into (q − 1)n+ 1
subcodes Criji , then
|Criji |((q − 1)n+ 1) = q
(q−1)n.
The cardinality |Cj0 | = q
n−s1 for all j0 ∈ {0, 1, . . . , (q−1)n}. Hence, for each r ∈ R,
we can construct
|Cj0 ||C
ri
ji
|m((q − 1)n+ 1)m = qn−s1q(q−1)nm = q(q−1)nm+n−s1
codewords. Since the cardinality |R| = qm−s2 , then
|D| = q(q−1)nm+n+m−(s1+s2).
Now we show that the minimum distance d(D) = 3. Assume that the vectors
x = (x0|x1| · · · |xm) and y = (y0|y1| · · · |ym) belong to the code D. Then
d(x,y) ≥
m∑
i=0
d(xi,yi),
where the vectors x0, y0 have length n, and for 1 ≤ i ≤ m the vectors xi, yi have
length n + 1. Let ri = p(xi) and r
′
i = p(yi), i = 1, 2, . . . ,m. Then the vectors
r = (r1, r2, . . . , rm) and r
′ = (r′1, r
′
2, . . . , r
′
m) belong to R.
If d(xi,yi) = 0, then r = r
′. If r 6= r′, then d(xi,yi) ≥ 1. Therefore, if
d(r, r′) ≥ 3, then d(xi,yi) ≥ 1 for all values of i. Thus,
m∑
i=0
d(xi,yi) ≥ 3 for r 6= r
′.
If r = r′, then p(xi) = p(yi) and d(xi,yi) ≥ 2 for xi 6= yi. Assume that
x0 ∈ Cj0 , y0 ∈ Ck0 , xi ∈ C
ri
ji
and xi ∈ C
ri
ki
, where i = 1, 2, . . . ,m. Then the
equality d(xi,yi) = 0 means that ji = ki, i = 0, 1, . . . ,m; since j = (j0, j1, . . . , jm)
and k = (k0, k1, . . . , km) can coincide only in m− 1 positions, then for at least one
value i ∈ {0, 1, . . . ,m}, the following inequality holds d(xi,yi) ≥ 2, and for some
other value of i, the following inequality holds d(xi,yi) ≥ 1. Therefore, d(x,y) ≥ 3
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with the exception of the case when j = k. However, in this case, if xi 6= yi, then
d(xi,yi) ≥ 3 and d(x,y) ≥ 3. 
Next, we present a generalized concatenation construction for q-ary codes with
parameters (qs1+s2 , qq
s1+s2−(s1+s2)−1, 3)q. This construction is a q-ary version of the
well-known generalized concatenation construction for binary extended 1-perfect
codes, which was proposed by Phelps in [10].
A vector x = (x1, x2, . . . , xn) ∈ F
n
q is even-like provided that p(x) =
∑n
i=1 xi = 0.
A q-ary code is called even-like if it has only even-like codewords. A q-ary even-like
code of length n is a subcode of the q-ary MDS code with parameters [n, n− 1, 2].
Let (q − 1)n + 1 = qs1 . We consider a q-ary MDS code that has parameters
[(q − 1)n + 1, n, 2]q. We also consider the cosets generated by this code. Next,
let 0 ≤ k ≤ q − 1 and let Ck0 ,C
k
1, . . . ,C
k
n is a partition of the kth coset into q-ary
codes with parameters ((q − 1)n+ 1, qn−s1 , 3)q. Such partitions exist [18]. Further,
let (q − 1)m + 1 = qs2 . We consider a q-ary even-like code R with parameters
((q−1)m+1, qm−s2 , 3)q. Such codes exist [18]. For each code word r ∈ R, we define
an (q− 1)m-ary quasigroup qr of order (q− 1)n+1. A quasigroup is defined on the
index set {0, 1, . . . , (q − 1)n}.
Then we form the q-ary code D of length ((q − 1)n + 1)((q − 1)m+ 1) = qs1+s2
as follows:
D = {(c0|c1|c2| · · · |c(q−1)m) | ci ∈ C
ri
ji
, r = (r0, r1, . . . , r(q−1)m) ∈ R,
j0 = qr(j1, j2, . . . , j(q−1)m), ji ∈ {0, 1, . . . , (q − 1)n}, i = 0, 1, . . . , (q − 1)m}.
Th e o r em 8 . The code D constructed above is a q-ary even-like code and
has parameters (qs1+s2 , qq
s1+s2−(s1+s2)−1, 3)q . For q = 2, the minimum distance of
the code D is 4.
Proof. Since (q − 1)n + 1 = qs1 and (q − 1)m+ 1 = qs2 , then
((q − 1)n+ 1)((q − 1)m+ 1) = qs1+s2 .
Hence, the length of the code D is qs1+s2 .
Next, we need to show that the number of codewords in the code D is equal to
qq
s1+s2−(s1+s2)−1, the minimum distance d(D) of the code D is 3 and the code D is
a q-ary even-like code.
Since the q-ary MDS code with the parameters [(q−1)n+1, (q−1)n, 2]q contains
q(q−1)n codewords and each coset formed by this code is divided into (q − 1)n + 1
subcodes Criji , then
|Criji |((q − 1)n+ 1) = q
(q−1)n.
Cardinality |Criji | = q
(q−1)n−s1 for all ji ∈ {0, 1, . . . , (q − 1)n}, i = 0, 1, . . . , (q − 1)m.
Hence, for each r ∈ R, we can construct
|Cr0j0 ||C
ri
ji
|(q−1)m((q − 1)n+ 1)(q−1)m = q(q−1)n(q−1)m+(q−1)n−s1
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codewords.
Since the cardinality |R| = q(q−1)m−s2 , then
|D| = q(q−1)n(q−1)m+(q−1)n+(q−1)m+1−(s1+s2)−1 = q((q−1)n+1)((q−1)m+1)−(s1+s2)−1.
Consequently,
|D| = qq
s1+s2−(s1+s2)−1.
Now we show that the minimum distance d(D) = 3. Assume that the vectors
x = (x0|x1| · · · |x(q−1)m) and y = (y0|y1| · · · |y(q−1)m) belong to the code D. Then
d(x,y) ≥
(q−1)m∑
i=0
d(xi,yi),
where the vectors xi, yi have length (q−1)n+1 for 0 ≤ i ≤ (q−1)m. Let ri = p(xi)
and r′i = p(yi), i = 1, 2, . . . , (q − 1)m. Then the vectors r = (r1, r2, . . . , r(q−1)m)
and r′ = (r′1, r
′
2, . . . , r
′
(q−1)m) belong to the code R. If d(xi,yi) = 0, then r = r
′. If
r 6= r′, then d(xi,yi) ≥ 1. Therefore, if d(r, r
′) ≥ 3, then d(xi,yi) ≥ 1 for three
values of i.
Thus,
(q−1)m∑
i=0
d(xi,yi) ≥ 3 r 6= r
′.
For q = 2 we have
(q−1)m∑
i=0
d(xi,yi) ≥ 4 r 6= r
′.
If r = r′, then p(xi) = p(yi) and d(xi,yi) ≥ 2 for xi 6= yi. Assume that x0 ∈ Cj0 ,
y0 ∈ Ck0 , xi ∈ C
ri
ji
and xi ∈ C
ri
ki
, where i = 1, 2, . . . , (q − 1)m. Then the equality
d(xi,yi) = 0 means that ji = ki, i = 0, 1, . . . , (q−1)m; since j = (j0, j1, . . . , j(q−1)m)
and k = (k0, k1, . . . , k(q−1)m) can coincide only in (q − 1)m − 1 positions, then
d(xi,yi) ≥ 2 for at least two values of i. Consequently, d(x,y) ≥ 4 with the
exception of the case when j = k. However, in this case, if xi 6= yi, then d(xi,yi) ≥ 3
and d(x,y) ≥ 3 (respectively, d(xi,yi) ≥ 4 and d(x,y) ≥ 4 for q = 2).
It remains to show that the code D is a q-ary even-like code. Since
p(x) = p(p(x0), p(x1), . . . , p(x(q−1)m)) = p(r0, r1, . . . , r(q−1)m) = p(r)
and p(r) = 0 for all r ∈ R, then p(x) = 0 for all x ∈ D. 
For q = 2, 3, the MDS codes with the minimum distance 2 are unique. The above
constructions are applicable to any partitions of the space Fnq into MDS codes with
minimum distance 2.
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A generalized concatenation construction can be considered as a generalized
direct product of codes. This construction is also applicable to MDS codes with
minimum distance 2. Thus, a generalized concatenation construction allows us to
construct not only the code D with parameters (qs1+s2 , qq
s1+s2−(s1+s2)−1, 3)q but
allows us to also construct a q-ary MDS code (of the length qs1+s2 with minimum
distance 2) that contains the code D.
Assume that the code R is an element of some partition of the MDS code into sub-
codes with parameters (qs2 , qq
s2−s2−1, 3)q. Then each element of this partition allows
us to construct qs1 disjoint codes with parameters (qs1+s2 , qq
s1+s2−(s1+s2)−1, 3)q. The
partition of the q-ary MDS code into subcodes with parameters (qs2 , qq
s2−s2−1, 3)q
contains qs2 elements.
Consequently, if a q-ary code R is an element of some partition of the q-ary MDS
code (of length qs2 with minimum distance 2) into subcodes that have parameters
(qs2 , qq
s2−s2−1, 3)q, then the code D also is an element of some partition of the q-
ary MDS code (of length qs1+s2 with minimum distance 2) into subcodes that have
parameters (qs1+s2 , qq
s1+s2−(s1+s2)−1, 3)q.
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