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Abstract. This paper proposes a method that detects optical distorted areas (aka bubble) in 
pork images. By correctly identifying and discarding the images containing the unwanted 
bubbles, a significant improvement of pork image classification (or pork grading) in terms 
of accuracy has been achieved. The proposed bubble detection method relies on a particular 
set of image pre-processing techniques followed by morphological and region segmentation 
operations and is designed to attain the highest bubble detection accuracy for the detection 
of distorted images. Combining the proposed method with a typical pork image 
classification technique, the overall classification accuracy has been obtained as high as 96%. 
 




ENGINEERING JOURNAL Volume 24 Issue 5 
Received 17 March 2020 
Accepted 3 August 2020 
Published 30 September 2020 
Online at https://engj.org/ 
DOI:10.4186/ej.2020.24.5.237 
DOI:10.4186/ej.2020.24.5.237 
238 ENGINEERING JOURNAL Volume 24 Issue 5, ISSN 0125-8281 (https://engj.org/) 
1. Introduction 
 
The common measures used by human graders in 
determining the pork quality are based on color, muscle 
area and marbling pattern [1-3]. Among these measures, 
the marbling pattern is considered to be the primary 
dominating factor of pork grading in several countries     
[4-6]. Typically, pork grades are determined by human 
experts who inspect the pattern of intramuscular fat within 
the exposed region of pork ribeye. In the past years, 
computer vision system has been commonly used in the 
meat industries to assist human graders in the inspection 
and affirmation of meat quality. In general, computer 
vision-based meat grading is performed by analyzing the 
marbling patterns of meat image [7-9]. Such analysis is 
typically carried out by utilizing the image classification 
techniques.       
Generally, image classifications have been done based 
on the properties collected from various channels such as 
RGB, grayscale and binary images [7-9]. In [8], the meat 
classification has been performed by using grayscale input 
images in conjunction with gray co-occurrence matrix 
features. The Binary meat image as input dataset has been 
examined in [9] by using traditional K-Nearest Neighbor 
(KNN) algorithm to predict the grades of the meat. 
It has been shown in [10] that the performance of the 
image classification depends on factors such as resolution, 
noise and distribution of intensity in images. Accordingly, 
the input images have been enhanced to obtain the higher 
accuracy. Also, the image quality has been improved for 
the classification by various filters [11]. In the biomedical 
applications, the detection of tumors has been performed 
for the improvement of classification by enhancing the 
input images [12]. 
In this paper, the dominant focus is on pork image 
classification based on the clean image dataset (Fig. 1(a)), 
where input images have been captured on the top of the 
photocopy machine. During the capturing, the appearance 
of bubbles can be attributed to the lighting effects as it 
fails to attach to the entire area of the meat samples on the 
given surface (shown in Fig. 1(b)).  
In order to improve the performance of pork image 
classification, it is essential to filter out the bubble images 
from the dataset. Similarly, the detection of unwanted 
region has been applied in leaf images to detect the disease 
[13]. Also, the abnormality detection in medical images has 
been carried out, and the images have been classified by 
KNN classifier after detection of unwanted tumor regions 
[14]. 
The main objective of this study is to detect and 
subsequently remove the bubble images, as well as to 
prevent the new bubble image from appearing in dataset, 
in order to improve the performance of classification. 
Figure 2 explains the process of pork image classification 
for learning and inferring with the classifier based on 
marbling patterns of the pork meat. The overall 
classification of pork image and the evaluation of bubble 
detection method with the classification performance has 








(b) Pork image with bubbles 
 
Fig. 1. Pork images from data set, (a) clean input image, 




Fig. 2. Block diagram of pork grading system. 
 
2. Proposed Solution 
 
As previously stated, the unwanted bubbles occur 
during the active process of image capturing due to the 
lighting effects, when the entire surface of the pork meat 
sample is not in touch with the surface of the photocopy 
machine. If the classifier is trained with a dataset that 
contains bubble images, the low accuracies have been 
observed. Therefore, it is then proposed to automatically 
detect and discard the bubble images for better pork 
grading system (Fig. 3). Bubble detection method has been 
integrated with mainly pork image classification for the 
detection and interception of unwanted bubble images. 
Overall pork grading system involves proposed bubble 
detection method, data pre-processing and pork image 
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Fig. 3. Proposed grading system with bubble detection. 
 
2.1. Data Pre-processing 
 
Pork images have been labeled with seven grades and 
used as input dataset for training of the classifier. Four 
hundred thirty-nine images have been used to perform the 
feature-extraction of pork images. Number of images in 
each grade is different, resulting in an imbalanced dataset 
problem. Therefore, the well-known Synthetic Minority 
Oversampling Technique (SMOTE) [15-16] algorithm has 
been applied (see Fig. 4(a, b)) to handle the imbalanced 
dataset problem. Instead of creating copies, the algorithm 
works by creating synthetic samples from the minor class 




(a) Imbalanced dataset. 
 
 
                  
(b) Balanced dataset. 
 
Fig. 4. Distribution of the images per class before/after 
SMOTE, (a) Imbalanced dataset, (b) balanced dataset. 
 
2.2. Bubble Detection Technique 
 
In this section, the proposed method has been 
elucidated to further explain the detection of bubbles in 
pork images before training classifier. After detecting 
bubbles in pork images, the bubble images are entirely 
discarded from dataset to increase the accuracy of 
classification as compared to previous result where the 
bubble images were in dataset. After pre-processing of 
cropped pork image, Otsu thresholding [17] has been 
applied to binarize the image with threshold value between 
0 and 1. Edge detection via Sobel kernel has been utilized 
to smoothen the edges of object in images [18] for 
detection. Sobel edge detector works using convolution 
operation and second derivative of image pixel values 
based on a 3x3 array that is moved over original images to 
obtain enhanced edges of the object. Binary image noise 
has been reduced by applying the median filter [19] for 
furthering the bubble detection. After reducing the noise, 
morphological operations have been performed to 
segment the bubbles [20-21] in images. As part of the 
morphological operations, opening, closing, removal of 
small blobs and holes filling techniques have been used in 
the binary images. Morphological operations were applied 
with disk shape structuring element and radius 15. Using 
the bounding box (BB) method [20-21], the bubbles have 
been detected in specific images from image dataset. The 
largest blob extraction and BB detection has been 
implemented before classification. If number of BB is 
greater than zero, then it removes image automatically 
from the dataset. The highest accuracy of the bubble 
detection method has been observed at 97%. The process 





Fig. 5. An example of the bubble detection process. 
 
The steps involved in the proposed method have been 
enumerated below (Fig. 6), 
• Pork image intended for classification is loaded. 
• Pork image is cropped in center. 
• RGB to L*a*b conversion applied. 
• L*a*b to grayscale via PCA performed. 
• Otsu thresholding binarization is applied. 
• Sobel edge detection technique for the further 
work. 
• Median filtering is used. 
• Morphological operations are then performed. 
• BB is applied in bubbles. 
• Number of BB is counted. 
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• If the bubbles are detected in image then remove 
the image from dataset. 
• If no bubble detected in image then features has 
been extracted/selected for classification. 




Fig. 6. Flowchart of bubble detection method. 
 
2.3. Image Classification 
 
The pork grading system relies on the KNN-based 
classification where the image pre-processing, feature 
extraction and KNN classification techniques have been 
addressed. The input images have been captured with 
black backgrounds and have been cropped in center 
mostly with size (1434 x 820). The classification is 
comprised of two parts, the training and inferring with the 
model. The traditional KNN [22-24] has been used as the 
main classifier. Initially, the input pork images have been 
smoothened by using Laplacian sharpening [25]. The 
sharpening work in images is based on the filter 
coefficients and the sum of the products of co-efficient. 
Input images have been transformed from RGB to L*a*b 
color space [26]. Then the L*a*b color space to grayscale 
conversion via Principle Component Analysis (PCA) [27] 
technique has been performed to extract the required 
texture features. 
 
2.4. Feature Extraction Methods 
 
The histogram, co-occurrence and run-length based 
features have been extracted from grayscale pork images 
for evaluation of classifier (Table 1). Features have been 
selected manually based on the observed performance of 
classifier [28]. First, second and higher order features are 
also known as histogram [29-30], co-occurrence [31-33], 
run length-based [34] features set. 
From the image histogram, let x is a variable for 
denoting pork image grey levels and number of grey levels 
for every count to generate the image histogram is𝑃(𝑥𝑛), 
where 𝑛 = 0, 1, ⋯ , 𝑁 + 1  be the grayscale histogram 
and 𝑁  is the number of distinct grey levels. Mean and 
energy represents histogram-based feature. Histogram 
features have been derived basically from (A-1 to A-2) as 




(a) Co-occurrence matrix. 
 
(b) Run-length matrix. 
Fig. 7. Example of the co-occurrence and run-length 
matrix. 
 
Grey level matrix depends on the two neighbor pixel 
values and direction of values in image. Figure 7(a) is an 
example of gray level image matrix and the co-occurrence 
matrix with 0-degree scanning direction. Here, 𝑐(𝑖, 𝑗) 
defines the co-occurrence matrix, where 𝑖 and 𝑗 are the 
corresponding neighboring grey levels for row and 
column. Correlation, inertia, homogeneity, contrast and 
entropy have been extracted from the grey level co-
occurrence matrix (A-3 to A-7) as displayed in equations 
(see in Table 1), where 𝑢 and 𝜕2 represents the mean and 
variance of co-occurrence matrix. 
In order to calculate the higher order statistics, the 
run-length matrix has been constructed from gray level 
image matrix. From the run-length matrix, features have 
been extracted namely short run emphasis (SRE), long run 
emphasis (LRE), gray level non-uniformity (GLN) and 
long run low grey level emphasis (LRLGE) as shown in 
Table 1 (A-8 to A-11). Figure 7(b) represents a grey level 
matrix where the run-length matrix has been computed by 
using 0-degree scanning direction. The ),( jip  defines the 
run-length matrix, where i and j are grey level and 
number of run correspondingly and 𝑀, 𝑁  are the total 
number of distinct grey levels of row and column. The 
patterns that can be obtained from typical co-occurrence 
and run-length matrix are highlighted in Fig. 7(a, b) with 
the yellow color as an example. 
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3. Experimental Process 
 
For the development of pork grading system with the 
proposed method have been divided in two sections such 
as bubble detection and pork image classification. After 
applying the pre-processing in RGB, the binary images 
have been considered as an input for the bubble detection 
method and grayscale images for pork image classification. 
During the process of bubble detection method, number 
of bubbles in the particular image have been counted to 
select bubble images from dataset before classification. 
Bubble detection method has been validated with two 
conditions such as “bubble” and “no bubble”. If the 
number of bubbles is more than zero, condition one is 
validated, and the image is identified as “bubble” class. If 
bubble is detected in image, the image is removed. If not, 
then the image has been applied into the KNN classifier 
as shown in Fig. 8. In classification, KNN algorithm tries 
to find the maximum number of nearest neighbor and it 
represents the K values of the classifier. Based on the K 
values, KNN tries to find the nearest classes to classify the 
unknown events. The parameters involve in bubble 
detection method and pork image classification have been 




Fig. 8. Pork image classification with bubble detection. 
 
3.1. Experimental Setup 
 
To evaluate the proposed bubble detection, the total 
number of 439 pork images have been labeled as “bubble” 
or “no bubble”. There are 18 images that contain bubbles. 
The binarized images are fed in to the proposed detection 
method. The method then returns the number of bubbles 
found in images. The overall accuracy of proposed bubble 
detection method is obtained as the ratio between the 
correctly detected pork images with and without bubbles 
and the total number of images. Table 2 shows the features 
that has been used for pork image classification.  
 




To construct co-occurrence and run length matrices 
from grayscale pork image, the 0 and 90-degree scanning 
directions have been applied for feature extraction to 
classify the images. After the feature extraction, image 
classification has been done based on the selected features 
with KNN classifier. The K (number of nearest neighbor) 
value seven has been chosen according to the highest 
performance of classifier for better pork grading. To 
evaluate the performance of KNN, the cross-validation 
has been applied to the pork image dataset with 10 number 
of folds. The accuracy of classification has been calculated 
from the confusion matrix. 
 
3.2. Results and Discussion 
 
Table 3 represents the results and comparison of pork 
image classification which was obtained from histogram, 
co-occurrence and run length features set. 
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By using the proposed bubble detection method, the 
images have been deleted automatically with the highest 
accuracy of 97% (Fig. 9). Without the bubble detection in 
pork image classification, the images have been classified 
as displayed in Fig. 10 with the accuracy as low as 76%. 
After removing the bubble images from input dataset, the 
performance of the classifier has been increased as shown 
in Fig. 11. The results that have been obtained from each 
steps of bubble detection method are shown in Fig. 12(a-
k). The original pork image, center cropped, the RGB to 
grayscale, Otsu binarized, edge detected, filtered and the 
bubble image with the detection have been displayed to 
validate the results of proposed bubble detection method 
before the classification for pork grading system in Fig. 
12(a-k). The accuracies of pork image classification, the 
detection and the classification with proposed bubble 
detection method have been obtained from the confusion 
matrices below by dividing all the diagonal values with the 
total number of values in these matrices. As a result, the 
three bubbles have been detected in an image (Fig. 12(k)). 
With the validation of bubble detection method, the pork 
image classification accuracy has been increased from 76% 
to 96% correctly to develop a better pork grading system. 
 
 




Fig. 10. Confusion matrix of pork image classification 





Fig. 11. Confusion matrix of pork image classification 






Fig. 12. Results from the proposed method for the pork grading system. (a) Original image, (b) Cropped image, (c) 
Grayscale image, (d) Dilated image, (e) Edge detected image, (f) Binary image, (g) Filtered image, (h) Remove small 
blobs, (i) Fill big blobs, (j) Bounding box on big blobs, (k) Bubbles detected successfully in RGB cropped image. 
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4. Conclusion 
 
Bubble detection method has been shown to be 
capable of removing the bubble images from dataset with 
97% accuracy. By detecting the bubble images from 
dataset, the accuracy of pork image classification with 
KNN algorithm has been improved from 76% to 96%. 
Bubble detection method can also be applied for same 
kind of distorted images in different applications such as 
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