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We define the Radon transform .A and the back projection 3* (adjoint of.Y) 
on the space of C” rapidly decreasing functions i/ and on the space of 
distributions of compact support 8’. We show that .R*.R is a convolution 
operator. The result is true in the case of full views as well as in the case of a 
limited range of views. An application to the medical image reconstruction is given. 
The problem of reconstructing a three-dimensional object from its 
projections has arisen ~.in many fields such as radiology, radio astronomy, 
electron microscopy, and holographic interferometry. The formulation of the 
problem can be stated as follows: 
Given a set of all possible projections of an object, estimate its internal 
density distribution. 
Considering the volume as a stack of parallel planes, the density function 
can be treated as a function of two variables, while the third variable is taken 
as a constant. This point of view allows us to consider the projection of the 
object along each ray as the line integral of a function of two variables, 
known as the Radon transform of the function along a straight line. The 
problem can then be restated mathematically as follows: 
Given a set of line integrals of a function of two variables, estimate the 
function. 
This problem has been studied mathematically by various authors such as 
Radon [ 151, John 191, Ludwig [ 121, and Smith et al. [ 181. From the prac- 
tical point of view, several numerical methods have been devised to solve the 
above problem. In [8], Gordon and Herman give an excellent review of a 
number of algorithms currently in use. 
In the following we shall study the Radon transform in the space of 
rapidly decreasing functions and in conjunction with the space of 
598 
0022~247X/S1/040598-19SO2.00/0 
Copyright c 1981 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
RECONSTRUCTION OF ATHREE-DIMENSIONALOBJECT 599 
distributions of compact support. Our main objective is to study the effect of 
the Radon transform followed by the back projection and we shall derive 
from it an algorithm yielding an estimate of the density function. We shall 
make our expose mathematically rigorous as much as possible. The Radon 
transform and the back projection will be studied from a point of view which 
allows us to apply the results not only to the case where we have a full range 
of views, but also to the case of limited range of views, which is of our 
particular interest. We shall give a brief summary of the main results that we 
are going to develop in a great detail later. 
We define the Radon transform and the back projection on the space .P 
of rapidly decreasing C” functions, which is the space of all infinitely 
differentiable functions such that all the derivatives tend to zero faster than 
any rational functions. By using the duality property we define the Radon 
transform on the space of distributions with compact support 8’ and the 
back projection on the space .Y’ of tempered distributions. We are able to 
show that on the space of rapidly decreasing functions and on the space of 
distributions with compact support, the Radon transform followed by the 
back projection is a convolution operator. More precisely, if ,R and 9* 
denotes the Radon transform and the back projection respectively and if 
f E.-Y orfE8’ then 
where B is a real function of two variables such that the value depends upon 
the range of the projection angles. In the case where we have a full range 
(the projection angle varies from -742 to 7c/2), B is inversely proportional to 
r (Euclidean distance of IR*). If the range of views is limited, B is inversely 
proportional to r in a butterfly region and is zero outside. We shall note that 
on the space 9 of rapidly decreasing C” functions, the adjoint of the Radon 
transform is known to be the back projection. 
A numerical algorithm is devised to estimate the density function f 
knowing its projections. In the case of a limited range of views, the algorithm 
is the same as in the full range except we omit the missing views. If the 
density function belongs to the space of square integrable functions, the 
above algorithms gives the minimum norm solution of the equation 
B * f = g. An illustration of the above algorithm will be given. 
1. NOTATIONS AND DEFINITIONS 
In the following, a and b are two real numbers satisfying 
(1.1) 
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The set of real numbers endowed with the usual structures is denoted by 
R. Let Q be an open set of R2 defined by 
0 = R x (a, b) (1.2) 
We shall use the classical notations [ 16, 191. If x = (xi, x2,..., x,,) E R” 
and a = (a,, a2 ,..., a,) E N” (N is the set of natural numbers and n E N), 
1x1 =(x; +x; + ... +xy, 
IaI=a,+a2+...+a,. 
For each function $ defined on an open subset of R”, 
The support of the function +4 is defined to be the closure of the set 
{x: C(x) # 0). A function 4 is said to be C co if D”@(x) exists for each x in the 
domain of definition of 4 and for each a E N”. If A is an open subset of R”, 
8(.4) denotes the space of C”O functions endowed with the topology defined 
by the following family of semi-norms 
where K is a compact subset of R” contained in A and m E N. For the 
notion of the topology defined by a family of semi-norms, we refer the reader 
to [ 1, 2, or 191. Y’(A) denotes the space of rapidly decreasing C” functions 
defined on A i.e. 
foreachaEN”,pEn\landmEN. 
We suppose that Y(A) is equipped with the topology defined by the family 
of semi-norms 
vm,p(#) = ;yy (1 + Ix12>p’2 lW(x)l 
Inl<rn 
for m E N and p E N. It is known that the spaces 8(/i), Y(/i) are both 
Frechet spaces, i.e., complete and metrizable. 8(R2) and Y(R2) will be 
denoted by &Y and ,4”‘, respectively. 
For any locally convex topological space E, the topological dual E' (space 
of continuous linear forms) is assumed to be equipped with the strong 
topology, i.e., the topology of uniform convergence on every bounded subset. 
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The topological duals 8”(/l) and Y’(rl) of the spaces 27(A) and 9(/1) are 
known to be the space of distributions of compact support and the space of 
tempered distributions defined on A, respectively. If x’ E E’ and x E E. 
sometimes we use the notation (x’, x) or (x, x’) for the real number which is 
the image of x under the linear continuous form x’. The Dirac distribution 6 
((6,#) =4(O)) is an example of distribution in the spaces 8’ and .2~‘. A 
measure ,U is said to be slowly increasing if there exists an integer k such that 
cc n 
I 1 
I d&)1 
-@z -cc (1 + jx]‘)W’ < co. 
If ,u is a slowly increasing measure then p is a tempered distribution 
((p, 4) = J’J 4(x) dp). If h is a real variable defined on R, the Lebesgue 
integral of h over an interval (a, p) ( a and j3 can be infinite) will be denoted 
by .i: h(X) dx. j”?, h(X) d x will be denoted by j/z(x) dx. For 0 < p < co, 
Lp(II) will denote the space of real functions defined on A such that ]]fil, = 
(k Imp d-4”’ < co. For p > 1, Lp(/I) with the norm l/f]], is a Banach 
space. L*(4) will also be considered as a Hilbert space. The symbol .F will 
be used to denote the Fourier transform operator. Sometimes if f is a 
function or a tempered distribution, we shall use the symbol 3 instead of 2-j 
(In the case wherefis a tempered distribution,fis defined to be the tempered 
distribution satisfying (3, 4) = (f, $).) 
For the detail of integral calculus on differentiable manifolds, which is 
our main tool to prove our fundamental results, we suggest a number of 
references [4, 5, 11, 131. Let w be a p-differential form defined on an orien- 
table manifold M. Assume that the support of w is contained in an open 
subset V in which there is a parametrization y: V+ U compatible with the 
orientation of the manifold, then the integral of o over M is defined as 
(1.3) 
where y*w = f (t , ,..., tp) dt, A dt, A . . . A dt,. For a general w which does 
not satisfy the criteria on support, define wi = pie, where {pi, VijiE,% is a 
partition of unity of the manifold M and we define 
where CiEN j, wi is assumed to be absolutely convergent. In practice, to 
compute 1, w, we find a suitable subset of measure zero M’ of M such that 
M - M’ can be written as the union of nonoverlapping open subsets of M in 
each of which we have a local parametrization [5], and 
Ji, j 
CO= w. 
.w-M’ 
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Let P: iR” + IR be a function such that ]]grad PIJ # 0 at any point of 
M = P-l(O). It can be shown [ 71 that in this case there exists an (n - 1). 
differential form o such that 
dPA w=dx, A .a+ Adx,. (1.4) 
Associated with P, we define a tempered distribution 6(P) by the following 
equation 
where o satisfies (1.4). 
For further detail on B(P) we refer the reader to [ 71. 
2. THE RADON TRANSFORM ON 9 AND ON 8" 
2.1 The Radon transform on ,7 
As usual, the Radon transform of a function 4 defined on IR2 is a function 
.,@d of a variable (r, 19) E Sz given by the following line integral: 
where L is the line of equation xcos 8+ y sin 8- r= 0 and ds is the 
measure on L induced by the Lebesgue measure on IR’. If we consider 
p(x, y) = x cos 0 +JJ sin 0 - r = 0 then P is a function from P?’ into IR and 
]]grad PII = 1. It f 11 o ows that the differential form w satisfying (1.4) is 
exactly the measure of the line L. Therefore 94 can be written also as 
.ir’f$(r, 6) = (6(x cos 0 + y sin e - r), 4(x, y)) 
Since .5?: Y --, ,Y(Q) is a continuous linear operator [ 7, 121 ,Y and 
-i*(Q) are locally convex topological spaces it follows that there exists a 
unique operator .W* [2] 
.1*: <Y’(.n) + .Y’ 
such that for each U E .Y’(C!) and 4 E 9 
(9”U, $4) = ((I, Z$). 
Note that the space <Y(Q) can be imbedded in 9’(Q) in a natural way. 
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More explicitly, each function I+V E Y(.Q) defines a distribution in Y’(Q) by 
the following equation 
for each g E Y(Q). 
Hence 9* is also defined on 9’(Q). We shall use the same notation .9* to 
denote the restriction of 9” to .9(Q). The following lemma gives an 
analytical expression of 9”~ for v E .V(Q). 
LEMMA 2.1.1. For each li/ E Y(B) 
J?*y(x, y) = lb y(x cos tJ + y sin 0,0) de. 
a 
Moreover .R*: 9 (J2) --t 8 is a continuous linear operator. 
Proof: It is known 17, 121 that 
(2.1.1) 
and 
.~*I,Y(x, y) =jb w(x cos 19 + y sin 40) d6’ 
a 
Ll”.R*y~(x, y) = 
I 
b D”y(x cos 0 + y sin I!?,@ dB for each a E N*. 
a 
To show the continuity we note that if I+Y~-+ 0 in Y(n), for each fixed 
compact subset K of R*, 
< 
I 
b SUP ID"yj(xcos e+ y  sin 0,0)] d0 (2.1.2) 
Since vj -+ 0 in 
follows that 
Y(Q y &““sKet {v~}~,, is a bounded subset of Y(Q). It 
SUP 
(X,Y)EK 
(D"V~(XCOS e + y  sine,@)] < C, 
0cCa.b) 
The constant C is independent of j. As a consequence we can apply the 
Lebesgue dominated convergence theorem to (2.1.2). We conclude that as 
j-, WY suP(X,Y)EK ]D”9*vj(x, y)] + 0. The proof is then completed. 
In the following, A and A’ denote the following sets A = ((x, y) E 
~z/~.y#Oandtana<y/x<tanb}andA’istheimageofAunderthe 
rotation of center 0 and of angle 7t/2. 
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THEOREM 2.1.2. The operator 9*.9: 9 -+ B is a convolution operator. 
More precisely there exists a real function B on R2 such that for each 4 E Y 
.ip*.21$ = B * 9, (2.1.3) 
where the function B is defined as follows 
B(x, y) = d&7 
= 0, 
if (x3 Y> E A’? 
elsewhere. 
(2.1.4) 
ProoJ By (2.1.0) and (2.1.1) 
.??*.:%‘~(x, y) = 1; &I” 
-cc 
cj (” ‘OS ’ + JbIree - ’ Sin * , u) du d6’. 
We shall show that .9*9$(x, y) can be computed by using 8(P) where 
P(u, U, 19) = (U - x) cos 8 + (v - y) sin 0. More precisely we show that 
9*.a$qx, y) = (6((u - ) x cos e + (C - y) sin 19), 4(u, v)). (2.1.5) 
Consider the system of coordinates defined by 
s = (u -x) cos 0 + (v - y) sin 0; t = L” ul = 8. 
The Jacobian is strictly positive at any point since cos 0 > 0. Hence the 
manifold can be positively parametrized by y given below, 
u = _ (t - Y> sin w +x= 
x cos w + y sin w - t sin w 
; 
cos w cos w 
v = t; 
e= W. 
Obviously we have y(R x (a, b)) = M = P-‘(O) and 
y*w=& dt A dw. 
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Therefore by (1.3) and (1.5) 
(6((u -x) cos 19 + (0 - y) sin 19), #(u, u)) 
=r,“&,_“,~ ( 
x cos w + y sin w - t sin w 
, t dt dw. 
cos w 1 
Hence we obtain (2.15). 
By using different ways of computing (d(P), 4) we shall be able to show 
that 9**,R# = B * 4. We define D, and D,: 
D, = A’ n {(u, v) 1 v > O}, 
D, = A’ n {(u, v) / v < 0). 
Note that A’ = D, U D,. 
For each (x, JJ) consider the local coordinate systems defined by 
s = u, 
t = v, 
w = (u - x) cos 0 + (v - y) sin f9 = PJY(u, U, 8). 
On the manifold M we have 
ds A dt A dw = (-(U - X) sin 8 + (V - y) cos 8) du A dv A de 
= \/(u -x)’ + (v - y)’ du A dv A d0 (2.1.6) 
if (u-x,u- y)ED,. 
Indeed the vector (U -x, 0 - y) is perpendicular to (cos 0, sin 0) if 
(u, V, 0) E M=P;,,‘(O); since in this case we have (U -x) cos f3 + 
(v - y) sin 8 = 0. As a consequence the vectors (U - x, v - y) and (-sin 0, 
cos S) are colinear since they are both perpendicular to the same vector 
(COS e, sin e). 
We know that cos 8 > 0. Therefore both vectors (U -x, v - .v) and 
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are in D,. As a consequence -(u -x) sin 19 + (V - y) cos 19 = 
and hence (2.1.6) follows immediately. From the 
above reasoning we can conclude that if (u-x, u - y) E D, and 
(u, v. 0) E M then 
dsAdtAdw=-d(u-x)'t(v- y)2duAdvAd0. 
Therefore the following change of coordinate system has a positive Jacobian 
at every point of the manifold, 
s = ?l; t=v; 
MS = (u - x) cos 19 t (21 - y) sin e if (u, v) E D’, , (1) 
s = u; t=v; 
II’ = -((u -x) cos e + (L’ - JJ) sin e) if (u,v)ED;, (11) 
where D’, = D, + (x, 4’) and D’, = D, t (x, y). 
Let y, and yz be the local parametrization of M corresponding to (I) and 
(II), respectively. If w is the differential form satisfying 
dPAw=du Adv AdO 
Then from (2.1.6) we have 
yfw = yz*w = 
1 
J(u -x>’ + (u - y)’ 
du A dv if (u,u)ED~UD~. 
(2.1.7) 
Consider the set M'={(x,y,8)la(B(b}U{(x,v,O)IvEIR}. For each 
fixed (x, v), 44’ which is isomorphic to the union of two sets of measure 0 in 
R is a set of measure zero of the manifold M. For each 0 E (a, b) there exist 
exactly two vectors (u, tl) one belongs to 0; and the other to 0; such that 
(u, v, 0) is in M-M’. Define 
M, = (M -M’) n (D; x (a, b)), 
M, = (M - M’) n (D; x (a, b)). 
We have M - M’ = M, U M, and M, AM, = 0. Furthermore yi: 0: * M; is 
a diffeomorphism for i = 1,2. Since the set M’ is a subset of measure 0 of 
the manifold M, 
@((u - X) cos 8 + (v - Y> sin e), #(u, v>> = I, 40 = I,-,, 4~. 
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From the above discussion 
From (2.1.7) we conclude that 
1 
J 
du dv 
(24 -x)’ + (v - y)’ 
1 
&u - x)’ + (v - J’)2 
du dv. 
By a change of variables s = x - U, t = y - v, 
+ L), 4(x - s, t - Y> IL & dsdt, 
= I #(x-s, t- y) A’ 
By definition (2.1.4) of the function B we conclude that 
The proof is then completed. 
2.2 The Radon Transform on 8’ 
We shall define the Radon transform .W on the space 8’ of distributions 
with compact support such that the new definition coincides with the old 
definition (2.1.0) for each function 4 fn 8’ n ,V. 
DEFINITION 2.2.1. The Radon transform on 8’ is defined as a linear 
operator 3: 8” -+ Y’(Q) satisfying 
(c@T, w) = (T, 9”~) (2.2.0) 
for each v E P’(Q) and T E 8”, where .9P* is given by (2.1.1). 
By Lemma 2.1.1, 2T is well defined as a distribution in the space Y’(Q). 
Moreover if T E 8’ n 9 we can conclude from the lemma that the new 
definition (2.2.0) coincides with the old definition (2.1.0). To simplify the 
notation we shall write 9 instead of .@. 
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THEOREM 2.2.2. The operator .1*.9: 8’ + .Y’ is a convolution 
operator; more precisely, for each T E 8’, 
.5?*.%‘T= B * T. (2.2.1) 
Proof: For each 1+4 E .Y and T E 8’, we have 
(.#*9T, #) = (.%?T, .:a#) by the definition of Z* 
= (T, L9*A?#) due to (2.2.0). 
From Theorem 2.1.2, .‘*.1$ = B * 4; it follows that 
(.Y’*,ip T, 4) = (T, B * #). 
If B is the symmetric of B [ 15 ] we have 
(.Y*.9T, 4) = (B * T, 4). 
But in this case B = B, we obtain (.R*S?T, $) = (B * T, 4). Relation (2.2.1) 
is then proved. 
3. APPLICATION TO THE IMAGE RECONSTRUCTION 
As stated in the Introduction, the problem of image reconstruction is to 
estimate the internal density function of an object from a finite number of its 
projections. Restricted to each cross section, the density function of the 
object is a function of two variables. In the following, we shall assume that 
the object has limited dimensions and the density function f defines a 
distribution with compact support. This is the case when f is a function of 
compact support and f is integrable. Indeed, in this case, f defines a 
continuous linear form on c!? as 
W=jf# for each 4 E 8. 
By Theorem 2.2.2, we have the following relation: 
.S*.SPf = B *j (3.1) 
In practice, .%‘f is known. Hence we can assume that g = 9*9f is a known 
distribution. The problem of the image reconstruction amounts then to solve 
the convolution equation 
B*f=g, (3.2) 
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where the function B is defined by (2.1.4). From the expression of the 
function B, we conclude that B is a slowly increasing measure and hence B 
defines a tempered distribution. Furthermore we know that both f and g are 
also tempered distributions. Hence it is appropriate to solve Equation (3.2) 
in the space of tempered distributions since in this space the Fourier 
transform, a powerful tool to solve convolution equations, is well defined. In 
this space we shall compute the Fourier transform of B explicitly and solve 
Eq. (3.2) by means of Fourier transform. 
LEMMA 3.1. The Fourier transform of B is given by 
= 0, elsewhere. 
ProoJ: B is a slowly increasing measure. It follows [ 161 that in .P 
B(u, v) = lim B,(u. ZJ), 
n-m 
where 
B,(u, v) = 
I 
B(x, y) e-2i’-‘+J’“) dx dy 
An 
and {An/m is an increasing sequence of bounded subsets of R* converging 
to R* as II + 00. By the definition of B (2.1.4) and that of A’, we can choose 
the sequence {A,} so that 
B,(u, 0) = 1: e-2isuy !“:ItrI: dx21+ y2 e-2inux dx dy 
i 
0 
+ e-2in”y 
J’ 
-y tan b 
-n 
-ytano d&em2in“xdxdy- 
‘1‘ 
409/ROiZ 2 I 
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After a change of variable t = -x/y we have 
B,(u, u) = n 
-n 
d$ eZinuty dt dy. 
By Fubini’s theorem, 
Since for each fixed (u, v), 
e-2iw(r-d dy = (qv - ut). 
The limit is being considered as a limit in ,i”‘. It follows that in .4*’ we have 
B(u, v) = I 
tanb 
tana d$ &u - ut) dt. 
B(u,v)= d&, if (u,v)EA, 
= 0, elsewhere. 
Before we discuss the solution of (3.2) further, we should mention that if 
the solution of (3.2) exists then it is unique since B is a function andfis an 
entire function of exponential growth by the Paley-Wiener theorem 
[ 16 or 191. However, due to the expression of 8, it is very hard to find f 
since B is zero outside of A in the case of limited range of views. In the case 
of full range of views, l/B(u, v) is well defined at every point (u, v) E R2, 
u # 0 or v # 0. We shall not discuss this case since it is well known already, 
for example see [8, 141. We shall concentrate on the case where we have a 
limited range of views i.e. the complement of A is not a set of measure zero. 
In this case l/B(u, v) is not defined in A, the complement of A. In the 
following, we shall investigate solutions of the equation (3.2) of the form 
where 
1 
B(u, u) = 1) 
B(u, v) 
if (u, u) E A, 
= 0. elsewhere. 
(3.4) 
Note that B is a generalized inverse of 8. Furthermore we have the following 
proposition. 
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PROPOSITION 3.2. If f E L2 then fE L2. Moreover iff is the inverse 
Fourier transform off then f is a minimum norm solution of the equation 
B* j-=g. 
Proof: From expression (3.4) of B it follows that f = 3 on A and $ = 0 
elsewhere. Hence 3E L2 since f E L2. We know that g = 0 outside of A 
because B . 3 = f and B = 0 outside of A. It follows that 8 . 3 = $. 
Therefore f is a solution of B * f = g. We should mention that f does not 
have a compact support because 3 is not an entire function. Furthermore, if f 
is a solution of B * f = g then 3 = 3 on A and hence 
11311: = IIZIII + Jz IfI 
where II )I2 is the square norm and x is the complement of A. Since j,-l3l> 0 
it follows that 11$112 > 113/l,. Th e conclusion follows immediately from the 
fact that the Fourier transform is an isometry in L2 space. 
In the following we shall derive a discrete numerical algorithm to find an 
estimate of the density function f satisfying the convolution equation 
B*f=g. 
Let p = Rf: In practice, one usually estimates the function g by partitioning 
(a, b) into subintervals Ael,, j = 1, 2 ,..., n and 
(3.5) 
where Sj is a point in AB, and r = x cos ej + y sin ~9~. We should note that 
CyElp(r, 19~) lAS,l is a Riemann approximation of the integral 
~:P(x cos 8 + y sin 0, 0) de which, according to (2.1.1) represents 
,a*p = .w*,%y 
DEFINITION 3.3. For each projection angle Bj, we define the streak 
picture associated with Sj by 
Sj(r) = p(r, ej> lAejl. 
It follows from (3.5) that the back projection of the projection picture can be 
estimated by a finite sum of streak pictures. 
The definition of the streak picture suggests us to work in a new system of 
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FIG. 1. Mathematical simulated phantom resembling a thorax. Projection data: 200 
projections; 201 equally spaced rays per projection. Noise: quantum noise, mean = 2 X 106, 
calibration ratio = 144. 
coordinates Ors, with (Ox, Or) = t9, for each fixed 19~ since in this system of 
coordinates Sj can be considered as a function of one variable only. 
THEOREM 3.4. In the system of coordinates (Or, OS) 
B * Sj(x, y) = j /r 1 Sj(r) emzinrx dr if a < 0, < b, 
= 0, elsewhere. 
(3.6) 
ProoJ: In the system of coordinates (Or, OS), distributionally we have, 
sj(u, v) = I Sj(r) e-2inure-2in”s dr ds 
= I Sj(r) e- Zinur d,. e-2inas ds I 
= gj(u) 6(u). 
Let e(u, v) be the expression of B in the system of coordinates (Or, OS). 
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qu, u) Sj(U) d( ) u is a slowly increasing measure. Hence I? * Sj which is the 
inverse Fourier transform of e(u, U) sj(u, V) is given by 
B * Sj(x, y) = I e(u, v) gj(u) 6(u) e2in(x”+y”) du du 
= e(u, II) sj(u) e2in(xut Y”) du du 
= I e(u, o) sj(u) eZinxu du. 
From the definition of B, we have e(u, o) = Iu/ if a < 19, < b and c(u, o) = 0 
otherwise. Hence we have (3.6). 
By comparing the above theorem with the algorithm in [ 14, 171 for a full 
range of views, we obtain the following corollary: 
COROLLARY 3.5. For a limited range of views, an algorithm to estimate 
the density function can be derived exactly the same as was the convolution 
FIG. 2. Full range of views. 
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method algorithm for full range of views except we omit the missing views. 
This algorithm gives the minimum norm solution of Equation (3.1) in the 
case where f is a square integrable function with compact support. 
NUMERICAL ILLUSTRATION 
The algorithm as derived in Theorem 3.4 has been implemented and tested 
on a mathematical phantom resembling a cross section of a human thorax 
(Fig. 1). The reconstructed pictures from simulated noisy projection data are 
reported for various ranges (Fig. 2 for full range of views; Figs. 3 and 4 for 
limited range of views). To deal with noisy data, a Shepp and Logan filter 
has been used to suppress the high-frequency components. If the omitted 
angles are large, the quality of the picture is not satisfactory. By incor- 
porating some a priori knowledge, we have been able to improve the quality 
of the reconstructed pictures produced by the algorithm. Seeking a function f 
satisfying Eq. (3.1) and some a priori knowledge such as f > 0, bounded 
from above by a known function and has a compact support can be 
formulated mathematically as seeking for a common point of covex subsets 
in L*. This allows us to derive an iterative algorithm to find such a function. 
A detailed discussion can be found in [IO). 
FIG. 3. Range of views: upper left, -80 to 80”; upper right, -70 to 70°; bottom left, -60 
to 60”; bottom right, -45 to 4Y. 
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FIG. 4. Range of views: upper left, 10 to 170’; upper right, 20 to 160’; bottom left, 30 to 
150”; bottom right, 45 to 135”. 
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