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Abstract
Using the instanton representation method, we re-construct gravi-
ton solutions about DeSitter spacetime. We have used this example
as a testing arena to expose the internal structure of the method and
to establish that it works for known solutions. This paper is a precur-
sor for its application to the construction of new General Relativity
solutions in future work.
1
1 Introduction and background
In [1] a new formulation of gravity has been presented referred to as the
instanton representation of Plebanski gravity. It was shown that the instan-
ton representation is related to the Ashtekar formalism [2] by the exchange
of a certain variable. The Instanton representation and the Ashtekar formu-
lations of gravity are both complementary, in that they can be seen as two
daughter theories arising from the same mother theory, namely the Pleban-
ski theory of gravity (See e.g. [1]). The associated action for the instanton
representation IInst can be written in 3+1 form as
IInst =
∫
dt
∫
Σ
d3x
[
ΨaeB
i
aA˙
a
i +A
a
0B
i
eDiΨae
−ǫijkN iBjaBke −
i
2
N
√
detB
√
detΨ
(
Λ+ trΨ−1
)]
, (1)
where Σ is a 3-dimensional spatial hypersurface embedded in a 4-dimensional
spacetime of topology M = Σ×R. The basic variables are a gauge connec-
tion Aaµ = (A
a
0, A
a
i ) and a 3 by 3 matrix Ψae, which take their values in the
special orthogonal group in three dimensions SO(3, C),1 the set of complex
3-by-3 matrices O such that OT = O−1 and detO = 1. Whereas in the
Plebanski formulation Ψae is regarded as an auxiliary field, in the instanton
representation Ψae is a full dynamical variable on equal footing with A
a
i .
The SO(3, C) field strength of Aaµ is given by
F aµν = ∂µA
a
ν − ∂νAaµ + fabcAbµAcν , (2)
of which F a0i and B
i
e =
1
2ǫ
ijkF ejk are respectively its temporal component and
magnetic field. The auxiliary fields (Aa0, N
i, N) are the temporal connection
component, shift vector and lapse function whose variations yield the Gauss’
law, vector and Hamiltonian constraints respectively2
BieDi{Ψae} = 0; ǫdaeΨae = 0; Λ + trΨ−1 = 0, (3)
and Λ is the cosmological constant. Note that we must have (detΨ) 6= 0 and
(detB) 6= 0, a set of nondegeneracy conditions which limits the regime of
equivalence between the instanton representation of Plebanski gravity and
General Relativity to spacetimes of Petrov Types I, D, and O. Given that the
1For index conventions we use lower case symbols from the beginning of the Latin
alphabet a, b, c, . . . to denote internal SO(3, C) indices, and from the middle i, j, k, . . . for
spatial indices. Spacetime indices are denoted by Greek symbols µ, ν, . . . .
2The constraints have also appeared in this form in [4] within the context of the initial
value problem of General Relativity in the CDJ formalism.
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basic variables in general are complex for Lorentzian signature spacetimes,
the action (1) must additionally be supplemented by reality conditions which
guarantee that the spacetime metric is real. For the Euclidean signature case
the reality conditions are automatically implemented by performing a Wick
rotation N → iN , and requiring all variables Aai ,Ψae to be real.
The main result of this paper will be the construction of gravitons prop-
agating on a Euclidean DeSitter background, using the instanton represen-
tation method based on (1). This solution is already known in the literature
via conventional methods, and so the purpose of this paper will be to re-
produce it using the instanton representation method in order to provide
further evidence that the method works for known solutions. As with any
new method, it is important to establish first that it is capable of producing
the standard solutions as a kind of test arena, which also lends some intuition
and insight into the structure of the method. Then with this insight, one
can apply the method within a new context in the construction of solutions
which may be new, an area of future research. The instanton representation
method has so far been tested in the time-independent case in [3], leading
to Schwarzschild-like solutions and a corroboration of Birkhoff’s theorem.
Thus far we have provided some preliminaries on the group structure and
dynamical variables. In this section we will continue with the mathematical
structure of the method. This will provide the setting for the construction
of solutions to the Einstein field equations. A main problem in dealing with
the Einstein equations in standard metric General Relativity for general
spacetimes where no symmetry reductions are present, is the separation
of physical from gauge effects (due to the coordinate system). We will
show that the instanton representation method enables one to have a clean
separation of these degrees of freedom, and provides an interpretation of
coordinate-induced effects of gravity within a Yang–Mills setting.
1.1 Instanton representation equations of motion
In addition to the intial value constraints, the instanton representation pro-
vides two equations of motion for the dynamical variables. The initial value
constraints (3) can always be imposed at the level after the dynamical equa-
tions have been written down, but not at the level of the action (1). The
Lagrange’s equation for Ψae is given by [1]
BieF
a
0i + (detB)N
i(B−1)di ǫdae + iN(detB)
1/2
√
detΨ(Ψ−1Ψ−1)ea = 0. (4)
It can be shown that the Lagrange’s equation for Aaµ, once the vector and
Hamiltonian constraints have been implemented, simplifies to [1]
ǫµνρσDν(ΨaeF
e
ρσ) = 0. (5)
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In (5), Dν is the SO(3, C) gauge covariant derivative with SO(3) structure
constants fabc = ǫabc acting on Ψae, seen as a second rank SO(3, C) tensor
DνΨae = ∂νΨae +A
b
ν
(
fabcΨce + febcΨac
)
. (6)
Applying the Leibniz rule and the Bianchi identity to (5), we have
ǫµνρσF eρσDνΨae +Ψaeǫ
µνρσDνF
e
ρσ = ǫ
µνρσF eρσDνΨae = 0. (7)
The µ = 0 component of (7) yields BieDiΨ = 0 which is the Gauss’ law
constraint, the first equation of (3).
Since (detB) 6= 0, then we can multiply (4) by (B−1)ei to get
F a0i + ǫijkB
j
aN
k + iN
√
detB
√
detΨ(B−1)di (Ψ
−1Ψ−1)ad. (8)
Equation (8) states that the gauge curvature of Aaµ is Hodge self-dual with
respect to a certain spacetime metric gµν , and (5) implies that this gµν
solves the Einstein equations when the initial value constraints (3) hold [1].
To construct gµν one defines a quantity cij , given by
cij = F
a
0i(B
−1)aj ; c ≡ det(c(ij)). (9)
Then spliting (9) into its symmetric and antisymmetric parts defines a spa-
tial 3-metric (hij)Hodge and a shift vector N
i given by
(hij)Hodge = −N
2
c
c(ij); N
i = −1
2
ǫijkcjk, (10)
with the lapse function N freely specifiable. A spatial 3-metric can also
be constructed directly from solutions to the initial value constraints (3),
according to the formula
(hij)Constraints = (detΨ)(Ψ
−1Ψ−1)ae(B−1)ai (B
−1)ej(detB). (11)
Equation (11) uses only the spatial connection Aai and contains no reference
to a shift vector N i or to time evolution, whereas (10) involves velocities A˙ai
through the F a0i terms of (2). Equations (10) and (11) feature spatial metrics
hij constructed according to two separate criteria, and as a consistency
condition we demand that they be equal to each other
(hij)Constraints = (hij)Hodge. (12)
Equation (12) is the cornerstone of what we will refer to as the instanton
representation method for constructing solutions to the Einstein equations.
The constraint solutions can be classified according to the Petrov type
of spacetime, which depends on the multiplicity of eigenvalues of Ψae (See
e.g. [5] and [6]). The condition (12) places stringent constraints on the form
of the metric, which appears to lead almost uniquely to the desired solution
for the corresponding Petrov Type.
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1.2 Organization of this paper
The organization of this paper is as follows. The background solution will
be denoted by (Ψae)o and (A
a
i )o, and their respective perturbations by ǫae
and aai . In section 2 we write the initial value constraints for a Petrov
Type O background and in section 3 we linearize the contraints about this
background using a homogeneous and isotropic connection. We solve the
constraints, obtaining the spin 2 configurations for the ǫae, and impose by
hand an associated gauge-fixing condition on aai . This provides the ingre-
dients for (hij)Constraints, which we explicitly construct. In section 4 we
construct (hij)Hodge and impose the consistency condition (12). This fixes
the background solution as DeSitter space, and provides an evolution equa-
tion for aai in terms of ǫae. In section 5 we find the explicit time dependence
of ǫae using (5), which in turn fixes a
a
i and the 3-metric hij in section 6. In
section 7 we provide a summary of our results and a conclusion.
There is a final note regarding indices in this paper. We will often not
distinguish between raised and lowered index positions, both for spatial and
internal indices, since due to linearization these indices will be raised and
lowered by Euclidean metrics δij and δae. For the same reason, these two
types of indices will sometimes be interchangeable since they appear on
equal footing at the linearized level. Additionally, we will use the Einstein
summation convention throughout this paper. So for example, we have
ajj = a
c
c = a
1
1 + a
2
2 + a
3
3 and so on and so forth.
2 Initial value constraints about Petrov Type O
For spacetimes of Petrov Type O we have (Ψae)o = − 3Λδae with three equal
eigenvalues and three linearly independent eigenvectors. It is straightfor-
ward to see that this solves the constraints (3) for all connections Aai . In-
deed, replacing Ψae with δae in the Gauss’ law constraint yields
3
BieDiδae = B
i
e∂iδae +A
b
iB
i
e
(
fabfδge + febgδaf
)
δfg
= Bie∂iδae +A
b
iB
i
e(fabe + feba) = 0 ∀Aai (13)
due to antisymmetry of the structure constants, and δfg being a numerical
constant. Replacing Ψae with δae in the diffeomorphism constraint yields
ǫijkB
j
aB
k
e δae = 0 ∀Aai , (14)
due to the antisymmetry of the epsilon symbol. Also, the Hamiltonian
constraint
tr(Ψ−1)o = −Λ
3
tr(δae)
−1 = −Λ (15)
3The Gauss’ law constraint is simply the contraction of the spatial part of (6) with a
magnetic field Bie, yielding a covariant divergence on the internal index e.
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is identically satisfied for this choice. In this paper we will use the instanton
representation method to construct gravitational wave solutions by lineariza-
tion about a particular Type O spacetime. The graviton solution then will
be defined by the Ansatz
Ψae = −
( 3
Λ
δae + ǫae
)
(16)
where ǫae parametrizes the fluctuations about (Ψae)o. We will now expand
the constraints (3) using equation (16). Note that the (Ψae)o part of (16)
becomes annihilated for the constraints linear in Ψae. So for more general
Ψae for the Gauss’ law constraint we have
BieDiΨae = B
i
eDiǫae = 0, (17)
and for the diffeomorphism constraint we have
Hi = ǫijkB
j
aB
k
eΨae = ǫijkB
j
aB
k
e ǫae = 0. (18)
For the Hamiltonian constraint we need the trace of the inverse of (16),
whose inverse is given by
(Ψ−1)ae = −Λ
3
(
δae − Λ
3
ǫae + . . .
)
, (19)
where the dots represent all terms of second order in ǫae and higher. Taking
the trace of (19), then we can write the constraints as the following system
of seven equations in nine unknowns
ǫijkB
j
aB
k
e ǫae = 0; B
i
eDi{ǫae} = 0;
Λ2
9
trǫ+ · · · = 0. (20)
Note that the Gauss’ law and diffeomorphism constraints are independent of
Λ, since these constraints are linear in ǫae. For the Hamiltonian constraint,
an imprint of Λ remains upon expansion due to the nonlinearity of the con-
straint. This can be seen as the imprint of the Petrov Type O background,
which interacts with the fluctuations.
3 Spatial 3-metric from the linearized constraints
Having expanded Ψae in (16) about a Type O solution, we will now linearize
the constraints about this solution by taking ǫae to be small. First we will
neglect all terms of second order and higher in ǫae, which reduces (20) to
ǫijkB
j
aB
k
e ǫae = 0; B
i
eDi{ǫae} = 0; trǫ = 0. (21)
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Next, we will linearize the connection Aai about a reference background
connection αai
Aai = α
a
i + a
a
i , (22)
where |aai | << αai . The linearized magnetic field for (22) is given by
Bia = ǫ
ijk∂j(α
a
k + a
a
k) +
1
2
ǫijkfabc(αbj + a
b
j)(α
c
k + a
c
k)
= βia[α] + ǫ
ijk(∂ja
a
k + f
abcαbja
c
k) +O(a
2) (23)
where βia[α] is the magnetic field of α
a
i . While any background connection α
a
i
will suffice, a straightforward choice which as we will see clearly elucidates
the physical content of the theory is a reference connection αai = δ
a
i α, where
α = α(t) is spatially homogeneous and depends only on time. Then we have
Bia = α
2
(
δia +
1
α
(
δiatra− aia
)
+
1
α2
ǫijk∂ja
a
k
)
; AaiB
i
e = δaeα
3 + . . . , (24)
where the dots signify all higher order terms. Since the constraints (21)
are already of linear order in ǫae, then it suffices to retain only the zeroth
order terms involving Aai in order to complete the linearization. Hence the
linearized diffeomorphism constraint is given by
Hi = ǫijk(α
4δjaδ
k
e )ǫae = α
4ǫiaeǫae = 0, (25)
which implies that ǫae = ǫea must be symmetric. The Hamiltonian con-
straint to linearized order is given by
trǫ = 0, (26)
which states that ǫae is traceless to this order. For the Gauss’ law constraint
we have
Ga = α
2δie∂iǫae + α
3δbe
(
fabfδge + febgδaf
)
ǫfg
= α2∂eǫae + α
3fagf ǫfg = 0. (27)
The second term on the right hand side of (27) vanishes since ǫae is sym-
metric from (25), and the Gauss’ law constraint reduces to
∂eǫae = 0, (28)
which states that ǫae is transverse. So upon implementation of the linearized
constraints ǫae is symmetric, traceless and transverse, which means that it
is a spin two field.
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3.1 Spatial 3-metric from the constraints
The next step in the instanton representation method is now to compute
the spatial 3-metric from the solution to the initial value constraints
(hij)Constraints = (detΨ)(Ψ
−1Ψ−1)ae(B−1)ai (B
−1)ej(detB) (29)
to linear order in ǫae and a
a
i . To keep organized let us first compute the
ingredients of (29). The matrix Ψae is already of linear order as evident
from (16), repeated here for completeness
Ψae = −1
k
(
δae + kǫae
)
; k =
Λ
3
, (30)
where ǫae satisfies the conditions for a spin 2 field
ǫdaeǫae = 0; ∂
eǫae = 0; trǫ = 0. (31)
The square of the inverse (30) and the determinant to linear order in ǫae are
given by
(Ψ−1Ψ−1)ae = k2
(
δae − 2kǫae
)
; (detΨ) = − 1
k3
(1 + ktrǫ) = − 1
k3
, (32)
where we have used the tracelessness of ǫae from (31). The linearized deter-
minant of the magnetic field from (24) is given by
detB = α6
(
1 +
2
α
tra+
1
α2
∂j(ǫ
ijkaik)
)
, (33)
and the linearized inverse is given by
(B−1)ai =
1
α2
(
δai +
1
α
(
aai − δai (tra)
)− 1
α2
ǫimk∂ma
a
k
)
. (34)
Given that ǫae is symmetric, transverse and traceless on account of (31), it
seems natural that the connection perturbation aai should also exhibit these
properties. Let us impose the conditions4
ǫijka
j
k = 0; tra = a
c
c = 0; ∂
ka
j
k = 0. (35)
Then the spatial and the internal indices of aai are now on the same footing.
Equations (34) and (33) simplify to
(B−1)ai = α
−2
(
δai + α
−1aai − α−2ǫimk∂maak
)
; detB = α6. (36)
4The linearized initial value constraints (31) constrain ǫae and not a
a
i , therefore (35) can
be regarded as a gauge-fixing choice of the connection Aai . We will see later in this paper
that (35) is self-consistent and consistent with (31) and with the equations of motion,
which provides justification for this choice.
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Substituting (32) and (36) into (29), we get the spatial 3-metric to linearized
order based on the constraint solutions
(hij)Constraints = −α
2
k
(
δij − 2kǫ(ij) +
2
α
a(ij) −
2
α2
ǫ(imn∂ma
j)
n
)
. (37)
We have shown that the initial value constraints at the linearized level confer
the massless spin 2 polarizations on ǫae, and we have imposed associated
gauge-fixing condition (35) by hand on the connection perturbation aai .
4 Spatial 3-metric from Hodge duality condition
Equation (37) depends both on ǫae and a
a
i restricted to a particular spa-
tial hypersurface Σ, and the linearized constraints (31) are insufficient to
prescribe their time evolution. To make progress we must next determine
3-metric based on the Hodge duality condition, given by
(hij)Hodge = −N
2
c
c(ij); cij = F
a
0i(B
−1)aj . (38)
To keep organized we will first compute the ingredients of (38). The tem-
poral component of the curvature is given by
F a0i = A˙
a
i −DiAa0 = A˙ai −
(
∂iA
a
0 + f
abcAbiA
c
0
)
. (39)
In the initial value constraints we have used only a spatial 3-dimensional
connection Aai . For the Hodge duality condition we will use a linearized
Ansatz for the 4-dimensional connection Aaµ given by
Aaµ = δ
a
µα+ a
a
µ, (40)
where we have defined δa0 = 0 and |aaµ| << α. Let us now compute (hij)Hodge
to linearized order, using aii = 0 from (35). Equation (39) to first order is
F a0i = α˙
(
δai +
a˙ai
α˙
− 1
α˙
∂in
a − α
α˙
faicnc
)
, (41)
where we have defined na ≡ Aa0 as the temporal component of Aaµ and we
have treated na as small similarly to aai . Making use of (35) and the inverse
magnetic field (36), then the following relation ensues to linearized order
cij = F
a
0i(B
−1)aj =
α˙
α2
(
δij +
1
α
aij
− 1
α2
ǫjmn∂main +
a˙ij
α˙
− 1
α˙
∂inj +
α
α˙
fijknk
)
. (42)
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The symmetric and antisymmetric parts of (42) are given by
c(ij) =
α˙
α2
(
δij +
1
α
aij +
1
α˙
a˙ij − 1
α2
ǫ(jmk∂maki) −
1
α˙
∂(inj)
)
;
c[ij] =
α˙
α2
(
− 1
α2
ǫ[jmk∂maki] −
1
α˙
∂[inj] −
α
α˙
fijkn
k
)
, (43)
where it is understood that aij is already symmetric on account of (35). The
determinant of the symmetric part if cij is given by
c = det(c(ij)) =
( α˙
α2
)3(
1− 1
α˙
∂mn
m
)
(44)
where we have used the tracelessness and symmetry of aai from (35). Substi-
tuting (43) into (38), we get the 3-metric from the Hodge duality condition
(hij)Hodge = −N2
(α2
α˙
)2(
1− 1
α˙
∂mn
m
)
−1
(
δij +
1
α
aij
− 1
α2
ǫ(imn∂maj)n +
a˙ij
α˙
− 1
α˙
∂(inj)
)
. (45)
4.1 Consistency condition on the background solution
We have computed the 3-metric hij based upon two separate criteria. As a
consistency condition we must require that
(hij)Hodge = (hij)Constraints, (46)
which leads to the equation
−N2
(α2
α˙
)2(
1− 1
α˙
∂mn
m
)
−1
(
δij +
1
α
aij − 1
α2
ǫ(imn∂manj)
+
1
α˙
a˙ij − 1
α˙
∂(inj)
)
= −
(α2
k
)(
δij − 2kǫij + 2
α
aij − 2
α2
ǫ(imn∂manj)
)
. (47)
Equation (47) will put strong constraints on the form of the metric solution.
To start with, we can set the pre-factors in (47) equal to each other
α2
k
=
(
1− 1
α˙
∂mn
m
)
−1
N2
α4
α˙2
, (48)
which will fix the background solution. Recall that α = α(t) by supposition
is spatially homogeneous and depends only on time. In order for (48) to be
consistent, then the lapse function N must be chosen such that its spatial
dependence cancels out any spatial dependence due to ∂in
i. We will choose
∂in
i = 0 for simplicity,5 and choose N = N(t) to depend only on time.
5In due course we will show that this choice is not arbitrary, but is actually a consistency
condition which follows from the equations of motion.
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Given these conditions, then equation (48) is a first order linear differential
equation for α(t), which integrates directly to
α(t) = α(0)exp
[√Λ
3
∫ t
0
N(t′)dt′
]
. (49)
The background 3-metric is given by (29) with (Ψae)o = − 3Λδae and (Aai )o =
δai α, which is
(hij)o = −δij 3α
2
0
Λ
exp
[
2
√
Λ
3
∫ t
0
N(t′)dt′
]
. (50)
Reality conditions on the background solution dictate that for Λ > 0, N = 1
is a suitable choice of lapse function. Therefore for Λ < 0, then N = i is
suitable. For α0 real we have a Euclidean signature metric, whereas for α0
pure imaginary we have Lorentizian signature.6 Choosing α0 =
√
Λ
3 , the
solution for the background metric is this gauge is given by
(ds2)o = −
(
dt2 ± e2
√
Λ
3
t
(dx2 + dy2 + dz2)
)
, (51)
which is the metric for an inflating de Sitter background. This provides the
physical interpretation that the length scale associated with α0, the initial
value of the background connection, is the DeSitter radius l0 =
√
3
Λ .
4.2 Consistency condition on the perturbation
Having determined the background solution from consistency of (46), we will
now follow suit for the linearized perturbation of hij . Equality of the terms
of (47) in large round brackets leads to the following first order differential
equation for the connection perturbation
a˙ij = ∂(inj) − 2kα˙ǫij +
α˙
α
aij − α˙
α2
ǫ(imn∂manj). (52)
Prior to proceeding we must check that (52) is consistent with (31) and (35).
First, note that the antisymmetric part of (52) is zero since the equation is
already symmetric in ij. The trace of (52) implies that
∂in
i = 0, (53)
6Observe that it is the initial data α0 and not the lapse function N which determines
the signature of background spacetime. Nevertheless, we will restrict ourselves to real
α0 in order that the metric perturbations be real. This will limit our result to gravitons
propagating on Euclidean DeSitter spacetime.
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where we have used that ǫij , aij are symmetric and traceless.
7 Lastly, we
must show that (52) is transverse. Acting on (52) with ∂i and using ∂iǫij =
∂iaij = 0, we have
∂i(∂inj + ∂jni) =
α˙
α2
[
ǫimn∂i∂manj + ǫ
jmn∂i∂mani
]
. (54)
The terms in square brackets in (54) vanish due to antisymmetry of ǫimn
and the transversality of anj. Using ∂
ini = 0 from (53), then this implies
∂2nj = 0. (55)
The resulting consistency condition on (52) is that the temporal connection
component of Aa0 = n
a must satisfy the Laplace equation.
We can now compute the shift vector from the antisymmetric part of cij
from (43). The shift vector N i is given by
Nk = −1
2
ǫkijcij
= − α˙
α2
ǫkij
( 1
α2
ǫimn∂manj − 1
α2
ǫjmn∂mani
)
− 1
α2
ǫkij∂inj +
α˙
α2
nk. (56)
Applying epsilon tensor identities to the terms in round brackets in (56)(
δmjδnk − δmkδnj)∂manj − (δmkδni − δmiδnk)∂mani = 2∂jakj − 2∂kajj = 0,(57)
we see that these terms vanish on account of the transversality and trace-
lessness of aij. Therefore (56) reduces to
Nk = − 1
α2
ǫkij∂inj +
α˙
α2
nk. (58)
There is a one-to-one correlation between temporal connection components
ni = Ai0 and the shift vector N
i, which are gauge degrees of freedom respec-
tively in the Yang–Mills and the metric formulations of gravity.
Having verified the consistency of (31) and (35) with the Hodge duality
condition, we can write (52) as the differential equation
a˙ij = ∂(inj) +
(
c1δ
k
i δ
l
j + c2η
kl
ij
)
akl + c3ǫij, (59)
where we have defined
c1(t) =
α˙
α
; c2(t) = − α˙
α2
; c3(t) = −2kα˙; ηkl(ij) = ǫ(imlδkj)∂m. (60)
Note that ηklij is a differential operator. Equation (59) is a linear first order
differential equation for the connection perturbation aij totally consistent
with (35), but also involves ǫij. To integrate this equation, we need to know
the explicit time dependence of ǫij .
7Equation (53) is the aforementioned consistency condition on (48) which requires that
the background 3-metric be spatially homogeneous for spatially homogeneous lapse N .
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5 Time evolution of the deviation matrix ǫae
Equation (59) is a linear first order evolution equation for the connection
perturbation aij, which arose from (46). To integrate (59) we need to know
the time dependence of ǫae, which cannot be determined from (8) and (31).
This is where equation (7) comes into play. The temporal part of (7) has
already been used via Gauss’ law to conclude that ǫae is transverse, leaving
remaining the spatial parts. Using ǫ0ijk = ǫijk, as well as the definition
Bie =
1
2ǫ
ijkF ejk, then the µ = i components of (7) yield the equations
−2BieD0Ψae + 2ǫijkF eokDjΨae = 0. (61)
As a consistency condition we will first verify that the linearization of (61)
is consistent with (31). To perform the linearization, it will be convenient
to transfer the magnetic field to the right hand side of (61), yielding
D0Ψae = ǫ
ijk(B−1)eiF
f
0kDjΨaf . (62)
We will now substitute (16) and (40) into (62). First note that the (Ψae)o ∝
δae part is annihilated by the gauge covariant derivatives (6), since α
b
0 = 0
and due to antisymmetry of the structure constants. Then since (62) is
already linear in ǫae, then it suffices to expand (62) to zeroth order in a
a
i in
order to carry out the linearization, which yields
ǫ˙ae = ǫ
ijk(δeiα
−2)(δfk α˙)∂jǫaf . (63)
Since ǫae is symmetric, then this yields implies the equation
ǫ˙ae = c2ǫ
(ejf∂jǫa)f (64)
with c2 as in (60). To linearized order, there is no information from aij
contained in (64), which is the same situation as for the linearized initial
value constraints (31). Before proceeding with the solution, let us check the
consistency of (64) with (31). The trace of (64) implies
ǫ˙aa = c2ǫ
ajf∂jǫaf = 0 (65)
since ǫaf is symmetric. Acting on (64) with ∂
e yields
∂eǫ˙ae = c2ǫ
ejf∂e∂jǫaf = 0, (66)
which demonstrates transversality on the second index. Acting on (64) with
∂a yields
∂aǫ˙ae = c2ǫ
ejf∂j∂
aǫaf = 0 (67)
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which is consistent with transversality on the first index. Lastly, we must
prove consistency with the symmetry of ǫae. The antisymmetric part of (64)
is given by
ǫdaeǫ˙ae = c2ǫedaǫ
ejf∂jǫaf = c2
(
δ
j
dδ
f
a − δjaδfd
)
∂jǫaf = c2(∂dǫaa − ∂aǫad) = 0,(68)
where we have used the Einstein summation convention and the tracelessness
and transversality of ǫae. The result is that (7) is consistent with the initial
value constraints.
Equation (64) can be written as
ǫ˙ae = c2η
bf
aeǫbf , (69)
with solution (see Appendix A for the derivation)
ǫae(x, t) = U
bf
ae [t, 0]ηǫbf (x, 0), (70)
where we have defined the time-ordered exponential U by
U bfae [t, 0]η = Tˆ
{
exp
[
η
∫ t
0
dt′c2(t
′)
]}bf
ae
. (71)
where Tˆ is the time-ordering operator and η is the operator matrix ηbfae .
So we have determined the time evolution of ǫae from its initial value as a
spin two field in accordance with the initial value constraints. Note that the
solution to the constraints is preserved for all time. For restrictions on the
initial data we must have ǫbf (x, 0) ∈ C∞(Σ) so that all spatial derivatives
coming down from the exponential exist and are well-defined.
6 The connection and the spatial 3-metric
Having determined the time evolution for ǫae from an initial spatial hyper-
surface Σ0, we can now find the metric as follows. First substitute (61)
into (52), which then leads to an explicit differential equation for aij . Using
similar time-ordered exponential techniques, we can find
aij(x, t) =
∫ t
0
dt′Uklij [t
′, 0]∂(knl)(x, t
′) + Uklij [t, 0]P akl(x, 0)
+Uklij [t, 0]P
∫ t′
0
dt′′Umnkl [t
′, 0]ηǫmn(x, 0), (72)
where we have defined the time-ordered exponential operator (in analogy
with (71))
Uae[t, 0]P = Tˆ
{
exp
[
P
∫ t
0
dt′c2(t
′)
]}bf
ae
. (73)
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with the differential operator P klij defined as
P klij = c1(t)δ
k
i δ
l
j + c2(t)η
kl
ij . (74)
The main point is that (72) consists of evolution operators acting on some
linear combination of the initial data of the basic variables capturing the
physical degrees of freedom, as well as the unphysical ones encoded in ni.
Substituting (72) and (70) into (37), we can now construct the 3-metric in
the general form
hij(x, t) = −α
2
k
(
δij +A
mn
ij (t, 0)∂(mnn)(x, 0)
+Bmnij (t, 0)amn(x, 0) +C
mn
ij (t, 0)ǫmn(x, 0)
)
, (75)
where A, B and C consist of time-ordered evolution operators containing
derivative operators, whose specific form we will not display here. The point
is that hij has been reduced explicitly to a time evolution of the initial data
ǫmn(x, 0) and amn(x, 0) satisfying the initial value constraints and gauge
conditions. The quantity ∂(mnn) can be seen as the Lie derivative of hij along
the vector na = Aa0, which takes the interpretation of a spatial coordinate
transformation encoding the gauge degrees of freedom. The spin 2 nature of
the metric is preserved for all time and is cleanly separated from the gauge
degrees of freedom, namely the temporal connection components Aa0 = n
a
in the form of the shift vector N i. Combining (75) with the shift vector
(56), this provides the spacetime metric for the gravitons about DeSitter
spacetime. One should expect to be able to apply a similar algorithm for
expansion in gravitons about other exact General Relativity solutions.
7 Summary
The main result of this paper has been the application of the instanton
representation method to the construction of graviton solutions for General
Relativity, linearized about a Euclidean DeSitter spacetime background. We
have used this solution, which is well-known in the literature, as a testing
ground for the method. Starting from the initial value constraints combined
with gauge-fixing conditions, we have obtained the spin 2 polarization for
the basic fields. This prescribed the physical degrees of freedom for gravity
on an initial spatial hypersurface Σ0. Using the instanton representation
equations of motion, we determined the evolution of these physical degrees
of freedom in time. The significance of this is that the spin 2 polarizations
remain preserved as a consequence of the constraints’ being consistent with
the evolution equations, a feature which is explicit. From these solutions
we constructed the spatial 3-metric explicitly, depicting a neat separation
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of the physical from unphysical degrees of freedom. The unphysical degrees
of freedom are due to the temporal component of the SO(3, C) connection
Aa0 = n
a, which correlate directly to the shift vector N i. This provides a
physical basis and interpretation for the role of the gauge connection and its
relation to metric General Relativity. Our next work will be to reconstruct
minisuperspace solutions as a further testing arena, and then subsequently
to generate new solutions to the Einstein equations which are not known in
the literature.
8 Appendix A
We would like to solve the differential equation
d
dt
ǫae(x, t) = K(t)η
bf
aeǫbf (x, t). (76)
Integration of (76) from 0 to t yields
ǫae(x, t) = ǫae(x, 0) + η
bf
ae
∫ t
0
K(t′)ǫbf (x, t
′)dt′. (77)
We have brought ηbfae outside the integral, since it contains spatial derivative
operators which commute with the time integration. Equation (77) can be
iterated to
ǫae(x, t) = ǫae(x, 0) +
∫ t
0
K(t1)η
a1e1
ae
[
ǫa1e1(x, 0) +
∫ t1
0
K(t2)η
a2e2
ae ǫa2e2(x, t2)dt2
]
dt1.(78)
Continuing the iteration, this yields
[
δbaδ
f
e + η
bf
ae
∫ t
0
dt1K(t1) + η
a1e1
ae η
bf
a1e1
∫ t
0
dt1K(t1)
∫ t1
0
dt2K(t2)
+ηa1e1ae η
a2e2
a1e1η
bf
a2e2
∫ t
0
dt1K(t1)
∫ t2
0
dt2K(t2)
∫ t2
0
dt3K(t3) + . . .
]
ǫbf (x, 0).(79)
Analogy with the time-ordered Wick expansion in field theory signifies that
we can make the upper limits of all time integrations the same and introduce
a compensating factor, which yields
ǫae(x, t) =
[
δbaδ
f
e + δ
b
anδ
f
en
∞∑
n=1
ηa1e1ae η
a2e2
a1e1 . . . η
anen
an−1en−1 Tˆ
{(∫ t
0
dt′K(t′)
)n}]
ǫbf (x, 0)(80)
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