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спеціальністю 08.00.11 «Математичні методи, моделі та інформаційні 
технології в економіці» (05 – Соціальні та поведінкові науки). – Державний 
вищий навчальний заклад «Приазовський державний технічний університет», 
Вищий навчальний заклад Укоопспілки «Полтавський університет економіки і 
торгівлі»; Маріуполь, 2017. 
Дисертацію присвячено вирішенню актуальної проблеми розробки й 
удосконалення теоретичних, концептуальних і методичних положень щодо 
формалізації процесів синтезу інноваційних інтелектуальних систем прийняття 
рішень (ІІСПР) для підвищення ефективності функціонування економічних 
систем. 
Досліджено теоретичні та методологічні проблеми моделювання ІІСПР, 
вдосконалено класифікацію задач аналізу і обробки даних в економіці, 
розглянуто передумови вибору методів ідентифікації складних економічних 
систем та здійснено аналіз інтелектуальних методів їх ідентифікації. 
Проаналізовано особливості сучасних економічних процесів та систем, 
обґрунтовано підходи до їх ідентифікації із використанням інтелектуальних 
методів прийняття рішень та класичних методів і інструментів математичної 
статистики, лінійного програмування, теорії ігор, мережевого аналізу і їм 
подібних.  
Систематизовано основні підходи до створення методів інтелектуальних 
обчислень що дало змогу розвинути їх класифікацію та вдосконалити методи 
вибору інструментів розв’язання економічних задач.  
Розвинуто методологічний підхід до структурно-параметричного синтезу 
ІІСПР із реалізацією морфологічного метода за допомогою апарату n-дольних 
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гіперграфів, що дозволило забезпечити урахуваня обмеженої придатності 
методів інтелектуальних обчислень. 
Розроблено концепцію методології моделювання ІІСПР, в якій процес 
прийняття рішень зведено до сукупності більш простих завдань у рамках 
процесів спостереження, моделювання, ідентифікації, оцінювання та вибору, 
що дозволяє підвищити точність та якість управління економічними об’єктами 
в умовах мінливості зовнішнього середовища. 
Визначено поняття базової постановки завдання, доведено про 
необхідність зведення розв'язуваної задачі до однієї або декількох базових 
постановок, та запропоновано метод визначення оптимальної постановки задач 
інтелектуальних обчислювань що дозволяє підвищити ефективність 
розв’язання економічних задач за рахунок формалізації процесу вибору 
ефективних інструментів інтелектуальних обчислень. 
Узагальнено та доповнено методи опрацювання та відбору вхідних даних, 
визначення оптимальної архітектури штучних нейронних мереж та достатнього 
обсягу навчальної вибірки, запропоновано методи управління розмірністю 
даних, застосування яких сприяє формалізації процедур параметричного 
синтезу ІІСПР. 
Удосконалено методи порівняльного аналізу програмних засобів 
реалізації інтелектуальних обчислень, із застосуванням нечіткої логіки, що 
дозволяє формалізувати вибір оптимальних програмних рішень як за окремими 
фазами бізнес-циклу, так і в комплексі, а також ефективно аналізувати велику 
кількість об’єктів і критеріїв зіставлення. 
Систематизовано підходи до аналізу ефективності інтелектуальних 
методів розв’язання економічних задач, зокрема оцінки ефективності 
алгоритмів і програмного забезпечення, процесів навчання, результатів аналізу 
та обробки даних, які вдосконалено із використанням непрямих методів для 
апріорної діагностики, що дозволило знизити витрати на розробку та 
впровадження ІІСПР за рахунок вибраковування неефективних рішень на 
ранніх етапах їх створення. 
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Удосконалено методи оцінки ефективності задач ранжирування, сферу 
застосування яких розширено для забезпечення аналізу ефективності при 
довільній природі дійсних рангових ознак, що дозволяє знизити витрати 
економічних суб’єктів за рахунок підвищення обґрунтованості прийнятих 
рішень. 
Досліджено моделі розв’язання задачі біржового спекулянта у 
регресійній, класифікаційній та кластеризаційній постановках, та здійснено 
порівняльний аналіз їх ефективності, який дозволив виявити кращі моделі для 
створення автоматичної торговельної системи, або автоматизованої системи 
підтримки прийняття рішень. 
Розроблено моделі розв’язання задачі прогнозування надійності 
комерційних банків у різних постановках, та здійснено порівняльний аналіз їх 
ефективності, який дозволив визначити кластеризаційну модель за критерієм 
мінімізації хибнопозитивних результатів, що дозволяє запобігти втрат від 
банкрутства фінансового посередника. 
Результати моделювання задач біржового спекулянта і прогнозування 
банкрутств комерційних банків також дозволили довести гіпотезу про те, що 
результати інтелектуальних обчислень безпосередньо пов'язані із постановкою 
задачі. 
Розроблено генетичну модель спрощення динамічних рядів, яка реалізує 
принцип квантування за часом із змінним кроком та дозволяє скорочувати 
кількість точок відліку часових рядів із будь-яким ступенем стиснення, зі 
збереженням пікових значень, що знижує зашумлення даних і скорочує ресурси 
на їх зберігання та аналіз, у порівнянні з існуючими методами квантування; 
Удосконалено системно-динамічну модель ціноутворення на ринку 
житлової нерухомості, яка ґрунтується на гіпотезі несиметричної реакції 
продавців на зміну попиту, що дозволяє скоротити ризик операцій економічних 
суб’єктів із нерухомістю за рахунок зниження невизначеності та підвищити їх 
прибутковість. 
Розвинуто метод ідентифікації внутрішніх ризиків комерційних банків за 
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кредитними угодами фізичних осіб, який засновано на динамічному 
імітаційному моделюванні сімейного бюджету позичальника, що дозволяє 
підвищити прибутковість кредитних операцій комерційних банків за рахунок 
ранньої діагностики зниження платоспроможності фізичних осіб та визначення 
оптимального способу реструктуризації кредитної заборгованості. 
Проведено порівняльний аналіз програмних продуктів та 
інструментальних засобів із застосуванням нечітких обчислень, та виявлено 
такі з них, які за комплексом характеристик є зручнішими на різних етапах 
моделювання ІІСПР, виходячи с заданого поля критеріїв. 
Розроблено нейромережеву модель процесів виконання державного 
бюджету із використанням запропонованих в дисертації методів роботи із 
вхідними даними, визначення архітектури нейронної мережі, та аналізу 
ефективності процесу навчання, що дозволило скласти прогноз, який в 
подальшому було підтверджено фактичними даними. 
Розроблено та реалізовано генетичну модель оптимізації впливів у 
системі рефлексивного управління, яке дозволяє враховувати не тільки 
об'єктивні фактори, а й схильності суб'єктів гри та їх бачення ситуації, що дає 
змогу забезпечити для комерційних пропозицій керуючого суб’єкта краще 
становище відносно конкурентів та підвищити його конкурентоздатність. 
Проведено практичну реалізацію розроблених концепції та комплексу 
моделей і методів в діяльності різноманітних підприємств та установ України, 
що дозволило підвищити ефективність їх діяльності. Підтверджений загальний 
очікуваний економічний ефект від впровадження результатів дисертаційної 
роботи складає 741 тис. грн. 
Ключові слова: прийняття рішень, інтелектуальні обчислення, 
економічні системи, штучні нейронні мережі, генетичні алгоритми, нечітка 
логіка, системна динаміка, моделювання, класифікація, оптимізація. 
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SUMMARY 
 
Mints O. Y. Methodology of modeling innovative intellectual decision-
making systems in the management of economic objects. – Manuscript. 
Thesis for a Doctor degree in Economic Sciences on speciality 08.00.11 
«Мathematical methods, models and information technologies in economics» 
(05 – Social and behavioral sciences). – Priazovsky State Technical University 
MES of Ukraine, Higher Educational Establishment of Ukoopspilka «Poltava 
University of Economics and Trade»; Mariupol, 2017. 
The thesis is devoted to the solution of the actual problem of the 
development and improvement of theoretical, conceptual and methodological 
provisions for the formalization of the synthesis processes of innovative 
intellectual decision-making systems for improving the efficiency of the 
functioning of economic systems.  
The theoretical and methodological problems of modeling innovative 
intellectual decision-making systems are studied, the classification of problems 
of analysis and data processing in the economy is improved, the prerequisites for 
choosing methods for identifying complex economic systems are analyzed, and 
intellectual methods for identifying complex economic systems are analyzed.  
Methodological approaches to the synthesis of intellectual decision-making 
systems and the concept of their modeling based on the complex use of 
intelligent computing at all stages of decision-making in the processes of 
observation, modeling, identification and evaluation have been developed and 
brought to a methodological level. To implement the concept, genetic models for 
solving data processing problems have been developed; methods for selecting 
data for solving complex economic problems using artificial neural networks; 
methodical approach to the formulation of the problem of neural network 
modeling, which is tested in solving complex economic problems; criteria and 
methods for selecting tools for intellectual analysis and data processing; 
simulation models for identifying the parameters of economic systems; methods 
  7 
for ensuring comparability of results when comparing the effectiveness of 
solving economic problems of analysis and data processing. Systematized 
methods of investigating the effectiveness of modern tools for intellectual 
analysis and data processing; methods of assessing the effectiveness of solving 
complex economic problems. 
Practical approbation of scientific and methodological approaches, models, 
methods and practical recommendations is carried out. 
Keywords: decision making, intellectual calculations, economic systems, 
artificial neural networks, genetic algorithms, fuzzy logic, system dynamics, 
modeling, classification, optimization. 
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ВСТУП 
 
Актуальність теми. Однією з глобальних сучасних тенденцій 
розвитку економіки є різке зростання кількості інформації, обсяги якої, за 
оцінками експертів, підвищуються на 30 % щорічно [26]. Лавиноподібне 
наростання маси різноманітної інформації в сучасному суспільстві 
отримало назву «інформаційного вибуху», в результаті якого можливості 
засобів обробки інформації перестали встигати за темпами росту її обсягів. 
Успіх в інформаційному суспільстві досягається за рахунок найбільш 
ефективних технологій здобуття, обробки та аналізу інформації. Внаслідок 
цього на конкурентоспроможність економічних суб'єктів і соціальних груп 
істотно впливає як нерівність доступу до засобів інформаційних технологій, 
яка отримала назву «перший цифровий розрив», так і нерівність в знаннях 
про використання таких технологій – «другий цифровий розрив». 
Найбільше в даний час значення проблема усунення цифрових розривів 
набуває в Україні, де відставання в інноваційних технологіях обробки 
інформації рівнозначно відставанню в розвитку національної економіки. 
Розрахунки глобального індексу конкурентоспроможності, які 
проводяться Світовим економічним форумом, свідчать про погіршення 
позицій України, яка за підсумками 2016 року займає лише 85 місце в світі 
серед 138 досліджуваних країн. Питома вага витрат на інновації в 
загальному обсягу ВВП України складає лише 0,7 %, тоді як в розвинених 
країнах світу становить не менш ніж 2 %. Технологічне відставання 
підтверджується тим, що кількість технологій, переданих за межі України у 
3,3 рази менш, ніж придбаних [85]. 
Разом із тим статистичні дані свідчать про те, що мінімум 
інноваційної активності пройдено і далі намічається її зростання. За 
інноваційним підіндексом глобального індексу конкурентоспроможності 
місце України за 2015–2016 роки поліпшилось на 29 позицій. Позитивні 
тенденції спостерігаються і за показниками інформатизації суспільства, де 
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Україна впритул наблизилася до західноєвропейських показників за 
кількістю користувачів Інтернет [204]. 
У цих умовах необхідне забезпечення ефективного розвитку 
інноваційних процесів, щоб підготувати якісний стрибок обсягу та 
ефективності інновацій. В умовах переходу до інформаційного суспільства 
особливе значення набуває вдосконалення методів обробки інформації. 
Світовий досвід свідчить про те, що перспективи цього напрямку полягають 
у використанні методів інтелектуальних обчислень, які дозволяють 
відшукувати закономірності в слабкоструктурованих даних та набагато 
підвищують ефективність здобування інформації в умовах «інформаційного 
вибуху». Зростання обчислювальних потужностей комп’ютерів, поява 
нових ефективних алгоритмів привели до інтеграції інтелектуальних 
обчислень майже до всіх сфер сучасного суспільства, проте найбільш 
сильно цьому впливу піддалася економіка. Методи штучного інтелекту є 
важливою частиною бізнесу таких корпорацій як Apple, Facebook, Google, 
Microsoft, які мають ринкову капіталізацію в сотні мільярдів доларів США 
та відносяться до найкрупніших у світі [19].  
Важливою ознакою сучасних тенденцій розвитку інформаційних 
технологій є поступове розширення функцій систем на основі 
інтелектуальних обчислень зі здійснення інформаційної підтримки 
прийняття рішень людиною  до появи повноцінних інтелектуальних систем, 
здатних до прийняття рішень навіть в умовах мінливого середовища та 
часткової невизначеності. 
Інноваційні інтелектуальні системи прийняття рішень мають 
самостійне значення для вирішення багатьох економічних задач, зокрема 
фінансової діагностики, торгівлі на фінансових ринках, створення систем 
інформаційної безпеки. Але навіть більш значущим слід вважати  той факт, 
що вони здатні стати потужним синергетичним фактором зростання 
ефективності та життєздатності існуючих економічних систем. В моделі 
життєздатної системи С. Біра застосування інтелектуальних систем 
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прийняття рішень можливе у всіх п’яти підсистемах, що підвищує їх 
адаптаційні здібності та життєздатність всієї організаційної структури [92]. 
Однак, незважаючи на світові тенденції, перспективи та прогнози 
розвитку, інноваційні інтелектуальні системи прийняття рішень ще й досі 
не знайшли широкого розповсюдження в Україні. Серед чинників слід 
зазначити не тільки інерцію керівників вітчизняних підприємств, які 
сторожко відносяться до новітніх технологій, які претендують на 
повноваження в сфері прийняття рішень. Впровадження таких технологій 
стримує також слабка методологічна база з моделювання інноваційних 
інтелектуальних систем прийняття рішень, яка б враховувала особливості 
економічного середовища України, її інформаційний, технологічний та 
кадровий потенціал. 
Слід зазначити, що науковою базою роботи є результати досліджень 
відомих вітчизняних і зарубіжних вчених за кількома напрямами.  
Процеси прийняття економічних рішень, та засоби їх підтримки в 
умовах невизначеності розглядаються, зокрема в роботах П. Брауна, 
М. Гінзберга, К. Гуо, О. Ларічева, С. Левицького, В. Лефевра, Ю. Лисенка, 
І. Макарова, С. Марваха, Л.Манна, А. Петровського та ін. 
Теоретичні основи апарату інтелектуальних обчислень та його  
застосування в економіко-математичному моделюванні досліджено у 
роботах Дж. Джарратано, О. Єжова, Л. Заде, У. Мак-Каллока, 
А. Матвійчука, Ф. Розенблатта, Р. Руденського, С. Субботіна, С. Хайкіна, 
Д. Хебба, О. Хмельова, Д. Холанда, С. Шумського та ін. 
Значний внесок у дослідження питання інтеграції різноманітних 
моделей і методів до єдиної ефективної системи здійснили С. Акімов, 
В. Анфілатов, А. Божко, С. Бір, Р. Ешбі, Д. Кнут, В. Кравченко, М. Свамі, 
Ф. Цвікі, Ю. Черняк. 
Ґрунтовний аналіз фундаментальних праць згаданих дослідників та 
робіт інших науковців виявив низку невирішених питань, серед яких 
головне місце займає формалізація процесів синтезу інтелектуальних 
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систем прийняття рішень та їх компонентів, підготовки даних та оцінки 
результатів.  
Впровадження інноваційних технологій прийняття рішень також 
стримує слабка методологічна база, яка не враховує особливості 
економічного середовища України, її інформаційний, технологічний та 
кадровий потенціал, а також інерцію керівників вітчизняних підприємств, 
які сторожко відносяться до інновацій в цій сфері. 
Таким чином, з урахуванням світових тенденцій, особливостей  
українського економічного середовища та сучасних завдань, які стають 
перед економічною наукою, розробка теоретико-методологічних засад і 
концептуальних положень синтезу інноваційних інтелектуальних систем 
прийняття рішень та формалізація їх на рівні моделей і методів є 
актуальною, що і обумовило вибір теми дисертації, її мету і завдання.  
Зв'язок роботи з науковими програмами, планами, темами.  
Дисертацію підготовлено в рамках тематики науково-дослідницьких 
робіт кафедри фінансів і банківської справи ДВНЗ «Приазовський 
державний технічний університет» за темами Підвищення ефективності 
фінансово-кредитного механізму в інноваційному розвитку України (номер 
держреєстрації 0112U005790, 2012–2013 рр.), Фінансово-кредитне 
забезпечення стратегії інноваційного розвитку економіки України (номер 
держреєстрації 0113U007319, 2013–2014 рр.), Підвищення ефективності 
фінансового управління в умовах нестабільності розвитку національної 
економіки (номер держреєстрації 0114U004904, 2014–2015 рр.), 
Удосконалення фінансового управління в Україні (номер держреєстрації 
0115U004945, 2015–2016 рр.), а також науково-дослідницьких робіт 
ВНЗ Укоопспілки  «Полтавський університет економіки і торгівлі» за темою 
«Методологія побудови інноваційних інтелектуальних життєздатних систем 
управління» (номер держреєстрації 0117U004078, 2016–2017 рр.). 
Мета і завдання дослідження. Метою дослідження є розробка 
методології  моделювання інноваційних інтелектуальних систем прийняття 
рішень для підвищення ефективності функціонування економічних об’єктів.  
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Для досягнення цієї мети поставлено та вирішено такі завдання: 
досліджено існуючі підходи до таксономії економічних задач, 
пов'язаних з аналізом і обробкою даних, та вдосконалено їх класифікацію; 
досліджено підходи до вибору методів ідентифікації складних 
економічних систем та виокремлено проблеми їх використання; 
розроблено класифікацію інтелектуальних методів ідентифікації 
складних економічних систем, та обґрунтовано доцільність їх застосування 
для процесів прийняття рішень; 
запропоновано методичні підходи до синтезу інтелектуальних систем 
прийняття рішень; 
розроблено концепцію моделювання інноваційних інтелектуальних 
систем прийняття рішень; 
розроблено методичні підходи до постановки задачі нейромережевого 
моделювання; 
розроблено методи опрацювання вхідних даних для обробки 
штучними нейронними мережами, зокрема визначення достатнього обсягу 
навчальної вибірки, відбору найбільш значущих даних, підвищення 
різноманіття даних; 
сформульовано критерії ефективності застосування інструментальних 
засобів інтелектуальних обчислень та розроблено методи їх вибору із 
застосуванням нечітких множин; 
систематизовано та удосконалено методи оцінки ефективності 
інтелектуальних обчислень у вирішенні економічних завдань;  
вдосконалено методи оцінки ефективності ранжирування даних; 
розроблено нейромережеві моделі розв’язання задач аналізу даних;  
розроблено генетичні моделі розв’язання задач обробки даних;  
розроблено динамічні імітаційні моделі непрямої ідентифікації 
параметрів економічних систем; 
здійснено порівняльний аналіз програмного забезпечення для 
інтелектуальних обчислень; 
розглянуто особливості реалізації запропонованих моделей і методів в 
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різних сферах економіки. 
Досягнення поставленої мети дозволить вдосконалити процеси 
прийняття рішень в підприємствах та організаціях України, підвищити 
ефективність функціонування економічних систем. 
Об'єктом дослідження є процеси прийняття рішень в управлінні 
економічними об’єктами. 
Предметом дослідження є методологічні основи і інструментальні 
засоби прийняття рішень, інноваційні інтелектуальні моделі та методи їх 
застосування для розв’язання економічних задач. 
Методи дослідження. Методологічною базою дисертаційної роботи є 
розробки вітчизняних і зарубіжних учених у сфері системного аналізу, 
прийняття рішень, нечіткої логіки, нейронних мереж, моделювання 
системної динаміки, генетичних алгоритмів, математичної статистики та 
інших методів аналізу і обробки даних. Концепція моделювання 
інноваційних інтелектуальних систем прийняття рішень ґрунтується на 
принципах системного аналізу, положеннях теорії прийняття рішень, 
використанні методів штучного інтелекту, технологій баз даних; 
класифікацію економічних задач аналізу і обробки даних складено із 
використанням принципів таксономії і загальнофілософських методів 
пізнання після вивчення теоретичних розробок в сфері аналізу даних і їх 
обробки; зазначена класифікація, разом з принципами морфологічного 
синтезу, була покладена в основу методу визначення оптимальної 
постановки завдань інтелектуальних обчислювань; генетична модель 
спрощення динамічних рядів, яка реалізує принцип квантування за часом із 
зміннім кроком складена на основі теорії генетичних алгоритмів і 
методології статистичної обробки інформації;  науково-методичний підхід 
до підготовки даних для інтелектуальних обчислень розроблено із оглядом 
на існуючі розробки у сфері нейромережевого моделювання, зокрема теорію 
їх навчання; методи вибору інструментальних засобів інтелектуальних 
обчислень реалізовано із використанням теорії нечітких множин; модель 
ціноутворення на ринку житлової нерухомості розроблено із використанням 
  24 
концепції системно-динамічного моделювання, гіпотез щодо формування 
ринкових цін та поведінки агентів ринку нерухомості; методологічний 
підхід до формалізації синтезу інтелектуальних систем прийняття рішень, 
засновано на використанні математичного апарату n-дольних гіперграфів, 
принципах структурно-параметричного синтезу та морфологічному методі 
Ф. Цвіккі; методичний підхід до оцінки ефективності рішення економічних 
задач ґрунтується на окремих положеннях теорії нейронних мереж та 
статистичних метод аналізу. 
Інформаційну базу дослідження складають дані відкритої звітності 
міністерств та відомств України, фінансова та банківська статистика, дані 
окремих підприємств, монографічна література, наукові статті вітчизняних 
на зарубіжних вчених, матеріали науково-практичних конференцій, 
матеріали мережі Інтернет, офіційна інформація міжнародних організацій, 
авторські розробки щодо проблем, які висвітлено в дисертації.  
Наукова новизна одержаних результатів. У дисертації вирішено 
нову актуальну наукову проблему моделювання інноваційних 
інтелектуальних систем прийняття рішень, важливу для розвитку економіки 
України. Найбільш суттєві наукові результати полягають у такому:  
вперше розроблено: 
концепцію моделювання інноваційних інтелектуальних систем 
прийняття рішень в управлінні економічними об’єктами, яка ґрунтується на 
комплексному використанні інтелектуальних обчислень на всіх стадіях 
процесу прийняття рішень, що дозволяє підвищити ефективність цього 
процесу в умовах мінливості зовнішнього середовища внаслідок більш 
досконалого урахування слабкозв'язаних факторів та швидшої реакції на 
зміни в оточенні; 
метод визначення оптимальної постановки задач інтелектуальних 
обчислень, який засновано на класифікації задач аналізу і обробки даних та 
принципах морфологічного синтезу, використання якого дозволяє 
підвищити ефективність розв’язання економічних задач за рахунок 
формалізації процесу вибору ефективних інструментів інтелектуальних 
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обчислень; 
генетичну модель спрощення динамічних рядів, яка реалізує принцип 
квантування за часом із змінним кроком та дозволяє скорочувати кількість 
точок відліку часових рядів із будь-яким ступенем стиснення, зі 
збереженням пікових значень, що знижує зашумлення даних та скорочує 
ресурси на їх зберігання та аналіз; 
удосконалено: 
класифікацію задач аналізу і обробки даних, яка на відміну від 
існуючих враховує додатковий критерій угрупування – розмірність 
простору вхідних даних, що надає змогу вдосконалити формалізацію 
процесу пошуку методів рішення економічних задач за рахунок виявлення 
взаємозв'язків між класами задач та способами їх вирішення;  
науково-методичний підхід до підготовки даних для інтелектуальних 
обчислень, який дозволяє знижувати розмірність вхідних даних, 
підвищувати їх різноманітність, та відбирати дані із  використанням 
непрямих методів аналізу значущості що дає можливість уникнути втрат від 
недостатньо обґрунтованих рішень за рахунок збільшення достовірності 
результатів інтелектуальних обчислень; 
методи порівняльного аналізу програмних засобів реалізації 
інтелектуальних обчислень, із застосуванням нечіткої логіки, що дозволяє 
формалізувати вибір оптимальних програмних рішень як за окремими 
фазами бізнес-циклу, так і в комплексі та надає змогу знизити витрати на 
реалізацію інноваційних інтелектуальних систем прийняття рішень; 
системно-динамічну модель ціноутворення на ринку житлової 
нерухомості, яка ґрунтується на гіпотезі несиметричної реакції продавців на 
зміну попиту, що дозволяє скоротити ризик операцій економічних суб’єктів 
із нерухомістю за рахунок зниження невизначеності та підвищити їх 
прибутковість; 
методи оцінки ефективності задач ранжирування, сферу застосування 
яких розширено для забезпечення аналізу ефективності при довільній 
природі дійсних рангових ознак, що дозволяє знизити витрати економічних 
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суб’єктів за рахунок  підвищення обґрунтованості вибору методів 
ранжирування; 
набули подальшого розвитку: 
методологічний підхід до формалізації синтезу інтелектуальних 
систем прийняття рішень, що засновано на принципах структурно-
параметричного синтезу та морфологічному методі Ф. Цвіккі та 
модифіковано із використанням апарату  
n-дольних гіперграфів, що дозволяє урахувати обмежену придатність 
методів для вирішення різних класів економічних задач і знизити витрати 
на процес розробки інтелектуальній системи прийняття рішень; 
підходи до оцінки ефективності розв’язання економічних задач, які 
систематизовано та вдосконалено із використанням непрямих методів для 
апріорної діагностики, що дозволило знизити витрати на розробку та 
впровадження інтелектуальних систем прийняття рішень за рахунок 
вибраковування неефективних рішень на ранніх етапах їх створення;  
модель оптимізації рефлексивних впливів, яку реалізовано із 
використанням генетичних алгоритмів, що дозволило вдосконалити процес 
формування комерційних пропозицій підприємства та підвищити його 
конкурентоздатність; 
метод ідентифікації внутрішніх ризиків комерційних банків за 
кредитними угодами фізичних осіб, який засновано на динамічному 
імітаційному моделюванні сімейного бюджету позичальника, що дозволяє 
підвищити прибутковість кредитних операцій комерційних банків за 
рахунок ранньої діагностики зниження платоспроможності фізичних осіб та 
визначення оптимального способу реструктуризації кредитної 
заборгованості. 
Практичне значення одержаних результатів. Концепція 
моделювання інноваційних інтелектуальних систем прийняття рішень 
дозволяє підвищити ефективність роботи вітчизняних підприємств та 
організацій із слабко структурованою інформацією, та забезпечити 
прийняття якісних рішень в умовах невизначеності. Такі розробки, як метод 
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визначення оптимальної постановки задач інтелектуальних обчислювань, 
генетична модель спрощення динамічних рядів, методи порівняльного 
аналізу програмних засобів реалізації інтелектуальних обчислень, системно-
динамічна модель ціноутворення на ринку житлової нерухомості, 
методичний підхід до оцінки ефективності рішення економічних задач 
мають самостійне значення та можуть використовуватися окремо від 
запропонованої концепції для реалізації інтелектуальних обчислювань в 
організаціях та на підприємствах будь-яких видів діяльності. Основні 
результати дисертаційної роботи впроваджено у діяльність 
ПАТ «Кераммаш», Донецької торгово-промислової палати, 
ДП «Маріупольський морський торговельний порт», Маріупольської філії 
ПАТ КБ «Приватбанк». Загальний економічний ефект, очікуваний від 
впровадження результатів дисертаційної роботи, склав 741 тис. грн. 
Окремі положення дисертаційної роботи використовуються в 
навчальному процесі ДВНЗ Приазовський державний технічний університет   
для методичного забезпечення та викладання дисциплін «Інформаційні 
системи і технології в фінансах», «Фінансовий ринок», «Ринок фінансових 
послуг» (довідка № 76/10-510 від 29.12.2016). 
Особистий внесок здобувача. Усі наукові результати належать 
автору особисто. Із наукових праць, опублікованих у співавторстві, 
використано тільки ті ідеї, які одержано в результаті індивідуальних 
досліджень. 
Апробація результатів дисертації. Основні положення дисертації 
доповідалися та були схвалені на наукових і науково-практичних 
конференціях: «Антикризові аспекти регулювання економіки» (м. Харків, 
2010 р.); «Університетська наука 2012» (м. Маріуполь, 2012 р.); 
«Рефлексивные процессы и управление в экономике» (м. Партеніт, 2013 р.); 
«Обчислювальний інтелект (результати, проблеми, перспективи)» (Київ-
Черкаси, 2015 р.); «Инновационные взгляды научной молодежи 2016» 
(інтернет-конференція, 2016 р.); «Соціально-економічні  та  правові  
аспекти  трансформації  суспільства» (м. Бахмут, 2016 р.); «Актуальні 
  28 
проблеми економіки та управління в умовах системної кризи» (м. Львів, 
2016 р.); «Обчислювальний інтелект (результати, проблеми, перспективи)» 
(Київ, 2017 р.); Проблеми та перспективи розвитку економіки Донбасу і 
Приазов’я (Маріуполь, 2017 р.). 
Публікації. Основний зміст і результати дисертації опубліковано у 
46 наукових працях (143,36 друк. арк.), із яких  особисто автору належать 
36,92 друк. арк., а саме: 1 одноосібна монографія (12,44 друк. арк.), 
7 підрозділів і 1 розділ у 5 колективних монографіях; 29 статей у наукових 
фахових виданнях (із них 6 – у виданнях України, що включені до 
міжнародних наукометричних баз, і виданнях іноземних держав); 
11 публікацій у інших виданнях. 
Структура й обсяг дисертації. Дисертація складається зі вступу, 
п’яти розділів, висновків, списку використаних джерел та додатків. 
Загальний обсяг роботи складає 413 сторінок, у тому числі 360 сторінок 
основного тексту. Текст дисертації ілюструють 90 рисунків (із яких 1 на 
окремій сторінці) і 53 таблиці. Список використаних джерел включає 
258 найменувань та викладений на 27 сторінках, додатків 2 на 8 сторінках. 
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РОЗДІЛ 1 
ТЕОРЕТИКО-МЕТОДОЛОГІЧНІ ПРОБЛЕМИ МОДЕЛЮВАННЯ 
ІННОВАЦІЙНИХ ІНТЕЛЕКТУАЛЬНИХ СИСТЕМ  
ПРИЙНЯТТЯ РІШЕНЬ 
 
1.1. Інноваційні інтелектуальні системи прийняття рішень, як 
об'єкт дослідження 
Згідно зі статистичними даними Державного комітету статистики 
України, понад 93 % підприємств України використовують у своїй роботі 
комп'ютерну техніку. З них в 58,1 % підприємств комп'ютери об'єднані в 
локальну обчислювальну мережу, а 97,4 % підприємств мають вихід в 
Інтернет. Приблизно на 35 % підприємств забезпечується бездротовий 
доступ до корпоративної мережі. 25 % підприємств для розміщення 
інформації використовують внутрішні корпоративні сайти (Інтранет). 33  % 
підприємств мають власний сайт в мережі Інтернет [103].  
З підприємств, що мають доступ в Інтернет, 86,3 % використовують 
його для отримання банківських і фінансових послуг, приблизно 80 % – для 
отримання і подачі різних форм звітності, майже половина – для отримання 
інформації про товари і послуги, 40 % – для отримання різних 
адміністративних послуг [103]. 
Кількість користувачів Інтернет в Україні стає дедалі більше і в 
великих містах уже наближається до західноєвропейських показників. 
Згідно з результатами досліджень Factum Group Ukraine, в 2017 році майже 
65 % українців у віці понад 15 років користувалися Інтернет не рідше 1 разу 
на місяць. Причому у великих містах їх частка становить 74  %, а в сільській 
місцевості перевищує 50 %. З українців у віці від 15 до 29 років 
користуються інтернетом 97 %, тобто майже всі [204]. 
На рис. 1.1 показана динаміка зміни кількості користувачів Інтернет в 
Україні за останні 10 років, зіставлена зі зміною їх активності, індикатором 
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якої прийнято кількість запитів до пошукових систем. 
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Рис. 1.1.Динаміка інформатизації суспільства 
 
Аналіз графіків на рис. 1.1 дозволяє відзначити зростання активності 
користувачів Інтернет, кожен з яких генерує все більший обсяг пошукових 
запитів і відповідно отримує більше інформації.   
Виявлені тенденції характерні для сучасного суспільства в цілому. З 
розвитком і поширенням обчислювальної техніки, відбувається різке 
збільшення її ролі в процесах прийняття рішень від суто розрахункових 
задач і забезпечення швидкого доступу до даних для осіб, що приймають 
рішення (ОПР) до повноважень в самостійному прийнятті рішень в умовах 
невизначеності. Сучасні інтелектуальні системи прийняття рішень успішно 
вирішують задачі найширшого діапазону – від керування автомобілем на 
міських вулицях до прибуткової торгівлі на валютних і фондових ринках.  
У процесі прийняття рішень можна виділити кілька етапів. Існуючі в 
даний час моделі прийняття рішень розрізняються як їх кількістю, так і  
складом. Наприклад, відома з 1980-х років модель GOFER передбачає п'ять 
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етапів прийняття рішень [43]: 
– визначення цілей; 
– визначення альтернатив; 
– пошук інформації; 
– зіставлення позитивних і негативних сторін різних варіантів;  
– вибір альтернативи (прийняття рішення) і її реалізація. 
Запропонована трохи пізніше модель прийняття рішень DECIDE 
містить вже шість етапів [22]:  
– визначення проблеми; 
– визначення обмежень; 
– пошук альтернатив; 
– прийняття рішення на основі вибору кращої альтернативи;  
– розробка заходів по його реалізації; 
– моніторинг процесу реалізації рішення і при необхідності його 
коригування. 
У 2007 році П. Браун запропонувала виділяти в процесі прийняття 
рішення сім етапів [44]: 
– загальне визначення мети і очікуваних результатів 
– збір даних; 
– розробка альтернатив; 
– визначення їх переваг та недоліків; 
– прийняття рішення; 
– дії по його реалізації; 
– пост-аналіз ефективності рішення. 
Існують і інші варіанти моделей прийняття рішень, але вони або не 
мають радикальних відмінностей від перелічених, або, навпаки, носять 
яскраво виражену специфіку певної предметної області (наприклад, 
психології). 
В узагальненому вигляді у всіх зазначених вище підходах можна 
виділити три етапи: підготовку прийняття рішення, прийняття рішення, 
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контроль виконання рішення (рис. 1.2). При цьому всі етапи, крім власне 
прийняття рішення, можуть бути в значній мірі автоматизовані з 
використанням комп'ютеризованих систем підтримки прийняття рішень 
(СППР), які були запропоновані і теоретично обґрунтовані в 1960-х роках 
[137]. 
 
Підготовка прийняття 
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Рис. 1.2. Функції ОПР і СППР в процесі прийняття рішень 
 
До цього ж часу відноситься початок масового впровадження на 
підприємствах автоматизованих систем управління  і розвиток експертних 
систем (ЕС), які орієнтовані на рішення схожих завдань. Тому тривалий час 
спостерігалася невизначеність використання поняття СППР і сфери 
застосування таких систем. 
В кінці 1960-х років передбачалося, що автоматизовані системи 
управління зможуть успішно замінити ОПР при вирішенні завдань 
управління підприємством. Однак, як зазначаеться в [137], досвід 
практичної реалізації таких систем в 1970-х роках продемонстрував 
помилковість цього припущення.  
Аналіз показує, що провали і невдачі в застосуванні автоматизованих 
систем управління для забезпечення потреб ОПР були обумовлені в першу 
чергу тим, що на наявному рівні розвитку інформаційно-аналітичних систем 
було неможливо отримати всю об'єктивну інформацію, необхідну для 
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прийняття рішень. Значна частина взаємозв'язків між об'єктами при цьому 
спрощувалася, або зовсім не враховувалася. 
Використовувані в розглянутих системах моделі прийняття рішень 
ґрунтувалися на булевій логіці, яка передбачає тільки два можливих стана, 
наприклад: «так/ні», «відомо/невідомо», «вибрати/відкинути». [122]. У той 
же час дослідження психології людини і, зокрема, процесу прийняття нею 
рішень показали, що крім самих фактів, людина оперує і такими 
категоріями, як ступінь впевненості в них, рівень зв'язку з прийнятим 
рішенням і іншими. Можливість урахування цієї інформації з'явилася тільки 
внаслідок розвитку математичного апарату нечітких множин [75] і нечіткої 
логіки [119], вперше запропонованих в роботах Л. Заде. 
Невдачі автоматизації рішення системних завдань управління 
зумовили зростання інтересу до СППР в кінці 1970-х років і подальше їх 
бурхливий розвиток. СППР дозволили об'єднати можливості 
обчислювальної техніки зі зберігання й обробки інформації із 
можливостями людини щодо прийняття рішень. 
Перші СППР були розроблені для застосування в сфері економіки і 
фінансів. Вони базувалися на відомих і достатньо надійних економіко-
математичних моделях і дозволяли керівникові розраховувати різні варіанти 
рішень та оцінювати їх результати. Основними компонентами СППР були 
база даних, система моделей і призначений для користувача інтерфейс. 
Надалі застосування СППР розвинулося на інші сфери, де для прийняття 
рішення необхідно проаналізувати альтернативи, порівняти їх і зробити 
вибір. 
Характерними ознаками СППР є робота з неструктурованими та 
слабко структурованими задачами, відокремлення даних від моделей, 
інтерактивний режим роботи [21]. Основними завданнями СППР з моменту 
їх появи є збір і аналіз інформації, з метою зменшення невизначеності в 
процесі прийняття управлінських рішень. 
В середині 1980-х років з'являються комерційно успішні проекти 
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впровадження СППР. Так, в 1987 році компанія Texas Instruments на 
замовлення United Airlines розробила СППР з управління 
авіаперевезеннями. Це дозволило значно знизити збитки від польотів і 
відрегулювати управління різними аеропортами [73].  
На подальший розвиток СППР значний вплив мала поява в 2000-х 
роках інноваційних методів інтелектуального аналізу інформації та їх 
інтеграція в технології прийняття рішень, що дозволяє говорити про 
еволюцію СППР в інноваційні інтелектуальні системи прийняття рішень 
(ІІСПР), в яких аналіз даних і вироблення рішень здійснюються з 
використанням інструментарію штучного інтелекту. 
Залежно від рівня або сили оброблюваних сигналів, характеру і виду 
нових даних, що генеруються СППР, вони можуть бути використані в 
різних якостях (в порядку зменшення рівня сигналів) [250]: 
- для прямого формування керуючих впливів – у цьому випадку СППР 
виступає в ролі системи управління, роль людини в даному випадку носить 
операторський характер (оскільки керуючий вплив формується 
автоматично, то використовуються переважно сильні сигнали);  
- у якості радника для осіб, які приймають рішення - це найбільш 
очевидна і часто використовувана роль СППР (сильні і середні сигнали);  
- у якості системи комплексного моделювання можливих сценаріїв 
розвитку. Роль ОПР в цьому випадку полягає в виборі спектра сценаріїв і 
подальшому цілепокладанні (сильні і середні сигнали); 
- як джерело даних для додаткових контурів управління підприємства . 
В цьому випадку СППР є вузлом наповнення бази знань (сигнали будь-
якого рівня); 
- для прогнозування ризиків, стрибкоподібних і якісних змін . СППР в 
такому випадку виконує роль вузла контролю штатного характеру 
виробничих процесів і оперативного визначення рівня загроз (слабкі і  
середні сигнали). 
Розглянемо класифікацію систем підтримки прийняття рішень. 
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За архітектурою слід розділяти [58]: 
Функціональні СППР є найбільш простими з погляду архітектури. 
Вони поширені в таких організаціях, що не ставлять перед собою 
глобальних завдань і мають невисокий рівень розвитку інформаційних 
технологій. Відмінною особливістю функціональних СППР є те, що аналізу 
піддаються локальні дані, через що виникають як переваги, так і недоліки 
таких СППР.  
До переваг слід віднести такі, як компактність системи, яку обумовлює 
використання однієї платформи для сховища даних і системи їх аналізу, та 
оперативність (в зв'язку з відсутністю необхідності перевантажувати дані в 
спеціалізовану систему).  
До недоліків можна віднести наступні: зниження якості даних через 
відсутність етапу їх попередньої обробки та очищення, звуження кола 
питань, що вирішуються за допомогою системи, збільшення навантаження 
на операційну систему з потенційною можливістю припинення її роботи. 
СППР, що використовують незалежні вітрини даних застосовуються в 
великих організаціях, що мають кілька підрозділів, в тому числі відділи 
інформаційних технологій. Кожна конкретна вітрина даних створюється для 
вирішення певних завдань і орієнтована на окреме коло користувачів.  
Перевагами використання незалежних вітрин даних є підвищення 
продуктивності системи, а такоє істотне зниження витрат на впровадження 
подібних структур.  
З негативних моментів можна відзначити те, що дані багаторазово 
вводяться в різні вітрини, тому можуть дублюватися. Це підвищує витрати 
на зберігання інформації та ускладнює процедуру уніфікації. Наповнення 
вітрин даних досить складно у зв'язку з тим, що доводиться 
використовувати численні джерела. Відсутня єдина картина бізнесу 
організації, внаслідок того що немає остаточної консолідації даних. 
СППР на основі дворівневого сховища даних використовується в 
великих компаніях, дані яких консолідовані в єдину систему. Визначення і 
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способи обробки інформації в даному випадку уніфіковані. На забезпечення 
нормальної роботи подібної СППР потрібно виділити спеціалізовану 
команду, яка буде її обслуговувати. Така архітектура СППР позбавлена 
недоліків використання незалежних вітрин даних, але в ній немає 
можливості структурувати дані для окремих груп користувачів, а також 
обмежувати доступ до інформації. Також можуть виникнути труднощі з 
продуктивністю системи. 
СППР на основі трирівневого сховища даних застосовують сховище 
даних, з якого формуються вітрини даних, що використовуються групами 
користувачів, які вирішують подібні завдання. Таким чином, забезпечується 
доступ як до конкретних структурованих даних, так і до єдиної 
консолідованої інформації. Наповнення вітрин даних спрощується з огляду 
на використання перевірених і очищених даних, що знаходяться в єдиному 
джерелі. Для такої архітектури характерно використання корпоративної 
моделі даних. СППР на основі трирівневого сховища даних відрізняє 
гарантована продуктивність. Але існує надмірність даних, яка веде до 
зростання вимог на їх зберігання. Крім того, її використання ускладнює 
необхідність узгодження подібної архітектури з безліччю областей, що 
мають потенційно різні запити. 
За способом взаємодії з користувачем виділяють такі СППР [23]: 
Пасивні. Забезпечують допомогу ОПР в процесі прийняття рішень, але 
не можуть забезпечити висунення конкретної пропозиції; 
Активні. Безпосередньо беруть участь в розробці правильного 
рішення; 
Кооперативні. Припускають взаємодію СППР та ОПР в процесі 
пошуку рішення. Пропозицію, яку запропонувала система, користувач може 
доопрацювати, вдосконалити, а потім відправити назад в систему для 
перевірки. Після цього пропозиція знову видається користувачеві, і так до 
тих пір, поки він не схвалить рішення. 
ІІСПР ґрунтуються на активної, або кооперативної взаємодії. 
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Класифікація за концепцією побудови СППР, була вперше 
запропонована в [2] і потім розширена в інших роботах [57, 58]. Згідно з 
нею виділяють СППР: 
Орієнтовані на моделі (Model-driven DSS), в основі яких лежать 
статистичні, фінансові чи інші моделі, використовуючи які СППР 
забезпечує перевірку різних варіантів прийнятих рішень. Пік розвитку 
таких СППР припадає на 1980-ті роки. Надалі більшість функцій модельно-
орієнтованих СППР з успіхом стало реалізовуватися за допомогою 
електронних таблиць типу Microsoft Excel. Проте, в деяких сучасних 
системах аналізу даних в режимі реального часу (OLAP) можна знайти 
елементи СППР даної концепції; 
Орієнтовані на дані (Data-driven DSS), які розраховані, насамперед, на 
обробку внутрішньої інформації підприємств і організацій, хоча 
використовуються і зовнішні дані. Інформація може бути представлена як у 
вигляді часових рядів, так і в іншій формі. Спочатку СППР, орієнтовані на 
дані, забезпечували швидкий доступ до інформації, її угруповання і 
складання звітів. Але вже до початку 1990-х років виділяються нові задачі, 
такі як OLAP, обробка великих масивів даних, Business intelligence (методи і 
інструменти перекладу необробленої інформації в форму, зручну для 
розуміння і прийняття рішень) та інші. Розвиток СППР цього типу триває й 
досі; 
Засновані на комунікаціях (Communication-driven DSS), які 
використовують інформаційні технології для підвищення ефективності 
роботи групи користувачів, які займаються вирішенням спільних завдань. 
Ці СППР в основному забезпечували взаємодії між віддаленими один від 
одного учасниками проекту (проведення спільних нарад, конференцій, 
забезпечення внутрішнього листування), проте в даний час цю функцію з 
успіхом забезпечують інтернет-технології загального призначення. Тому в 
даний час основним призначенням таких систем є забезпечення спільного 
доступу і редагування документів, програм, презентацій тощо. Прикладами 
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таких систем є Google Docs, Microsoft Office 365, Apple IWork.com;  
Орієнтовані на документи (Document-driven DSS), які призначені для 
роботи з неструктурованою документацією, представленою в самих різних 
формах, зокрема із сканованими документами, зображеннями, звуковими 
записами, тощо. Необхідність в таких системах була обумовлена тим, що на 
момент їх появи лише 5 % – 10 % ділової інформації було представлено в 
структурованій формі [17].  
Згодом, з розвитком інформаційних технологій, зокрема, технологій 
розпізнавання образів і глобальних комп'ютерних мереж, частка 
структурованої інформації істотно зросла, але актуальність СППР, 
орієнтованих на документи, все ще залишається високою;  
Орієнтовані на знання (Knowledge-driven DSS), які призначені для 
формування рекомендацій для прийняття управлінських рішень. При 
формуванні рекомендацій використовуються бази знань, фактів, правил і 
процедур. Основу таких систем раніше складали експертні системи, але вже 
з 1990-х років в них активно впроваджуються методи і інструменти 
штучного інтелекту. 
Аналізуючи наведену класифікацію СППР, Л.Черняк в [251] зазначає 
тотожність її елементів рівням прийняття рішень в системах Business 
Intelligence, які виділив Томас Давенпорт (Thomas H. Davenport) в роботі 
[14].  
Business Intelligence – це узагальнювальний термін, що включає 
застосунки, інфраструктуру й інструменти, а також кращі практики, які 
забезпечують доступ до інформації та її аналіз з метою оптимізації рішень і 
управління ефективністю1.  
Рівні прийняття рішень в системах Business Intelligence 
розташовуються в порядку зростання обсягів оброблюваної інформації і 
зменшення зв'язності між інформацією та рішеннями. На рис. 1.3 приведена 
                                           
1
 Gartner IT Glossary – Business Intelligence. URL: https://www.gartner.com/it-glossary/business-
intelligence-bi (дата звернення 17.09.2017). 
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графічна ілюстрація зв’язку між даними показниками у вигляді піраміди 
прийняття рішень. 
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Рис. 1.3. Рівні прийняття рішень в системах Business Intelligence 
 
Слід зазначити, що нумерація рівнів піраміди на рис. 1.3. відповідає 
історичному порядку появи і використання відповідних методів аналізу 
інформації.  
Так, першими, ще у середині XX сторіччя, були розроблені та стали 
використовуватися методи, засновані на економіко-математичних моделях, 
які дозволяють точно описати взаємодію основних чинників, але при цьому 
не враховують безліч впливів від додаткових факторів. Останніми з'явилися 
і в даний час активно розвиваються методи аналізу слабкоструктурованих 
даних, які мають малий ступень зв’язку із рішенням, але доступні у 
великому обсязі, що визначає потребу в комп'ютерах великої 
обчислювальної потужності для їх аналізу. 
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В основу цієї класифікації (рис. 1.3) покладено такі принципи [14]: 
1. Рішення – результат застосування методів Business Intelligence; 
2. Для реального поліпшення якості прийнятих рішень, недостатньо 
лише доступу до даних і необхідного інструментарію; 
3. При підготовці даних для ОПР бажано обмежитися необхідною 
підмножиною; 
4. Відносини між інформацією та рішеннями залежать від типу 
організації та завдань, що вирішуються. Вони можуть бути слабо 
пов'язаними, структурованими або автоматичними; 
5. Слабка пов'язаність спрощує поставку інформації, але рідко 
призводить до рішень високої якості; 
6. Найбільш перспективним є структурований зв'язок, коли остаточне 
рішення залишається за людиною, але, при цьому, він діє, використовуючи 
підготовлені варіанти; 
7. Не можна визначити значення Business Intelligence, не зв'язав 
якимось чином рішення і інформацію, інакше буде незрозуміло, яким 
інструментом потрібно користуватися; 
8. Чим тісніший зв'язок між інформацією та рішенням, тим більш 
специфічними повинні бути методи прийняття рішень; 
9. Спроби пошуку «однієї істини» можуть виявитися занадто 
дорогими; 
10. Якість рішень підвищується при використанні інформаційних 
технологій, адаптованих до певної області бізнес-аналітики. 
Аналіз цих принципів і відповідної їм класифікації систем Business 
Intelligence, який було проведено в роботі [251] дозволяє безпосередньо 
зіставити з ними різні концепції побудови систем підтримки прийняття 
рішень та представити їх у вигляді наступної схеми  (рис. 1.4):  
Розглянемо схему (рис. 1.4) докладніше. 
Верхньому рівню прийняття рішень відповідає модельно-орієнтована 
концепція побудови СППР. Відповідно до принципів Давенпорта № 8 і 
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№ 10, використання готових моделей прийняття рішень можливо тільки в 
специфічних випадках, але якщо ці умови виконано, модельно-орієнтований 
підхід дозволяє отримати найякісніший результат. Основна проблема 
побудови цих систем полягає в формуванні адекватного набору моделей, які 
повинні точно описувати бізнес-оточення підприємства, або організації. 
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Рис. 1.4. Інструментарій Business Intelligence і його відповідність 
концепціям побудови СППР 
 
Другий рівень систем прийняття рішень і бізнес-аналітики відповідає 
концепції СППР, що орієнтовані на знання і на документи. Відповідно до 
принципу Давенпорта № 6, який в свою чергу є наслідком застосування 
принципів №№ 2, 5, 7, 10, цей рівень прийняття рішень є найбільш 
збалансованим і перспективним. При цьому з одного боку СППР 
розвантажує людину, готуючи різні варіанти рішень та враховуючи при 
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цьому велику кількість факторів, а з іншого – цей процес залишається 
керованим, зв'язки між факторами і ступінь їх впливу на результат прозорі, і 
остаточне рішення приймає людина. 
Третьому рівню піраміди прийняття рішень (рис. 1.3) відповідають 
СППР, що орієнтовані на дані та СППР, що засновані на комунікаціях. 
Відповідно до принципу Давенпорта № 5, на цьому рівні генерується і 
обробляється найбільшу кількість даних, проте якість рішень, прийнятих на 
підставі лише слабкоструктурованої інформації є досить низьким.  
Методи аналізу і обробки таких даних в даний час розвиваються 
найбільш інтенсивно, а сама концепція отримала назву Data Mining 
(буквально – «Розкопка даних», термін запропонований в 1989 році [205]). 
Методи Data Mining використовують останні досягнення в сфері штучного 
інтелекту, машинного навчання та суміжних областей, а обсяги даних, що 
аналізуються і необхідні обчислювальні ресурси навіть для задач середньої 
складності виходять далеко за рамки можливостей персональних 
комп'ютерів.  
При цьому основною метою аналізу слабоструктурованих даних є 
представлення їх у вигляді доступному для сприйняття людиною, тобто 
переклад в структуровану форму, придатну для обробки на рівнях 2 і 1.  
Як приклад розглянемо методи прийняття рішень при роботі на 
валютних і фондових ринках. 
Першому рівню прийняття рішень по класифікації Давенпорта 
відповідає аналіз фундаментальних факторів, тобто таких, для яких можна 
встановити прозорий причинно-наслідковий взаємозв'язок. Так, результатом 
поразки корпорації у важливому судовому процесі може статися зниження 
курсу її акцій, а вихід нового інноваційного продукту, відповідного 
очікуванням ринку - позитивно, що дозволяє точно змоделювати і 
автоматизувати процес прийняття рішень. Однак дані, що дозволяють 
використовувати ці моделі, потрапляють в розпорядження рядових 
учасників ринку вкрай рідко, що не дозволяє використовувати їх, як основу 
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для біржової діяльності. 
Другому рівню прийняття рішень відповідає використання методів 
технічного аналізу, тобто виділення на графіках руху біржових курсів 
характерних фігур, що передбачають певні події – падіння, або підйом 
курсу. Процесом створення таких методів структурування коливань курсу 
може самостійно займатися кожен учасник ринку. Однак точність 
прогнозів, зроблених на їх основі, набагато нижче, ніж при 
фундаментальному аналізі. Крім того, закономірності, які було виявлено, 
швидко застарівають, у міру того, як стають відомі іншим учасникам ринку.  
Третьому рівню прийняття рішень на валютних і фондових ринках 
відповідають інтелектуальні системи автоматичної торгівлі, які стали 
поширені останнім часом. Такі системи використовують «сирі» біржові 
дані, тобто тільки відомості про коливання ринкових курсів. На підставі цих 
даних відбувається автоматичне навчання і подальше перенавчання 
штучних нейронних мереж, які і здійснюють торгівлю на ринку. Такі 
системи мають ряд переваг перед згаданими вище (можливість цілодобової 
торгівля, відсутність «людського фактора» і тому подібні), проте їх 
недоліком є порівняно низька ефективність. Крім того, складність 
закладених рішень виключає можливість кваліфікованого втручання в 
роботу системи з боку користувача. 
Очевидно, що всі три розглянутих рівня прийняття рішень не 
суперечать, а, навпаки, доповнюють один одного, дозволяючи отримати 
найбільший економічний ефект тільки при спільному використанні. 
Таким чином, повноцінна СППР повинна включати всі рівні 
структурування та обробки інформації – від слабкозв’язаного до 
автоматизованого, при цьому маючи можливість гнучко перемикатися між 
ними, в залежності від ситуації. 
З формальної точки зору задача прийняття рішень є окремим 
випадком задачі управління і може бути зведена до задачі вироблення 
управлінських впливів ωi, на підставі вхідної інформації zi, яка описує стан 
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системи і її оточення, а також правил, що регламентують прийняття 
рішень c [106].  
Функцію відображення вхідних даних на вихідні позначимо δ: 
 
ii cz  ,: . (1.1) 
 
Рішення задачі (1.1) на практиці пов'язано з подоланням численних 
перешкод, одним з яких є складність керованої системи. Поняття «система» 
в теорії визначається, як сукупність моделей її поведінки a  и структури 
b , пов'язаних відношенням цілісності ),( baP  : 
 
)}.,(,,{ baba PS   (1.2) 
 
При цьому модель поведінки системи a  в явному вигляді зазвичай 
відсутня, що змушує розглядати її у вигляді «чорного ящику», що дає певні 
відгуки на вхідні сигнали та керуючи впливи. Відгук системи прийнято 
розглядати як зміна значень показників, що характеризують її стан.  
Як відомо з базових принципів теорії управління [86], ідеально 
керованою є система, яка перебуває в заданому стані з ймовірністю p=1. З 
цього випливає, що для будь-якого стану такої системи має існувати вплив, 
який гарантовано переводить систему в інший довільний стан. Дане 
твердження може бути виведено і з принципу різноманітності Ешбі, 
відповідно до якого різноманітність системи, що управляє, має бути не 
меншою, ніж різноманітність об'єкта управління [210].  
Оскільки стан системи характеризується набором деяких показників, в 
системі, що ідеально управляється, повинні бути відомі всі можливі набори 
показників і способи переходу від одного набору до іншого. Якщо система 
характеризується набором з n показників, кожен з яких може приймати k 
можливих значень, то загальна кількість станів системи дорівнює nk . При 
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цьому теоретична межа обчислювальної складності (межа Бремермана), 
після якого задача стає трансобчислювальною, становить 9310  [6], тобто 
відповідає системі описуваної набором з 93 показників, кожен з яких може 
приймати 10 різних значень, або системі з 308 показників, кожен з яких 
може приймати 2 можливих значення. Ця межа також легко досягається при 
вирішенні NP-повних задач. Так, кількість рішень відомої задачі 
комівояжера оцінюється за формулою 
2
)!1( n
, що робить її рішення 
методом прямого перебору принципово немождивим вже при n = 68 вузлах, 
оскільки кількість варіантів при цьому дорівнює 9410824.1  . 
Рішення таких задач за практично прийнятний час може бути 
здійснено тільки за умови штучного обмеження кількості аналізованих 
варіантів. Таке обмеження може бути зроблено аналітично, на рівнях 1, або 
2 піраміди Давенпорта, наприклад, шляхом угруповання і укрупнення 
системи показників, чи відсікання явно нежиттєздатних варіантів. Однак 
цей шлях вимагає детального аналізу кожної задачі, із залученням 
експертів, що збільшує витрати на розробку і супровід СППР і тому не 
завжди є виправданим.  
Тому в даний час в сфері бізнес-аналітики і активно розвиваються 
засоби підтримки прийняття рішень на основі слабоструктурованих даних, 
які дозволяють в значній мірі формалізувати процедури аналізу та 
скоротити витрати часу на пошук достатньо ефективних для практичного 
застосування рішень. Наприклад, розробка спеціальних методів швидкого 
пошуку кращого рішення вищезгаданої задачі комівояжера зайняла у 
математиків більше 150 років. У той же час загальні методи нелінійної 
оптимізації (наприклад, метод генетичних алгоритмів, або метод імітації 
відпалювання) дозволяють успішно знаходити досить хороші вирішення 
цієї задачі (в межах 1 % – 2 % від кращого) на сучасному персональному 
комп'ютері за кілька десятків хвилин, навіть із урахуванням часу 
постановки [109]. 
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Таким чином, концепція ІІСПР, що базується на використанні 
сучасних методів аналізу слабкоструктурованих даних для прийняття 
рішень в управлінні складними системами може бути актуальна для 
вирішення більшості економічних задач, які можуть бути описані 
формальними ознаками і не засновані на використанні таких суто людських 
якостей, як інтуїція, харизма і т.п. Використання інтелектуальних методів 
прийняття рішень дозволяє знизити витрати на розробку і супровід системи 
управління і підвищити їх точність. 
 
1.2. Класифікація задач аналізу і обробки даних в економіці 
Відповідно до сучасних концепцій розвитку суспільства, 
індустріальна епоха не є останньою в розвитку людства. Так, Е. Тоффлер 
виділяє три хвилі в розвитку суспільства [235]. Перша хвиля цивілізації 
почалася близько 10 тисяч років тому та була пов’язана із переходом до 
осілості, одомашнюванням тварин, початком вирощування зернових 
культур та овочів, що призвело до створення аграрної цивілізації . Друга 
хвиля цивілізації розпочинається приблизно в XVI сторіччі, але остаточний 
перехід до індустріальної цивілізації відбувається у другій половині XIX ст. 
Третя хвиля цивілізації, за Тофлером, почала підніматися в середині XX ст. 
Вона призведе, а в деяких країнах вже призвела до формування 
постіндустріального (інформаційного) суспільства що засноване на знанні.  
Слід зазначити, що кожна хвиля «прокочується» поступово, одночасно 
на планеті існують всі три стадії. Причому періоди між хвилями поступово 
скорочуються. 
Суспільство третьої хвилі характеризується такими ознаками  [235]: 
– суттєво знижуються темпи економічного зростання, але воно стає 
більш рівномірним; 
– різко знижуються темпи зростання населення, а в окремих країнах, 
наприклад в Україні та інших пострадянських державах, вони навіть 
стають від'ємними; 
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– рівень споживання передусім у високорозвинених країнах 
характеризується переходом від «кількості» до «якості» життя, від 
«суспільства масового споживання» до пошуку шляхів якісного 
вдосконалення умов життя людини; 
– знижується рівень спеціалізації, і дедалі більший попит мають 
спеціалісти «широкого профілю»; 
– основний вид енергії поки що важко визначити, але зрозуміло, що це 
буде один із нетрадиційних, альтернативних видів — ядерна, сонячна, 
геотермальна, енергія вітру, хвиль, припливів-відпливів або ще будь-
яка інша, поки що невідома; 
– головним засобом виробництва стають наукові знання, інформація, де 
буде зайнято від 55 до 75 відсотків працездатного населення;  
– основний конфлікт – між знанням та некомпетентністю; 
– паралельно змінюються і соціальна структура суспільства — на місце 
класового поділу приходить професійний; 
– соціальна та просторова мобільність багаторазово зростає. 
Однією з характерних рис інформаційного суспільства, яка була 
передбачена теоретично і згодом знайшла практичне підтвердження, є 
превалювання знань над капіталом. Тобто успіх в ньому досягається за 
рахунок найбільш ефективних технологій генерації та обробки інформації. 
Яскравим прикладом виникнення таких технологій в економічній сфері є 
краудфандінг і краудсорсінг, які неможливі без ефективних засобів 
інформаційного обміну [163]. На конкурентоспроможність економічних 
суб'єктів і соціальних груп істотно впливає як нерівність доступу до 
інформаційних технологій, яка отримала назву «перший цифровий розрив» 
(англ. digital divide) [178, 229], так і нерівність в знаннях про використання 
таких технологій (другий цифровий розрив) [233, 55]. 
Масове впровадження комп'ютерних технологій призвело до того, що 
кількість інформації, що потребує обробки, збільшується в геометричній 
прогресії приблизно на 30 % щорічно[26]. Лавиноподібне зростання маси 
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різноманітної інформації в сучасному суспільстві отримало назву 
«інформаційного вибуху» [237].  
Всього 50 років тому для аналізу економіки було достатньо лінійних 
моделей, які реалізовувалися з використанням обчислювальних засобів 
порівняно невисокої потужності. У теперішній же час для вирішення деяких 
економічних задач необхідні розподілені обчислювальні мережі, що 
складаються з тисяч високопродуктивних комп'ютерів. 
Енциклопедичний словник економіки та права, виданий в 2001 році 
[255], визначає економічні задачі, як «задачі, які вирішуються в процесі 
економічного аналізу, планування, проектування пов'язані з визначенням 
шуканих невідомих величин на основі вихідних даних». При цьому 
номенклатура економічних завдань, що вирішуються з використанням 
обчислювальної техніки, за останній час істотно розширилася. Комп'ютерне 
моделювання починає застосовуватися в таких областях, де раніше 
покладалися тільки на досвід і інтуїцію людини. 
Зазначені фактори обумовлюють необхідність класифікації і 
систематизації завдань аналізу і обробки даних в економіці. Поняття 
«систематизація» і «класифікація» раніше часто розглядалися і 
використовувалися як синоніми. Але в даний час їх все частіше поділяють.  
Класифікацією називають об'єднання понять, явищ, предметів в групи 
на підставі притаманних їм загальних ознак [241].  
Систематизацією називають розташування класів, понять, предметів і 
явищ в певному порядку, відповідному відносин між ними [227].  
Відповідно до цих визначень «класифікація» може розглядатися як 
підпорядковане поняття, по відношенню до «систематизації». Однак це 
справедливо лише в тому випадку, якщо об'єктами систематизації є класи, а 
її підставою є природні ознаки. Якщо систематизація проводиться по 
штучним ознаками (наприклад – за алфавітом), вона не може бути 
використана для отримання нових знань і її наукова цінність відсутня [227]. 
Аналіз [8, 17, 24, 199], та інших джерел, присвячених обробці даних, 
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показав, що більшість авторів не приділяють проблемам класифікації та 
систематизації достатньо уваги, обмежуючись невеликою кількістю 
аналізованих ознак. В окремих випадках можна спостерігати зворотну 
логіку побудови дослідження, де спочатку описуються методи і 
інструменти, а вже потім задачі, які вирішуються за їх допомогою.  
У той же час систематизація та класифікація є найважливішими 
компонентами наукових досліджень і в ряді джерел розглядаються, як одні з 
головних функцій науки [241]. Роботи по систематизації знань сприяють 
розвитку науки і переходу її з емпіричного на системний рівень. Якщо в 
основу класифікації покладено об'єктивно існуючі ознаки, то вона сама по 
собі може бути інструментом наукового пізнання і служити для отримання 
нових знань і закономірностей. 
Розглянемо класифікацію задач аналізу і обробки даних. Метою 
такого дослідження є виділення оптимальних методів вирішення цих задач. 
Тобто, виходячи з інформації про набір вхідних даних, очікувані результати 
та інших супутніх умов повинен забезпечуватися вибір оптимального 
інструменту вирішення. При цьому повинні бути враховані різні критерії 
оптимальності, до яких можна віднести швидкість побудови системи 
прийняття рішень, швидкість обробки даних, точність рішення, витрати 
(загальні і з розбивкою по компонентах), необхідні обчислювальні ресурси і 
таке інше. 
Розглянемо існуючі підходи до класифікації завдань аналізу і обробки 
даних. При цьому маються на увазі переважно економічні задачі, хоча, 
завдяки розвитку інформаційних технологій, в даний час подібні задачі 
можуть виникати в будь-якій сфері. 
Підхід, заснований на розгляді аналізу, обробки даних і супутніх 
завдань, як окремих фаз бізнес-циклу реалізації ІІСПР, назвемо процесним. 
Відповідно до нього ці задачі можна класифікувати в такий спосіб [54, 8]: 
– Аналіз предметної області. Для опису цього етапу в англомовній 
літературі вживається термін business understanding, тобто «розуміння 
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бізнесу». У цій фазі здійснюється загальний аналіз проекту з точки зору 
цілей і вимог і на підставі цього формується приблизний план робіт з 
даними; 
– Попередній збір і аналіз даних. У цій фазі виконуються попередні 
«розвідувальні» дії з аналізу даних. Фактично при цьому моделюються різні 
варіанти подальших дій по проекту і вибирається найбільш ефективний. 
Вибірка даних для цього етапу повинна бути невеликою, але достатньо 
представницькою; 
– Збір даних. У цій фазі проекту на підставі обраної раніше стратегії 
його реалізації відбувається формування і накопичення необхідної бази 
початкових даних у необробленому вигляді; 
– Підготовка даних. Включає дії з попередній обробці даних і 
перетворення їх до виду, найбільш зручному для подальшої обробки. 
Необхідність даного етапу обумовлено тим, що початкові дані, що 
надходять з різних джерел, можуть бути зашумлені, неповні, мати різні 
формати і одиниці вимірювання. Крім того, ефективність деяких методів 
інтелектуального аналізу залежить від того, в якому вигляді представлені 
вхідні дані [66, 247]; 
– Моделювання. У цій фазі відбувається основна частина процесів 
аналізу і обробки даних з метою отримання оптимальної моделі рішення 
задачі; 
– Оцінка результатів. Включає ретельний розгляд отриманих 
результатів і понесених витрат, за підсумками якого приймається рішення 
про те, чи відповідають досягнуті результати цілям проекту та про 
доцільність їх впровадження; 
– Впровадження. Включає інтеграцію розроблених моделей і методів 
в практичну діяльність. Залежно від особливостей задачі, що вирішується, 
етап впровадження може мати різну складність. Так, може знадобитися 
реалізація постійного автоматичного поновлення розроблених моделей на 
основі нових даних. 
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Слід зазначити, що послідовність фаз і їх набір не слід розглядати як 
жорстко заданий. При реалізації різних проектів він може змінюватися і 
доповнюватися. Так, якщо задачі, що вирішуються, носять постійний 
характер, то доцільно додати до вказаного переліку фазу реалізації проекту, 
тобто переведення комплексу розроблених моделей в систему програмного 
забезпечення, інтегровану з корпоративною інформаційною системою 
підприємства, або організації. 
Наступний класифікаційний підхід має в своїй основі поділ задач в 
залежності від типу даних. Алгоритми аналізу і обробки різних типів даних 
можуть істотно відрізнятися, що обумовлює практичну значущість даного 
підходу. До основних типів даних в контексті цієї класифікації слід 
віднести [54]: 
– числові; 
– текстові; 
– звукові; 
– статичні зображення; 
– динамічні зображення (відео); 
Окрім того, в рамках кожного з зазначених класів може існувати 
розподіл на підкласи. Так, числові дані можуть бути представлені у вигляді 
рядів, матриць, або графів. 
Нарешті, в залежності від мети виконуваних дій слід виділити задачі 
аналізу і обробки даних. Оскільки часто-густо ці терміни вживають як 
синоніми, все ж слід визначити відмінності між ними. 
Визначення 1.1. 
Аналізом даних будемо називати процес вилучення з необроблених 
даних відомостей, корисних для дослідника. 
Це визначення ґрунтується на прийнятому в [37] підході до аналізу 
даних, як до процесу перекладу даних в інформацію. До такої інформації 
належать приховані в масиві даних зв’язки між різними його 
підмножинами. Знання про них дозволяє більш ефективно використовувати 
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дані: робити більш достовірні прогнози, поліпшити якість пошуку 
інформації, підвищити ефективність діагностики і так далі. 
Чіткого визначення терміну «обробка даних» у вітчизняній літературі 
немає. Аналіз [66, 247, 116, 51, 199 та ін.] дозволяє зробити висновок про 
необхідність тлумачення даного терміну в широкому і вузькому сенсах і 
дати такі визначення. 
Визначення 1.2. 
Обробкою даних в широкому сенсі назвемо процеси, пов'язані зі 
збором, зберіганням, аналізом та трансформацією даних. 
Визначення 1.3. 
Обробкою даних у вузькому сенсі назвемо процеси, в результаті яких з 
одного масиву даних виходить інший, із заданими властивостями. 
Визначенню 1.3 близько відповідає англомовний термін «Data 
processing», який можна трактувати як перетворення даних, метою якого є 
«вдосконалення» даних в рамках заданих критеріїв. 
До обробці даних у вузькому сенсі можна віднести задачі оптимізації, 
фільтрації, ранжирування і інші, результатом яких є трансформація даних.  
Дуальність тлумачення привела до того, що терміни «аналіз даних» і 
«обробка даних» часто використовуються як синоніми. Тому, щоб уникнути 
можливих різночитань, в даній роботі термін «обробка даних» буде 
використовуватися виключно у вузькому сенсі (за визначенням 1.3, якщо не 
вказано інше). 
Слід зазначити, що при аналізі, розмірність даних на виході зазвичай 
не залежить від розмірності вхідних вибірки. У той же час при обробці 
даних розмірності вхідній та вихідній вибірок тісно пов'язані. 
Залежно від умов конкретної економічної задачі процеси аналізу і 
обробки даних можуть слідувати в будь-якому порядку, а також 
здійснюватися незалежно один від одного. Окремо слід виділити випадок 
отримання метаданих, тобто частково структурованої інформації выдносно 
неструктурованих даних. 
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Найбільш загальна класифікація задач аналізу даних виділяє в якості 
класифікаційної ознаки мету вирішення. Відповідно до неї ці задачі 
поділять на дві великі групи: прогностичні і описові. 
Перші пов'язані з побудовою моделі, яка може використовуватися для 
прогнозування результатів поведінки аналізованої системи в тих випадках, 
про яких даних поки немає. До них відносяться задачі передбачення 
банкрутства, прогнозування фінансових часових рядів і багато інших.  
Метою вирішення завдань другої групи є пошук і опис прихованих 
закономірностей в даних і виведення семантичних правил, які можуть 
використовуватися в подальшому для підвищення ефективності роботи. 
Тому дану групу також називають задачами структурного аналізу даних 
(structured data mining) До них відноситься велика кількість маркетингових 
задач, пов'язаних з аналізом різних цільових груп і виявленням схильностей 
їх учасників, задачі аналізу поведінки та інші. 
Однак розглянуті групи задач не слід розглядати ізольовано одна від 
одної. Так, після дослідження закономірностей поведінки деякої системи в 
рамках рішення описової задачі, результати можна використовувати 
зокрема для прогнозування її поведінки. 
В рамках методології моделювання інноваційних інтелектуальних 
систем прийняття рішень в економіці ця класифікація повинна бути 
розглянута більш докладно. Узагальнення досліджень [54, 69, 67, 37, 17] 
дозволило скласти наступну класифікацію задач з аналізу даних (рис. 1.5). 
Розглянемо задачі, наведені на рис. 1.5. 
Класифікація. Є одним з найбільш поширених прикладів 
прогностичних задач інтелектуального аналізу даних. В рамках її 
вирішується задача розділення деякої множини даних на заздалегідь 
визначений набір класів. Класи визначаються до обробки множини. Рішення 
задачі класифікації дозволяє користувачеві не тільки вивчити і 
проаналізувати існуючі дані, але і дає можливість передбачити майбутню 
поведінку даної вибірки [144]. 
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Рис. 1.5. Загальноприйнята класифікація задач аналізу даних 
 
За кількістю класів, на які поділяється вхідні вибірка, слід виділяти 
задачі бінарної та полінарної класифікації.  
При бінарній класифікації вхідна вибірка ділиться тільки на два класи 
(точніше – 1 клас і все інше). Незважаючи на таке просте трактування, до 
бінарної класифікації зводиться велика кількість економічних задач 
прийняття рішень, пов'язаних із вибором з двох альтернатив, одна з яких 
зазвичай трактується, як позитивна, а інша - як негативна. Наприклад - 
видавати кредит, або ні; прийняти, або відхилити проект; надійний, чи не 
надійний контрагент. До завдань бінарної класифікації можна звести також 
виявлення випадків шахрайства по кредитних картах, фільтрація 
електронної пошти та інші. 
При полінарній класифікації вхідна вибірка ділиться на три, чи більше 
класи. Прикладами таких задач є: розпізнавання образів, визначення класу 
позичальника, сегментація клієнтів (якщо класи задані заздалегідь).  
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Незважаючи на схожість постановок задач бінарної та полінарної 
класифікації, методи і інструменти їх вирішення суттєво різняться.  
Регресія. Це один з поширених класів задач прогностичної групи. 
Рішення регресійної задачі передбачає виявлення взаємозв'язку між 
незалежними (вхідними) змінними і залежними (вихідними). В результаті 
цього евристичним або аналітичним шляхом визначається деяка 
математична формула, що виражає залежність між вхідними та вихідними 
даними [144]. 
Прикладом задачі регресії може бути визначення суми кредиту, який 
може бути виданий клієнту. 
Прогнозування є ще одним різновидом задачі регресії. Метою її 
рішення є наближене визначення значень деяких показників в майбутньому 
на підставі відомих значень в минулому і сьогоденні. 
Прикладами задач цього класу є прогнозування зростання організації, 
прогнозування виконання бюджету, прогнозування потреб у залученні 
нових співробітників і тому подібні. 
Аналіз часових рядів. Метою рішення цієї задачі є прогнозування 
майбутніх значень деякого набору даних, де значення вихідної змінної 
залежить не тільки від її минулих значень, але і від часу.  
Характерною ознакою часових рядів є рівномірний розподіл вхідних 
даних по годинах, днях, тижнях, і тому подібних одиницях виміру часу. 
Аналіз часових рядів є різновидом задачі регресії, але оскільки при цьому 
використовуються специфічні вхідні дані і методи розв’язання, слід 
виділити його в окремий клас. 
До завдань даного класу можна віднести, наприклад, вивчення 
тенденцій на фондовому ринку для прогнозування курсових коливань.  
Кластеризація відноситься до описової групі задач інтелектуального 
аналізу даних. При її вирішенні потрібно знайти закономірності в масиві 
даних, виділити в ньому деяку кількість зон (кластерів) і розподілити по 
ним дані.  
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Задача кластеризації нагадує задачу класифікації, з тією суттєвою 
різницею, що самі класи заздалегідь не визначені. Для вирішення задач 
кластеризації використовуються алгоритми навчання без вчителя.  
Прикладом кластеризації є угруповання потенційних споживачів 
товару в контекстній рекламі та інших різновидах маркетингу. Іншим 
прикладом є угруповання банків в банківській системі країни для 
подальшого аналізу їх стійкості [160].  
Реферування. Задача автоматичного реферування набула особливої 
актуальності у зв'язку з розвитком Internet і різким зростанням обсягів 
інформаційних ресурсів. Суть її зводиться до створення на підставі вхідного 
документа (частіше за все – текстового) деякої вибірки, яка б при заданих 
обмеженнях на обсяг найбільш повно представляла його суть. Прикладом 
даної задачі може служити автоматичне складання анотацій, або коротких 
описів статей для видачі їх в результатах роботи пошукових систем.  
Спочатку задача автоматичного реферування вирішувалася виключно 
для тестових документів, проте в даний час сфера її застосування 
розширилася і охоплює всі основні види представлення інформації 
(зображення, звук, відео). Оскільки термін «реферування» в українській 
мові означає виключно обробку текстової інформації [78] (на відміну від 
англійського терміна summarization, сенс якого більш широкий), в даний час 
цю задачу доцільно визначити, як «виділення значущих ознак».  
Серед актуальних прикладів її застосування – тематичний пошук 
контенту; контекстний пошук, виявлення матеріалів, що порушують 
інтереси правовласників, чи законодавчі обмеження і подібні. 
Пошук асоціативних правил. Пошук асоціативних правил дозволяє 
встановити зв'язки і відносини між змінними у великих базах даних. 
Асоціативні правила дозволяють знаходити закономірності між пов'язаними 
подіями, тобто дають можливість відповісти на питання: «З якою 
ймовірністю пов'язані події А і Б?». При цьому послідовність настання 
подій значення не має. 
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Класичним прикладом застосування алгоритмів пошуку асоціативних 
правил є аналіз кошика покупок. Так, часто купуються разом хліб і молоко; 
текіла і лимон; шампанське, цукерки і презервативи. Це дає можливість 
раціонально розташувати товари в магазині, що збільшує його пропускну 
здатність і оборот. Методи пошуку асоціативних правил знаходять 
застосування зокрема в економічних задачах всіх різновидів. 
Алгоритми пошуку асоціативних правил відносяться до класу 
навчання з вчителем. 
Виявлення причинно-наслідкових зв'язків. Предметом задачі в цьому 
випадку є пошук статистично значущих закономірностей в послідовності 
даних. Тому в англомовній літературі цей клас задач носить назву Sequential 
pattern mining (див., наприклад [25]). 
На відміну від пошуку асоціативних правил, виявлення причинно-
наслідкових зв'язків враховує фактор часу і дозволяє відповісти на питання: 
«З якою ймовірністю настання події А тягне за собою настання події Б?». 
Зазвичай передбачається, що події описуються дискретними величинами, 
що відрізняє дану задачу від аналізу часових рядів. 
Виявлення причинно-наслідкових зв'язків є актуальним в системах 
інформаційної та фінансової безпеки. Зокрема, автоматичні системи безпеки 
банківських платіжних карт орієнтовані на виявлення специфічних дій, 
характерних для шахрайських операцій. Також дана задача вирішується в 
медицині при виявленні причин виникнення захворювань, а також у 
багатьох інших. 
Класифікація, що наведена на рис. 1.5, охоплює широкий спектр 
актуальних економічних завдань. Однак ускладнення соціально-
економічних процесів і методів їх аналізу постійно викликають появу нових 
задач. Так у фундаментальному дослідженні Jiawei Han та Micheline Kamber 
по концепціям і технологіям аналізу даних розглядаються такі задачі, як 
виявлення фрагментів в послідовності даних (пошук підпослідовностей) 
[25, с 248], пошук аномалій [25, с. 543], аналіз соціальних мереж [24, с.556].  
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Задача пошуку підпослідовностей може розглядатися, як різновид 
задачі кластеризації, стосовно аналізу динамічних, або часових рядів. В 
рамках її вирішення потрібно виділити послідовність даних (фрагмент), 
відповідний іншій послідовності (запиту). При цьому розмірність запиту і 
фрагмента (кількість елементів ряду, що входять в них) може мати відчутні 
відмінності. 
Різновидом цієї ж задачі є пошук фракталів, тобто послідовностей 
даних, які мають властивість самоподібності (точного або приблизного 
збігу даних зі своєю частиною). Фрактали можуть виникати в послідовності, 
що описують колективну поведінку людей (ефект натовпу). 
Дана задача виникає, наприклад, при аналізі біржових даних, аналізі 
продажів. 
Пошук аномалій і викидів. Включає широкий спектр задач, пов'язаних 
з виявленням та ідентифікацією таких елементів даних, які не відповідають 
виявленим раніше закономірностям. Причому такі аномалії можуть бути як 
новими закономірностями (наприклад, нові тренди в біржових даних), так і 
сигналами про ненормальну поведінку об'єкта спостереження. 
Об'єктом пошуку аномалій можуть бути результати вимірювань, 
часові ряди, текстова інформація, графи. 
Задача пошуку аномалій вирішуються в рамках систем інформаційної 
безпеки, систем виявлення шахрайських операцій з банківськими картами, 
медичної діагностики, перевірки правопису і грамотності і в багатьох інших 
областях. Крім того алгоритми пошуку аномалій може використовуватися 
при попередній обробці даних для їх очищення від шумів. 
Методи, які використовуються для пошуку аномалій, можна розділити 
на три групи [25]: 
1. Методи контрольованих алгоритмів (навчання з учителем). В цьому 
випадку необхідно мати набір даних розмічених на «нормальні» і 
«аномальні»; 
2. Методи неконтрольованих алгоритмів (навчання без вчителя). 
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Припускають наявність нерозміченого набору даних, в якому алгоритм 
виділяє закономірності і відхилення від них; 
3. Методи частково-контрольованих алгоритмів. Передбачається 
наявність при навчанні тільки даних, розмічених як «нормальні».  
За своєю суттю задача пошуку аномалій і викидів близька до задачі 
виділення значущих ознак, що дає підстави об'єднати їх в одну 
класифікаційну групу (таксон) – аналіз відхилень. 
Аналіз соціальних мереж - це процес дослідження соціальних 
структур, за допомогою представлення їх у вигляді вершин (вузлів) і 
зв'язків між ними (ребер), з використанням інструментарію графів і теорії 
мереж. 
Класичні методи аналізу дозволяють досить ефективно досліджувати 
топологію соціальних мереж, зокрема визначати ключові вузли і ребра, 
виділяти слабкі ланки, знаходити найкоротші шляхи між  вузлами. Однак в 
сучасних умовах цього недостатньо, оскільки роль соціальних мереж 
безупинно зростає, а, отже, зростає і складність запитів до них.  
Так, в ході президентської кампанії 2016 року в США перемога була 
здобута кандидатом, який більш ефективно використовував соціальні 
мережі. З них витягалася інформація про потенційних виборців, їхніх 
інтересах, зв'язках, реакціях на події. Все це використовувалося для 
проведення найбільш ефективних «точкових» впливів, з індивідуальним 
підходом до кожного виборця [1]. 
Значна кількість практичних завдань з аналізу соціальних мереж 
зводиться до виділення в мережах груп учасників за деякою 
узагальнюючою ознакою. Чим більш абстрактним є ця ознака, тим 
складнішим стає вирішення задачі. 
Задачі аналізу соціальних мереж є актуальними в економіці, 
маркетингу, соціології, політиці, історичних дослідженнях і багатьох інших 
областях. 
Вивчення і зіставлення розглянутих задач з аналізу даних дозволило 
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актуалізувати та узагальнити класифікацію, наведену на рис. 1.5.  Уточнена 
класифікація показана на рис. 1.6.  
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Рис. 1.6. Уточнена класифікація задач аналізу даних 
 
Як видно з порівняння рис. 1.5 і рис. 1.6, кількість рангів класифікації 
збільшено, за рахунок виділення і впорядкування таксономічних ознак. Це 
дозволяє краще зрозуміти взаємозв'язок між різними класами задач і 
методами їх вирішення, що підвищує ефективність аналізу даних. 
Розглянемо особливості запропонованої класифікації. 
До таксону регресії віднесено задачі, що потребують виявлення 
взаємозв'язку між вхідними та вихідними змінними. За таким визначенням, 
задачі прогнозування та аналізу часових рядів також слід віднести до 
регресійних. Відмінності між ними полягають у розташуванні вхідних та 
вихідних змінних у часі.  
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Метою прогнозування є наближена оцінка значень деяких показників в 
майбутньому на підставі відомих значень в минулому і сьогоденні.   
Метою аналізу часових рядів є прогнозування майбутніх значень 
деякого набору даних, де значення вихідної змінної залежить не тільки від її 
минулих значень, але і від часу. 
Розглянемо таксономічну категорію задач кластеризації. Проведений 
аналіз показав, що задачі пошуку підпослідовностей в даних і аналізу 
соціальних мереж фактично також є задачами кластеризації, відрізняючись 
тільки представленням вхідних даних і розмірністю простору угруповання. 
Так, пошук підпослідовностей в динамічних рядах фактично являє 
собою задачу кластеризації в одновимірному просторі  часу, де кожен 
елемент має тільки двох сусідів – попереднє значення ряду і наступне. 
Кластеризацією в чистому вигляді зазвичай називають задачі 
угруповання масиву вхідних даних, де кожен елемент (крім крайніх і 
кутових) має фіксоване число сусідів. У двомірному просторі їх чотири, в 
тривимірному – шість, і так далі. Вхідні дані в такому випадку 
представляються в матричному вигляді. 
Нарешті, аналіз соціальних мереж – це задача, де кожен елемент 
вхідних даних (вершина графа) може мати будь-яку кількість сусідів, яке в 
реальних соціальних мережах може досягати декількох тисяч (а для 
окремих людей і більше). 
З цього можна зробити висновок, що саме ознака розмірності 
простору угруповання (кількості сусідніх елементів у вхідних даних) є 
природною класифікаційною ознакою для задач кластеризації, що і 
відображено на рис. 1.6. 
Задачі пошуку асоціативних правил і виявлення причинно-наслідкових 
зв'язків розміщено під таксоном «Аналіз зв'язків». Підставою для цього є 
схожість завдань. Як і для таксона «Кластеризація» основна відмінність між 
ними полягає в способах представлення вхідних даних і розмірності їх 
простору. 
  62 
При виявленні причинно-наслідкових взаємозв'язків, події 
(аналізовані елементи) поділяються за часом і тому можуть бути 
представлені у вигляді динамічного ряду. 
При пошуку асоціативних правил вхідний набір даних 
представляється в матричному вигляді, що описує події, які відбуваються 
одночасно, або близькі за часом. 
Оскільки структура отриманого таксона «Аналіз зв'язків» нагадує 
структуру таксона «Кластеризація», це дає підстави припустити існування 
ще однієї задачі, що раніше не розглядалася, а саме задачі аналізу зв'язків, 
вхідні дані для якої представлені у вигляді графа. 
Якщо сформулювати її суть, за аналогією з іншими задачами цього 
таксона, то можна припустити, що повинен здійснюватися пошук епіцентрів 
мережевої активності, тобто вузлів, що впливають на процеси, які 
відбуваються в мережі, або ініціюють такі процеси. У широкому сенсі ця 
задача зводиться до виявлення для кожного вузла мережі керуючих і 
керованих вузлів. Таким чином, її можна сформулювати, як аналіз 
мережевих взаємодій. 
В даний час схожа задача – пошук «нульового пацієнта», тобто 
людини, з якої розпочинається епідемія тяжких захворювань,  існує в 
медицині. Проте методи її вирішення передбачають тільки ретроспективний 
аналіз і не можуть використовуватися для передбачення того, хто може 
стати таким «нульовим пацієнтом» в майбутньому. 
В економіці аналіз взаємодій може використовуватися для 
прогнозування поширення кризових явищ, підвищення ефективності 
рекламних кампаній, виявлення цільових клієнтів. 
Таким чином, уточнена класифікація задач аналізу даних (рис. 1.6) дає 
можливість не тільки показати взаємозв'язок між різними класами задач і 
методами їх вирішення, а й виявити критерій розподілу задач на групи в 
рамках окремих таксонів (спосіб представлення вхідних даних у вигляді 
ряду, матриці, або графа), а також сформулювати завдання, які раніше не 
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виділялася в окремий клас. 
Розглянемо далі класифікацію задач обробки даних. 
Обробці як правило підлягають дані, що є первинною інформацією, 
отриманою за місцем виникнення. Обробка даних може бути як підготовчим 
етапом для подальшого аналізу, так і самостійним процесом. 
І у вітчизняній і в зарубіжній літературі відсутня чітка класифікація 
задач обробки даних. Але, з позицій запропонованого вище визначення 1.3 
до таких задач можна віднести сортування, фільтрацію, ранжирування, 
відновлення, очищення і квантування даних. 
Сортування - задача, пов'язана з розташуванням елементів даних в 
заданій послідовності, або розподілом їх по групах. При наявності єдиного 
критерію сортування, або критеріїв, які перебувають в строгому 
ієрархічному підпорядкуванні, задача сортування даних має тривіальне 
рішення. Складність її різко зростає з ускладненням структури поля 
критеріїв і його визначеності. Так, задача сортування товарів в порядку 
зростання, або зменшення клієнтських переваг не має тривіального 
рішення. 
Термін фільтрація має велику кількість значень, стосовно до різних 
областей знань, в яких використовується (наприклад, у фізиці, хімії, 
математики, радіотехніці, обробці зображень). При обробці економічних 
даних під фільтрацією будемо мати на увазі вибірку інформації, що 
задовольняє заданому критерію. Вхідні дані для фільтрації можуть бути 
представлені у вигляді ряду, масиву, або графа. Складність фільтрації 
зростає з ускладненням структури поля критеріїв і зменшенням їх 
визначеності. 
Задача ранжирування відрізняється від сортування тим, що для її 
вирішення необхідно визначити метод визначення рангу кожного елемента 
вхідної послідовності даних, тобто метод, що дозволяє згорнути весь вектор 
значень елемента в єдиний параметр – ранг. Це дозволяє порівнювати між 
собою будь-яку кількість елементів з вхідного набору, не вдаючись до його 
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повного сортування, що ефективно при наявності великих обсягів даних для 
обробки.  
Складність ранжирування зростає з ускладненням структури поля 
критеріїв. Наприклад, ранжирування прострочених кредитів за ступенем 
ймовірності їх повернення не може мати однозначного рішення, оскільки 
методи визначення цієї імовірності в свою чергу самі по собі засновані на 
припущеннях. 
Необхідність у відновленні даних виникає в тому випадку, якщо вхідна 
вибірка містить пропуски, або якісь дані в ній відсутні, але є гіпотези про 
природу їх виникнення, що дозволяє оцінити найімовірніші значення. 
Відновлення даних має велике значення при використанні методів 
машинного навчання, оскільки дозволяє підвищити його ефективність за 
рахунок розширення вхідній вибірки даних. Необхідність відновлення 
даних може виникати при їхньому поданні в будь-який з розглянутих форм 
- у вигляді рядів, матриць, або графів. В останньому випадку об'єктом 
відновлення виступають відсутні у вхідній вибірці зв'язки між вершинами 
графа 
Задача очищення даних, по суті, є зворотною, відносно задачі 
фільтрації і передбачає виключення з початковій вибірки «зайвих» даних. 
Очищення даних можна розглядати по відношенню до рядів,  матриць і 
графів. 
Очищення рядів передбачає усунення «викидів», тобто даних, які явно 
виходять за межі основної тенденції. Причинами появи таких викидів 
можуть бути як помилки вимірювання, так і навмисні спотворення 
інформації. У будь-якому випадку, спотворені дані роблять сильний вплив 
на якість подальшого аналізу, особливо при використанні виключно 
формальних методів, в тому числі машинного навчання. 
Очищення даних, представлених в матричній формі, проводиться для 
усунення з вхідній вибірки даних факторів, що мало впливають на вихідні 
показники, або зовсім не пов'язані з ними. Ця процедура обов'язково 
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повинна попереджувати аналіз даних. 
Відносно до графів очищення передбачає проріджування зв'язків і 
застосовується як по відношенню до вхідних даних, так і по відношенню до 
деяких видів економіко-математичних моделей, структурою яких є граф, 
наприклад штучних нейронних мереж. При цьому усуваються слабкі 
зв'язки, мало впливають на загальний результат, але істотно ускладнюють 
аналіз. 
Квантування використовується по відношенню до динамічних рядів 
даних при необхідності зменшення кількості їх елементів, тобто при 
спрощенні рядів. Існують такі види, як квантування за рівнем і квантування 
за часом. 
У першому випадку діапазон значень неперервної або дискретної 
величини розбивається на кінцеве число інтервалів. Якщо протягом деякого 
періоду часу значення величин динамічного ряду не виходило за межі 
одного інтервалу, то в результаті квантування всі ці величини будуть 
замінені одним значенням [115, с. 184].  
У другому випадку розбиття динамічного ряду на інтервали 
відбувається за часом. Значення, які брали елементи ряду в межах кожного 
інтервалу, замінюються одним усередненим, або декількома, що 
відображають граничні значення показника за період. Останній спосіб 
використовується для представлення біржових даних. 
Існують також різновиди квантування за рівнем і за часом зі змінним 
кроком квантування [166]. 
Зазначимо, що задача квантування формулюється в даний час 
виключно по відношенню до динамічних рядів даних. Однак її знаходження 
в одному таксоні з задачами, які можуть вирішуватися по відношенню до 
матриць і графів дає підставу припустити можливість розглядати задачу 
квантування і по відношенню до інших форм представлення даних. 
Зокрема, такі інструменти обробки даних, як метод головних компонент, а 
також згорткові штучні нейронні мережі фактично виконують квантування 
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даних, які представлені у вигляді матриць [243]. 
Таким чином, категорія обробка даних об'єднує широкий спектр задач, 
які за складністю варіюються від тривіальних до таких, для яких отримання 
точного рішення практично неможливо. З огляду на те, що останні можуть 
зустрічатися в кожному з розглянутих класів, можна говорити про задачі 
інтелектуальної обробки даних, класифікацію яких представимо в такий 
спосіб (рис. 1.7). 
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Рис. 1.7. Класифікація задач інтелектуальної обробки даних 
 
Як видно з аналізу рис. 1.7, основною класифікаційною ознакою задач 
інтелектуальної обробки даних пропонується ознака впливу на порядок 
елементів вхідної вибірки даних. 
Зміна  порядку  елементів  відбувається  при  вирішенні  задач  
ранжирування  і  сортування.  Вхідні  дані  при  цьому  зазвичай  
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представлені  у  вигляді  рядів,  або  зводяться  до  них.  В  інших  
розглянутих  задачах  зміна  порядку  елементів  вхідних  даних  не  
відбувається. 
При  цьому  слід  зазначити,  що  методи  розв'язання  задач  по  
відношенню  до  даних,  які  представлені  у  вигляді  рядів,  матриць  і  
графів  істотно  розрізняються. 
Таким  чином,  проведений  аналіз  задач  аналізу  і  обробки  даних  
дозволив  провести  їх  класифікацію  та  розподіл  за  основними  
таксонами.  Слід  зазначити,  що,  з  огляду  на  динамічний  розвиток  
інтелектуальних  методів  прийняття  рішень,  формування  повної  і  
несуперечливої  класифікації  задач  аналізу  і  обробки  даних  не  
представляється  можливим.  Тому  отримані  результати  слід  розглядати  
як  досить  правдоподібні  гіпотези  про  природу  цих  задач. 
 
1.3. Передумови вибору методів ідентифікації складних 
економічних систем 
Поняття  ідентифікації  систем  в  кібернетиці  означає  встановлення  
засобами  моделювання  зв’язків  між  функціями  вхідних  та  вихідних  
сигналів    на  підставі  доступної  інформації1.  Оскільки  задачі  аналізу  і  
обробки  економічних  даних,  поряд  із  генерацією  гіпотез  та  валідацією  
моделей  добре  піддаються  формалізації,  це  дало  змогу  в  [250]  
об’єднати  їх  в  термін  «ідентифікація  складних  економічних  систем».  
Відповідно  загальним  методологічним  принципам  [194],  найбільш  
ефективне  розв’язання  комплексу  задач  передбачає  використання  
концептуально-подібних  методів  для  кожної  з  них. 
Розвиток  методів  ідентифікації  систем    слід  розглядати  як  з  
позицій  розвитку  методів  моделювання,  так  і  з  погляду  змін  у  повноті  
інформаційного  опису  об’єктів  ідентифікації. 
                                           
1
 Райбман Н.С. Что такое идентификация? - М.: Наука, 1970 - 123 с. 
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Як  вже  зазначалося  в  п.  1.1,  перехід  до  постіндустріального  
суспільства  зокрема  виражається  в  різкому  збільшенні  обсягів  
інформації,  яка  генерується  усіма  його  суб'єктами.  Ще  в  2000  році  
частка  цифрових  способів  зберігання  інформації  поступалася  
аналоговим  і  становила  25 %.  Але  вже  у  2002  році  обсяги  даних,  що  
зберігаються  в  цифровому  і  аналоговому  видах  зрівнялися.   
Ще  через  п'ять  років  на  частку  цифрового  способу  доводилося  
вже  94 %  всієї  інформації,  що  зберігається1.  В  даний  час  основна  
частина  інформації  відразу  створюється  в  електронному  вигляді. 
Перехід  до  електронного  документообігу  при  веденні  бізнесу  
зумовив  процеси  стандартизації  правил  і  процедур  обміну  даними  в  
електронних  системах.  Так,  в  1988  році,  приймається  перша  версія  
міжнародних  стандартів  Unitеd  Nаtiоns  Еlесtrоniс  Dаtа  Intеrсhаngе  fоr  
Аdministrаtiоn,  Соmmеrсе  аnd  Trаnsроrt  –  UN  /  ЕDIFАСT  (ООН  /  
Електронний  обмін  даними  для  адміністрації,  торгівлі  та  транспорту).  
Розроблений  набір  правил  електронного  документообігу  та  комерційних  
елементів  оформлений  у  вигляді  стандартів  ISО,  зокрема  ISО  7372:  
2005  –  Trade  data  interchange  –  довідник  комерційних  елементів  даних,  
сімейство  ISО  9735  –  Electronic  data  interchange  for  administration,  
commerce  and  transport  (EDIFACT)  –  Електронний  обмін  даними  в  
управлінні,  торгівлі  та  на  транспорті  2. 
Введення  зазначених  стандартів  дозволило  розробити  сервіси  для  
електронного  бізнесу  як  найбільшими  компаніями  Оrасlе,  IBM,  
MIСRОSОFT  (BizTаlk  Sеrvеr),  так  і  цілим  рядом  локалізованих  IT-
виробників.  В  результаті  переважна  більшість  інформації,  що  складає  
зміст  інформаційного  наповнення  сучасного  підприємства  в  даний  час  
є  доступним  в  цифровій  формі. 
                                           
1
 Hilbert Martin, Lopez Priscila: The World's Technological Capacity to Store, Communicate, and 
Compute Information. Science 01 Apr 2011: Vol. 332, Issue 6025, pp. 60 -65. URL: 
http://science.sciencemag.org/content/332/6025/60  (last accessed: 19.09.2017) 
2
 International Organization for Standardization. Standards catalogue 35.240.63 - IT applications in 
trade. URL: https://www.iso.org/standard/61434.html  (last accessed: 19.09.2017) 
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Можливість  отримання  при  мінімальних  додаткових  витратах  
практично  будь-якої  інформації  в  електронному  вигляді  в  даний  час  
дозволяє  говорити  про  наявність  передумов  для  створення  
формалізованих  методів  ідентифікації  складних  економічних  систем. 
В  даний  час  існує  кілька  різних  класифікацій  прийомів  і  методів  
ідентифікації  складних  економічних  систем.  Відповідно  до  однієї  з  
найбільш  загальних  класифікацій,  яку  розглянуто,  наприклад  в  [132],  ці  
прийоми  і  методи  слід  ділити  на  формалізовані  (класичні)  і  
неформалізовані. 
Теоретичним підґрунттям класичних методів ідентифікації  є  
моделювання  об’єктів,  що  досліджуються,  за  допомогою системи рівнянь  
(лінійних,  диференційних  та  ін.).  При  цьому  складність  того,  чи  
іншого  об’єкту  безпосередньо  впливає  на  якість  моделі.  Особливо  
складними  для  класичних  методів  ідентифікації  є  семантичні  дані  та  
слабкоструктурована  інформація. 
Формалізовані  методи  мають  на  увазі  виведення  строгих  
аналітичних  залежностей  між  вхідними  даними  і  результатом.  Для  
формалізованих  методів  характерна  повна  повторюваність  результатів,  
незалежно  від  кількості  повторень  і  супутніх  чинників. 
На  підставі  класифікації,  даної  в  [132],  до  формалізованих  
методів  ідентифікації  складних  економічних  систем  можна  віднести: 
– класичні  методи  економічного  аналізу  (метод  ланцюгових  
підстановок,  факторний  аналіз,  диференційний  та  інтегральний  
методи  і  інші); 
– традиційні  методи  економічної  статистики  (методи  середніх  і  
відносних  величин,  групування  даних  по  інтервалах,  визначення  
основних  характеристик  сукупностей  даних) 
– статистичні  методи  дослідження  залежностей  (кореляційний  і  
регресійний  аналіз,  метод  головних  компонент,  дисперсійний  та  
факторний  аналіз,  і  інші); 
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– методи  фінансових  обчислень  (визначення  майбутньої  і  
теперішньої  вартості  інвестицій,  прийоми  нарощування  і  
дисконтування,  розрахунку  процентних  ставок  та  інших  
фінансових  показників); 
– методи  теорії  прийняття  рішень  (різні  методи  оптимізації,  методи  
оцінки  ризику  та  інші,  що  дозволяють  отримати  кількісні  оцінки,  
необхідні  при  прийнятті  рішень). 
До  неформалізованих  методів  там  же  [132]  віднесені  методи,  
засновані  на  описі  процедур  аналізу  даних.  При  цьому  мається  на  
увазі  обов'язкову  участь  в  цих  процедурах  експерта-аналітика,  що  
призводить  до  суб'єктивності  отриманих  результатів,  їх  слабкою  
повторюваності,  а  також  ставить  ефективність  застосування  
неформалізованих  методів  в  пряму  залежність  від  досвіду  та  інтуїції  
експерта-аналітика.  З  огляду  на  останню  обставину  ці  методи  також  
називають  евристичними. 
Хоча  поділ  методів  на  формалізовані  і  неформалізовані  досі є 
поширеним,  аналіз,  який проведений  в  п.  1.2  та  2.1  даного  
дослідження  показує,  що  такої  класифікації  вже  недостатньо  для  
адекватного  позиціонування  багатьох  сучасних  методів  розв’язання  
економічних  задач.   
Методи,  які  використовують  такі  інструменти  та  технології,  як  
машинне  навчання,  багатокритеріальна  нелінійна  оптимізація,  нечіткі  
множини  і  їм  подібні  не  можна  віднести  до  формалізованих,  оскільки  
повторюваність  результатів  в  загальному  випадку  не  забезпечується.   
У  той  же  час  досвід  і  інтуїція  аналітика  при  їх  використанні  не  
грають  такої  ролі,  як  при  застосуванні  формалізованих  методів.  Більш  
того,  в  окремих  випадках  система  прийняття  рішень  може  обійтися  
зовсім  без  експерта.  Тому  доцільно  розширити  класифікацію  методів  
розв’язання  економічних  задач. 
Процес ідентифікації складної економічної системи  відповідно 
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даному раніше визначенню можна представити, як створення моделі такої 
системі. В свою чергу, створення математичної моделі відбувається в два 
основних етапа1: 
1) етап структурної ідентифікації, який передбачає визначення набору 
змінних моделі та її структури; 
2) етап параметричної ідентифікації, на якому відбувається 
визначення параметрів моделі на підставі спостереження за вхідними та 
вихідними сигналами об’єкту керування, а також встановлюється остаточна 
структура моделі. 
Таким чином, процес розв’язання економічної задачі передбачає 
визначення  структури  та  параметрів  певної  економічної  системи.  У  
свою  чергу,  поняття  «система»  вище,  у  вираженні  (1.2),  було  
визначено,  як  сукупність  моделей  її  поведінки  a   та  структури  b ,  
пов'язаних  відношенням  цілісності  ),( baP     
При  побудові  моделей  традиційного  типу,  досліднику  необхідно  
визначити  як  структуру  моделі  b ,  так  і  її  поведінку  на  всьому  
просторі  вхідних  даних  a .  Причому  останнє  завдання,  як  було  
показано  вище,  може  не  мати  точного  рішення  для  складних  систем  з  
огляду  на  існування  межі  Бремермана,  тому  ефективність  його  рішення  
багато  в  чому  визначається  досвідом  і  інтуїцією  розробника  моделі. 
Сучасний  інструментарій  аналізу  слабкоструктурованих  даних  
дозволяє  багато  в  чому  автоматизувати  завдання  визначення  a   за  
рахунок  використання  навчальних  алгоритмів  і  інших  прийомів,  суть  
яких  як  зводиться  до  визначення  моделі  поведінки  системи  на  підставі  
наявних  даних  про  неї.  Можна  сказати,  що  досліджувані  дані  в  цьому  
випадку  є  повноправним  компонентом  моделі.  Такі  системи  аналізу  
традиційно  звуться  «інтелектуальними». 
                                           
1
 Штейнберг Ш.Е. Идентификация в системах управления: монография. М.: Энергоатомиздат, 
1987. 81 с. 
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Логіка  побудови  даного  дослідження  протиставляє  інтелектуальні  
засоби  обробки  даних  традиційним.  Перш  ніж  обґрунтувати  таке  
протиставлення,  розглянемо,  що  являє  собою  концепція  інтелектуальних  
обчислень. 
Термін  «Штучний  інтелект»  вперше  був  використаний  в  1956  
році  в  доповіді  Джона  Маккарті  на  конференції  в  Дартмутського  
університеті  і  позначав  науку  і  технологію  створення  інтелектуальних  
машин,  особливо  інтелектуальних  комп'ютерних  програм  [45]. 
Згодом  поняття  штучного  інтелекту  (ШІ)  еволюціонувало  і  в  
даний  час  під  цим  терміном  частіше  розуміють  «властивість  
інтелектуальних  систем  виконувати  творчі  функції,  які  традиційно  
вважаються  прерогативою  людини»  [77]. 
За  60  років,  що  минули  з  моменту  винаходу  самого  терміна,  
з'явилася  велика  кількість  різновидів  систем  ШІ,  порівнювати  які  між  
собою  некоректно.  Проте,  основною  ознакою  інтелектуальних  систем  
слід  вважати  здатність  до  навчання,  в  тому  числі  до  самонавчання  і  
самомодифікації.  Саме  це  відокремлює  інтелектуальні  системи  від  
традиційних,  де  варіанти  розвитку  подій  жорстко  задані  на  стадії  
проектування. 
За  своїми  основними  характеристиками,  призначенням  та  
способам  використання  інтелектуальні  методи  вирішення  економічних  
завдань  займають  проміжне  положення  між  повністю  формалізованими  
і  неформалізованими  методами  (рис.  1.8).   
Дана  класифікація  (рис.  1.8)  містить  три  основні  категорії: 
традиційні  аналітичні  методи,  які  в  даному  випадку  тотожні  
визначенню  формалізованих  методів,  яке  наведено  вище,  тобто  
використовують  моделі,  з  повністю  визначеною  структурою  b ,  і  її  
поведінкою  a   на  всьому  просторі  вхідних  даних.  Ці  методи  
використовуються  на  першому  і  другому  рівнях  піраміди  прийняття  
рішень  Давенпорта  (див. рис.  1.3); 
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Рис.  1.8.  Класифікація  методів  пошуку  рішень  економічних  задач 
 
інтелектуальні  методи  пошуку  рішень  засновані  на  моделях  із  
властивостями  самонавчання  або  самомодифікації,  тобто  таких,  для  
яких  параметри  структури  b   і  поведінки  a   на  стадії  проектування  
визначені  не  повністю.  Інтелектуальні  методи  застосовуються  тоді,  
коли  отримати  аналітичне  рішення  неможливо,  або  дуже  складно  і  
використовуються  на  другому  і  третьому  рівнях  піраміди  Давенпорта; 
евристичні,  або  неформалізовані  методи  пошуку  рішень  засновані  
на  досвіді,  знаннях  та  інтуїції  людини.  Вони  використовуються  при  
груповому  прийнятті  рішень,  при  необхідності  врахування  колективної  
думки,  а  також  у  випадках  неможливості  застосування  інших  методів.  
Крім  того  результати  їх  застосування  широко  використовуються  для  
подальшого  аналізу  іншими  методами,  включаючи  математичну  
статистику,  нечітку  логіку  та  інші. 
Як  зазначалося  в  п.  1.1,  використання  аналітичних  методів  
характерно  для  верхнього  рівня  піраміди  Давенпорта  (рис.  1.2),  як  
мінімум  в  силу  історичного  періоду  виникнення  цього  рівня.  Проте,  ці  
методи  використовуються  і  на  інших  рівнях  піраміди.  Для  того  щоб  
сформулювати  основні  умови  застосування  традиційних  методів  аналізу  
даних,  розглянемо  основні  етапи  їх  еволюції. 
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Фактично,  розвиток  цих  методів  може  бути  відстежено  з  
XVII століття, коли І. Ньютон  та  В. Лейбніц незалежно один від одного 
розробили основні методи диференційних обчислень. Згодом методи  
диференціальних  обчислень  було розширено Л. Ейлером, Ж. Лагранжем та 
іншими математиками в теорію диференціальних рівнянь – що дало 
потужний інструмент теоретичних та прикладних досліджень різноманітних 
динамічних процесів і систем, зокрема економічних. В даний час якісна 
теорія диференціальних рівнянь, або, як тепер її частіше називають, теорія 
динамічних систем, розвивається найактивніше. Саме в її рамках  
розроблені найважливіші результати з застосування теорії диференціальних 
рівнянь в прикладних дослідженнях.  
Методи  розв’язання  задачі  відновлення  залежностей  в  даних  слід 
досліджувати  з  моменту  розробки  К.  Гауссом  в  1794  р  методу  
найменших  квадратів.  У  1890-х  роках  К.  Пірсоном,  Ф.  Еджуортом  і  
Р. Уелдоном  було  введено  лінійний  коефіцієнт  кореляції.  Розробка  
методів  апроксимації  даних  і  скорочення  розмірності  їх  опису  була  
розпочата  на  початку  XX  століття,  коли  К.  Пірсон  створив  метод  
головних  компонент  [89]. 
На  початку  XX  століття  в  роботах  А.  А.  Маркова  було  
сформульовано  визначення  процесів,  які  отримали  в  подальшому  назву  
«Марковських».  Теорія  Марковських  процесів  дозволяє  описати  
ситуації,  в  яких  «майбутнє»  не  залежить  від  «минулого»  при  відомому  
«сьогоденні».  Подальші  дослідження  показали  можливість  опису  за  
допомогою  Марковських  процесів  широкого  кола  завдань  різних  сфер,  
включаючи  фізику,  хімію,  економіку,  соціологію,  музику,  ігри  та  інші  
[47]. 
У  першій  половині  XX  століття  було  запропоновано  методи,  які  є  
основою  статистичного  аналізу  даних  по  теперішній  час.  Методи  
аналізу  взаємозв'язків  в  даних  доповнилися  введенням  методу  головних  
компонент,  методу  максимальної  правдоподібності,  які  разом  з  
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розробленим  раніше  кореляційним  аналізом  склали  групу  методів  
факторного  аналізу,  призначенням  якого  є  визначення  взаємозв'язків  
між  змінними  і  зменшення  розмірності  даних. 
У  1930-х  роках  Рональд  Фішер  розробив  основи  дискримінантного  
аналізу,  який  згодом  отримав  розвиток  не  тільки,  як  самостійний  
метод  аналізу  даних,  що  використовується  при  вирішенні  задач  
кластеризації,  а  й  як  основа  для  створення  інших  економетричних  
методів  (наприклад  -  моделі  Альтмана). 
Регресійний  аналіз,  основи  якого  було  закладено  ще  Гауссом,  
згодом  став  одним  з  основних  методів  прогнозування.  При  цьому,  
через  велику  обчислювальну  складність  математичного  апарату,  аж  до  
1970-х  років  розрахунки  по  регресійним  моделям  могли  тривати  до  
24 годин  [62]  і  тільки  з  появою  порівняно  дешевих  і  потужних  
обчислювальних  засобів  з'являється  можливість  більш  оперативної  
роботи  принаймні  із  лінійними  моделями. 
Комбінаторика, як розділ математики, відома і розробляється з 
XVII століття, але до недавнього часу методи комбінаторної оптимізації 
дозволяли успішно вирішувати тільки обмежений спектр проблем, що 
вимагають порівняно невеликих витрат обчислювальних ресурсів. До таких 
методів належать лінійне програмування, різноманітні переборні методи, 
мережеві алгоритми. 
У той же час до завдань комбінаторної оптимізації, які не мають 
рішення за поліноміальний час можна звести багато проблем в області 
проектування, планування і виробництва. Тому зростання обчислювальних 
потужностей сучасної комп'ютерної техніки протягом останніх декількох 
десятиліть спровокував підвищення інтересу до цих завдань і привів до 
появи евристичних алгоритмів, які дозволяють знайти наближені рішення, 
виконуючи порівняно невелику кількість обчислень. 
Крім  методів  аналізу  даних,  в  XX  столітті  значного  розвитку  
отримали  і  методи,  безпосередньо  пов'язані  з  прийняттям  рішень. 
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Так,  найважливіше  завдання  розробки  методу  лінійної  оптимізації  
економічних  процесів  було  вирішено  в  1939  році,  коли  
Л. В. Канторович  опублікував  роботу  «Математичні  методи  організації  і  
планування  виробництва»,  в  якій  заклав  основи  лінійного  
програмування  [127].  Сам  термін  «програмування»  був  запропонований  
в  середині  1940-х  років  іншим  основоположником  методу  
Дж. Данцигом  і  в  англійській  мові  є  синонімом  слова  «планування». 
Оскільки  реальні  економічні  і  соціальні  процеси  не  завжди  
можуть  бути  виражені  лінійними  залежностями,  в  1970-х  роках  
пропонуються  методи  вирішення  задач  оптимізації,  що  містять  
нелінійності  різних  типів.  Однак  з  очевидних  причин  жодному  з  
запропонованих  методів  нелінійного  програмування  не  притаманна  
універсальність  лінійного. 
Значний  вплив  на  розуміння  і  прогнозування  процесів  прийняття  
рішень  мав  розвиток  теорії  ігор,  яку  було  розроблено  Дж. Фон  
Нейманом  і  О.  Моргенштерном  [191]  в  1944  році.  Уже  в  1949  році  
сферу  застосування  теорії  ігор  істотно  розширює  Дж.  Неш,  який  ввів  
поняття  некооперативної  рівноваги  і  розробив  методи  її  аналізу  [53].  
Тим  самим  була  доведена  неоптимальність  класичного  «егоїстичного»  
підходу  А.  Сміта  до  ринкової  конкуренції  і  почалося  формування  
математичних  інструментів  економічного  моделювання  нового  
покоління.  Подальший  розвиток  ігрового  підходу  до  аналізу  прийняття  
рішень  було  продовжено  зокрема  розробкою  принципів  і  методів  
рефлексивного  управління  [139],  при  якому  враховуються  не  тільки  
об'єктивні  фактори,  а  й  схильності  суб'єктів  гри  і  їх  бачення  ситуації. 
В  середині  XX  століття  значно  розширилися  дослідження  в  
області  теорії  графів.  Хоча  її  основи  заклав  ще  Л.  Ейлер,  але  тільки  в  
1920  -  30-х  роках  було  сформульовано  і  доведено  теореми  щодо  
основних  властивостей  графів  (зв'язності,  планарності,  симетрії),  а  сама  
теорія  виділилася  в  окремий  математичний  напрямок  в  працях  
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Д. Кьоніга.  З  розвитком  кібернетики,  обчислювальної  техніки,  
ускладненням  задач  планування,  інтерес  до  теорії  графів  різко  виріс,  
але  вирішення  практичних  завдань,  внаслідок  їх  великої  
обчислювальної  складності,  по  вже  згаданим  причинам,  стало  
можливим  лише  у  1970-х  роках. 
Розвиток грошових та фінансових відношень визвав появу та розвиток 
фінансової математики, яка спрямована на розв’язання задач, пов’язаних із 
фінансовими розрахунками, з погляду насамперед грошових потоків, які 
генерують ті, чи інши фінансові інструменти. Само поняття грошових 
потоків пов’язано із поняттям вартості грошей у часі, автором якого є 
іспанський теолог та економіст XVI сторіччя Мартін де Аспилькуэта.  
В даний час можна визначити такі головні напрями розвитку 
фінансової математики, як  
– класична фінансова математика або математика кредиту, що 
досліджує  питання, пов'язані з різними борговими інструментами , 
аналіз потоків платежів, проведення процентних розрахунків; 
– стохастична фінансова математика, що включає розрахунок 
«справедливої» ціни фінансових інструментів; 
– проведення актуарних розрахунків, які складають математичну основу 
страхування; 
– економетричні розрахунки, пов'язані з прогнозуванням поведінки 
фінансових ринків. 
Серед важливіших досягнень фінансової математики слід відмітити 
портфельну теорію, яка дозволяє вирішити задачу оптимізації портфелю 
інвестицій. Вперше даний підхід до формування портфелів запропонував 
Гаррі Марковіц, який згодом отримав за ці дослідження Нобелівську 
премію. В рамках портфельного підходу прибутковості інструментів 
вважаються випадковими величинами з деяким математичним очікуванням, 
дисперсією і коваріаціями між прибутковістю інструментів.  
Портфельна теорія Марковіца стала основою для розроблення 
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сучасної теорії ціноутворення фінансових активів - CAPM (Capital Assets 
Pricing Model). 
Таким  чином,  традиційний  математичний  апарат,  розроблений  до  
теперішнього  часу,  включає  велику  кількість  різноманітних  
математичних  інструментів,  які  можуть  бути  використані  для  пошуку  
рішень  економічних  задач. 
Розглянемо  традиційні  інструменти  для  розв’язання  задач  аналізу  
даних  (відповідно  до  класифікації,  даної  на  рис.  1.5). 
Для  розв’язання  задач  класифікації  можуть  застосовуватися  
методи  дискримінантного  аналізу,  що  дозволяють  визначити  межі  між  
класами  в  вибірці.  В  економіці  найбільше  використання  отримав  
лінійний  дискримінантний  аналіз,  за допомогою  якого,  зокрема  були  
визначені  граничні  значення  між  рівнями  фінансового  стану  
підприємств  в  моделі  Альтмана. 
Регресійний  аналіз  включає  набір  моделей  і  методів,  що  
дозволяють  визначати  параметри  рівнянь  залежності  безперервних,  чи  
категоріальних  величин  від  незалежних  змінних.  Найбільшого  
поширення  з  них  при  розв’язанні  економічних  задач  отримали  моделі  
лінійної  та  логістичної  регресії.  Нелінійні  регресійні  моделі,  хоча  і  
існують,  знаходять  набагато  менше  застосування,  через  їхню  складність  
і  ряду  принципових  недоліків. 
Описові  методи  аналізу  даних,  строго  кажучи,  принципово  не  
можуть  повністю  відповідати  визначенню  традиційних  методів,  яке  
дано  вище.  Тому  в  цій  групі  обмежимося  виділенням  тих  з  них,  в  
яких  процедура  аналізу  формалізована  найкращим  чином. 
Для  кластеризації  даних  розроблено  ряд  імовірнісних  методів,  які  
засновано  на  виділенні  груп  в  вибірці  даних,  та  визначенні  їх  центрів  
за  принципом  мінімізації  середньоквадратичної  відстані  між  центром  і  
елементами  групи.  Але  більшість  цих  методів  вимагають  попереднього  
визначення  кількості  кластерів  (k-means,  k-medians,  EM-алгоритм),  що  
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дає  підставу  ставити  під  сумнів  їх  формальну  приналежність  до  
алгоритмів  кластеризації  [197]. 
Рішення  деяких  задач  з  аналізу  зв'язків  може  здійснюватися  за  
допомогою  методів  математичної  статистики.  Так,  для  виявлення  
причинно-наслідкових  зв'язків  в  рядах  даних  використовуються  
автокореляція,  а  для  їх  подання  -  моделі  авторегресії. 
Для  пошуку  аномалій  можуть  бути  використані  статистичні  
методи  визначення  «вибросів»,  серед  яких  критерій  міжквартільних  
відстаней,  критерій  Шовене,  тест  Граббса,  критерій  Пірса  і  інші.  
Однак,  всі  ці  методи  можуть  застосовуватися  лише  до  даних,  які  
представлено  у  вигляді  рядів. 
Для  інших  задач  з  аналізу  даних  традиційних  методів  вирішення  
або  не  існує,  або  результати  їх  застосування  в  даний  час  вже  не  
мають  практичної  цінності. 
Перейдемо  до  інструментів  обробки  даних. 
Традиційні  методи  ранжирування  та  сортування  даних  
дозволяють  ефективно  розв’язувати  ці  задачі  лише  за  наявності  
єдиного  критерію,  або  критеріїв,  що  знаходяться  в  строгому  
ієрархічному  підпорядкуванні.  Чим  менш  чітким  є  поле  критеріїв,  тим  
нижче  ефективність  традиційних  методів. 
Фільтрацію  і  очищення  даних  в  простих  випадках  може  бути  
виконано  методами  математичної  статистики,  розглянутими  вище,  
стосовно  до  задачі  пошуку  аномалій. 
Задача  відновлення  пропущених  даних  досить  ефективно  
вирішується  регресійними  методами,  при  наявності  адекватної  моделі  
розподілу  даних.  Крім  них  використовуються  методи,  засновані  на  
кластерному  аналізі,  факторному  аналізі,  сплайн-інтерполяції,  а  в  
простих  випадках  –  заповнення  за  середнім.  Але  при  великих  обсягах  
пропущених  даних  ці  методи  не  дають  прийнятних  результатів. 
Задача  квантування  зазвичай  пов'язана  з  необхідністю  стиснення  
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даних.  Існуючі  алгоритми  дозволяють  успішно  її  вирішувати  при  
квантуванні  за  часом,  або  рівнем  з  постійним  кроком.  Задача  
квантування  з  перемінним  кроком  виникає  рідше,  але  стандартних  
методів  її  розв’язання  поки  не  існує. 
В  цілому,  можна  зробити  висновок,  що  традиційні  методи  мають  
розвинений  математичний  апарат  обробки  даних,  їх  аналізу  та  
прийняття  рішень.  У  деяких  сферах  економіки  вони  до  сих  пір  
залишаються  головним  інструментом.  Наприклад,  об'ємна  монографія  
К. Брукса  і  С.  Солакоса,  що  вийшла  в  2010  році  та  присвячена  
моделюванню  і  прогнозуванню  ринку  нерухомості  [7],  розглядає  тільки  
традиційні  методи.  Втім,  автори  її  відзначають,  що  застосування  цих  
інструментів  виправдано  в  стабільних  економічних  умовах,  оскільки  
ринок  нерухомості  має  досить  велику  інерцію.  У  країнах  же,  які  
переживають  бурхливий  економічний  ріст,  або  навпаки  -  кризу,  
статистичні  моделі  не  можуть  бути  використані  для  отримання  
адекватних  результатів. 
У  той  же  час  вже  в  1960-х  роках  вчені  стали  звертати  увагу  на  
те,  що  класичні  підходи  до  вирішення  економічних  завдань  містять  
деякі  непереборні  недоліки  [42]. 
Основним  недоліком  традиційних  статистичних  методів  аналізу  є  
те,  що  в  їх  основі  лежить  гіпотеза  про  стаціонарність  розподілу  
аналізованих  даних.  Під  стаціонарністю  розуміється  сталість  основних  
характеристик  розподілу.  Існує  кілька  видів  стаціонарності  [89,  108]: 
Умова  строгої  стаціонарності  виконується  для  ряду  yt  в  тому  
випадку,  якщо  спільний  розподіл  m  спостережень  не  залежить  від  
зсуву  за  часом,  тобто  збігається  з  розподілом  ltmltlt yyy  ,..., 21   для  будь-
яких  m,l,t1…tm.  Строга  стаціонарність  передбачає  слабку  стаціонарність. 
Умова  слабкої  стаціонарності  виконується  в  тому  випадку,  якщо  
такі  характеристики  розподілу,  як  математичне  очікування,  дисперсія  і  
коваріація  є  постійними  в  будь-який  період  часу: 
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При  порушенні  цих  умов  ряд  є  нестаціонарним. 
Оскільки  для  економічних  даних  умова  стаціонарності  (1.3)  часто  
не  виконується,  розроблено  методи,  що  дозволяють  в  деяких  випадках  
привести  нестаціонарний  ряд  до  стаціонарного  виду.  При  цьому  
говорять,  що  такий  ряд  є: 
а)  тренд-стаціонарним  щодо  детермінованого  ряду  f  (t),  якщо  
ряд  (yt  -  f  (t))  є  стаціонарним.  До  тренд-стаціонарних  зокрема  можуть  
відноситися  ряди  даних,  що  описують  сезонні  коливання  продажів; 
б)  інтегрованим,  порядку  k,  якщо  ряд  yk ,  отриманий  в  
результаті  k  взяття  різниць,  або  диференціювання  ряду  yt  є  
стаціонарним  рядом,  але  при  цьому  ряди  yk 1   і  yt  не  є  
стаціонарними,  або  тренд-стаціонарними  рядами.  Інтегровані  ряди  
різних  порядків  утворюють  клас  різницево-стаціонарних  (difference-
stationary)  часових  рядів.  Ряди  цього  класу  зустрічаються  серед  даних  
про  динаміку  прибутковості  підприємств. 
Адекватність  однофакторной  регресійній  моделі  y  =  a  +  bx,  де  
вхідні  дані  представлені  рядами  {xt},  {yt},  залежить  від  класу  
стаціонарності  рядів  {xt}  і  {yt}  наступним  чином  [91]: 
а)  якщо  ряди  {xt}  і  {yt}  є  стаціонарними,  адекватна  регресійна  
модель  може  бути  отримана  традиційними  методами; 
б)  якщо  {xt}  і  {yt}  є  інтегрованими  рядами  одного  порядку  
інтегрування  1d ,  а  ряд  залишків  моделі  є  стаціонарним,  то  такі  ряди  
називають  коінтегратівнимі  і  по  відношенню  до  них  адекватна  
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регресійна  модель  також  може  бути  отримана  традиційними  методами; 
в)  якщо  ряди  {xt}  і  {yt}  мають  різний  тип  нестаціонарності  
(наприклад,  ряд  {xt}  -  тренд-стаціонарний,  а  ряд  {yt}  -  разностно-
стаціонарний),  то  отримання  адекватної  регресійної  моделі  не  
гарантується  навіть  після  процедур  виключення  тренда  ,  або  
інтегрування  відповідних  рядів. 
г)  якщо  ряди  {xt}  і  {yt}  мають  різний  порядок  інтегрування,  
регресійна  модель  може  бути  отримана  на  основі  часових  рядів,  
отриманих  зі  вхідних  шляхом  диференціювання  відповідних  порядків. 
Для  перевірки  рядів  на  стаціонарність  використовуються  
спеціально  розроблені  статистичні  процедури,  такі,  як  стандартний  і  
розширений  тест  Дікі-Фуллера  (DF-test  і  ADF-test),  тест  Квятковського-
Філліпса-Шмідта-Шина  (KPSS-тест),  тест  Філліпса-Перрона  (  PP-тест)  
[89].  Для  побудови  моделей  на  підставі  коінтегратівних  часових  рядів  
використовується  підхід,  розроблений  Енглом  і  Грейнжером,  який  
отримав  назву  «модель  коінтеграції». 
Слід  зазначити,  що  при  вирішенні  практичних  завдань  
однофакторні  моделі  використовуються  вкрай  рідко.  Набагато  більший  
інтерес  представляють  собою  багатофакторні  моделі  
y=a0+a1x1+a2x2+a3x3+…+anxn,  де  вхідні  дані  представлені  рядами  {yt},  
{x
1
t},…{x
n
t}.  У  цьому  випадку  вимога  щодо  стаціонарності,  або  
ідентичних  типів  нестаціонарності  поширюється  на  всі  ряди,  що  
збільшує  складність  вирішення  завдання  у  порівнянні  з  однофакторною  
коінтегратівною  моделлю,  пропорційно  n. 
Ще  сильніше  обмежує  застосування  регресійних  моделей  
мінливість  характеристик  розподілу,  яка  спостерігається  при  аналізі  
реальних  часових  рядів,  а  також  їх  сильна  залежність  від  зовнішніх  
факторів,  що  провокує  викиди,  які  далеко  виходять  за  межі  
статистичних  похибок.   
У  деяких  випадках,  якщо  зміна  характеристик  розподілу  
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відбувається  порівняно  повільно,  ряд  вважається  квазістаціонарним  і  
може  бути,  з  деякими  обмеженнями,  включений  в  регресійну  модель.  
Однак,  незважаючи  на  те,  що  апарат  традиційних  методів  аналізу  
продовжує  удосконалюватися  до  сих  пір,  починаючи  з  1990-х  років  
намітилася  стійка  тенденція  переходу  до  методів,  які  не  вимагають  
дотримання  умов  стаціонарності  в  будь-якому  вигляді. 
Спираючись  на  результати  досліджень  [126,  201,  225  і  ін.]  
А. Матвійчук  у  своїй  монографії  [150]  обґрунтовує  доцільність  
переходу  у  розв`язанні  економічних  задач  від  традиційних  методів  до  
використання  нечіткої  логіки  і  штучних  нейронних  мереж,  що  в  
кінцевому  підсумку  повинно  змінити  парадигму  розвитку  економічної  
науки. 
Не  заперечуючи  справедливість  цього  твердження,  звернемо  увагу  
на  те,  що  інструментарій  економіко-математичного  моделювання  не  
може  вичерпуватися  двома  перерахованими  підходами  і  повинен  
вибиратися  виходячи  з  особливостей  розв’язуваних  задач. 
Наприклад,  для  вирішення  задач  регресії  використання  
статистичних  методів  виправдано  в  наступних  випадках: 
– аналізовані  процеси  мають  стаціонарний,  або  квазістаціонарний  
характер,  або  можуть  бути  зведені  до  таких; 
– є  апріорні  відомості  про  характер  залежностей  в  даних; 
– вибірка  даних  занадто  мала  для  використання  методів  машинного  
навчання. 
Аналогічні  правила  можуть  бути  сформульовані  і  для  інших  
задач,  розглянутих  в  даному  дослідженні,  тому  доцільно  сформулювати  
загальні  умови  використання  для  вирішення  економічних  завдань  
традиційних  методів: 
– існують  очевидні  логічні  взаємозв'язки  між  вхідними  даними  і  
рішеннями; 
– використання  інтелектуальних  методів  не  дає  переваги  за  обраним  
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критерієм  оптимальності  рішення  (вартість,  ефективність,  
швидкість  і  тому  подібні),  або  їх  інтегрованої  сукупності; 
– характер  задачі  відповідає  умовам  адекватності  даного  методу  
рішення; 
Але, в цілому, економічні відносини в даний час розвиваються в 
напрямку їх ускладнення: необхідності врахування великої кількості 
інформації, зменшення часу на прийняття рішень і інших чинників. Це в 
свою чергу, відповідно до теореми Геделя про неповноту [238], обумовлює 
неминуче ускладнення методів ідентифікації складних економічних систем 
та перехід до методів, які засновано на використанні принципів 
інтелектуальних обчислень. 
Нижче ці методи будуть розглянуті докладніше. 
 
 
Висновки до розділу 1 
Проведений аналіз дозволив виділити тенденції розвитку 
інформаційного середовища, характерні для сучасного суспільства. З 
розвитком і поширенням обчислювальної техніки, відбувається різке 
збільшення її ролі в процесах прийняття рішень від суто обчислювальних 
задач і забезпечення швидкого доступу до даних для осіб, що приймають 
рішення до повноважень в самостійному прийнятті рішень в умовах 
невизначеності. Використання інтелектуальних методів аналізу слабко 
структурованих даних для прийняття рішень в складних системах дозволяє 
знизити витрати на розробку і супровід систем управління, підвищити їх 
точність, та є актуальним для вирішення більшості економічних задач, які 
можуть бути описані за формальними ознаками і не засновані на 
використанні суто людських якостей. 
Серед методів інтелектуального аналізу і обробки даних в даний час 
найбільш інтенсивно розвиваються такі, об’єктом яких є 
слабкоструктуровані дані. Концепція вилучення інформації з таких даних 
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отримала назву Data Mining та використовує останні досягнення в сфері 
штучного інтелекту, машинного навчання та суміжних областей. 
Використання інтелектуальних методів аналізу слабко структурованих 
даних для прийняття рішень в складних системах дозволяє знизити витрати 
на розробку і супровід систем управління, підвищити їх точність, та є 
актуальним для вирішення більшості економічних задач, які можуть бути 
описані за формальними ознаками. Але обсяги даних, що аналізуються і 
необхідні обчислювальні ресурси навіть для задач середньої складності 
виходять далеко за рамки можливостей персональних комп'ютерів.  
Бурхливий розвиток інформаційного суспільства, який зараз 
спостерігається, спричинив виникнення нових задач для інтелектуального 
аналізу та обробки даних. Швидкість цих процесів є такою, що існуючі 
підходи до класифікації відповідних економічних задач вже не відповідають 
фактичному становищу справ в цієї сфері. У той же час систематизація та 
класифікація є одним з найважливіших компонентів наукових досліджень, 
який сприяє розвитку науки і переходу її з емпіричного на системний 
рівень.  
Проведені дослідження дозволили вдосконалити та актуалізувати 
класифікацію задач аналізу і обробки даних, яка на відміну від існуючих 
враховує додатковий критерій угрупування – розмірність простору вхідних 
даних. Кількість рангів класифікації задач аналізу даних збільшено, за 
рахунок виділення і впорядкування таксономічних ознак. Це дозволяє 
краще зрозуміти взаємозв'язок між різними класами задач і методами їх 
вирішення, що підвищує ефективність аналізу даних. Основною 
класифікаційною ознакою задач інтелектуальної обробки даних 
пропонується ознака впливу на порядок елементів вхідної вибірки даних.  
Вдосконалена класифікація надає змогу вдосконалити формалізацію 
процесу пошуку методів рішення економічних задач за рахунок виявлення 
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взаємозв'язків між класами задач та способами їх вирішення . 
Сучасним економічним процесам властиве зростання складності та 
зменшення стаціонарності, що вимагає розширювати застосування 
інноваційних інтелектуальних методів ідентифікації складних економічних 
систем. Однак, в деяких випадках, які досліджено в дисертації, все ще 
виправдане використання класичних методів і інструментів математичної 
статистики, лінійного програмування, теорії ігор, мережевого аналізу і їм 
подібних. 
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РОЗДІЛ 2 
КОНЦЕПТУАЛЬНІ ОСНОВИ СИНТЕЗУ ІННОВАЦІЙНИХ 
ІНТЕЛЕКТУАЛЬНИХ СИСТЕМ ПРИЙНЯТТЯ  РІШЕНЬ 
 
2.1. Аналіз інтелектуальних методів ідентифікації складних 
економічних систем 
Розглянемо далі класифікацію методів, які використовуються для 
вирішення задач інтелектуального аналізу і обробки даних – 
інтелектуальних обчислень. 
Визначення 2.1. 
Інтелектуальними обчисленнями будемо називати методи та системи 
штучного інтелекту, які спрямовані на підтримку прийняття рішень, 
зокрема на вирішення задач інтелектуального аналізу даних, обробки даних, 
оптимізації. 
Можна виділити два класичних підходу до класифікації та розробки 
методів інтелектуальних обчислень – «нисхідний» і «висхідний» [12]. 
Нисхідний, або семіотичний підхід (англ. Top-Down AI) – це створення 
систем штучного інтелекту на основі імітації високорівневих психічних 
процесів, таких як мислення, міркування. Результатом застосування цього 
підходу є, наприклад, експертні системи, бази знань, системи логічного 
висновку (включаючи нечітку логіку). 
Висхідний, або біологічний підхід (англ. Bottom-Up AI) – це створення 
систем штучного інтелекту на основі моделювання базових біологічних і 
фізичних процесів. Результатами застосування цього підходу є такі 
інструменти штучного інтелекту, як штучні нейронні мережі. 
Подальший розвиток методів аналізу даних змусив розширити цю 
класифікацію. Різні школи пропонують різні її варіанти, але в рамках 
даного дослідження будемо виділяти в якості самостійних агентно-
еволюційний та імітаційний підходи до проектування інтелектуальних 
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систем. 
Визначення 2.2. 
Агентно-еволюційний підхід – це використання для рішення задачі 
деякого набору самостійних програм - агентів. Агенти діють в програмно-
створеному середовищі, характеристики якого залежать від умов 
розв'язуваної задачі. Кожен агент наділений деякими можливостями щодо 
сприйняття умов середовища, і вибору варіантів дій, виходячи з цих умов. 
Для даного підходу характерна не тільки часова, а й просторова 
неоднорідність створюваної моделі. В рамках агентно-еволюційного 
підходу можна виділити генетичні алгоритми та інші непереборні методи 
вирішення NP-повних задач (імітація відпалювання, метод мурашиних 
колоній) 
Визначення 2.3. 
Імітаційний підхід дозволяє створювати і досліджувати моделі систем, 
для яких відомі лише деякі закономірності поведінки (так звана «чорна 
скриня»). Переваги імітаційного підходу виявляються тоді, коли необхідно 
отримати знання про поведінку системи, яка складається з безлічі «чорних 
скринь», що звичайними методами зробити неможливо. 
Розглянемо основні особливості інтелектуальних засобів підтримки 
прийняття рішень, які використовуються в даний час для рішення 
економічних задач. 
Експертні системи. 
Довгий час експертні системи були найбільш поширеним і 
комерційно-успішним інтелектуальним методом ідентифікації складних 
економічних систем. Парадигма експертних систем передбачає програмну 
імітацію дій людини-експерта. У ряді випадків експертна система дозволяє 
замінити фахівця-людину, що важливо в разі неможливості його залучення. 
До таких випадків відносяться: 
– необхідність цілодобової роботи; 
– забезпечення підтримки швидкозростаючих галузей, де відчувається 
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дефіцит фахівців; 
– рішення епізодично-виникаючих завдань, де залучення фахівця 
економічно недоцільно. 
Хоча теорія експертних систем в сучасному вигляді була розроблена в 
1970-х роках, проте, сама концепція логічного вибору певного варіанту на 
основі аналізу деякого набору вихідних передумов набагато старше . Так, ще 
в середині XIX століття були розроблені прототипи пристроїв для 
автоматизованої медичної діагностики [134]. Практичне використання 
експертних систем почалося в 1940-х роках в США. У цей час, у зв'язку з 
призовом для участі в бойових діях там склався дефіцит досвідчених 
кредитних аналітиків. Це призвело до появи скорингових моделей і методів 
оцінки потенційних кредитних ризиків, які також можна розглядати, як 
різновид експертних систем. Теоретичною основою скорингових моделей 
стали розробки Д. Дюрана [13]. 
Сучасна теорія експертних систем передбачає обов'язкову наявність 
бази знань, яка містить сукупність фактів і правил логічного висновку з 
них, якими користується система. База знань може бути як статичною, так і 
динамічною. У першому випадку набір знань, заданий на етапі розробки 
системи, не змінюється в процесі її функціонування. У другому випадку 
вихідний набір знань може автоматично доповнюватися в процесі роботи 
системи. Використання динамічних баз знань дозволяє створювати 
експертні системи із властивістю самонавчання. 
Включення правил логічного висновку до складу баз знань докорінно 
відрізняє їх від баз даних, де міститься тільки інформація. Зокрема, система, 
логічного висновку може на підставі аналізу інформації отримувати знання, 
які в чистому вигляді були відсутні у вихідних базах. 
Згідно Дж. Джарратано і Г. Райлі експертні системи можуть 
використовуватися для вирішення таких завдань, як [113] 
– інтерпретація даних;  
– діагностика;  
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– моніторинг;  
– проектування;  
– прогнозування;  
– зведене планування;  
– оптимізація;  
– навчання;  
– керування;  
– ремонт;  
– налагодження. 
Найважливішою з переваг експертних систем, як інструменту 
підтримки прийняття рішень, є використання концепції «білої скрині», 
тобто прозорість одержуваних висновків. Будь-який результат, отриманий 
за допомогою експертної системи, може бути пояснений на основі вхідних 
даних і наявних в системі знань про об'єкт. 
В даний час експертні системи у класичному вигляді для вирішення 
практичних завдань з аналізу даних і підтримки прийняття рішень 
здебільшого витіснені іншими методами. Однак їх варіанти поширені в тих 
областях, де інформація і відносини між її елементами добре піддається 
формалізації. Це, наприклад, системи клієнтської підтримки, системи 
медичної діагностики і контролю, системи пошуку інформації. 
Нечітка логіка. 
Нечітка логіка, як інструмент підтримки прийняття рішень, 
використовується в умовах неповноти, нечіткості, або розмитості 
інформації про даний об'єкт. Нечіткий опис предметної області набагато 
ближче до природної мови і образу думок людини, ніж опис в термінах 
формальної логіки. Так, засобами нечіткої логіки можуть бути записані і 
використані для виведення такі відносини, як «можливо», «скоріше так, ніж 
ні» «іноді» і тому подібні. Це дозволяє ефективно використовувати даний 
інструментарій для опису предметної області та наповнення баз знань.   
Особливу ефективність методи нечіткої логіки набувають у тих 
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випадках, коли традиційні методи моделювання становляться 
малоефективними, або цілком нездатними до використання внаслідок того, 
що [203]: 
– не всі вхідні та вихідні параметри об’єкту моделювання можуть бути 
визначені кількісно; 
– між низькою вхідних та вихідних параметрів неможливо встановити 
кількісні залежності; 
– існуючі способи моделювання об’єктів призводять до таких 
громіздких конструкцій, що їх практичне використання стає майже 
неможливим; 
– елементи, що входять до складу об’єкту моделювання мають активну 
природу та їх поведінка іноді суперечить здоровому глузду; 
– структура та функції об’єкту моделювання змінюються внаслідок його 
еволюції. 
Математичний апарат нечіткої логіки дозволяє не тільки описувати 
такі елементи, але і чинити з ними операції, еквівалентні таким в класичній 
логіці, а також інтерпретувати результати з практичної точки зору.  
Основою нечіткої логіки є положення про те, що ступінь належності 
елемента до деякої множини може приймати значення не тільки «0», або 
«1», а й інші, в інтервалі [0..1]. При цьому будь-який об'єкт може одночасно 
належати кільком множинам. Так, людина у віці 35 років іншими людьми 
може сприйматися і як «молодий» і як «середнього віку», що не піддається 
опису методами класичної логіки, але легко описується в термінах логіки 
нечіткої. 
Розробка будь-якої системи з використанням апарату нечіткої логіки 
включає мінімум три обов'язкові процедури [120]: 
1. Фаззифікація - визначення нечітких множин і правил перекладу 
вхідних даних у нечіткі (включаючи визначення лінгвістичних змінних і 
функцій належності). 
2. Розв`язання задачі в нечітких термінах – створення правил обробки 
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отриманих даних. 
3. Дефаззифікація - визначення правил перекладу результатів рішення 
в чіткі величини, які можуть використовуватися в подальших процедурах.  
З напрямків використання нечіткої логіки найбільшого поширення 
набули системи нечіткого логічного висновку, серед яких слід виділити 
алгоритм Мамдані [41], алгоритм Сугено [71, 70], алгоритм Цукамото [72], 
алгоритм Ларсена [38]. 
Методи нечіткої логіки ефективні в задачах прийняття 
багатокритеріальних рішень, обробки думок групи експертів. Вони 
знаходять застосування як в управлінні технічними процесами (в тому числі 
в побутових пристроях), так і в системах управління бізнес-процесами 
найвищого рівня, включаючи найбільші банківські консорціуми і 
промислові корпорації. 
Слід зазначити, що нечітку логіку можна розглядати не тільки як 
самостійний інструмент вирішення економічних завдань. Будучи 
використана в якості логічного базису при побудові експертних систем, 
нейронних мереж та інших подібних систем, нечітка логіка виводить їх на 
якісно новий рівень, часто істотно покращуючи ефективність роботи. Цим 
пояснюється стійке зростання значення нечіткої логіки в системах 
підтримки прийняття рішень. 
До недоліків використання нечіткої логіки слід віднести 
трудомісткість розробки нечітких систем та їх високу наукоємність, що 
висуває підвищені вимоги до кваліфікації фахівців в області нечіткої логіки 
та підвищує витрати на розробку та супровод  таких систем і їх 
модифікацію. У той же час, оскільки класична логіка може розглядатися як 
окремий випадок нечіткої, слід користуватися правилом «розумної 
достатності» і застосовувати нечітку логіку тільки там, де це дійсно 
необхідно. 
Дерева прийняття рішень. 
Являє собою багаторівневу бінарну ієрархічну структуру, де кожен 
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вузол (гілка) відповідає за вибір одного з двох варіантів. Підставою для 
вибору є значення з набору вхідних даних. Прохід по гілках продовжується 
до тих пір, поки не буде досягнутий один з варіантів вирішення – лист 
(рис. 2.1). При цьому дерево може тільки розгалужуватись. Сходження гілок 
не допускається. 
На відміну від інших алгоритмів, вхідна інформація в деревах рішень 
не переробляється, що сприяє високій швидкості роботи методу.  
Як видно з рис. 2.1, сутність роботи дерева прийняття рішень досить 
проста і полягає в багаторазовій перевірці умов «якщо-то». Тому відлік 
використання цього інструменту для вирішення практичних завдань слід 
вести не з його винаходу (встановити дату якого яку не представляється 
можливим), а з алгоритмів автоматичної побудови дерева. В даний час 
розроблено досить велику кількість таких алгоритмів, серед яких:  
CLS (Concept Learning System) [31]. Цей алгоритм є найбільш простим 
і ґрунтується на мінімізації суми вартості вимірювань (величини дерева) і 
вартості помилки класифікації. 
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Рис. 2.1. Структура дерева прийняття рішень 
 
  94 
ID3 (Iterative Dichotomiser 3) [61]. Даний алгоритм в якості основного 
критерію оптимальності використовує мінімізацію інформаційної ентропії.  
Алгоритм ID3 має високу швидкодію і застосовується до цих пір, 
проте дерева, одержувані з його допомогою, мають зайву гіллястість.  Для 
усунення цього та інших недоліків, на основі ID3 розроблені інші більш 
досконалі алгоритми, які розглянуто нижче. 
C4.5 і C5.0 [60]. У них додано параметри управління гіллястістю 
дерева, процедури відсікання гілок, можливість роботи з числовими 
атрибутами, а також можливість побудови дерева з неповною навчальною 
вибіркою, в якій відсутні значення деяких атрибутів. 
CART (Classification and Regression Tree)  [5]. На відміну від 
перелічених вище алгоритмів, здатних вирішувати тільки задачі 
класифікації, цей може вирішувати також задачі регресії. Однак 
ефективність його роботи декілька нижче за рахунок принципових 
відмінностей, необхідних для вирішення завдань регресії. 
QUEST (Quick, Unbiased, Efficient Statistical Trees) [39]. Один з нових 
алгоритмів, що дозволяє реалізувати багатовимірне розгалуження по 
лінійним комбінаціям порядкових предикторів і містить ряд засобів 
підвищення надійності і ефективності одержуваних дерев класифікації.  
CTree (Conditional inference trees) [29]. Найсучасніший алгоритм, який 
використовує принцип рекурсивного розбиття на основі перестановок.  
Поряд із тим, що вдосконалення методів побудови дерев прийняття 
рішень триває, порівняльні тести основних з них, проведені в [68] показали 
лише незначну перевагу нових алгоритмів над C4.5, C5.0. 
Дерева прийняття рішень можуть використовуватися для вирішення 
завдань опису даних; класифікації; регресії.  
Опис даних – дає можливість зберігати інформацію про дані в 
компактній формі дерева замість великих табличних описів;  
Класифікація – віднесення об'єктів до одного з заздалегідь відомих 
класів. При цьому результуюча змінна повинна бути дискретною;  
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Регресія – завдання прогнозування, тобто встановлення залежності 
між вхідними та вихідними змінними моделі. Результуюча змінна в цьому 
випадку має безперервні значення. 
Основною перевагою дерева прийняття рішень є наочність 
результатів. При цьому практично не потрібна підготовка даних. Метод 
може працювати одночасно з категоріальним і інтервальними змінними. 
Отримане дерево може бути використано для аналізу взаємозв'язків в даних 
і вилучення інформації про предметну область, тобто реалізує концепцію 
«білої скрині». Також, в [167] показано, що дерева рішень можуть бути 
використані для аналізу значущості даних і відбору вхідних параметрів для 
нейронних мереж. 
До недоліків методу можна віднести принципову неможливість 
гарантованого отримання оптимального дерева при великій кількості 
параметрів, з огляду на те, що задача побудови дерева прийняття рішень 
відноситься до NP-повних. При роботі з деревами рішень не можуть 
використовуватися нечіткі описи даних. 
Штучні нейронні мережі 
Штучні нейронні мережі (ШНМ) в даний час знаходять застосування в 
самих різних областях людської діяльності. Серед них прогнозування 
економічних показників, автоматизація виробничих задач і багато інших. 
Однак своєю появою ШНМ були зобов'язані спробам вирішити задачу 
створення штучного інтелекту. 
Поняття «штучної нейронної мережі» було запропоновано в 1943 році 
[46], а перша успішна модель – «Персептрон» реалізована в 1957 р [64] 
Концепція персептронних мереж й до теперішнього часу залишається 
найбільш поширеною при вирішенні практичних задач, включаючи 
економічні. Розглянемо її. 
Персептронна ШНМ є двомірною структурою, яка складається з 
однотипних елементів – нейронів, згрупованих в шари (рис. 2.2). 
У математичній моделі нейрона кожен синаптичний зв'язок 
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характеризується деяким ваговим коефіцієнтом, визначеним в ході процесу 
навчання. Це дозволяє розглядати безліч синаптичних зв'язків як «пам'ять» 
ШНМ. Нейрон здійснює підсумовування вхідних сигналів і обробку їх 
активаційною функцією. 
 
 
Рис. 2.2. Структура персептронної штучної нейронної мережі 
 
У ранніх моделях ШНМ використовувалася порогова активаційна 
функція виду: 
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Саме використання порогових і лінійних активаційних функцій було 
основним недоліком персептронів першого покоління. При цьому ще в 
ранніх дослідженнях  відзначалася доцільність застосування багатошарових 
мереж і нелінійних активаційних функцій [48], однак задача їх навчання 
була вирішена тільки в 1980-х роках Д. Румельхардом [65]. 
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Зараз при побудові персептронних ШНМ найчастіше 
використовується сигмоїдна активаційна функція, яка має вигляд:  
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Залежно від розташування в структурі нейронної мережі шари мають 
різне призначення і різне назву. 
Вхідний шар сприймає дані. Кількість нейронів у ньому повинна 
відповідати розмірності масиву вхідних змінних. 
Вихідний шар нейронів відображає результати обробки вхідних даних 
нейронною мережею. 
Приховані шари здійснюють основну обробку даних, забезпечуючи 
нелінійність реалізованих функцій. Незважаючи на те, що доведено 
принципову достатність одного прихованого шару для апроксимації функції 
будь-якої складності [247], іноді кілька прихованих шарів дозволяють 
отримати вигоду в кількості нейронів і швидкості навчання мережі.  
Можливість навчання є головною особливістю нейронних мереж. 
Навчання ШНМ проводиться за допомогою спеціалізованих алгоритмів,  що 
виконують настройку вагових параметрів синаптичних зв'язків з масиву 
вхідних даних. В результаті ШНМ при правильному підході до їх побудови 
і навчання мають можливість вірно розпізнавати навіть ті об'єкти, яких не  
було в навчальній вибірці.  
В даний час для нейронних мереж можлива реалізація наступних 
базових парадигм машинного навчання [247]: 
навчання з учителем – нейронна мережа налаштовується на 
запам'ятовування і відтворення залежностей між відомими станами входів і 
виходів. Безліч таких станів називається навчальною вибіркою. Чим більше 
кількість входів і складніше залежність, тим більше прикладів має бути в 
навчальній вибірці. Навчання з вчителем зазвичай має на увазі рішення 
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задач регресії, або класифікації. 
навчання без вчителя – в цьому випадку навчальна вибірка містить 
лише вхідні дані. Навчання має налаштувати нейронну мережу на пошук 
внутрішніх закономірностей в даних. При цьому зазвичай вирішується 
задача кластеризації вхідної множини. Прикладом ШНМ, орієнтованих на 
навчання без вчителя, є самоорганізаційні нейронні мережі, або мережі 
Кохонена [35]; 
навчання з підкріпленням – в процес навчання вводиться додаткова 
система – зовнішнє середовище, яке формує відгуки на рішення, прийняті 
нейронною мережею і таким чином виступає в ролі вчителя. Навчання з 
підкріпленням займає проміжне місце між попередніми парадигмами. 
Також можливі похідні варіанти від перерахованих базових парадигм, 
але найбільшого поширення набули навчання з учителем і навчання без 
учителя. 
До 1986 р були відомі алгоритми навчання тільки для нейронних 
мереж з лінійної активаційною функцією, що істотно обмежувало 
застосування ШНМ. Розробка в зазначеному році алгоритму зворотного 
поширення помилки Back Propagation [65] дозволила вивести 
нейромережеві системи з кризи і сприяла сплеску інтересу до цього методу 
аналізу даних, а також масовому впровадженню ШНМ в практичних 
розробках. 
Удосконалення алгоритмів навчання нейронних мереж триває до 
теперішнього часу. До сучасних крупних досягнень можна віднести 
створення в 2007 р алгоритмів глибинного навчання, розрахованих на 
роботу з великими багатошаровими нейронними мережами в програмах по 
реалізації повноцінного штучного інтелекту (розпізнавання образів, 
моделювання свідомості). 
Нейронні мережі в даний час є найбільш поширеним і найбільш 
універсальним інструментом інтелектуального аналізу даних. Відомо 
більше 20 типів нейронних мереж, різноманітність яких така велика, що 
  99 
один з найбільших вчених – систематизатор в цій області, Саймон Хайкін, 
пропонує для них більш загальний термін - «самоорганізаційні системи, 
здатні до навчання» [247, с. 691]. В сукупності вони дозволяють вирішити 
практично будь-яку задачу з аналізу даних, зокрема розпізнавання образів і 
класифікація, прийняття рішень і управління, кластеризація, прогнозування, 
апроксимація, стиснення даних і асоціативна пам'ять, аналіз даних, 
оптимізація. 
Таким чином, нейронні мережі мають такі переваги, порівняно з 
іншими інтелектуальними методами аналізу даних: 
– універсальність – нейронні мережі можуть бути використані при 
вирішенні широкого спектра задач; 
– робота з інформацією будь-якої природи – у тому числі з графічною 
інформацією, нечіткими даними; 
– ефективні методи контролю процесу навчання – по динаміці 
процесу навчання можна робити висновки про його якість;  
– поширеність – великий вибір програмних продуктів, що дозволяють 
створювати нейромережеві моделі; 
– толерантність до помилок – навіть при недосконалому 
проектуванні нейромережевої системи, або значних шумах і помилках у 
вхідних даних, можна отримати позитивний результат; 
– можливість апаратної реалізації – при необхідності та за умов 
достатнього фінансування це дозволяє отримати багаторазового збільшення 
швидкодії. 
Разом з тим, ШНМ, як інструмент підтримки прийняття рішень, має і 
деякі недоліки: 
– концепція «чорної скрині» – аналіз узагальнень, які отримала ШНМ в 
процесі навчання неможливий, або вкрай утруднений; 
– високі вимоги до продуктивності обчислювальних систем – при 
програмної реалізації великих ШНМ доводиться організовувати розподілені 
обчислення на великої кількості комп'ютерів; 
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– високий рівень емпірики в застосуванні ШНМ – для багатьох 
параметрів нейромережевих моделей (кількість шарів, кількість нейронів, 
обсяг навчальної вибірки) відсутні достовірні способи визначення. Різні 
шляхи вирішення однієї задачі призводять до істотної різниці в результатах 
[172]; 
– проблема навчання ШНМ, пов'язана з тим, що неможливо 
заздалегідь визначити момент зупинки процесу навчання, що забезпечує 
найкращі апроксимуючі властивості отриманої нейронної мережі. Після 
деякої кількості ітерацій навчального алгоритму якість розпізнавання 
прикладів на тестовій вибірці починає погіршуватися. Це пов'язано з тим, 
що ШНМ починає «запам'ятовувати» навчальні приклади замість того, щоб 
шукати залежності між ними і називається ефектом перенавчання. 
Генетичні алгоритми 
Даний метод є представником агентно-еволюційного підходу до 
створення інтелектуальних систем аналізу даних. Як і нейронні мережі, 
генетичні алгоритми (ГА) засновані на математичній інтерпретації процесів, 
що відбуваються в живій природі. Базовими роботами в теорії генетичних 
алгоритмів є праці Дж. Холланда про адаптацію в природних і штучних 
системах [28, 27].  
На відміну від нейронних мереж, генетичні алгоритми орієнтовані на 
задачі пошуку рішень в багатовимірних просторах, зокрема – задачі 
оптимізації. Тому області застосування цих інструментів практично не 
перетинаються, навпаки, використання їх комбінацій в ряді випадків 
дозволяє поліпшити ефективність вирішення економічних завдань [109, 
200]. 
Генетичні алгоритми виділяються серед методів оптимізації досить 
високими швидкодією і якістю роботи, а також універсальністю. Так, до 
функції, максимум, або мінімум якої відстежується за допомогою ГА, не 
пред'являється абсолютно ніяких вимог. Вона може бути переривчастою, 
недиференційованою, або складатися з шматків, які описуються різними 
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рівняннями. У будь-якому випадку, алгоритм дозволить знайти для неї 
оптимальне (або близьке до нього) значення. Незважаючи на те, що 
генетичні алгоритми не завжди дозволяють знаходити абсолютно краще 
рішення, вони гарантують, що рішення буде досить хорошим. ГА істотно 
(іноді – на 4 порядки) підвищують ефективність вирішення задач пошуку 
екстремуму, на відміну від історично сформованих підходів до вирішення 
завдань оптимізації: переборних методів і методів локальної оптимізації 
(зокрем, градієнтних) [248]. Досвід використання ГА для вирішення різних 
задач [144, 157] підтверджує ефективність цього методу. 
Генетичні алгоритми можуть бути використані для розв’язання будь-
яких задач, які можна звести до оптимізаційних. Так, серед економічних 
задач можна виділити такі  [193]: 
– оптимізація функцій; 
– різноманітні задачі на графах; 
– підбір параметрів моделей (в т.ч., дерев рішень, ШНМ); 
– задачі компонування; 
– складання розкладів; 
– визначення оптимальних ігрових стратегій. 
Однією з причин порівняно низької поширеності ГА є високі вимоги 
до кваліфікації розробника генетичних моделей.  
Дійсно, якщо для моделювання ШНМ існує велика кількість 
інтерактивних програмних продуктів, то з моделюванням генетичних 
алгоритмів ситуація зовсім інша. Найважливіший параметр ГА – функція 
пристосованості – є суто індивідуальною для кожного завдання, і 
відповідно повинна бути окремо запрограмована. Внаслідок цього повністю 
інтерактивних пакетів для генетичних алгоритмів не існує, хоча в останні 
роки на ринку програмного забезпечення стали з'являтися продукти, яки 
спрощують процес генетичного моделювання. 
Інші методи оптимізації 
Крім генетичних алгоритмів для пошуку оптимальних рішень в 
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багатовимірних просторах можуть використовуватися також такі агентно-
еволюційні методи, як алгоритм імітації відпалювання, метод мурашиних 
колоній, метод бджолиних колоній, метод рою часток і деякі інші [190]. В 
основі цих методів лежать біологічні, або фізичні процеси, пристосовані до 
вирішення задач комбінаторної оптимізації. 
Так, в основі методу імітації відпалювання лежить процес, який 
використовується в металургії для підвищення однорідності металу при 
його кристалізації. Відомо, що кожен метал має кристалічну решітку, яка, 
описує геометричне положення атомів речовини. Сукупність позицій всіх 
атомів визначає стан системи, причому кожному стану відповідає певний 
рівень енергії. Можна вважати, що чим вище рівень енергії, тим вище 
напруженість в даній точці кристалічної решітки і відповідно тим більш 
крихкою вона є. Чим нижче рівень енергії, тим менше дефектів у решітки і 
міцніше метал. Мета відпалу– привести систему в стан з найменшою 
енергією. 
В ході відпалу метал спочатку нагрівають до певної температури, що 
змушує атоми кристалічної решітки покинути свої позиції. Потім 
починається повільне і контрольоване охолоджування. Атоми прагнуть 
потрапити в стан з меншою енергією, однак, з певною ймовірністю вони 
можуть перейти і в стан з більшою. Ця ймовірність зменшується разом з 
температурою. Процес завершується, коли температура падає до заздалегідь 
заданого значення. 
При вирішенні задач комбінаторної оптимізації замість поняття 
енергії використовується поняття цільової функції.  
На кожному кроці випадковим чином визначається наступний стан і 
обчислюється значення цільової функції. Якщо це значення покращується, 
відбувається перехід системи в новий стан. Якщо погіршується, то перехід 
теж може бути здійснений, але з ймовірністю, яка безпосередньо залежить 
від «температури». З її зниженням зменшується і ця ймовірність. Такий 
алгоритм дозволяє досить ефективно уникати локальних мінімумів 
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простору рішень і з високою ймовірністю знаходити рішення, близькі до 
оптимальних. 
Основними недоліками, що обмежують застосування агентно-
еволюційних методів, є їх порівняно вузька спрямованість, відсутність 
доступного і якісного програмного забезпечення для практичних 
застосувань, необхідність спеціальних знань для складання моделей. При 
цьому потрібно зазначити, що на практиці, наприклад, метод імітації 
відпалювання часто працює швидше і дозволяє знайти краще рішення, ніж 
генетичний алгоритм. Тому доцільні додаткові дослідження щодо їх 
застосування для рішення різних економічних задач. 
Імітаційне моделювання. 
Імітаційна модель являє собою програмну реалізацію реальної, або 
гіпотетичної системи, що складається з деякого набору пов'язаних між 
собою об'єктів з встановленими властивостями. В процесі імітаційного 
експерименту відбувається зміна характеристик об'єктів моделі у часі, що 
взаємно впливає на пов'язані об'єкти. Це веде до зміни стану всієї моделі.  
Існує кілька різновидів імітаційного моделювання  [129, 246]: 
– Моделювання системної динаміки. Виникнення цього напрямку 
пов'язане з ім'ям Дж. Форрестера, який в середині 1950-х років розробив 
його основні засади. Системна динаміка передбачає найвищий рівень 
агрегування компонентів з усіх методів імітаційного моделювання. Даний 
метод заснований на моделюванні руху потоків будь-якої природи в 
системі. Він дозволяє враховувати затримки потоків будь-якого порядку, 
петлі зворотного зв'язку, відображати процеси накопичення і переміщення 
ресурсів, динамічно регулювати інтенсивність потоків. Завдяки ряду 
спрощень, прийнятих в моделях системної динаміки (абстрагування від 
індивідуальних характеристик об'єктів і фізичних характеристик 
навколишнього середовища, безперервність всіх змінних і процесів), вони 
дозволяють простими засобами отримати адекватний опис процесів в 
досить складних системах. 
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Модель системної динаміки може служити для аналізу і розуміння 
причинно-наслідкових зв'язків між будь-якими її компонентами. Дозволяє 
порівняти варіанти рішень з управління системою. Метод є універсальним і 
застосовується для моделювання найрізноманітніших систем, від бізнес-
процесів і моделей виробництва до моделей розвитку епідемій в медичних 
дослідженнях. 
– Дискретно-подійне моделювання передбачає розгляд 
функціонування системи в часі і аналіз впливу на її стан зовнішніх подій, 
які подаються у вигляді «заявок». Найбільш відомим прикладом 
застосування цього різновиду імітаційного моделювання є аналіз систем 
масового обслуговування. 
Сферою застосування дискретно-подійного моделювання можуть 
служити будь-які системи, пов'язані з обслуговуванням потоку об'єктів – 
системи передачі інформації, логістичні, транспортні, виробничі системи і 
багато інших. 
– Агентне моделювання. Передбачає визначення поведінки одиничної 
простої структури – агента – у взаємодії з іншими такими ж агентами і 
навколишнім середовищем. Агент може розглядатися як деяка сутність, яка 
має активність, автономну поведінку, може приймати рішення відповідно 
до деякого набору правил, може взаємодіяти з оточенням і іншими 
агентами, а також може еволюціонувати. Вивчення поведінки сукупності 
агентів дозволяє отримати інформацію про властивості системи, що 
вивчається, на макрорівні. 
Агентний підхід доцільно застосовувати в тому випадку, коли 
індивідуальна поведінка об'єктів має великий вплив на поведінку системи в 
цілому. До таких завдань відносяться моделювання ринків, конкуренції, 
динаміки населення і інших. Крім того, агентний підхід може 
застосовуватися і спільно з іншими різновидами імітаційного моделювання, 
зокрема, в рамках моделей системної динаміки. 
Взаємозв'язок між методами інтелектуальних обчислень в рамках 
  105 
виділених вище підходів показано на рис. 2.3.  
Як видно з розгляду класифікації, показаної на рис. 2.3, деякі методи 
інтелектуальних обчислень можуть бути розглянуті в рамках декількох 
підходів. Це не є наслідком недосконалості класифікації, а показує 
багатогранність розглянутих концепцій. 
При цьому слід мати на увазі, що універсальні методи в рішенні 
деяких задач програють по ефективності вузькоспеціалізованим методам. 
Наприклад, створений в 1992 році метод опорних векторів дозволяє 
вирішувати задачі класифікації з ефективністю, еквівалентною ШНМ тих 
часів, але вимагає набагато менше часу на навчання [107]. Спеціально 
розроблені алгоритми рішення задачі комівояжера в даний час дозволяють 
знайти абсолютно краще рішення за менший час, ніж ГА знайде приблизне. 
Проте витрати на розробку і реалізацію таких спеціальних методів можуть 
виявитися набагато більше отриманого ефекту. 
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Рис. 2.3. Класифікація методів інтелектуальних обчислень 
 
Отже, інтелектуальні обчислення можуть бути використані для 
розв’язання більшості економічних задач, забезпечуючи якщо не краще, то 
принаймні достатньо добре рішення. В даний час основним напрямком 
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досліджень є вдосконалення самих інтелектуальних методів з метою 
забезпечити кращу якість, або кращу швидкість пошуку рішень. Однак 
одержуваний приріст ефективності, як показують проведені дослідження, 
виявляється порівняно невеликим [68]. Нижче розглядається 
альтернативний шлях – розробка методології пошуку комбінації методів, 
які забезпечують отримання найбільш ефективного рішення. 
 
2.2. Методологічні підходи до синтезу інноваційних 
інтелектуальних систем прийняття рішень 
Визначимо категорії «методологія» і «методологічний підхід» в тому 
значенні, в якому вони будуть використовуватися надалі. Необхідність для 
цього обумовлена відсутністю в даний час єдиної думки щодо їх 
трактування. 
Для методології довгий час використовувалося визначення її як  
«вчення про методи діяльності», яке дав ще Р. Декарт [111]. Пізніше 
з'являються вузьке і широке визначення методології. Наприклад, у 
філософському словнику 1972 року стверджується, що це «1) сукупність 
прийомів дослідження, що застосовуються в будь-якій науці; 2) вчення про 
метод пізнання і перетворення світу » [240]. 
У 1970-х роках в працях Г. П. Щедровицкого, Є. Г. Юдіна, 
В. І. Садовського та інших набув поширення принцип, відповідно до якого 
методологія науки стала розглядатися на чотирьох рівнях [254, 258]: 
– філософському; 
– загальнонауковому; 
– конкретно-науковому; 
– технологічному. 
Така класифікація дозволила для кожного рівня розробити свої 
прийоми, підвищення ефективності досліджень, що зробило її 
загальновизнаною. Так, підходи до синтезу інтелектуальних систем 
прийняття рішень, що розглядаються нижче, слід віднести до останнього, 
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технологічного рівня. 
Однак огляд підходів до визначення методології був би неповним без 
згадування про роботи А. М. Новікова і Д. А. Новікова, метою яких стала 
розробка єдиної методології продуктивної, тобто спрямованої на отримання 
об'єктивно, або суб'єктивно нового результату, діяльності. Методологія 
визначена ними, як «вчення про організацію діяльності». При цьому автори 
виділяють як загальні методологічні принципи, так і принципи, специфічні 
для певних видів діяльності – наукової, практичної, навчальної, ігровий 
[194]. Вагомим результатом згаданого дослідження є запропонована 
авторами схема «структури методології», тобто рекомендованої 
послідовності її викладу, яка включає [194]: 
1. Характеристики діяльності (особливості, принципи, умови, норми)  
2. Логічну структуру діяльності (суб'єкт, об'єкт, предмет, форми, 
засоби, методи, результат) 
3. Часову структуру діяльності (фази, стадії, етапи). 
Саме цих принципів визначення категорій методології будемо 
дотримуватися надалі. 
Методологічною основою пропонованих підходів до синтезу 
інтелектуальних систем прийняття рішень є теорія систем автоматизованого 
проектування. Будучи порівняно молодою, ця область науки встигла 
акумулювати значний обсяг успішних розробок в області синтезу не тільки 
інженерно-механічних, але також електронних та інформаційних систем, які 
за структурою вхідних і вихідних інформаційних потоків а також за 
методами їх перетворення близькі до систем прийняття рішень [195, 90].  
Відповідно до визначення, даного в [95], синтез являє собою проектну 
процедуру, метою якої є з'єднання різних елементів, властивостей, сторін і 
тому подібних характеристик об'єкта в єдине ціле, систему. В результаті 
синтезу виникає синергетичний ефект, тобто система отримає нові якості 
відносно своїх елементів. 
Основними методологічними підходами до синтезу складних 
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інформаційних систем, до яких відносяться ІІСПР, є структурний і 
параметричний. 
В рамках структурного підходу розглядаються методи вибору і 
оптимізації структури інформаційної системи. Відзначається, що саме 
структура несе в собі основну інформацію про функціональне призначення 
об'єкта і визначає його основні характеристики [94].  
Для ІІСПР поняття структури може розглядатися на мезорівні і 
мікрорівні. 
Мезорівень становить набір використаних моделей, методів аналізу і 
обробки даних, генерації альтернатив і прийняття рішень, послідовність їх 
виконання, систему зв'язків між елементами. 
На мікрорівні задача структурного синтезу вирішується для  окремих 
елементів ІІСПР. Це особливо актуально при використанні інтелектуальних 
методів пошуку рішень, оскільки для більшості з них вибір структури 
сильно впливає на результат. 
Твердження 2.1. 
Якщо задачу, що вирішується, можна віднести до категорії типових, 
то вибір структури може бути в достатній мірі формалізований і зведений 
до адаптації стандартних структур під характеристики конкретної задачі.  
Доведення твердження 2.1. 
Відповідно до даного вище визначення, структура несе основну 
інформацію про функціональне призначення об'єкта та його 
характеристиках. Відтак, об'єкти зі схожим призначенням і 
характеристиками можуть мати схожу структуру. Задачі в рамках одного 
типу a priori мають схоже призначення і характеристики. Отже, для їх 
вирішення можуть використовуватися ІІСПР зі схожими структурами.  
Твердження 2.1 доведено.  
Прикладом формалізації процедур вибору структури є вибір кількості 
нейронів у вхідному і вихідному шарах нейронної мережі. Для задач із 
однаковою розмірністю даних оптимальні структури у загальному випадку 
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також будуть співпадати..  
Якщо задача не є типовою, застосовується ітеративний синтез, при 
якому задаються загальні вимоги до ІІСПР і основні обмеження (наприклад 
– за швидкістю розробки, швидкодією, точністю, ресурсами), після чого в 
кілька ітерацій формується відповідна їм система. Для багатьох 
інтелектуальних методів пошуку рішень ітеративний процес синтезу є 
обов'язковим, принаймні, на мікрорівні. Це відноситься, зокрема до 
визначення кількості нейронів в прихованих шарах ШНМ [247, 193], 
визначення розмірів популяції та кількості поколінь в генетичних 
алгоритмах [190, 136], рівня розгалуження в деревах рішень [5], а також 
деяким іншим задачам.  
При параметричному підході синтез рішення задачі зводиться до 
оптимізації параметрів моделі з заданою структурою. Фактично, при цьому 
відбувається налаштування моделі на задані умови зовнішнього 
середовища. Параметричний синтез дозволяє досягти високої ефективності 
за умов, близьких до заданих. Але з іншого боку, при зміні зовнішніх умов, 
ефективність отриманої системи різко знижується. 
Залежно від постановки, задача параметричного синтезу може 
розглядатися, як пошук в N-вимірному просторі (де N – кількість 
параметрів) точки, для якої умови працездатності системи або просто 
виконуються, або виконуються найкращим чином. В [95] показано, що в 
першому випадку задача параметричного синтезу зводиться до задачі 
оптимізації, а в другому – еквівалентна їй. 
У процесі синтезу складної інформаційної системи, якою є ІІСПР, 
використовуються обидва підходи. Структурний необхідний для визначення 
оптимального набору методів вирішення поставлених завдань, і їх 
взаємозв'язку. Параметричний – для оптимізації елементів системи. В 
такому випадку слід вести мову про структурно-параметричний синтез 
ІІСПР [110]. 
Аналіз джерел, присвячених проблемам структурно-параметричного 
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синтезу [110, 105, 149, 80] дозволяє в узагальненому вигляді представити 
основні його етапи наступним чином (рис. 2.4) 
 
Ідентифікація 
задачі
Синтез 
моделей
Оптимізація 
параметрів
Система 
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База моделей Цільова функція, 
обмеження
Структурний синтез Параметричний синтез
 
Рис. 2.4.  Основні етапи структурно-параметричного синтезу 
 
На першому етапі відбувається ідентифікація належності економічної 
задачі до одного, або декількох типів. Це дозволяє обмежити на наступному 
кроці кількість базових моделей, що використовуються в процедурі синтезу 
структури.  
Процедура синтезу є ітеративною. Оптимальна структура вибирається 
відповідно до заданих критеріїв ефективності, ризикованості, надійності і 
тому подібними. Після формування структури ІІСПР здійснюється 
оптимізація параметрів системи і її налаштування на задачу, що 
вирішується (навчання). Для інтелектуальних методів пошуку рішень ця 
процедура в більшості випадків також ітеративна. 
Зупинимося на методах вирішення завдань структурного синтезу 
ІІСПР. З погляду можливостей формалізації задача структурного синтезу 
відноситься до найбільш складних, оскільки є NP-повною [80]. В даний час 
не існує універсального методу вирішення таких задач. Згідно [95], для 
структурного синтезу використовуються наступні методи: 
формальний – синтез проводиться шляхом механічного перекладу 
постановки задачі до структури моделі за заздалегідь заданими загальними 
правилами. Не вимагає участі людини в основних етапах синтезу;  
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евристичний – є протилежністю попередньому. Основні етапи синтезу 
здійснюються людиною з використанням його знань, навичок і інтуїції;  
комбінаторний – заснований на переборі різних комбінацій в просторі 
рішень серед аналогічних, або схожих задач; 
спеціалізовані методи – розробляються під конкретні задачі в тому 
випадку, якщо жоден з перелічених методів не підходить. 
Найбільший інтерес з позицій даного дослідження представляють 
комбінаторні методи синтезу. Їх використання з одного боку потенційно 
дозволяє досягти високого рівня автоматизації процесів синтезу ІІСПР, а з 
іншого – дозволяє забезпечити достатню гнучкість одержуваних рішень за 
рахунок участі людини в цьому процесі. В рамках комбінаторного синтезу  
виділяють наступні методи [253]: 
– морфологічний синтез; 
– синтез по альтернативним деревах; 
– синтез по багатодольним графам;  
– синтез по орієнтованим гіперграфам; 
– синтез на основі мереж Петрі. 
Всі ці методи є в достатній мірі універсальними і можуть бути 
застосовані, якщо для об'єкта моделювання виконано наступні умови  [253]: 
1. Об'єкт має структуру; 
2. Об'єкт належить до певного класу, що складається з великої 
кількості об'єктів, що мають однакове функціональне призначення; 
3. Складові частини об'єктів можуть добре комбінуватися один з 
одним. 
Твердження 2.2. 
Для синтезу інтелектуальних систем прийняття рішень можна 
використовувати комбінаторні методи. 
Доведення твердження 2.2. 
Для ІІСПР умова 1 виконується a priori, так як структуру ІІСПР 
утворюють формують її моделі та методи. 
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Умова 2 є більш сильною. Воно означає, що при синтезі об'єкта 
необхідно спиратися на досить велику базу моделей прийняття рішень, 
побудованих з використанням тих же складових частин методів. Однак при 
вирішенні економічних задач, кількість методів порівняно невелика, що 
знижує вимога до розміру бази моделей. Крім того, база може бути 
наповнена за рахунок синтетичних моделей, отриманих на умовних 
прикладах. 
Умова 3 для інтелектуальних методів прийняття рішень в загальному 
випадку не виконується. Розглянуті методи різні не тільки за 
представленням інформації на входах і виходах (ряди, матриці, графи, 
дискретні і безперервні, чотки та нечіткі дані і т. п.), але і по їх адекватності 
для вирішення різних економічних задач. Тому, для того щоб забезпечити 
можливість комбінаторного синтезу системи з таких компонентів нижче 
будуть розглянуті спеціальні методи, орієнтовані на елементи з обмеженою 
сполучуваністю [95]. Використання таких методів забезпечує виконання 
умови 3. 
Твердження 2.2 доведено. 
Аналізуючи далі методи комбінаторного синтезу, слід зазначити, що 
всі вони, за винятком синтезу на основі мереж Петрі, можуть бути 
розглянуті, як розширення і уточнення методу морфологічного синтезу, 
запропонованого Ф. Цвіккі [76]. 
У класичному варіанті методу морфологічного синтезу виділяється 
чотири етапи. Пояснимо їх сутність, стосовно синтезу ІІСПР. 
1. З'ясовується мета задачі. У випадку, що розглядається, метою є 
побудова структурної схеми ІІСПР. 
2. Виділяються вузлові точки, що характеризують систему з позицій 
раніше поставленої мети. В якості вузлових точок можуть розглядатися 
окремі частини розв'язуваної задачі, наприклад: розвідувальний аналіз 
даних, аналіз даних, обробка даних, оптимізація. Набір вузлових точок 
може змінюватися в залежності від ідентифікованого типу задачі (див. рис. 
  113 
2.4). Кількість вузлових точок в загальному випадку не лімітується, але для 
прискорення синтезу рекомендується починати з визначення порівняно 
невеликої кількості головних вузлів, а потім доповнювати модель 
другорядними вузлами, як наприклад інтерфейс користувача, програмне 
середовище реалізації і тому подібні. 
3. Для кожної вузлової точки формується набір елементів, що 
представляють собою варіанти її реалізації – методи, які можуть бути 
використані для вирішення даної частини задачі. Перелік повинен 
охоплювати всі можливі варіанти, включаючи ті, які спочатку можуть 
здатися недостатньо ефективними, наприклад, традиційні методи аналізу 
даних, або моделі лінійної оптимізації. 
4. Проводиться перебір всіх можливих варіантів поєднань елементів. 
Варіанти, які містять несумісні елементи відсіваються. Решта варіантів 
перевіряються на достовірність, і відповідність умовам задачі.  
Результатом морфологічного синтезу є деякий набір потенційно-
реалізованих варіантів, який може бути додатково проаналізовано з метою 
вибору найкращого. 
У класичному вигляді задача морфологічного синтезу швидко 
ускладнюється зі збільшенням кількості вузлів і елементів в них. Дійсно, 
нехай n - кількість вузлів в системі, а e1, e2, … en – кількість елементів, 
розташованих у відповідних вузлах. Тоді загальна кількість варіантів 
синтезу можна знайти за формулою: 
 



n
i
iev
1
. (2.3) 
 
З (2.3) є очевидним, що складність задачі синтезу зростає в 
геометричній прогресії. Так якщо кожен вузол буде містити всього 6 
варіантів (що відповідає кількості основних інтелектуальних засобів 
пошуку рішень, описаних в п. 2.1, без урахування їх варіацій), то при 
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чотирьох вузлах знадобиться проаналізувати 1296 варіантів структури, а 
при 7 – вже майже 280 тисяч.  
Якщо ж крім базових методів розглядати ще і їх різновиди, кількість 
яких для деяких методів вимірюється десятками, то загальна кількість 
варіантів збільшиться на кілька порядків. 
Тому розвиток методу морфологічного синтезу здійснювався, перш за 
все, в напрямку скорочення розмірності множини варіантів: за рахунок 
відкидання явно неможливих, або неефективних варіантів поєднань 
елементів вже на етапі синтезу. У даний час отримали розвиток дві основні 
концепції формування вихідної множини альтернатив, кожна з яких має свої 
переваги, недоліки і сферу використання. 
Перша концепція передбачає представлення альтернатив в просторі 
класифікаційних ознак та їх значень. При цьому формується морфологічна 
множина, в якої присутні лише допустимі рішення. Вибір альтернативи 
здійснюється шляхом порівняння значень класифікаційних ознак 
розв'язуваної задачі з елементами морфологічної множини. Використання 
цієї концепції доцільно при доступності достатнього обсягу даних, на яких 
відбувається навчання. 
Друга концепція передбачає представлення альтернатив в просторі 
елементів і зв'язків між ними. Множина альтернатив в цьому випадку 
представляє собою граф, що фактично є універсальною множиною, тобто 
містить всі допустимі рішення [81]. Пошук структурних рішень 
проводиться методом занурення розв'язуваної задачі в універсальну 
множину [232]. Перевагами цієї концепції є компактне і більш наочне 
уявлення даних, можливість роботи без попереднього формування великої 
бази моделей, кращі можливості щодо інтерактивного синтезу. Недоліком є 
складність формалізації критеріїв вибору. 
Обидві концепції представлення альтернатив є взаємно-
еквівалентними, тобто від уявлення альтернатив в просторі класифікаційних 
ознак і їх значень можна перейти до представлення в просторі елементів і 
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зв'язків між ними і навпаки. Це дозволяє вибирати зручний варіант, в 
залежності від умов, що склалися. Покажемо, як здійснюється перехід від 
першої концепції представлення альтернатив до другої. 
Нехай морфологічна таблиця, що задає простір альтернатив виглядає 
наступним чином (табл. 2.1): 
Скористуємося способом завдання графа за допомогою матриці 
інцидентності, в якій вказуються зв'язки між вершинами графа (рядки 
матриці) і його ребрами (стовпці). Нульове значення вказує на відсутність 
зв'язку ребра і вершини, а 1 – на її наявність [82]. Аналогічним чином може 
бути задана інцидентність елементів реалізації вузлових точок. 
 
Таблиця 2.1  
Морфологічна таблиця синтезу структури умовної системи 
Вузлова 
точка 
Елементи реалізації функції вузловий точки 
n1 e1 e2 e3 e4 
n2 e5 e6 e7 – 
n3 e8 e9 e10 e11 
n4 e12 e13 – – 
 
Нехай n – кількість вузлів, а e – кількість елементів в морфологічної 
таблиці. Матриця інцидентності в цьому випадку буде мати n рядків і e 
стовпців. На приналежність елемента ei до вузлової точки nj вказує "1" що 
стоїть на перетині j строки та i стовпця (табл. 2.2). 
Подальший синтез системи зводиться до вибору n елементів таких, що 
в кожному рядку матриці інцидентності має бути розташований один і 
тільки один вибраний елемент, інцидентний відповідному вузлу. 
Отриманий набір елементів, упорядкований за номерами, являє собою 
варіант структури синтезованої системи, де кожна вузлова точка 
реалізується одним з можливих елементів. Якщо для будь-якого виду 
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можливо аналітичними методами визначити рівень ефективності, 
подальший синтез структури зводиться до вирішення задачі оптимізації.  
 
Таблиця 2.2  
Матриця інцидентності елементів реалізації вузлових точках  
 e1 e2 e3 e4 e5 e6 e7 e8 e9 e10 e11 e12 e13 
n1 1 1 1 1 0 0 0 0 0 0 0 0 0 
n2 0 0 0 0 1 1 1 0 0 0 0 0 0 
n3 0 0 0 0 0 0 0 1 1 1 1 0 0 
n4 0 0 0 0 0 0 0 0 0 0 0 1 1 
 
Матриця інцидентності (табл. 2.2), яка представлена у графічному 
вигляді, утворює повний n-дольний граф, показаний на рис. 2.5. Будь-яка 
структура, що синтезована на його основі, буде являти собою підграф із 
зв'язними долями [223].  
 
e1
e2
e3
e4
e5
e7
e8
e9
e10
e11
e12
e13
e6
n1 n2 n3 n4  
Рис. 2.5. Простір синтезу системи, представлений у вигляді n-дольного 
графа 
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Недоліком такого методу синтезу системи є надмірність сполучень 
елементів, що ускладнює і уповільнює вибір її оптимальної структури. 
Якщо є можливість заздалегідь визначити явно нежиттєздатні варіанти 
структур, доцільно забезпечити синтез структури з урахуванням 
допустимих поєднань елементів. 
Виділяють наступні види умов, що визначають можливі поєднання 
елементів x і y [95]: 
1. Примушування. Вибір x тягне за собою вибір y. 
2. Необхідність. Для вибору y потрібно вибрати x. 
3. Бінарна заборона на поєднання. Елементи x і y не можуть входити 
до одного рішення. 
4. Подвійне примушення. Елементи x і y повинні входити в рішення 
одночасно. 
Серед перелічених умов найбільш часто зустрічається бінарна 
заборона на поєднання (3). Стосовно задачі синтезу ІІСПР це означає 
неможливість використання методів y для вирішення задачі x. Очевидно, що 
в просторі рішень, представленому у вигляді графа, задача визначення 
бінарних заборон еквівалентна задачі визначення допустимих зв'язків між 
елементами. У той же час остання краще відповідає логіці вербального 
опису. 
Сформулюємо задачу синтезу ІІСПР з урахуванням заздалегідь 
заданих допустимих зв'язків між елементами. 
Для формалізації умов скористаємося термінологією і математичним 
апаратом аналізу гіперграфів, тобто таких графів, в яких кожне ребро може 
з'єднувати більше двох вершин. 
Введемо такі визначення: 
Визначення 2.4. 
Модуль – група методів, використовуваних для вирішення задач 
певного класу.  
Наприклад: Розвідувальний аналіз, аналіз даних, обробка даних, 
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оптимізація, прийняття рішення. Для кожного модуля будується свій 
гіперграф. 
Визначення 2.5. 
Кластер – набір умов, що характеризують предметну область за 
певною ознакою.  
Наприклад: Представлення даних, обсяг даних, різновид задачі. 
Визначення 2.6. 
Умова – складова частина кластера, що представляє собою варіант 
параметра, що характеризує предметну область.  
Наприклад: кластеру «представлення даних» відповідає множина умов 
{чітке, нечітке}. Умови є ребрами гіперграфу. 
Визначення 2.7. 
Методи – способи вирішення задачі, яки припустимі в рамках даного 
модуля. Методи є вершинами гіперграфу. Умовою припустимості методу є 
інцидентність йому хоча б одного ребра з кожного кластера. 
Твердження 2.3. 
При синтезі структури ІІСПР задача розбивається на основні етапи – 
модулі, в рамках яких необхідно знайти допустимі набори методів, 
придатних для її вирішення. 
Доведення твердження 2.3. 
Пояснимо пропонований підхід до синтезу структури ІІСПР. 
Позначимо множину кластерів – L, множину умов – C, множину 
методів – M. При цьому очевидно, що кількість умов має бути не менше 
кількості виділених кластерів LC  . 
Хід синтезу структури ІІСПР розглянемо на прикладі. Припустимо, в 
рамках синтезу структури необхідно знайти допустимі методи для модуля 
«аналіз даних», в який входять такі методи, як дерева прийняття рішень, 
експертні системи і штучні нейронні мережі. 
Поле параметрів синтезу задано у вигляді трьох кластерів:  
представлення даних {чітке, нечітке}; 
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кількість даних {мало, середньо, багато}; 
стаціонарність даних {висока, середня, низька}. 
Встановимо такі бієктивні відображення: 
Для множини вершин графа: 
{Дерева прийняття рішень, експертні системи, ШНМ} = {m1, m2, m3}. 
Для кластера «представлення даних»: 
{Чітке, нечітке} = {c1, c2}. 
Для кластера «кількість даних»: 
{Мало, середньо, багато} = {c3, c4, c5}. 
Для кластера «стаціонарність даних»: 
{Висока, середня, низька} = {c6, c7, c8}. 
Для модуля «аналіз даних»: 
{Представлення даних, кількість даних, стаціонарність даних} = {l1, 
l2, l3}. 
Простір допустимих альтернатив може бути заданий або через набір 
множин, або через матрицю інцидентності. Розглянемо обидва варіанти.  
Через набір множин простір допустимих альтернатив описуються 
наступними виразами:  
 



}.m3c2{m2,
m3};m2,c1{m1,
1l  (2.4) 
  





m3}.c5{m2,
m3};m2,c4{m1,
m2};c3{m1,
2l  (2.5) 
  





c8{m3}.
m3}; c7{m1,
m2};c6{m1,
3l  (2.6) 
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Матриця інцидентності, що відповідає виразам (2.4) – (2.6) має 
наступний вигляд (табл. 2.3).  
 
Таблиця 2.3  
Матриця інцидентності ребер і вершин гіперграфу, що описує простір 
допустимих альтернатив модуля «Аналіз даних» 
 l1 l2 l3 
c1 c2 c3 c4 c5 c6 c7 c8 
m1 1 0 1 1 0 1 1 0 
m2 1 1 1 1 1 1 0 0 
m3 1 1 0 1 1 0 1 1 
 
Легко показати, що між набором виразів (2.4) – (2.6) і матрицею 
інцидентності (табл. 2.3) існує взаємно-однозначна відповідність, що 
забезпечує можливість переходу від однієї форми представлення до іншої. 
При цьому набір множин зручніше для первинного введення умов, а 
матриця інцидентності – для подальшого аналізу. 
При синтезі ІІСПР будується підграф, множина ребер якого відповідає 
умовам задачі і є підмножиною ребер гіперграфу простору допустимих 
альтернатив. 
Припустимо, в рамках ІІСПР необхідно аналізувати невелику вибірку, 
що містить нечіткі дані. Умови зовнішнього середовища є достатньо 
стабільними, що забезпечує високу стаціонарність даних. Таким чином, 
умовам задачі відповідає підграф, що складається з ребер c2, c3, c6. На 
підставі табл. 2.3. побудуємо матрицю інцидентності цього графа (табл. 
2.4). 
Припустимі рішення задачі утворює такий набір вершин, який є 
трансверсаллю гіперграфу, тобто має непорожній перетин з кожним 
ребром. З табл. 2.4 випливає, що задача має єдине рішення – вершину m2, 
що означає відповідність її умовам тільки інструментарію експертних 
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систем. 
 
Таблиця 2.4. 
Матриця інцидентності підграфа,  
що відповідає умовам задачі 
 c2 c3 c6 
m1 0 1 1 
m2 1 1 1 
m3 1 0 0 
 
Апарат теорії графів також дозволяє обробляти ситуації, коли 
припустиме рішення не знайдено, або не задовольняє додатковим 
критеріям, які не врахованим при формалізації умов. 
Припустимо, що попередній аналіз показує квазістаціонарність 
вхідних даних, тобто характеристики їх розподілу мають тенденцію до 
поступової зміни. В цьому випадку матриця інцидентності підграфа 
рішення прийме наступний вигляд (табл. 2.5). 
 
Таблиця 2.5.  
Матриця інцидентності підграфа, що відповідає умовам задачі при 
квазістаціонарності вхідних даних 
 c2 c3 c7 
m1 0 1 1 
m2 1 1 0 
m3 1 0 1 
 
Як видно з табл. 2.5, жоден з методів не забезпечує виконання всіх 
умов задачі. Але при цьому аналіз матриці інцидентності дозволяє 
сформувати вимоги, при виконанні яких стане можливим використання 
того, чи іншого методу. Для цього виконується наступний алгоритм: 
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– для кожної вершини визначається набір ребер, із якими вона не має 
перетину, тобто складається перелік умов, які не виконуються;  
– для кожної вершини визначається штраф за відсутність перетину із 
кожним з визначених ребер; 
– для кожної вершини підсумовуються всі відповідні штрафи; 
– визначається вершина, для якої сума штрафів є найменьшою. 
Економічний сенс штрафу за відсутність перетину можна визначити 
як вартість взаємної адаптації методів та даних, чи умов зовнішнього 
середовища одне до одного. Якщо така адаптація є принципово 
неможливою, штраф встановлюється нескінченним, або таким, що 
гарантовано  перевищує можливості замовника. 
Так, з аналізу табл. 2.5 видно, що для використання дерев рішень 
необхідно перейти від нечіткого представлення даних до традиційного. Для 
використання експертних систем необхідно забезпечити стаціонарність  
даних в період роботи системи (тобто потрібне періодичне 
переналагодження параметрів системи). Для використання ШНМ необхідно 
забезпечити доступ до більшої виборки даних. Подальший вибір залежить 
від того, які з цих вимог виявляться більш прийнятними в конкретному 
випадку. 
Підсумовуючі розгляд пропонованої методології синтезу ІІСПР 
необхідно відзначити наступні ключові моменти. 
1. Визначення загальної структури системи у вигляді модулів, що 
входять до неї. Це визначає послідовність синтезу і набір модулів системи, 
що синтезується. Крім того, результати, які отримано від вхідних модулів, 
можуть визначати умови синтезу наступних. При цьому можуть бути 
запропоновані наступні варіанти для основних модулів системи: попередній 
аналіз даних, обробка даних, аналіз даних, оптимізація варіантів. 
2. Визначення набору кластерів, що входять в модулі . Вирішення цієї 
задачі відповідає визначенню вузлових точок в методі морфологічного 
синтезу. Для ІІСПР множина можливих кластерів порівняно невелика, тому 
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може бути в основному задана аналітично, як і набір модулів. При 
необхідності множина кластерів може бути легко доповнена. 
3. Одним з найважливіших підготовчих етапів синтезу ІІСПР є 
формалізація обмежень на сполучуваність елементів , що формують 
структуру моделі. Розглянутий методологічний підхід до синтезу ІІСПР 
забезпечує можливість деталізації умов, а також оперативність доповнення і 
уточнення бази методів. Наприклад, замість методу «дерева рішень», що 
фігурує в розглянутому вище прикладі, можуть бути введені різні 
алгоритми синтезу цих дерев, що відрізняються здатністю до вирішення 
задач регресії. При цьому нові методи наслідуватимуть всі ознаки 
попередніх, за винятком тих, які визначають їх ключові відмінності, що 
істотно скорочує трудомісткість синтезу. 
Твердження 2.3 доведено. 
Таким чином, проведений аналіз характеристик процесу синтезу 
складних систем, а також логічної і часової структур, які характерні для 
інформаційних систем, зокрема, інтелектуальних систем прийняття рішень, 
дозволив запропонувати і обґрунтувати методологічний підхід, заснований 
на використанні методів графового представлення інформації про елементи 
системи що синтезується і припустимі зв'язки між ними.  
Особливостями запропонованого підходу є можливість урахування 
бінарних заборон на поєднання елементів, а також гнучкість одержуваної 
структурної моделі. 
 
2.3. Концепція моделювання інноваційних інтелектуальних систем 
прийняття рішень в управлінні економічними об’єктами 
Авторська концепція є завершальною частиною індуктивної фази 
дослідження та стислим формулюванням, що відображає його сутність 
[194]. 
Аналіз інтелектуальних систем підтримки прийняття рішень, їх 
класифікація і систематизація, яку було проведено вище, є підставою для  
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синтезу концепції моделювання інноваційних інтелектуальних систем 
прийняття рішень в економіці, що визначає стратегію дій в рамках 
наступної дедуктивної фази дослідження, тобто його розвитку від 
абстрактного до конкретного. Саме на підставі концепції виділяється 
комбінація моделей і методів, що забезпечують досягнення мети 
дослідження. 
Розглянемо принципи вибору методів вирішення економічних задач, з 
позицій системного аналізу та теорії прийняття рішень. Для цього 
скористаємося стандартними умовними позначеннями, які приводяться, 
наприклад, у джерелі [86]: 
  – множина можливих варіантів рішень; 
ω – рішення, що обране; 
C – правила вибору найкращої альтернативи (задаються у вигляді 
функції вибору).  
Тоді в загальному вигляді задача вибору рішення запишеться в такий 
спосіб: 
 
)(C . (2.7) 
 
Вибір відповідних методів пошуку рішень залежить від рівня 
визначеності множини варіантів   і ступеня формалізації функції вибору C 
(табл. 2.6).  
Можна простежити відповідність даних табл. 2.6 рівням прийняття 
рішень в піраміді Давенпорта (див. рис. 1.3).  
Так, рівню 1 відповідають задачі оптимального вибору, рівню 2 задачі 
пошуку оптимальних рішень і задачі вибору, рівню 3 – загальна задача 
прийняття рішень. 
Також легко помітити, що традиційні методи пошуку рішень 
дозволяють адекватно вирішувати тільки задачі оптимального вибору, які є 
добре структурованими. В цьому випадку отримане рішення буде 
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об'єктивним і найкращим в наявних умовах. Однак ускладнення 
економічних процесів, що спостерігається в останні десятиліття, суттєво 
обмежує їх сучасне застосування. 
 
Таблиця 2.6 
Методи вирішення економічних задач 
№   C Тип задачі Методи вирішення 
1. Однозначно 
визначена 
Строго 
формалізовано 
Задача 
оптимального 
вибору 
Аналітичні методи; 
Дослідження операцій; 
Спеціальні методи 
оптимального вибору 
2. Визначена, але 
перевищує 
обчислювальні 
можливості 
системи 
Строго 
формалізовано 
Задача 
пошуку 
оптимальних 
рішень 
Генетичні алгоритми, 
Рекурентні нейронні 
мережі 
Методи фізико-біологічної 
оптимізації 
3. Однозначно 
визначена 
Не 
формалізовано 
Задача вибору Методи скорочення 
невизначеності: 
- Імітаційне моделювання; 
- Методи експертних 
оцінок; 
- Теорія корисності. 
4. Може 
доповнюватися 
Не 
формалізовано 
Загальна 
задача 
прийняття 
рішень 
Нечітка логіка 
Нейронні мережі 
Методи логіко-
лінгвістичного 
моделювання 
 
Якщо в задачі існує формальний критерій оптимальності, але 
характеристики простору рішень виключають застосування аналітичних і 
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переборних методів, наприклад – задача є NP-повною, то її можна віднести 
до типу задач пошуку оптимальних рішень. Задача  пошуку оптимальних 
рішень відрізняється від задачі оптимального вибору тим, що простір її 
рішень є занадто великим та занадто складним для того, щоб можна було 
гарантувати знаходження найкращого рішення за припустимий час.  
Універсальним методом їх вирішення є генетичні алгоритми, однак 
застосовується і ряд інших інструментів інтелектуальних обчислень, серед 
яких ШНМ Хопфилда, Поттса, зростаючі нейронні мережі, метод імітації 
відпалювання, метод мурашиних колоній [190]. 
Якщо простір вибору визначено, але неможливо об'єктивно 
сформулювати правило відбору кращої альтернативи, задача відноситься до 
категорії задач вибору. У цьому випадку критерій вибору і його результат 
суб'єктивно залежить від ОПР. Для вирішення задач вибору 
використовується імітаційне моделювання, методи експертних оцінок, 
теорія корисності та інші, які дозволяють скоротити невизначеність при 
виборі критеріїв. 
Найхарактернішою задачею в управлінні складними системами є 
загальна задача прийняття рішень  [221]. Для неї характерна відсутність 
можливості визначення не тільки критеріїв оптимальності, але і сам простір 
вибору постійно видозмінюється, що веде до необхідності постійного 
моніторингу стану системи і вироблення коригувальних рішень. Підтримка 
прийняття рішень в загальній задачі прийняття рішень здійснюється 
шляхом формування проміжної множини альтернатив, з яких здійснює 
вибір ОПР, тобто зведенням загальної задачі прийняття рішень до класу 
задач вибору. Формування проміжної множини альтернатив може 
здійснюватися за допомогою нейромережевих інструментів, методів 
нечіткої логіки, а також методів логіко-лінгвістичного моделювання. 
Визначення 2.8. 
Складною економічною задачею будемо називати таку, визначення 
гарантовано-кращого рішення якої за припустимий час неможливе 
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внаслідок великої кількості можливих варіантів рішень, чи недостатньої 
формалізації правил вибору найкращої альтернативи. 
Розглядаючи прийняття рішень, як процес, що відбувається в часі, 
слід зазначити, що в міру його розвитку необроблений масив інформації, 
який характеризує досліджувану систему, проходить через ряд послідовних 
трансформацій, що призводять в остаточному підсумку до вибору рішення, 
яке визначає подальший розвиток системи. У цій послідовності можна 
виділити процеси, пов'язані із спостереженням та моделюванням 
досліджуваної системи, ідентифікацією її стану, оцінкою і вибором 
альтернатив. Розглянемо їх. 
1. Процес спостереження [86]. 
Введемо наступні позначення: 
Z – простір станів аналізованої системи. Повний набір характеристик 
всіх елементів, що складають систему разом із середовищем її 
функціонування і їх можливих значень. Оскільки навіть для невеликих 
систем складання такого набору не тільки недоцільно, але часто і 
неможливо, простір Z можна розглядати лише як математичну абстракцію;  
Y – множина характеристик системи, які спостерігаються. Набір 
характеристик, які входять в простір Z, та найкращим чином відображають 
стан системи і зовнішнього середовища з певної точки зору. Дані 
характеристики повинні бути здатними до спостерігання, тобто повинен 
існувати спосіб визначення їх дійсних значень. Серед параметрів, що 
складають множину Y можна виділити вхідні Y in та вихідні Yout 
характеристики системи, прийняті рішення YD, їх ефективність YDE та їм 
подібні. 
Задача спостереження, таким чином, включає відбір характеристик, 
що складають множину Y, відстеження їх значень і збереження отриманої 
інформації в базі даних. В термінах системного аналізу рішення цієї задачі 
зводиться до відшукання такого відображення 
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ZYg  :1 , 
 
яке для кожної реалізації характеристик, що спостерігаються,Y, ставить в 
однозначну відповідність внутрішній стан об'єкта управління. 
У процесі спостереження крім організації збору інформації можуть 
виникати задачі обробки даних, сутність і класифікацію яких докладно 
розглянуто вище. Множина Y також часто називається вхідною вибіркою 
даних. Причому вхідні вибірка може містити як чіткі, так і нечіткі дані.  
2. Процес моделювання [133]. 
Оскільки потужність множини Y і розмірність відповідного простору 
станів можуть бути досить великими, задача прямого аналізу всіх можливих 
станів безпосередньо на підставі множини Y для скільки-небудь складної 
системи є трансобчислювальною. Для скорочення складності задачі 
доцільно звільнити її від другорядних деталей і зв'язків, тобто побудувати 
модель. Складність її з одного боку повинна бути достатньою для 
подальшого аналізу, а з іншого не повинна перевищувати обчислювальних 
можливостей системи. Слід зазначити, що терміни «модель» і 
«моделювання» тут розуміються в самому широкому сенсі, охоплюючи 
різні типи економіко-математичних моделей, вибір яких залежить від 
особливостей вирішуваних задач, визначеності простору рішень   і правил 
вибору альтернативи - C. 
З формальної точки зору, рішення задачі моделювання може 
розглядатися як побудова абстрактної множини E, ізоморфної предметної 
області:  
 
EY : . 
 
Основним призначенням моделі Е в задачі прийняття рішень є 
вивчення та прогнозування реакції об'єкта на керуючі впливи. 
Акцентуємо увагу на тому, що існують різні підходи до побудови 
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економіко-математичних моделей, зокрема: 
– аналітичний підхід, при якому модель формується, як висновок з 
аналізу об'єктивних залежностей між параметрами об'єкта управління; 
– формальний підхід, при якому побудова моделі проводиться за 
допомогою обробки накопичених даних і підбору апроксимуючих 
(тобто приблизних) залежностей між ними; 
– синтезуючий підхід, при якому модель утворюється в результаті 
синтезу з деякого підмножини бази готових моделей. 
Процес моделювання включає вирішення задач, пов'язаних з аналізом 
даних, синтезом структури ІІСПР на макро- і мезо- рівнях, параметричному 
синтезі моделей, вибором інструментальних засобів їх реалізації та іншими 
необхідними процедурами. Таким чином, в моделюванні інноваційних 
ІІСПР цей процес є найбільш наукомістким. 
3. Процес ідентифікації [247] 
Процес ідентифікації пов’язують із вирішенням задачі розпізнавання 
образів, тобто відшукання відповідності між характеристиками системи, які 
спостерігаються в даний момент (вектор S) і станами системи, які 
спостерігалися раніше.  
Основна проблема ідентифікації полягає в тому, що внаслідок 
обмеження часу спостереження повний збіг значень вектора S з якимось 
елементом множини Y представляється неможливим (зрозуміло, якщо 
характеристики Y досить повно відображають стан системи, тобто за умови 
грамотного рішення задачі спостереження). Отже, задача ідентифікації 
зводиться до відшукування найбільш схожої ситуації, з тими, що 
спостерігалися раніше. Для цього використовуються методи, засновані на 
визначенні відстані між вектором S і векторами, що описують попередні 
стани системи в n-вимірному просторі (моделлю системи Е), де n – 
розмірність вектора S. Найбільш схожій ситуації буде відповідати 
мінімальна відстань. На практиці, однак, необхідно мати на увазі різну 
значущість характеристик в кожному конкретному випадку. 
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Точність ідентифікації багато в чому визначається адекватністю 
моделі і, як наслідок, залежить від результатів процесу моделювання. Разом 
з тим достовірність ідентифікації може бути підвищена за рахунок 
скорочення невизначеності зовнішнього середовища шляхом оцінювання 
параметрів системи, які на момент ідентифікації не є достовірно відомими. 
4. Процес оцінки та вибору альтернатив. 
З позицій системного аналізу для загальної задачі прийняття рішень 
справедливі наступні твердження: 
Твердження 2.4. 
Не існує оптимального стану економічної системи для всіх видів 
впливів і станів зовнішнього середовища. 
Доведення твердження 2.4. 
Оскільки множина можливих станів зовнішнього середовища нічим не 
обмежена, її можна вважати нескінченною. У нескінченній множині, за 
визначенням, присутні такі стани зовнішнього середовища, для яких 
простори допустимих станів системи не перетинаються.  
Твердження 2.4. доведено. 
Слідство з твердження 2.4: Ефективність економічної системи може 
розглядатися тільки для конкретної мети і конкретних умов. 
Твердження 2.5. 
Не існує стану системи, найкращого для всіх ОПР. У схожій ситуації 
інша ОПР може вибрати інше рішення. 
Доведення твердження 2.5. 
Розглянемо ОПР, як частину зовнішнього, по відношенню до системи, 
середовища. Приймаючи рішення, ОПР керується не тільки об'єктивною 
інформацією про стан системи, але і суб'єктивними критеріями, які 
визначаються зокрема його знаннями, освітою, вихованням, інтенцією. 
Отже, різні ОПР формують різний стан зовнішнього середовища, для 
кожного з яких, відповідно до твердження 2.3 можуть бути оптимальним 
різний стан системи.  
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Твердження 2.5 доведено. 
В інтелектуальній системі прийняття рішень роль ОПР виконує сама 
система, фактично моделюючи його поведінку. З урахуванням 
вищевикладеного зрозуміло, що в складі ІІСПР необхідно мати кілька таких 
моделей, вибір яких здійснюється автоматично, або примусово. Кожна 
модель передбачає різні поєднання домінуючих критеріїв оцінки і вибору, 
серед яких можна виділити [252]: 
– критерії ефективності: результативність, ресурсомісткість, 
оперативність; 
– критерії ризиковості: обережність, прибутковість, компроміс; 
– критерії перспективності: орієнтація на дальню, середню або 
ближню перспективу. 
Розглянемо формальну постановку задачі оцінювання. 
Нехай   - множина оцінюваних альтернатив; 
i - критерій оцінки; 
Mi - оцінка альтернативи по i-му критерію; 
M - множина таких оцінок. 
Відзначимо, що для складних економічних систем отримання оцінок 
Mi пов'язано із необхідністю згортки багатовимірного простору критеріїв 
[146]. При цьому кожній моделі поведінки економічної системи повинен 
відповідати свій набір коефіцієнтів важливості критеріїв. Проте, виділяти 
задачу згортки в окремий клас недоцільно, оскільки вона може 
розглядатися, як окремий випадок рішення описаної вище задачі 
моделювання. 
Таким чином, задача оцінювання альтернатив зводиться до 
відшукування відображення: 
 
M: , 
 
тобто такого набору функцій μj, які б забезпечували однозначна 
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відповідність між альтернативою   і її оцінкою відповідно до заданого 
критерію j. При вирішенні задачі оцінювання в такій постановці, задача 
вибору кращої альтернативи стає тривіальною. 
Окремо слід розглянути питання генерації множини альтернатив для 
оцінювання  . Шляхи його вирішення залежать від ступеня визначеності 
множини   (см. табл. 2.6) та її скінченності.  Так, якщо множина   
визначена, скінченна, і оцінка кожної альтернативи що входить до неї не 
перевищує обчислювальних можливостей ІІСПР, проводиться повний 
перебір варіантів.  
Якщо множина   є визначеною, скінченною, але повний перебір 
альтернатив перевищує можливості ІІСПР, використовуються методи 
вибіркового перебору, що виключають явно невдалі варіанти. До них 
відносяться генетичні алгоритми, методи імітації відпалювання та інші 
подібні. 
Якщо  множина   не є визначеною, то ІІСПР генерує її на підставі 
рішень, які приймалися в минулому (підмножина YD) та їх комбінацій із 
використанням інтелектуальних методів пошуку. 
Сукупність процесів спостереження, моделювання, оцінювання та 
вибору, що реалізує функцію пошуку і вибору рішень δ таким чином можна 
представити у вигляді схеми, яка відображає концепцію даного дослідження 
(рис. 2.6). 
Згадані вище компоненти задачі прийняття рішень – вхідна 
інформація zi, правила, що регламентують прийняття рішень c та керуючі 
впливи ωi в схемі на рис. 2.6 розглядаються, як компоненти відповідних 
множин Z, C та Ω. Наповнення множин даними є однією з задач, що 
потребує вирішення при створенні ІІСПР і розглядається окремо. 
Слід звернути увагу на те, що множина рішень Ω, що є основою для 
формування керуючих впливів, визначається заздалегідь, хоча може 
доповнюватися в процесі роботи системи. Отже, ІІСПР не може згенерувати 
принципово нове рішення, яке не є комбінацією відомих раніше. 
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Рішення 
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поточного 
стану (Si )
g
ψ
δ
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них даних (Y)
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zi – поточна ситуація 
g – процес спостереження 
φ – процес моделювання 
ψ – процес ідентифікації 
μ – процес оцінювання 
ωi  – обрана альтернатива 
δ – процес прийняття рішення  
Рис. 2.6. Концепція моделювання інноваційної інтелектуальної системи 
прийняття рішень 
 
Однак при значній кількості параметрів, що визначають рішення і 
чималий базі рішень це обмеження перестає бути суттєвим. Дійсно, якщо 
кожен варіант рішення може бути охарактеризований k параметрами, 
загальна кількість рішень, які можуть бути скомбіновані з n варіантів, 
наявних в базі, можна знайти за формулою: 
 
knN  . (2.8) 
 
Так, з (2.8) випливає, що, наприклад, на підставі бази з 100 варіантів, 
кожен з яких описується всього 10 дискретними параметрами, може бути 
створено 000 000 000 000 000 000 10010010   різних комбінацій. 
Таким чином, при розробці ефективних підходів до наповнення 
множини Ω, методів комбінації рішень та вибору альтернатив область 
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вирішуваних завдань залишається достатньо великою. 
Основна база даних ІІСПР на рис. 2.6 представлена множиною Y, 
склад якої більш детально розглянуто вище, при описі задачі 
спостереження. Множина Ω, як вже зазначалося, також може бути її 
компонентом, що знайшло відображення на концептуальній схемі. 
Наповнення множини Y регламентується процесом g. 
Модель системи Е синтезується процесом φ на підставі даних вхідної 
вибірки (множина Y) і набору правил, що регламентують роботу ІІСПР і 
прийняття рішень (множина С). У деяких випадках, розглянутих вище, 
синтез моделі прийняття рішень може проводитися з використанням бази, 
яка містить моделі аналогічних систем. 
Структура і склад перелічених компонентів ІІСПР визначають 
використання підходів до вирішення задачі оцінки альтернатив (процес μ), 
результатом якої є множина оцінок М. На відміну вид множин Y, E, C, Ω, 
які було розглянуто вище, множина M не зберігається в явному вигляді, 
оскільки будь-яка оцінка може бути отримана з наявних даних 
формальними методами. Розробка цих методів і є сутністю розв'язання 
задачі оцінки. 
Розглянемо процес формування рішення в ІІСПР (процес δ, який 
умовно представлений штрих-пунктірною лінією, відображає 
безпосередний зв’язок між вхідною інформацією zi, та виработаним 
рішенням ωi): 
Поточна ситуація zi спостерігається і відображається у вигляді вектора 
Si. Його структура повторює структуру елемента множини Y в частині 
вхідної інформації. Далі в процесі функціонування ІІСПР поточна ситуація 
ідентифікується за допомогою моделей Е (процес ψ).  Ідентифікація 
дозволяє відібрати з множини Ω, деяку підмножину рішень (пред'явлення) 
для подальшого вибору найкращої альтернативи. 
Вибір альтернативи ωi здійснюється на підставі результатів 
моделювання та їх оцінки. Вибір методів оцінювання регламентується 
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актуальними в поточній ситуації правилами прийняття рішень (елемент 
множини С). 
Обрана альтернатива ωi та результати виконання рішень на її основі 
доповнюють базу даних системи (множина Y), що показано на рис. 2.6 
штриховою лінією. Те ж стосується розроблених моделей системи, які 
доповнюють базу моделей та використовуються в подальшому у процесі 
моделювання φ. Тим самим забезпечується адаптція ІІСПР до змін у 
зовнішньому середовищі. 
Таким чином, в розглянутій концепції ІІСПР процес пошуку рішення 
зводиться до послідовності процесів спостереження, моделювання, 
ідентифікації, оцінювання та вибору. Реалізація цих процесів базується на 
розробках вітчизняних і зарубіжних авторів в таких областях, як 
статистичний аналіз, спостереження і експеримент, технології баз даних, 
математичне моделювання, інтелектуальних аналіз і обробка даних, методи 
оптимізації. Однак деякі аспекти, пов'язані з реалізацією цих процесів в 
ІІСПР вимагають додаткового уточнення, що обумовлює необхідність 
вирішення низки завдань. 
Так, в рамках реалізації процесу спостереження слід виділити 
завдання, які пов’язані із формуванням вхідної вибірці даних. 
Такі завдання є одними перших, які доводиться вирішувати при 
нейромережевому моделюванні, в процесі пошуку відповідності між  
наявним набором вхідних даних і структурою мережі. Існування даної 
проблеми обумовлено відомою залежністю між складністю структури 
нейронної мережі і кількістю прикладів, які необхідні для її навчання. 
Коротко це можна висловити так: чим складніше мережа,  тим більше 
прикладів потрібно для її навчання. Однак завдання визначення конкретної 
кількості прикладів, необхідних і достатніх для успішного навчання 
штучної нейронної мережі не вирішено досі й невідомо, чи є взагалі таке 
рішення. Існуючі методи дозволяють отримувати лише дуже наближені 
оцінки параметрів вхідних вибірки. 
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На практиці зустрічається дві основні проблеми, пов'язані з розмірами 
і властивостями навчальної вибірки. Перша з них пов'язана з малою 
розмірністю вектора вхідних даних при великій кількості прикладів у 
вибірці і складної залежності між вхідними і вихідними параметрами (це 
характерно, наприклад, для біржових даних). Друга зворотна попередньої і 
пов'язана із занадто великою розмірністю вхідного вектора по відношенню 
до кількості прикладів в навчальній вибірці, що не дозволяє навчити 
нейронну мережу належним чином. 
До процесу спостереження також слід віднести завдання спрощення 
вхідних даних, представлених у вигляді динамічних рядів. Це завдання стає 
актуальним в тому випадку, якщо наявна вибірка була сформована з дуже 
великою частотою дискретизації. Тоді необхідним стає ефективний метод 
спрощення динамічних рядів, тобто зниження їх розмірності до рівня, 
достатнього, для подальшої обробки обраними методами аналізу, або для 
безпосереднього сприйняття людиною. 
Процес моделювання, відповідно даному вище визначенню, включає 
завдання синтезу структури ІІСПР, навчання моделей, вибору 
інструментальних засобів їх реалізації та інші процедури.  
При реалізації даного процесу необхідно визначити, наскільки сильно 
ефективність вирішення економічних завдань залежить від їх постановки. 
Виявлення цієї залежності та її формалізація у вигляді методичного підходу 
до постановки економічних завдань для інтелектуальних обчислень є 
важливим завданням економіко-математичного моделювання. Оскільки теза 
про залежність ефективності рішення від постановки завдань не є 
загальновизнаною, крім розробки теоретичних положень необхідно також 
довести її  через вирішення практичних задач. 
Актуальність завдання вибору інструментальних засобів реалізації 
моделей обумовлена відмінністю критеріїв оптимальності інструментальних 
засобів на різних етапах створення ІІСПР, а також множинністю цих 
критеріїв. Дійсно, вимоги до середовища розробки на стадії попереднього 
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аналізу даних та на стадії розробці продуктивного програмного 
забезпечення не можуть бути однаковими. Тому виникає необхідність 
розробки критеріїв і методів вибору інструментальних засобів 
інтелектуального аналізу і обробки даних, які б могли використовуватися 
при великій кількості аналізованих продуктів і критеріїв, а також дозволяли 
врахувати всі параметри досліджуваних продуктів. Отримані результати 
доцільно використовувати для вибору оптимальних інструментів реалізації 
запропонованих моделей і в рамках даного дослідження. 
Ефективність процесу ідентифікації, згідно даному вище визначенню 
значною мірою залежить від того, наскільки адекватною є модель системи, 
яку отримано за результатами процесу моделювання. Однак, достовірність 
ідентифікації в багатьох випадках може бути підвищена за рахунок 
скорочення невизначеності зовнішнього середовища шляхом оцінювання 
параметрів системи, які на момент ідентифікації не є достовірно відомими . 
Для вирішення даного завдання можуть бути використані як універсальні 
методи прогнозування, такі, як штучні нейронні мережі, так і спеціалізовані 
методи, які ґрунтуються на визначенні та урахуванні особливостей об’єкту 
дослідження. Серед останніх можна виділити такі методи, як експертні 
системи, або імітаційні моделі. 
Процес оцінювання та вибору альтернатив є завершальним в 
запропонованій концепції моделювання інноваційної інтелектуальної 
системи прийняття рішень.  
Однією з основних проблем, які виникають на даному етапі, є те, що 
абсолютно достовірну оцінку ефективності можна отримати тільки за 
результатами впровадження і практичної реалізації розроблених моделей , 
що вимагає великих витрат та не дає змогу оцінити різні варіанти рішень. У 
той же час, як випливає з визначення 2.8 і тверджень 2.4 і 2.5, для будь-якої 
економічної ситуації може бути багато рішень і для складних економічних 
завдань неможливо достовірно передбачити заздалегідь, яке з рішень буде 
оптимальним. 
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Таким чином актуальним завданням, стосовно до процесу оцінювання 
та вибору альтернатив є систематизація та розробка непрямих методів 
оцінки ефективності отриманих рішень, які б дозволили мінімізувати 
витрати на перевірку різних варіантів рішень і в той же час могли 
забезпечити досить високу ефективність вибору. 
При цьому об'єктом дослідження може бути не тільки окрема можна 
вирішити завдання, але й цілі класи завдань і групи методів, відповідно до 
класифікації, розробленої в п. 1.2 та п. 2.1 дисертації. Важливим етапом 
такого дослідження є розробка методів забезпечення порівнянності 
результатів вирішення економічних задач аналізу і обробки даних в різних 
умовах. 
Розглянемо концепцію моделювання інноваційної інтелектуальної 
системи прийняття рішень з позицій різних методологічних рівнів за 
допомогою схеми, яку наведено на рис. 2.7. 
Дана схема забезпечує методологічний зв’язок між об’єктом 
дослідження (який на процесному рівні можна представити через 
сукупність процесів, спостереження, моделювання, ідентифікації, 
оцінювання і вибору), науковими напрямками, що формують теоретико-
методологічну базу дисертації, а також інструментами і методами, які 
використовуються для розв’язання поставлених завдань різних класів.  
Основними класами задач інтелектуальних обчислень, які потрібно 
вирішувати при побудові інноваційної інтелектуальної системи прийняття 
рішень є задачі з аналізу даних, їх обробки, а також пошуку оптимальних 
рішень. Це не означає, що для розробки та впровадження практичної 
реалізації ІІСПР відсутня необхідність вирішувати інші задачі, такі, як 
організаційне забезпечення її функціонування, моніторинг прийнятих 
рішень, питання організації доступу до системи, складання форм звітності 
та їм подібні. Але ці задачі в даний час можна вважати достатньо 
формалізованими. Тому вони не потребують застосування методології 
інтелектуальних обчислень. 
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На інструментальному рівні для вирішення задач з аналізу даних слід 
дослідити застосування таких класів методів і інструментів, як штучні 
нейронні мережі, нечіткі обчислення, імітаційне моделювання, 
формалізовані методи аналізу даних. Задачі обробки даних доцільно 
вирішувати за допомогою таких методів, як штучні нейронні мережі, 
генетичні алгоритми, нечіткі обчислення, формалізовані методи обробки 
даних. Для розв’язання задач оптимізації залежно від рівня визначеності 
множини варіантів   можна використовувати або формалізовані методи, 
або агентно-еволюційні методи пошуку оптимальних рішень.  
Реалізація зазначених процесів на інструментальному рівні, 
відбувається з використанням розвиненого набору економіко-математичних 
інструментів. Серед інструментів, що мають особливе значення для ІІСПР, 
слід виділити штучні нейронні мережі різних типів, які можуть 
використовуватися для аналізу і прогнозування (персептронні), для 
багатокритеріального порівняння альтернатив (самоорганізаційні), для 
розпізнавання складних образів (згорткові). У рішенні задач оптимізації 
важливу роль відіграє використання генетичних алгоритмів, що мають ряд 
унікальних переваг перед іншими методами. Крім того, для забезпечення 
адаптованості та самонавчання ІІСПР, необхідно забезпечити динамічне 
оновлення інформації в базах системи, коригування моделей, критеріїв 
оцінювання та вибору, в залежності від результатів прийнятих і  
реалізованих рішень. 
Зв’язки між компонентами інструментального рівня та рівня процесів 
на рис. 2.7 утворюються на основі зазначених раніше аспектів, які 
вимагають додаткового уточнення при реалізацією зазначених процесів в 
ІІСПР. Так, для вирішення завдань, які виникають в рамках реалізації 
процесу спостереження, можуть використовуватися такі методи і 
інструменти, як генетичні алгоритми, штучні нейронні мережі та 
формалізовані методи аналізу даних. Процес моделювання може включати 
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використання імітаційних моделей, нечітко-логічних моделей, а також 
моделей на основі штучних нейронних мереж. Задачі, які поставлено в 
даному дослідженні на рівні процесу ідентифікації потребують 
використання імітаційних моделей, штучних нейронних мереж та 
формалізованих методів аналізу даних. Вдосконалення процесу оцінки і 
вибору альтернатив планується здійснювати із використанням нечітких 
обчислень, генетичних алгоритмів, формалізованих методів аналізу і 
обробки даних та штучних нейронних мереж. 
Слід відмітити, що дана схема встановлює лише основні взаємозв’язки 
між категоріями методології моделювання інноваційних інтелектуальних 
систем прийняття рішень.  
Так, серед численних різновидів нейронних мереж існують такі, які 
можуть використовуватися для розв’язання задач оптимізації,  але практичне 
їх застосування для таких випадків пов’язане із багатьма обмеженнями, що 
робить його недоцільним. Тому на рис. 2.7 можливість використання 
нейронних мереж для розв’язання задач оптимізації не показано.  
Також на схемі не показано доцільність використання формалізованих 
методів для реалізації процесу моделювання, хоча в задачах, умови яких 
відповідають вимогам, визначеним у п. 1.3, такі методи можуть 
застосовуватися. Але вони не відносяться до категорії інтелектуальних 
обчислень а через те не входять до предмету дослідження. 
Основою для розгляду процесів спостереження, моделювання, 
ідентифікації, оцінювання та вибору є загальновизнані теоретико-
методологічні наукові напрямки, наведені на верхньому рівні 
методологічної схеми. Детальніше зупинимося на таких компонентах рівня, 
як теорія рішення винахідницьких задач (ТРВЗ) [83] і система типових 
задач. 
Використання ТРВЗ на теоретико-методологічному рівні обумовлено 
тим, що саме в рамках цієї теорії велика увага приділяється правильній 
постановці задачі і доводиться, що від неї істотно залежить ефективність 
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вирішення. В той же час доведено, що коли економічна проблема може бути 
зведена до однієї, або декількох базових постановок, ефективність рішень, 
знайдених в їх рамках, може відрізнятися [172]. 
Введення системи типових задач обумовлено необхідністю апріорної 
оцінки ефективності використовуваних інструментальних засобів і їх 
програмних реалізацій. Система типових задач дозволяє створити єдиний 
базис для такої оцінки і забезпечує порівнянність результатів. 
Таким чином, представлена на рис. 2.7 схема методології 
моделювання інноваційних інтелектуальних систем прийняття рішень в 
управлінні економічними об’єктами є ізоморфною концепції моделювання 
(рис. 2.6) через структуру процесів прийняття рішень. Розглянута концепція 
ґрунтується на комплексному використанні інтелектуальних обчислень на 
всіх стадіях процесу прийняття рішень, що дозволяє підвищити 
ефективність цього процесу в умовах мінливості зовнішнього середовища 
внаслідок більш досконалого урахування слабкозв'язаних факторів та 
швидшої реакції на зміни в оточенні 
 
 Висновки до розділу 2 
Використання інтелектуальних методів аналізу слабкоструктурованих 
даних для прийняття рішень в складних економічних системах дозволяє 
знизити витрати на розробку і супровід систем управління, підвищити їх 
точність, та є актуальним для вирішення більшості економічних задач, які 
можуть бути описані за формальними ознаками і не засновані на 
використанні суто людських якостей.  
Дослідження основних підходів до створення систем інтелектуальних 
обчислень та методів, які розроблено в рамках їх реалізації, дало змогу 
ув’язати зазначені підходи в єдину класифікаційну схему.   
Проведений аналіз логічної і часової структури, яка характерна для 
інноваційних інтелектуальних систем прийняття рішень, дозволив 
визначити необхідність використання в цьому випадку структурно-
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параметричного підходу. Структурний синтез дозволяє визначити 
оптимальний набір методів вирішення поставлених завдань, і їх 
послідовність. Параметричний дозволяє оптимізувати елементи системи.  
Запропонований методологічний підхід який засновано на 
морфологічному методі Ф. Цвіккі та використанні апарату n-дольних 
гіперграфів дозволяє формалізувати процеси синтезу інноваційних 
інтелектуальних систем прийняття рішень та урахувати обмежену 
придатність методів для вирішення різних класів економічних задач. 
Використання цього підходу дозволяє знизити витрати на процес розробки 
інтелектуальній системи прийняття рішень 
У запропонованій концепції моделювання інноваційних 
інтелектуальних систем прийняття рішень в економічних системах процес 
прийняття рішень зводиться до сукупності процесів спостереження, 
моделювання, ідентифікації, оцінювання та вибору. Реалізація цих процесів 
базується на розробках вітчизняних і зарубіжних авторів  в таких областях, 
як статистичний аналіз, спостереження і експеримент, технології баз даних, 
математичне моделювання, інтелектуальних аналіз і обробка даних, методи 
оптимізації.  
Розглянуто аспекти, пов'язані з реалізацією цих процесів в ІІСПР, які 
вимагають додаткового уточнення, що обумовлює необхідність вирішення 
низки завдань. 
Розроблена концепція дозволяє звести задачу пошуку і прийняття 
рішень до набору більш простих завдань, вирішення яких може бути 
здійснено з використанням інтелектуальних обчислень, що дозволяє 
підвищити ефективність прийнятих рішень, скоротити витрати на 
підтримку роботи системи в умовах мінливого зовнішнього середовища, 
зменшити вимоги до персоналу, і витрати на його навчання , підвищити 
автономність роботи і життєздатність системи. 
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РОЗДІЛ 3 
 МЕТОДИ РОЗРОБКИ ІННОВАЦІЙНИХ ІНТЕЛЕКТУАЛЬНИХ СИСТЕМ 
ПРИЙНЯТТЯ РІШЕНЬ 
 
3.1. Методи розв’язання економічних задач із застосуванням 
штучних нейронних мереж 
Проблематика застосування штучних нейронних мереж для 
розв’язання економічних задач. 
Проблеми використання штучних нейронних мереж (ШНМ) для 
ідентифікації економічних систем постають у зв’язку із підвищенням 
обчислювальних можливостей інформаційних систем економічних об’єктів 
і наявною потребою в ідентифікації стану останніх та охоплюють 
теоретичні і практичні аспекти їх застосування. 
Незважаючи на великий обсяг досліджень в області ШНМ  (так, С. 
Хайкін в узагальнюючому дослідженні «Нейронные сети. Полный курс» 
[247] посилається майже на 1200 найважливіших робіт з теорії нейронних 
мереж), багато проблем так і не отримали вичерпного рішення. На 
теоретичному рівні серед них виділимо наступні: 
Проблема 3.1: Вибір найбільш ефективного інструменту 
моделювання; 
Проблема 3.2: Визначення оптимальної архітектури ШНМ; 
Проблема 3.3: Визначення достатнього обсягу навчальної вибірки; 
Проблема 3.4: Відбір найбільш значущих вхідних даних; 
Проблема 3.5: Підвищення різноманітності вибірки. 
Розглянемо докладніше, що являє собою кожна із проблем (3.1-3.5). 
Для проблеми 3.1 – вибору найбільш ефективного інструменту 
моделювання  справедливе наступне твердження. 
Твердження 3.1. 
Ефективність вирішення складних економічних задач залежить від 
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методів і інструментів, які застосуються для цього. 
Доведення твердження 3.1. 
Відповідно визначенню 2.8, для складної економічної задачі 
неможливе визначення гарантовано-кращого рішення за припустимий час. 
Тому всі методи вирішення таких задач відшукують тільки приблизні 
варіанти рішень. Отже ефективність застосування різних інструментів, 
зокрема нейромережевих, в загальному випадку може відрізнятися.  
Твердження 3.1 доведено. 
Експериментальне доведення твердження 3.1 зроблено в п. 4.1. 
Сутність проблеми, яка випливає з твердження 3.1, полягає в тому, 
щоб визначити спосіб вибору найбільш ефективного інструменту для 
кожного класу економічних задач, або довести, що таке визначення в 
загальному випадку неможливо. 
Проблема 3.2 – визначення оптимальної архітектури ШНМ випливає з 
відомої залежності ефективності навчання і роботи ШНМ від кількості 
нейронів в прихованому шарі, що особливо проявляється при нестачі 
вхідних даних. В даний час ця проблема вирішується перебором різних 
конфігурацій і параметрів настройки ШНМ, в деяких межах, визначених 
переважно інтуїцією розробника. Суть проблеми полягає в розробці 
формальних підходів до визначення оптимальної архітектури ШНМ, або 
обмеженні простору припустимих параметрів архітектури . 
Проблема 3.3 – визначення достатнього обсягу навчальної вибірки 
порушується в працях багатьох дослідників. Зокрема, в [34, 36, 40] доведено 
зв'язок між кількістю вільних параметрів ШНМ і кількістю прикладів, які 
потрібні для їхнього навчання, а також наближено визначено порядок 
останньої величини. Однак на практиці цими методами можна отримати 
лише досить розпливчасті оцінки, чого не завжди достатньо. Тому суть 
даної проблеми полягає в розробці системи методів оцінки адекватності 
обсягу вхідній вибірки даних для обраної архітектурі ШНМ.  Окремим 
випадком проблеми є аналіз розв'язуваної задачі на предмет можливості 
  146 
застосування ШНМ за такими ознаками, як відповідність кількості 
прикладів навчальної вибірки (векторів вхідної множині даних) кількості 
вхідних і вихідних параметрів (розмірності вхідний і вихідний вибірки).  
Проблема 3.4 – відбору найбільш значущих вхідних даних 
безпосередньо пов'язана із зазначеною вище залежністю між кількістю 
вільних параметрів ШНМ і кількістю прикладів, які потрібні для її 
навчання. Ця проблема виникає в тих випадках, коли кількості прикладів у 
вхідній вибірці недостатньо для адекватного навчання нейронної мережі. 
Суть проблеми полягає в знаходженні способу ранжирування вхідних 
параметрів за значущістю для знаходження ефективного рішення в 
нейромережевій моделі. 
Твердження 3.2. 
Проблеми відбору значущих даних, визначення достатнього обсягу 
навчальної вибірки і оптимальної архітектури ШНМ повинні  вирішуватися 
комплексно. 
Доведення твердження 3.2. 
Проілюструємо зв'язок між зазначеними в твердженні проблемами та 
ефективністю ідентифікації стану системи за допомогою графіка, 
наведеного на рис. 3.1 (дані умовні). Критерієм ефективності ідентифікації 
стану системи покладемо частку правильно розпізнаних прикладів на 
тестовій вибірці даних. 
Крива 1 на рис. 3.1 описує зміну ефективності ідентифікації тестових 
прикладів при фіксованій і гарантовано достатній кількості прикладів у 
навчальній вибірці, в залежності від частки параметрів вхідної множини 
даних, які включені в цю вибірку. При цьому параметри відсортовані за 
зниженням значущості. Графік цієї кривої при збільшенні кількості 
параметрів у загальному випадку є неспадним. 
Крива 2 відображає зміну ефективності ідентифікації тестових 
прикладів при фіксованій і гарантовано недостатній кількості прикладів у 
навчальній вибірці, а також за умов рівної значущості всіх її параметрів. 
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Починаючи з певного моменту, ефективність ідентифікації при малій 
вибірці даних буде зменшуватися за рахунок ефекту перенавчання. 
Крива 3 відображає ефективність ідентифікації тестових прикладів 
при фіксованій і гарантовано недостатній кількості прикладів у навчальній 
вибірці, але якщо параметри відсортовані за значущістю. 
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Рис. 3.1. Ілюстрація задачі пошуку оптимальної розмірності вектора  
вхідних даних 
Якщо об’єктивна оцінка значущості параметрів вхідної множини 
даних не є можливою рекомендується обирати вибірку, розмірність вектору 
вхідних даних якої відповідає точці перегину графіка 2 [247]. Разом з тим як 
буде доведено нижче, використання більш значущих параметрів дозволяє 
дещо компенсувати втрату ефективності внаслідок перенавчання, тобто для 
загальної ефективності нейромережевій моделі більшу значущість має точка 
перегину кривої 3 (рис. 3.1).  
Таким чином, проблеми відбору значущих даних, визначення 
достатнього обсягу навчальної вибірки і оптимальної архітектури ШНМ 
повинні вирішуватися комплексно. 
Твердження 3.2 доведено. 
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Проблема 3.5 – підвищення різноманітності вхідних даних виникає в 
тому випадку, коли навчальна вибірка складається з великої кількості 
векторів малої розмірності. Причому отримати прийнятне за ефективністю 
рішення на такій вибірці неможливо. У цьому випадку причиною може бути 
недостатня різноманітність вхідних даних. Суть проблеми полягає в 
знаходженні методів підвищення різноманітності вхідних даних, 
застосування яких дозволить підвищити ефективність вирішення задачі, у 
порівнянні з використанням необроблених даних . 
Зрозуміло, проблеми застосування штучних нейронних мереж не 
вичерпується тільки проблемами 3.1–3.5. Актуальність зберігають задачі 
пошуку ефективних алгоритмів навчання ШНМ, інтерпретації отриманих в 
процесі навчання знань, підвищення швидкості навчання і багато інших, 
включаючи особливості вирішення локальних економічних завдань. Однак 
рішення цих проблем виходить за рамки цього дослідження.  
Постановка завдання і вибір ефективних інструментів його 
рішення. Аналіз проблеми вибору найбільш ефективного інструменту 
нейромережевого моделювання доцільно починати з розгляду ролі 
постановки завдань для вибору інструментів їх вирішення, а також розгляду 
зв'язку між постановкою та ефективністю отриманих результатів. Лише в 
кількох джерелах [116, 150] даються рекомендації щодо застосування 
певних нейромережевих інструментів для вирішення певних економічних 
задач, наприклад, задачі побудови рейтингів, прогнозування, оптимізації.  
У той же час, ще А. Лінкольн стверджував, що правильно поставлена 
ціль – половина успіху [96, с. 507]. Однак згодом таке розуміння значення 
постановки задачі збереглося тільки в соціальних науках. При вирішенні ж 
практичних задач під постановкою задачі найчастіше розуміють тільки 
формалізований опис технічного завдання. Наприклад, в «Фінансовому 
словнику» цей термін тлумачиться, як «точне формулювання рішення задачі 
на комп'ютері з описом вхідний і вихідний інформації» [242]. 
Аналіз використання цього терміна в різних літературних джерелах 
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показує, що найбільше значення визначенню правильної постановки 
надається в рамках теорії розв'язання винахідницьких завдань (ТРВЗ), 
запропонованої і розвиненою Г. С. Альтшуллером і його послідовниками 
[84, 83]. Одним з інструментів, що застосовуються в ТРВЗ, є перехід від 
вихідної постановки задачі, що містить протиріччя, яке заважає отриманню 
ідеального рішення, до постановки, в якій це протиріччя усунуто. 
Зрозуміло, остаточна постановка також повинна забезпечувати виконання 
вимог замовника. Ефективність методів та інструментів ТРВЗ  доведена їх 
використанням в даний час в більшості великих інноваційних компаній, 
включаючи Intel, Motorola, Ford, Philips, Siemens, Nippon, Xerox [83, с. 390], 
що дозволяє зробити висновок про ефективність цього підходу. 
При розробці інноваційних інтелектуальних систем прийняття рішень, 
постановка завдання відзначена, як складова частина процесу моделювання 
φ (рис. 2.6). Результати проведеного дослідження показали, що при 
використанні інтелектуальних методів пошуку одна й та сама задача в 
деяких випадках може бути поставлена по-різному [172]. При цьому 
ефективність її рішення знаходиться в сильній залежності від постановки. 
Виявлення цієї залежності і формалізація підходів до постановки задач, 
таким чином, є актуальним завданням економіко-математичного 
моделювання. 
На рис. 3.2 показано підходи, які використовуються, або можуть 
використовуватися при вирішенні економічних задач різних типів – аналізу, 
даних, обробки даних, чи оптимізації. 
Підхід, який показано на рис. 3.2.а, є одним з найбільш поширених, не 
дивлячись на його простоту. У випадку 3.2.а дослідник підлаштовує задачу, 
що ставиться під певний інструмент її рішення. Такий підхід може бути 
обумовлений недостатніми навичками володіння дослідником іншими 
методами, або відсутністю можливостей їх реалізації в рамках наявного у 
дослідника програмного забезпечення. Незалежно від причин використання 
такого підходу, при його використанні оптимальне рішення може бути 
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отримано лише випадково. 
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Рис. 3.2. Підходи до вирішення економічних завдань з використанням 
різних інструментів моделювання:  
а) наївний; б) інтуїтивний; в) заснований на базових постановках; г) синтетичний 
 
На рис. 3.2.б, показаний підхід, який передбачає наявність в арсеналі 
дослідника декількох інструментів моделювання, один з яких вибирається 
на підставі таких критеріїв, як досвід або інтуїція. 
При використанні підходу, показаного на рис. 3.2.в, до попередньої 
схеми додається етап постановки завдання, на якому визначається, до якого 
класу належить розв'язувана проблема і відповідно обирається інструмент 
моделювання. 
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Підхід, що показаний на рис. 3.2.г, заснований на принципах 
морфологічного синтезу, описаних в 2.2. Цей підхід є найбільш 
трудомістким, але в той же час дозволяє знайти найкраще рішення. Його 
застосування виправдане в тому випадку, коли задача може бути віднесена 
одночасно до різних класів і відповідним чином поставлена. Причому 
аналітично неможливо визначити, який з варіантів постановки призведе до 
найкращого рішення. 
Таким чином, необхідною умовою використання підходів, поданих на 
схемах 3.2.в і 3.2.г, є віднесення економічної задачі до одного чи декількох 
з відомих класів, наприклад, відповідно до класифікації, запропонованої в 
1.2. При цьому очевидно, що існує деяка відповідність між класами задач і 
методами їх вирішення.  
Розглянемо цю тезу на прикладі задач аналізу даних, класифікація 
яких є найбільш розгалуженою (див. рис. 1.6), і методів рішення, 
заснованих на використанні різних типів ШНМ. 
В аналізі даних виділяються наступні класи задач: класифікації, 
регресії, кластеризації, аналізу зв'язків і аналізу відхилень.  
У задачах класифікації потрібно віднести вхідний приклад до одного 
із заздалегідь визначених класів. При цьому на виходах ШНМ можуть бути 
тільки бінарні значення, а кількість виходів відповідає кількості класів. 
Задачі класифікації високої складності (наприклад, розпізнавання образів в 
режимі реального часу) в даний час ефективно вирішуються за допомогою 
нейронних мереж глибинного навчання і згорткових ШНМ. 
У задачах регресії потрібно знайти залежність між вихідним 
параметром і набором вхідних. При цьому вихідні значення, як правило, є 
безперервними. Для вирішення завдань регресії використовуються 
багатошарові персептрони. Вони ж можуть використовуватися для 
вирішення задач класифікації малої і середньої складності.  
Сутність задачі кластеризації полягає в розбитті множини вхідних 
даних на кластери, що містять схожі приклади. Причому кількість кластерів 
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з початку не задається, а сама задача вирішується за допомогою 
самоорганизаційних нейронних мереж, алгоритмами «навчання без 
учителя». Більш вузькоспеціалізованим інструментом вирішення задач 
кластеризації можна вважати рекурентні нейронні мережі, в яких одні і ті ж 
нейрони фактично є і вхідними, і вихідними, і прихованими. Такі ШНМ 
також ефективно вирішують асоціативні задачі в рамках класу «Аналіз 
зв'язків», задачі, пов'язані з очищенням даних від шуму (фільтрацією) і 
деякі різновиди задач оптимізації. 
Пошук аномалій повинен дозволяти знаходити дані з сильними 
відхиленнями від основних закономірностей розподілу. Для цього можуть 
використовуватися самоорганізаційні ШНМ, які дозволяють наочно 
відобразити як основну групу даних, так і віддалені від неї об'єкти.  
Найбільш ефективним інструментом виділення значущих ознак в 
даний час є ШНМ глибинного навчання. Основними обмеженнями їх 
застосування є складність реалізації і високі вимоги до обсягу навчальної 
вибірки. Напрями застосування різноманітних типів ШНМ для задач аналізу 
даних показано на рис. 3.3. 
Існують і інші підходи до класифікації задач, які вирішуються із 
застосуванням штучних нейронних мереж. Так С. Хайкін, відштовхуючись 
від базових можливостей різних типів ШНМ, виділяє задачі асоціативної 
пам'яті, розпізнавання образів, апроксимації функцій, управління та 
фільтрації [247]. Однак ця класифікація носить загальний характер і 
стосовно завдань економіко-математичного моделювання вимагає 
уточнення. 
З твердження 3.1 випливає, що в загальному випадку складна 
економічна задача може бути вирішена різними способами. При цьому 
ефективність отриманих рішень може виявитися різною. Далі, на прикладі 
задачі біржового спекулянта, розглянемо процес її вирішення через 
проміжну процедуру  приведення задачі до одного з розглянутих вище 
класів. 
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Рис. 3.3. Можливості застосування різних типів нейронних мереж для 
вирішення задач аналізу даних 
 
У найзагальнішому вигляді задача біржового спекулянта 
формулюється так: необхідно розробити економіко-математичну модель, 
яка дозволяла б на підставі даних передісторії про зміну валютних курсів 
організовувати роботу на біржі (покупку і продаж фінансових інструментів) 
таким чином, щоб забезпечити отримання стійкого доходу.  
При фіксованій стратегії роботи на біржі задача біржового спекулянта 
зводиться до прогнозування ринкової ситуації. 
Покажемо, що задачу біржового спекулянта можна привести 
щонайменьш до трьох різних базових постановок – класифікації, регресії і 
кластеризації. 
Базовий набір вхідних даних, які описують стан валютного ринку, в 
загальному випадку містить інформацію про курсові відносини різних пар 
валют. При цьому слід враховувати, що у всіх випадках базовий набір 
вхідних даних залишається без змін і містить стандартну біржову 
інформацію про ціни на валютні інструменти в різні часові періоди.  
Розглянемо рішення цієї задачі, як задачі класифікації. У цьому 
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випадку від нейронної мережі потрібно класифікувати поточну біржову 
ситуацію, в залежності від дій, які рекомендується зробити біржовому 
спекулянту – продати валюту, купити валюту, або нічого не робити. 
Схематично це показано на рис. 3.4. 
Оскільки в даному випадку передбачено три варіанти дій, мова йде 
про тернарну класифікацію, яка є різновидом полінарної (див. рис. 1.6). 
Аналіз якості отриманих прогнозів на перевірочній вибірці дає підстави в 
цілому вважати отримані результати позитивними. Разом з тим, при 
вирішенні задачі виникають складнощі з формалізацією горизонту 
прогнозування. Так, при реальній роботі на валютному ринку оптимальні 
рішення для короткостроковій, середньостроковій і довгостроковій торгівлі 
можуть бути різними. Тому при побудові моделі необхідно прийняти ряд 
припущень, серед яких фіксація горизонту прогнозування і підвищення 
порога активації вихідних нейронів. В результаті загальний економічний 
ефект від застосування моделі буде істотно менше максимально можливого 
[142]. 
 
Б
ір
ж
о
в
і 
д
а
н
і
ШНМ
Купувати
Нічого не 
робити
Продавати
 
Рис. 3.4. Рішення задачі біржового спекулянта, як задачі  класифікації 
 
При вирішенні задачі біржового спекулянта, як задачі регресії, 
результатом роботи моделі є чисельний прогноз величини валютного курсу 
в наступний період, або прогноз величини відхилення валютного курсу в 
наступному періоді від поточного значення (рис. 3.5). 
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Рис. 3.5. Рішення задачі біржового спекулянта, як задачі регресії 
 
Технологія вирішення цієї задачі у регресійній постановці мало 
відрізняється від її вирішення, як задачі класифікації. Основні відмінності 
виявляються в інтерпретації отриманих даних. Так, результати, що отримані 
в постановці класифікації, більше підходять для створення автоматичних 
торгових систем, а результати, отримані в постановці регресії – для 
створення автоматизованих систем підтримки прийняття рішень. 
Розглянемо постановку і рішення даної задачі, як задачі кластеризації 
[174]. Схематично така постановка задачі показана на рис. 3.6.  
Приводом до формулювання такої постановки є нездатність 
нейромережевих моделей, які є результатом вирішення завдань класифікації 
і регресії, до аналізу ступеня детермінованості поточної ринкової ситуації. 
Інакше кажучи, за допомогою таких моделей можна дізнатися, в якому 
напрямку буде змінюватися ринковий курс, але важко визначити 
ймовірність такого розвитку подій. Рішення задачі біржового спекулянта, як 
задачі кластеризації, дозволяє розбити простір можливих наслідків на будь-
яку розумну кількість кластерів і в залежності від того, до якого з них ШНМ 
віднесе поточну ситуацію визначати ймовірність і математичне очікування 
змін в ту, чи іншу сторону.  
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Рис. 3.6. Рішення задачі біржового спекулянта, як задачі кластеризації 
 
Таким чином, проведене дослідження дає підстави вважати, що 
ефективність отриманих результатів безпосередньо пов'язана з постановкою 
задачі. Це дозволяє вдосконалити методи вирішення проблеми вибору 
оптимальних інструментів нейромережевого моделювання. Зокрема 
запропоновано використовувати при постановці задачі проміжний етап – 
зведення розв'язуваної задачі до однієї або декількох базових постановок. 
Остаточний вибір способу вирішення конкретної задачі може бути 
зроблений на підставі аналізу результатів, отриманих при її вирішенні в 
різних базових постановках. 
Рішення задачі біржового спекулянта в запропонованих постановках, 
в умовах, що забезпечують порівнянність отриманих результатів  
розглядається в п. 4.1 дисертації. 
Методи відбору вхідних даних і архітектури нейронних мереж. 
Проблеми визначення оптимальної архітектури ШНМ, достатнього обсягу 
навчальної вибірки і відбору вхідних даних знаходяться в тісному 
взаємозв'язку і повинні розглядатися комплексно. 
Нехай Т – навчальна вибірка, яка представляє собою множину даних, 
що складається з векторів Xi та очікуваного відклику мережі )( iXf : 
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де I – кількість прикладів у вибірці, а  Xi  – вектор, що має вигляд: 
 
),...,,( ,2,1, Miiii xxxX  , (3.2) 
 
де M – кількість параметрів, що складають один приклад. 
Нехай NS – структура нейронної мережі, яка в загальному вигляді 
може бути описана таким чином: 
 
,,LNNS  , (3.3) 
 
де N – множина нейронів, що складають ШНМ; 
L – множина зв'язків між нейронами; 
  – відношення інцидентності, що ставить у відповідність кожному 
зв'язку з множини L два нейрона з множини N. 
Для повнозв'язаних багатошарових нейронних мереж прямого 
поширення при описі структури можна обмежитися зазначенням кількості 
нейронів в кожному шарі. В цьому випадку структуру (точніше – 
архітектуру) мережі можна записати формулою виду 
 
ohi NNN  ... , (3.4) 
 
де iN  – кількість нейронів у вхідному шарі, що збігається з М – кількістю 
параметрів в навчальному прикладі; 
hN  – кількість нейронів в кожному з прихованих шарів; 
oN  – кількість нейронів у вихідному шарі, що збігається з кількістю 
виходів ШНМ. 
Так, наприклад, формулою 5-6-3-1 описується архітектура ШНМ, що 
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має 5 входів, 6 нейронів в першому прихованому шарі, 3 нейрона в другому 
прихованому шарі і 1 вихід. 
У загальному вигляді проблема відбору вхідних даних зводиться до 
знаходження такої вибірки TT  , щоб при заданому параметрі обсягу 
вибірки I забезпечувалося достатньо хороша апроксимація функції )( iXf  і 
відповідно рішення досліджуваної задачі. При цьому на властивості вибірки 
T  можуть накладатися обмеження, в залежності від умов задачі. 
Існування проблеми відбору вхідних даних обумовлено залежністю 
між складністю структури нейронної мережі і кількістю прикладів, які 
необхідні для її навчання. Теоретично достатню кількість прикладів в 
навчальній вибірці можна визначити, відштовхуючись від концепції виміру 
Вапніка-Червоненкіса (VC-виміру), введеного в [74] і відображає 
«обчислювальну потужність сімейства функцій класифікації, реалізованих 
машинами, здатними до навчання» [247]. VC-вимір також може бути 
інтерпретовано як «число образів, на яких штучна нейронна мережа може 
бути навчена без помилок для всіх можливих бінарних маркувань функцій 
класифікації» [247, с. 148]. Хоча точне аналітичне визначення цього 
параметра для конкретної архітектури ШНМ в більшості випадків 
неможливо, оцінки, зроблені в [36], показують, що для найбільш 
поширеного типу нейронної мережі, тобто мережі прямого поширення, що 
складається з нейронів з сігмоїдальною активаційною функцією, VC-вимір 
має порядок W2, де W – кількість вільних параметрів ШНМ. Оскільки до 
вільних параметрів мережі відносяться вагові коефіцієнти зв'язків і порогові 
значення активації нейронів, то:  
 
W=|L|+|N|. (3.5) 
 
При цьому, якщо архітектуру ШНМ позначити формулою виду 
layNNN  ...21 , де N1 – вхідний шар, Nlay – вихідний, а решта – приховані 
шари, то: 
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Розглянемо вимоги до кількості прикладів у вхідній вибірці на 
прикладі порівняно невеликий повно нейронної мережі прямого поширення, 
з архітектурою 5-5-1. У такій мережі lay = 3, отже з (3.5)-(3.7) |L|=25+5=30, 
|N|=6 W=36. Отже для гарантованого навчання такої мережі необхідна 
вибірка, в якій кількість незалежних прикладів має той же порядок, що і  362 
= 1296. Це означає, що для найбільш якісного налаштування параметрів 
даної нейронної мережі для ідентифікації стану складної системи достатньо 
вибірки, яка містить близько 1000 незалежних прикладів. Якщо кількість 
незалежних параметрів буде перевищувати VC-вимір, це вже не поліпшить 
ефективність ідентифікації. 
Інші методи оцінки (наприклад, метод, запропонований в [4]) 
дозволяють задавати допустимий рівень помилки мережі, що дає 
можливість отримати більш оптимістичні значення розмірів навчальної 
вибірки при прийнятному рівні помилки, однак вимоги до її величини все 
одно залишаються досить високими. 
Слід наголосити на тому, що вираз W2 обмежує лише теоретичну 
верхню межу VC-виміру нейронної мережі [247]. Тому на практиці може 
бути достатньо вибірки значно меншого розміру. Але вирази (3.5)-(3.7) 
дозволяють порівнювати різні варіанти архітектури нейронних мереж з 
погляду вимог до обсягу даних для навчання. 
З (3.6) випливає, що в повнозв'язаних нейронних мережах кількість 
ступенів свободи безпосередньо залежить від кількості нейронів у вхідному 
і вихідному шарах, а отже від розмірності вектора вхідних даних і його 
представлення в ШНМ. При цьому нерідко зустрічається ситуація, коли цей 
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параметр великий, а кількість прикладів в навчальній вибірці навпаки – 
мало. Так, наприклад задача передбачення банкрутств у банківській системі 
України пов'язана з аналізом більш ніж 30 параметрів, що характеризують 
активи, пасиви і фінансові результати банків, що обумовлює необхідність 
наявності вибірки даних, що складається з приблизно 25000 прикладів 
(розрахунки зроблені для нейронної мережі з архітектурою 30-5-1). У той 
же час вибірка,  що зроблена на основі банківської статистики України має 
обсяг на порядок менше необхідного. Аналогічна ситуація виникає і в 
багатьох інших випадках, коли зібрати базу даних, обсяг якої був би 
достатнім для нормального навчання нейронної мережі не уявляється 
можливим [див., наприклад, 184, 185]. 
Проблема відбору вхідних даних тісно пов'язана з задачею 
знаходження такої структури мережі NS, яка б забезпечувала мінімум 
помилки при вирішенні задачі. У сукупності ці дві задачі не мають і 
швидше за все не можуть мати аналітичних методів рішення. Не існує 
також і досить надійних емпіричних методів їх вирішення, тому поширеним 
способом є простий перебір можливих варіантів. Однак, якщо при відносно 
невеликих обсягах досліджуваних даних використання переборних 
алгоритмів цілком допустимо, то із збільшенням обсягу вибірки і 
розмірності вхідного вектора даних витрати часу на навчання ШНМ істотно 
зростають, що робить використання переборних алгоритмів недоцільним 
[136]. 
Розглянемо такі методи зниження розмірності даних, як: 
– логічний аналіз даних, 
– оптимізацію представлення даних, 
– аналіз взаємозалежностей в даних, 
– непрямі методи аналізу значущості даних. 
Очевидно, що основною метою застосування цих методів є 
позбавлення від змінних, які слабо впливають, або взагалі не впливають на 
вихідні параметри. Отже, в ряді випадків насамперед доцільно провести 
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логічний аналіз даних, з метою відсікання параметрів, які не несуть 
інформаційного навантаження за умов задачі. Так, наприклад, при аналізі 
стандартних анкетних даних банківського позичальника з вибірки можна 
виключити поля «Порядковий номер», «№ паспорта», «ПІБ» і тому подібні.  
Наступним методом зниження розмірності є оптимізація 
представлення даних. Цей метод може бути використаний для подання на 
вхід нейронної мережі нечислових даних. Варіанти представлення таких 
даних наведено на рис. 3.7. 
 
Обласний 
центр
Місто
а) б)
Сільська 
місцевість
біт 1
біт 2
j
в)
 
Рис. 3.7. Варіанти представлення нечислових даних, на прикладі параметра 
«Місце проживання клієнта»: 
а)  представлення через позицію біта; б) представлення через бітову маску; 
в) представлення через ранг значення 
 
Розглянемо переваги і недоліки кожного варіанта. 
Варіант представлення даних через визначення позиції біта (рис. 
3.7а.) для кожного значення параметра є найбільш точним, але разом з тим і 
найбільш ресурсномістким, з погляду того, скільки вільних параметрів 
ШНМ потрібно для його представлення. 
Позначимо через vj кількість можливих варіантів значення 
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нечислового параметра j. При поданні параметра через позицію біта, 
відповідно до (3.5) - (3.7), буде потрібно  
 
2NvjJ   (3.8) 
 
вільних параметрів, де N2 – кількість нейронів в другому шарі ШНМ. 
Для приклада, який показано на рис. 3.7а, |J|=3*4=12. 
При кодуванні бітовою маскою порядковий номер кожного з варіантів 
представляється у вигляді двійкового числа і його біти, що мають значення 
«1», активують відповідні входи ШНМ (рис. 3.7б). Кількість вільних 
параметрів, які при цьому потрібні можна розрахувати за формулою  
 
  22log NvjJ  , (3.9) 
 
де знак   позначає операцію округлення в сторону більшого числа. 
Для варіанту представлення даних (рис. 3.7б), наявні значення можуть 
бути представлені двома бітами. При цьому значенню «Обласний центр» 
може відповідати маска «11», значенням «Місто» маска «10», значенням 
«Село» маска «01». Кількість необхідних вільних параметрів |J| =  2 * 4 = 8. 
Недоліком цього способу кодування є деяке погіршення адекватності 
представлення вхідних параметрів, а також складність аналізу структури 
ШНМ для виявлення знайдених мережею залежностей. 
Представлення нечислових параметрів у вигляді рангів значень 
(рис. 3.7в) може використовуватися тоді, коли для цих параметрів існує 
критерій розподілу на шкалі «краще» - «гірше», але якщо такий критерій 
може бути синтезовано, виходячи з умов задачі. Якщо такого критерію 
немає, або він не є явним, даний спосіб кодування можна застосовувати 
тільки у виняткових випадках, що обумовлює основний недолік даного 
способу. Перевагою його є мінімальні вимоги до ресурсів ШНМ. Дійсно, в 
цьому випадку: 
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2NJ  , (3.10) 
 
що очевидно менше, ніж значення, отримані за формулами (3.8) або (3.9). 
У розглянутому прикладі вхідні значення можна закодувати, 
наприклад, виходячи з питомої ваги проблемних кредитів в різних регіонах. 
Так, якщо найбільш надійними є кредити, що видані мешканцям обласних 
центрів, а найменш надійними – кредити мешканцям міст, то значенням 
«Обласний центр» відповідає код 1, значенням «Село» – код 0,66, а 
значенням «Місто» – код 0,33. При цьому кількість вільних параметрів 
складатиме всього |J| = 4. 
Кодування нечислових даних можна розглядати як компроміс між 
точністю відображення вхідної інформації і використовуваними ресурсами 
ШНМ. При великому обсязі вхідній вибірки, або при малій кількості 
можливих значень параметра (наприклад, параметр «стать», який може 
приймати всього два значення) доцільно використовувати кодування 
позицією біта. При великій кількості можливих значень параметра або при 
невеликому обсязі навчальної вибірки доцільно використовувати кодування  
бітовою маскою. У виняткових випадках може бути виправдане кодування 
шляхом ранжирування значень. Крім того, доцільно вивчити статистичні 
параметри вхідних вибірки, і розглянути можливість видалення з неї рідко 
використовуваних значень. 
Аналіз взаємозалежностей в даних дозволяє виключити як параметри, 
які занадто слабо пов'язані з вихідними даними, так і параметри, які занадто 
сильно пов'язані з іншими вхідними параметрами. Найбільш відомим і 
поширеним методом цієї групи є кореляційний аналіз. Його недоліком слід 
відзначити можливість роботи тільки з тими параметрами, які мають 
числовий вираз. Нечислові параметри можуть бути проаналізовані лише в 
тому випадку, якщо вони можуть бути розташовані за принципом «краще» - 
«гірше», що не завжди можливо. Сучасне програмне забезпечення дозволяє 
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автоматизувати здійснення кореляційного аналізу, залишивши на долю 
дослідника підготовку даних і інтерпретацію отриманих результатів  [177]. 
Приклад результатів автоматичного кореляційного аналізу показано на рис. 
3.8. 
 
 
Рис. 3.8. Приклад результатів кореляційного аналізу анкетних даних із 
надійністю позичальника 
 
Недоліком класичного метода визначення коефіцієнта кореляції є те, 
що він достовірно дозволяє знаходити тільки лінійні залежності, тоді як 
реальні економічні процеси можуть розвиватися за законами, далекими від 
лінійних. Проведені дослідження показали, що при аналізі даних, заданих у 
вигляді аналітичної функції, коефіцієнт кореляції Пірсона, рівний 1 
виходить тільки для лінійної залежності. Для кубічної і експоненційної 
залежності його значення знаходиться в межах 0.6-0.7, а для періодичних 
функцій, які зустрічаються в аналізі економічних систем досить часто, 
значення коефіцієнту кореляції близько до 0 [63]. 
Значно кращих результатів по виявленню залежностей в даних 
дозволяє домогтися використання сучасних методів аналізу 
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взаємозалежностей в даних. За результатами дослідження [63] абсолютно 
кращим виявився метод, заснований на обчисленні коефіцієнта максимуму 
взаємної інформації (maximal information coefficient, або MIC). Значення 
MIC для всіх аналітично-заданих залежностей дорівнювало 1, що відповідає 
максимальної ступені зв'язку. 
Хоча коефіцієнт MIC було запропоновано порівняно недавно, у 
2011 році, він швидко набув поширення для аналізу слабкоструктурованих 
даних. Вже в 2012 році К. Мерфі в монографії, присвяченій перспективам 
розвитку машинного навчання, назвав MIC кореляцією XXI століття [52, 
с. 61].  
Слід зазначити і недоліки MIC. Головний з них обумовлено вимогами 
до дискретності вхідних величин. Це змушує використовувати для аналізу 
безперервних величин алгоритми огрубіння даних, що негативно 
позначається на точності знаходження слабких залежностей. Для 
підвищення точності рекомендується вибір методу огрубіння проводити 
ітеративно, що дозволяє трохи поліпшити точність, але в свою чергу 
збільшує трудомісткість та витрати часу. Таким чином, використання MIC 
вимагає високої кваліфікації аналітика. Крім того застосування цього 
методу стримується його відсутністю в поширених програмних продуктах.  
Важливу роль при вирішенні задачі зниження розмірності вибірки 
можуть зіграти непрямі методи аналізу значущості даних. В роботі [167] 
показано, що в якості методу відбору значущих параметрів може бути 
використаний будь-який метод, що дозволяє виконати ранжирування 
набору даних за ступенем їх впливу на вихідний параметр, навіть якщо таке 
ранжирування не є його основною функцією. До таких методів, наприклад, 
можна віднести алгоритм автоматичної побудови дерев рішень C4.5 [60].  
Для роботи алгоритму C4.5, обов’язковим є дотримання таких умов 
[60]: 
– кожен елемент вхідного набору даних повинен відповідати одному з 
визначених класів; 
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– кожен приклад повинен однозначно ставитися тільки до одного з 
класів; 
– кількість класів має бути значно менше кількості прикладів у вхідній 
вибірці. 
Легко помітити, що дані умови в цілому справедливі і для будь-якої 
задачі, яка може бути розв'язана за допомогою персептронних ШНМ. 
Використання цього алгоритму дозволяє провести ранжирування не 
тільки тих факторів, які мають числовий вираз, але і нечислових факторів, 
або тих, які не можуть бути приведені до числового виду. Особливості 
роботи алгоритму дозволяють варіювати кількість параметрів що 
відкидаються (тобто таких, яким присвоюється нульова значущість), що 
підвищує гнучкість методу. Ще однією перевагою алгоритму C4.5 в 
порівнянні з кореляційним аналізом є автоматичне відкидання параметрів, 
що мають сильну взаємну кореляцію з іншими. 
Приклад результатів аналізу, проведеного з використанням такого 
алгоритму, показаний на рис 3.9. 
Крім дерева прийняття рішень, яке є головним результатом роботи 
алгоритму C4.5 (рис. 3.9а), алгоритм також формує матрицю значущості 
вхідних параметрів (рис. 3.9б). Залежно від конкретного завдання ці дані 
можуть бути схожими на результати кореляційного аналізу, але можуть і 
суттєво відрізнятися від них. 
Таким чином, відбір вхідних даних є обов'язковою процедурою при 
невеликому обсязі навчальної вибірки. Використання непрямих методів, 
зокрема аналізу значущості показників за допомогою алгоритмів побудови 
дерев рішень дозволяє розширити інструментарій розробки 
нейромережевих моделей в таких умовах. 
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Рис. 3.9. Приклад результатів аналізу анкетних даних алгоритмом C4.5: 
а) дерево прийняття рішень;  б) результати аналізу значущості атрибутів 
 
Підвищення різноманітності вхідних даних при нейромережевому 
моделюванні. Необхідність підвищення різноманітності даних, як вже 
зазначалося, спостерігається при малій розмірності вектора вхідних даних, 
великій кількості прикладів у вибірці і наявності складної залежності між 
вхідними і вихідними параметрами. Прикладом таких даних може бути 
біржова інформація. 
Базовий набір вхідних даних, що описує стан валютного ринку, в 
загальному випадку містить інформацію про курсові відносини різних пар 
валют за часовими періодами. При цьому в кожному періоді виділяється 
курс на початок періоду oi, на кінець періоду ci, а також максимальні hi і 
мінімальні li значення курсу за період. Оскільки сам по собі такий вектор не 
несе ніякої інформації про тенденції змін цін на біржі, для урахування 
динаміки цього та інших часових рядів застосовують трансформацію 
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вхідного набору даних за допомогою ковзного вікна, тобто замість вектора 
{ iiii clho ,,, } використовується вектор 
{ iiiiiiiikikikikiki clhoclhooclho ,,,,,,,,...,,,,, 11111  }. Однак і цей спосіб не 
дозволяє досягти високих результатів в прогнозуванні, що є наслідком з 
фундаментальних обмежень персептронних і подібних до них мереж, які 
були сформульовані Розенблаттом і доповнені М.Минскім і С.Пейпертом 
[48]: 
– персептронні мережі не здатні до узагальнення своїх характеристик 
на нові стимули або нові ситуації, а також не здатні аналізувати складні 
ситуації в зовнішньому середовищі шляхом розчленування їх на більш 
прості; 
– персептрони мають обмеження в задачах, пов'язаних з інваріантним 
представленням образів. 
Зменшити вплив цих обмежень можна шляхом надання персептронам 
додаткової інформації, що уточнює поточну ситуацію. Отже, виникає 
необхідність використання додаткових методів підвищення різноманітності 
даних. 
У якості таких можуть бути використані різні емпіричні методи 
аналізу, які зазвичай формулюються у вигляді «умова» – «наслідок». 
Фактично, такі методи можна розглядати, як мікро-експертні системи, що 
дозволяє говорити про комбінований нейро-експертний модуль аналізу 
(рис. 3.10).  
Розглянемо приклад побудови вхідної частини нейро-експертного 
модуля аналізу біржових даних. До емпіричних методів аналізу валютних 
ринків зокрема відноситься прогнозування за допомогою ринкових 
індикаторів і осциляторів. У найпростішому випадку осциляторні методи 
дозволяють отримувати вихідний сигнал у вигляді набору (-1/0/1), що 
відповідає прогнозуванню відповідно зниження курсу (-1), збереження 
нинішнього рівня (0) та підвищення курсу (1). Існують методи і для більш 
детального прогнозу [257].  
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Рис. 3.10. Структура вхідної частини нейро-експертного модуля  
аналізу даних 
 
Розглянемо принципи використання деяких типів осциляторів спільно 
з ШНМ. Для цього розглянемо осцилятори ROC, RSI і MACD. Осцилятор 
ROC (Rate of Change) виступає індикатором сильних рухів ринку і 
обчислюється таким чином: 
 
%100*)/( nttt PPROC  , (3.11) 
 
де Pt – ціна в момент часу t, n – порядок осцилятора. 
Для прийняття рішень за допомогою осцилятора ROC, крім 
розрахованого поточного значення осцилятора, необхідно мати статистику 
його попередніх значень, з якої находиться максимальне відхилення 
осцилятора. Як правило, вважають, що осцилятор спрацював, якщо 
відхилення, що спостерігається, становить не менше 70-80% максимального 
[256]. Це дозволяє сформулювати математичну модель прийняття рішень за 
допомогою осцилятора ROC у такий спосіб: 
  170 
 
 



































,%100*;0
,%100*;1
,%100*;1
ROC
nt
t
ROC
ROC
nt
t
ROC
nt
t
ROC
H
P
P
L
L
P
P
H
P
P
D  (3.12) 
 
 
де LROC – нижня межа спрацьовування осцилятора ROC; HROC – верхня межа 
спрацьовування осцилятора ROC; DROC  – рішення, прийняте за допомогою 
осцилятора ROC. 
Параметри HROC і LROC задають поріг подачі осцилятором сигналів 
відповідно на покупку і продаж валюти. Чим ближче значення цих 
параметрів до максимально досягнутого відхилення, тим вірогідніше стають 
сигнали осцилятора, але разом з тим зростає кількість нерозпізнаних 
сигналів про майбутні зміни стану ринку. Тому вибір  значень HROC і LROC 
сильно залежить від умов ринку, на якому застосовується осцилятор.  
На ринках з невеликими середньодобовими коливаннями цін значення 
цих параметрів задаються ближче до центральної позначці, на активних же 
ринках, з великими коливаннями цін, поріг спрацьовування навпаки 
збільшують. 
Дія осцилятора Relative Strength Index (RSI) заснована на визначенні 
періодів знаходження ринку у стані перекупленості чи перепроданості. За 
гіпотезою авторів осцилятора такі періоди спостерігаються відповідно на 
початку спаду або підйому ціни. Модель використання осцилятора 
сформулюємо наступним чином: 
 
  171 


































,
1
100
;0
,
1
100
100;1
,
1
100
100;1
RSIRSI
RSI
RSI
RSI
H
RS
L
L
RS
H
RS
Z
t
 (3.13) 
 
де ZRSI – ознака знаходження в зоні перекупленості чи перепроданості,  HRSI 
– межа зони перекупленості,  LRSI  – межа зони перепроданості, RS – 
відношення: 
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де x – порядок осцилятора, в днях, AUx  – кількість разів, коли ринок 
закрився вище цін відкриття за х днів, ADx – кількість разів, коли ринок 
закрився нижче цін відкриття за х днів [151].  
Але факт ненульового значення ZRSI ще не свідчить про негайну зміну 
тренда. Ринок може перебувати в станах перекупленості, чи перепроданості 
невизначений час, тому після того, як ZRSI прийняло нульове значення, ОПР 
продовжує моніторинг ринку, але вже з метою виявлення перегину графіка 
RSI: 
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де DRSI – рішення, прийняте за допомогою осцилятора RSI,  
RSIt – значення осцилятора RSI в день t: 
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де t – день, для якого виконуються розрахунки. 
Також осцилятор RSI можу виступати у якості фільтру для проведення 
операцій. Так, його знаходження у зоні перепроданості забороняє операції з 
продажу валюти, а знаходження в зоні перекупленості – операції купівлі. 
Останній з осциляторів, які розглядаються, Moving Averages 
Convergence-Divergence (MACD) засновано на різної чутливості рухомих 
середніх різних порядків до коливань тренду. Чутливішою при цьому 
виявляється рухома середня з меншим порядком. При цьому, на ринку що 
підвищується, більш чутлива лінія рухомої середньої розташована вище, а 
на ринку, що знижується, спостерігається зворотна закономірність. Легко 
показати, що перетин короткострокової і довгострокової рухомих середніх 
свідчить про зміну тенденції ринкового курсу. Математично модель 
прийняття рішення за допомогою осцилятора MACD запишеться так: 
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де DMACD – рішення, прийняте за допомогою осцилятора MACD,  
EMA
L
 – значення рухомої середньої з більшим порядком,  
EMA
S
 – значення рухомої середньої із меншим порядком. 
Моделі (3.13), (3.15), (3.17) фактично є найпростішими експертними 
системами, що реалізують систему «підказок», заснованих на досвіді і 
інтуїції людей – експертів у зазначеній предметній області. 
Крім подібних моделей для розширення вектору вхідних даних 
можуть використовуватися методи обробки даних, які, відповідно до 
розробленої в п. 1.2 класифікації, належать до групи таких, що не змінюють 
порядок елементів вибірки. Наприклад, для обробки біржових даних 
використовуються методи згладжування лінії тренда. 
Використання описаних методів дозволяє істотно розширити вхідну 
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вибірку даних. В [193] показано, що з вихідного вектора, що містить 4 
показника { iiii clho ,,, } може бути отриманий вектор з 20 порівняно 
незалежних показників, що дозволяє поліпшити якість прогнозування 
валютних ринків. Аналогічні способи можуть бути використані і в інших 
подібних випадках. 
 
3.2. Нечіткі методи вибору інструментальних засобів 
інтелектуальних обчислень 
Моделювання інноваційних інтелектуальних систем прийняття рішень 
являє собою складний процес, що включає вирішення завдань різних типів і 
класів в різних фазах життєвого циклу проекту, серед яких виділяють  [54]: 
– аналіз предметної області; 
– попередній збір і аналіз даних; 
– збір даних; 
– обробку та підготовку даних; 
– моделювання; 
– оцінку результатів; 
– реалізацію; 
– впровадження. 
Для кожної з цих фаз характерні свої провідні критерії оптимальності 
при виборі інструментальних засобів вирішення. 
Так, при аналізі предметної області і попередньому аналізі даних, 
основним критерієм є швидкість перевірки гіпотез. Тому інструментальні 
засоби повинні забезпечувати мінімальні витрати часу на побудову 
різноманітних моделей. 
Збір і підготовка даних при вирішенні багатьох сучасних завдань 
пов'язані з необхідністю обробки великих масивів інформації, вимірюваних 
терабайтами. Отже, інструментальні засоби повинні забезпечувати 
можливість роботи з такими масивами. 
При моделюванні важливими параметрами є точність рішення і 
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швидкість розробки. 
При реалізації та впровадженні основними критеріями стають 
швидкість роботи системи та потрібність в обчислювальних ресурсах. 
Велику роль також можуть грати фінансові витрати на необхідну кількість 
ліцензій програмного забезпечення і можливість інтеграції з існуючою 
інформаційною системою. 
Крім того, важливим фактором може стати призначення ІІСПР, яка 
синтезується. Очевидно, що набір критеріїв оптимальності для комерційної 
системи і системи для використання в дослідницьких, або навчальних цілях 
буде відрізнятися. 
Таким чином, вибір інструментальних засобів може зробити істотний 
вплив на процес розробки ІІСПР і її ефективність. Розглянемо загальні 
підходи до визначення характеристик інструментальних засобів вирішення 
економічних задач, їх оцінки і вибору. 
Для програмної реалізації ІІСПР і її окремих модулів в різних фазах 
циклу розробки, можуть використовуватися такі основні підходи  [193]: 
– програмування без застосування спеціалізованих пакетів і мов;  
– використання програмованих систем математичного моделювання;  
– використання програмних платформ з інтерактивним інтерфейсом. 
Крім того, за критерієм вартості слід виділяти [193]: 
– використання вільно розповсюджуваних програмних продуктів; 
– використання комерційних програмних продуктів. 
Розглянемо їх докладніше. 
Програмне забезпечення низькорівневої розробки передбачає 
безпосереднє програмування всіх алгоритмів роботи ІІСПР, а також її 
зв'язків із зовнішніми програмами. До кінця 1990-х років це був основний 
спосіб розробки математичного програмного забезпечення. Тепер же такий 
підхід застосовується в тих випадках, коли потрібно створити програмний 
продукт, інтегрований в існуючу інформаційну систему. Крім того, 
низькорівнева розробка дозволяє забезпечити високу продуктивність. Для її 
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досягнення можуть використовуватися розподілені обчислення, при яких 
основна задача розбивається на частини, які вирішуються одночасно на 
великій кількості ЕОМ. Недоліками такого підходу є великі витрати часу на 
програмування і подальше коригування програми при виникненні будь-яких 
змін у алгоритмі. Для розробки інформаційних систем з розвиненою 
математичної частиною нині знаходять застосування такі мови 
програмування загального призначення, як C++ та Python. Крім того 
існують мови, орієнтовані саме на вирішення задач аналізу даних і обробку 
великих масивів інформації, наприклад, мова R [148]. 
Значно кращу гнучкість процесу розробки забезпечує використання 
програмованих систем математичного моделювання. Завдяки наявності 
великої кількості бібліотек, що реалізують необхідні методи, при цьому 
значно скорочуються витрати на процес написання програмного коду.  Така 
система надає багатий вибір математичних інструментів (який додатково 
може розширюватися користувачем), засобів обробки даних, засобів 
візуалізації. Додатково такі системи можуть надавати можливість 
автоматичної трансляції розроблених програм на мови  загального 
призначення, а також створення модулів, які можуть виконуватися окремо.  
Недоліки програмованих систем математичного моделювання 
обумовлені їхньою ідеологією, яка як вимагає від користувача певного 
володіння програмуванням. Найбільш відомим програмним продуктом 
цього класу є система Matlab [115]. 
Інтерактивні програмні платформи є найменш гнучким засобом 
розробки, оскільки надають можливість роботи тільки з певним фіксованим 
набором інструментів. З іншого боку, робота з системою проводиться в 
діалоговому режимі і вимагає від користувача мінімальних навичок, що 
забезпечує високу швидкість перевірки гіпотез. Деякі інтерактивні 
програмні платформи (як правило, комерційні) дозволяють створювати 
готовий програмний продукт у вигляді модулів, здатних функціонувати 
окремо від системи. Як приклад інтерактивних програмних платформ 
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можна привести Deductor Studio (бізнес-аналітика), або Neural Designer 
(моделювання нейронних мереж) [177]. 
Вибір між комерційним та некомерційним програмним забезпеченням 
ще порівняно недавно був простий, оскільки функціональність 
некомерційних програмних продуктів дозволяла використовувати їх тільки 
в освітніх та демонстраційних цілях. Але розвиток концепції вільного 
програмного забезпечення призвів до появи безкоштовних продуктів , 
функціональність яких впритул наближається до продуктів комерційної 
розробки. Прикладами можуть бути мови Scala, R і програмний каркас 
Apache Spark, які використовуються для обробки великих об’ємів даних. 
Крім того, деякі виробники комерційних програмних продуктів надають їх 
для освітніх цілей з мінімальними втратами функціональності (наприклад, 
Deductor Studio). Таким чином, в даний час є можливість використовувати 
якісне програмне забезпечення із мінімальними фінансовими витратами.  
В узагальненому вигляді основні переваги та недоліки різних підходів 
до моделювання ІІСПР, систематизовані за рівнем спеціалізації [156], 
можна представити у вигляді табл. 3.1. 
Як можна побачити з даних табл. 3.1, кожен підхід має свої переваги і 
недоліки, значення яких може змінюватися в залежності від фаз циклу 
розробки ІІСПР. Очевидно, що при попередньому аналізі даних, для 
забезпечення високої швидкості перевірки гіпотез, потрібно мінімізувати 
витрати на процес моделювання, а при впровадженні системи в 
експлуатацію необхідно забезпечувати високу швидкість аналізу і обробки 
даних. 
Важливим фактором також є необхідність в повторюваності 
результатів, так як критерії оптимальності для разових досліджень і для 
досліджень, що проводяться на постійній основі будуть істотно 
відрізнятися. 
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Таблиця 3.1 
Аналіз використання інструментальних засобів різного рівня спеціалізації 
для моделювання ІІСПР 
Інструментарій Переваги Недоліки 
Область  
використання 
Мови 
програмування 
загального 
призначення 
Висока швидкість 
програм; 
Можливість 
запрограмувати 
будь-який метод, 
будь-який інтерфейс 
і будь-який формат 
даних;  
Генерація 
самостійних 
програм. 
Висока 
трудомісткість; 
Необхідність знання 
тонкощів роботи 
методів і алгоритмів, 
мов програмування; 
Складність 
виконання 
модифікації системи. 
Нестандартні 
архітектури та 
алгоритми 
навчання; 
Генерація 
самостійних 
програм; 
Інтеграція в 
існуючі ІС. 
Програмовані 
системи 
математичного 
моделювання 
Широкий вибір 
готових методів, 
інструментів, засобів 
обробки даних і 
візуалізації; 
Можливість 
комбінувати різні 
методи аналізу; 
Генерація 
самостійних 
програм. 
Необхідний 
достатній рівень 
володіння 
програмуванням; 
Знання особливостей 
системи 
моделювання;  
Знання 
математичних основ 
методів, що  
використовуються. 
Розробка програм, 
що 
використовують 
інші методи 
аналізу; 
створення 
комерційних 
програм. 
Інтерактивні 
програмні 
платформи 
Зручний інтерфейс, 
широкі можливості 
щодо аналізу і 
обробки даних; 
Мінімальні витрати 
часу на навчання 
користувачів і 
процес 
моделювання. 
Фіксований набір 
інструментів 
обробки даних і їх 
аналізу; обмежені 
можливості 
інтеграції існуючими 
інформаційними 
системами; низька 
швидкість роботи. 
Розвідувальний 
аналіз даних; 
Перевірка гіпотез; 
Освіта; 
Рішення задач на 
невеликих та 
середніх обсягах 
даних. 
 
Методи вибору інструментальних засобів вирішення економічних 
завдань можуть відрізнятися ступенем участі ОПР, рівнем формалізації і 
трудомісткістю. Тому завдання вибору сформулюємо, як визначення 
найкращого варіанту з представлених інструментальних засобів, з 
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урахуванням їх особливостей і позначених критеріїв. При цьому 
передбачається, що всі розглянуті засоби потенційно дозволяють вирішити 
поставлені завдання.  
Розглянемо метод вибору інструментальних засобів, заснований на 
використанні павутинних діаграм . 
Нехай є m варіантів вибору інструментальних засобів реалізації 
інтелектуальних обчислень: p1,p2,.... pm. Варіанти вибору складають 
множину P. 
Нехай є n критеріїв для порівняння інструментальних засобів в рамках 
вирішуваних завдань і розглянутого об'єкта дослідження: k1,k2,...kn. Набір 
критеріїв повинен охоплювати всі параметри інструментальних засобів, що 
мають значення у всіх фазах розробки ІІСПР. Критерії оцінки складають 
множину K. 
Проведемо оцінку кожного варіанту вибору інструментальних засобів 
за наявними критеріями. Оцінка виставляється в балах за єдиною шкалою. 
отримані оцінки rpk запишемо в форму, яку показано в табл. 3.2. 
При формуванні поля критеріїв оцінки інструментальних засобів 
будемо спиратися на положення стандарту ISO 9126-4:2004 
«Характеристики та метрики якості програмного забезпечення» [230]. 
 
Таблиця 3.2  
Структура таблиці для оцінювання інструментальних засобів реалізації 
інтелектуальних обчислень 
№з.п. Критерій  Інструментальні засоби 
p1 p2 … pm 
1 k1 r11 r12 … r1m 
2 k2 r21 r22 … r2m 
… … … … … … 
n kn rn1 rn2 … rnm 
 
  179 
Відповідно до стандарту, якість програмних продуктів оцінюється за 
шістьма параметрами: 
1) функціональним можливостям; 
2) надійності; 
3) практичності; 
4) ефективності; 
5) супроводжуємості; 
6) мобільності. 
Ці характеристики відповідно до стандарту ISO 9126-4:2004 входять в 
три групи – категорійно-описові, кількісні та якісні. У свою чергу в кожну 
характеристику входить кілька атрибутів, або субхарактеристик, які в 
стислому вигляді наведено в табл. 3.3. 
Всі перелічені атрибути можуть використовуватися і для оцінки 
інструментальних засобів реалізації інтелектуальних обчислень. Однак для 
того щоб уникнути надмірного ускладнення процедури оцінки. доцільно 
відібрати з них найбільш важливі, або провести агрегування атрибутів з 
близьким значенням. 
На підставі цих атрибутів можна сформувати наступні критерії 
ефективності програмного забезпечення, відповідно до аналізу ІІСПР 
(К.3.2.1 – К.3.2.7): 
К.3.2.1. Простота використання – показує, наскільки швидко в рамках 
даного інструментального засобу можна реалізувати моделі з необхідною 
функціональністю; 
К.3.2.2. Функціональна придатність – відображає наявність 
вбудованих математичних інтелектуальних функцій роботи з даними. Чим 
більше таких функцій вже реалізовано, тим кращою слід вважати 
функціональну придатність продукту; 
К.3.2.3. Часова ефективність – показує, наскільки швидко в даному 
продукті працює реалізація інтелектуальних функцій. Для визначення 
швидкості доцільно зіставити час роботи різних програмних продуктів при 
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вирішенні однієї і тієї ж типової задачі; 
 
Таблиця 3.3 
Характеристики якості програмного забезпечення відповідно до стандарту 
ISO 9126-4:2004 
Група Характеристика Атрибут 
Категорійно-
описові 
метрики 
Функціональні 
можливості 
 
Функціональна придатність 
Коректність (правильність) 
Здатність до взаємодії 
Захищеність 
Узгодженість 
Кількісні 
метрики 
Надійність 
Завершеність 
Стійкість до дефектів 
Відновлюваність 
Готовність 
Ефективність 
Часова ефективність 
Ресурсомісткість 
Якісні метрики 
Практичність 
Зрозумілість 
Простота використання 
Вивчаємість 
Привабливість 
Супроводжуємість 
Можливість аналізу 
Можливість змінення 
Стабільність 
Можливість тестування 
Мобільність 
Адаптованість 
Простота установки 
Співіснування (відповідність) 
Можливість заміщення 
 
К.3.2.4. Ресурсомісткість – оцінка апаратного забезпечення, 
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необхідного для реалізації поставлених завдань з використанням даних 
інструментальних засобів. Ресурсомісткість деяких завдань інтелектуальних 
обчислень вимагає їх реалізації з використанням обчислювальних кластерів, 
тому цей критерій має високу значущість навіть незважаючи на постійно 
зростаючу обчислювальну потужність сучасних ЕОМ; 
К.3.2.5. Доступність використання - цей критерій агрегує атрибути 
«зрозумілість» та «вивчаємість». Він включає оцінку інтерфейсу 
програмного продукту, наявность та якість мовної локалізації. Даний 
критерій може мати вагоме значення при роботі з програмованими 
системами математичного моделювання та інтерактивними програмними 
платформами, більшість з яких розроблено зарубіжними виробниками 
програмного забезпечення; 
К.3.2.6. Мобільність – агрегує всі атрибути відповідної 
характеристики і відображає наявність версій інструментальних засобів, 
сумісних з операційними системами, встановленими на комп'ютерах 
замовника і можливість їх інтеграції в існуючу інформаційну систему; 
Крім цих атрибутів велике значення при виборі інструментальних 
засобів інтелектуальних обчислень має такий критерій, як: 
К.3.2.7. Вартість – очікувані витрати коштів на придбання 
програмного забезпечення та ліцензування необхідної кількості робочих 
місць для реалізації поставлених завдань. 
Перелічені критерії слід розглядати як основу визначення критичних 
параметрів інструментальних засобів інтелектуальних обчислень для 
конкретного об'єкта і конкретних завдань. Так, критерій наявності 
вбудованих математичних можливостей може бути уточнений, або розбитий 
на кілька додаткових, наприклад, статистичні методи аналізу, 
нейромережеві інструменти, засоби обробки даних і так далі. 
Далі формуються підмножини критеріїв Fi, що мають значення для 
відповідних фаз у циклу розробки і реалізації ІІСПР. 
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KFi  , (3.18) 
 
де i – номер фази. 
На заключному етапі проводиться візуальне порівняння 
інструментальних засобів розробки за допомогою павутинних діаграм.  
Розглянемо цей метод на прикладі аналізу умовних даних. 
Для множини критеріїв встановимо такі бієктивні відображення: 
{Простота використання, функціональна придатність, часова 
ефективність, вартість, ресурсомісткість, доступність використання, 
мобільність} = {k1, k2, k3, k4, k5, k6, k7}. 
Для множини фаз встановимо такі бієктивні відображення: 
{Аналіз предметної області, попередній збір даних, попередній аналіз 
даних, підготовка даних, моделювання, оцінка результатів, реалізація, 
впровадження} = {F1,F2,F3,F4,F5,F6,F7,F8}. 
Нехай отримано наступні оцінки інструментальних засобів (табл. 3.4). 
У порівнянні з табл. 3.2 в табл. 3.4 додано додаткове поле – «загалом 
балів». Воно носить інформаційний характер і в даному випадку показує, 
що сумарні оцінки більшості інструментальних засобів досить близькі і 
складають 26-27 балів.   
Розглянемо процедуру вибору інструментальних засобів для двох фаз 
циклу створення ІІСПР – попереднього аналізу даних (F3) та реалізації (F7). 
Підмножини критеріїв вибору для них сформуються таким чином: 
 
F3 = {k1, k2, k4, k6}; 
F7 = { k2, k3, k4, k5, k7}. 
 
На підставі підмножини F3 і даних табл. 3.3 побудуємо павутинну 
діаграму вибору інструментальних засобів для попереднього аналізу даних 
(рис. 3.11). 
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Таблиця 3.4 
Приклад оцінювання інструментальних засобів реалізації  
інтелектуальних обчислень 
Критерії 
Інструментальні засоби 
p 1 p 2 p 3 p 4 p 5 p 6 
Простота використання (k1) 1 3 5 4 2 2 
Функціональна придатність 
(k2) 
1 5 3 4 4 2 
Часова ефективність (k3) 5 3 2 3 5 4 
Вартість (k4) 4 1 3 2 4 5 
Ресурсомісткість (k5) 5 4 4 3 4 4 
Доступність використання (k6) 5 3 5 3 3 5 
Мобільність (k7) 5 5 5 3 4 5 
Загалом балів 26 24 27 22 26 27 
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Рис. 3.11. Приклад діаграми вибору інструментальних засобів  
для попереднього аналізу даних (F3) 
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Аналіз рис. 3.11 показує, що за сукупністю характеристик найбільш 
привабливим продуктом для попереднього аналізу даних є продукт p3, який 
лідирує за критеріями простоти і доступності використання, а також 
показує середні результати за критерієм функціональної придатності та 
вартості. Його можливими альтернативами є продукти p4 і p2, у яких 
параметр простоти використання дещо гірше, проте забезпечується 
можливість доступу до більшої кількості вбудованих математичних 
функцій. Решту програмних продуктів використовувати недоцільно через 
неприпустимо низьке значення параметру простоти використання, який 
впливає на швидкість розробки ІІСПР. 
На підставі підмножини F7 і даних табл. 3.3 побудуємо павутинну 
діаграму вибору інструментальних засобів для реалізації ІІСПР (рис. 3.12). 
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Рис. 3.12. Приклад діаграми вибору інструментальних засобів  
для реалізації ІІСПР (F7) 
 
Аналіз діаграми на рис 3.12 показує, що найбільш збалансованим 
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продуктом по комплексу критеріїв є p5. Однак, якщо наявність великого 
вибору вбудованих математичних можливостей не так важлива, як критерії 
вартості, системних вимог, або можливості роботи в різних операційних 
системах, то перевагу може бути надано програмним продуктам p1 або p6. 
При вирішенні практичних завдань може знадобитися модифікація 
деяких критеріїв, або додавання нових.  
Так, замість загального критерію «функціональна придатність» 
можуть бути вказані більш чіткі вимоги, наприклад: «аналіз даних великої 
розмірності», «вбудовані нейромережеві інструменти», «вбудовані методи 
оптимізації» і так далі. 
Метод вибору інструментальних засобів вирішення економічних 
задач, заснований на використанні павутинних діаграм, є достатньо 
наочним і простим у використанні. Проте, йому властиві деякі недоліки, 
серед яких слід відзначити: 
– неможливість урахування різної значущості критеріїв; 
– погіршення наочності при збільшенні кількості порівнюваних 
програмних продуктів; 
– складність чисельної оцінки деяких критеріїв. 
Зменшити вплив цих недоліків і вдосконалити процес вибору 
інструментальних засобів вирішення економічних задач можна, 
перейшовши до використання для формування оцінок нечітких множин.  
Ідея застосування нечітких множин для оцінки програмних засобів не 
є новою. Так, наприклад, В. Рогозін використовував нечіткі множини для 
оцінки привабливості web-браузерів [208]. Однак, оскільки основними 
характеристиками нечіткої системи є структура оцінювання, а також 
лінгвістичні змінні та їх параметри, використовувати результати, які 
отримано іншими авторами не уявляється можливим. 
Рішення задачі в нечітких термінах передбачає додавання до основної 
процедури двох додаткових етапів – фаззифікації і дефаззифікації. 
Відповідно базовим поняттям нечіткої логіки, нечітка множина A  
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елементів на X визначається, як [120]: 
 
]1,0[:)(};))(,{(  xxXxxxA AA  , (3.19) 
 
де )(xA  – функція належності нечіткої множини. 
Функція належності може здаватися як дискретною, так і 
безперервною. В процесі фаззифікації відбувається приведення вхідних 
даних, виражених в лінгвістичної формі, до термів нечіткої логіки, тобто до 
кожної лінгвістичної змінної ставиться у відповідність функція, яка 
визначає ступінь належності значень x цієї змінної. 
Хоча побудова індивідуальних функцій належності для кожної змінної 
можлива, але це не завжди є необхідним. У більшості випадків достатньо 
використовувати типові кусочно-безперервні функції приналежності. 
Найбільш поширеними з них є трикутна, трапецієподібна, прямокутна і 
гауссова [193]. 
У розглянутій задачі для всіх вхідних змінних нечіткої моделі 
використовуються кусково-безперервні функції належності, що 
складаються з п'яти термів і мають форму трапеції (табл. 3.5). 
 
Таблиця 3.5 
Параметри трапецієподібних функцій належності критеріїв оцінки 
привабливості інструментальних засобів у вигляді лінгвістичних змінних  
 
Інтервал значень Лінгвістична оцінка 
привабливості продукту 
Коротке 
позначення 
[0; 0; 0.2; 0.25] Дуже низька ДН 
[0.15; 0.25; 0.35; 0.4] Низька Н 
[0.3; 0.4; 0.55; 0.6] Середня С 
[0.45; 0.6; 0.7; 0.75] Висока В 
[0.65; 0.75; 1; 1] Дуже висока ДВ 
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Аналітично трапецевидна функція належності, що задана на інтервалі 
[a; b1; b2; c], визначається наступним чином (3.20): 
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У графічному вигляді функція належності, яку визначено в табл. 3.5, 
показана на рис. 3.13.  
Процедура оцінювання інструментальних засобів реалізації 
інтелектуальних обчислень частково відповідає розглянутим вище, з 
поправкою на використання нечіткої логіки. Так, на початку процедури 
проводиться оцінка кожного варіанту, на підставі чого складається таблиця, 
аналогічна табл. 3.2 за таким же набором критеріїв. Відмінність в тому, що 
оцінки програмних продуктів виставляються не в балах, а в лінгвістичних 
термах. 
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Рис. 3.13. Функція належності критеріїв оцінки 
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Далі, також в лінгвістичних термах вказується значущість кожного 
критерію оцінки для відповідних фаз. Функція належності задається 
відповідно табл. 3.6. 
Таблиця 3.6  
 
Параметри трапецієподібних функцій належності значущості критеріїв 
оцінки у вигляді лінгвістичних змінних 
 
Інтервал значень Лінгвістична оцінка 
значущості критерію 
Коротке 
позначення 
[0; 0; 0; 0.4] Не має значення НЗ 
[0.2; 0.35; 0.5; 0.6] Середня С 
[0.45; 0.6; 0.7; 0.8] Висока В 
[0.65; 0.75; 1; 1] Дуже висока ДВ 
 
У графічному вигляді цю функцію належності показано на рис. 3.14. 
 
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1 НЗ
С В ДВ
 
Рис. 3.14. Функція належності значущості критеріїв оцінки. 
 
Завдяки такому вигляду функцій належності, використання нечітких 
множин може привести до результатів набагато ефективніше, ніж при 
використанні звичайних методів багатокритеріальних оцінок, розглянутих, 
наприклад в [208]. Так, якщо два програмних продукти отримали однакові 
оцінки за критеріями, які мають середню, високу і дуже високу значущість, 
  189 
але відрізняються за критеріями, які позначені, як «не мають значення», то 
в традиційній системі оцінювання ці програмні продукти отримають 
однаковий рейтинг, а в нечіткої один з них буде оцінений вище. З погляду 
людини оцінка нечіткої системи є більш достовірною, оскільки як би мало 
не значили фактори переваги одного програмного продукту над іншим, але 
за інших рівних умов слід вибрати той з них, який краще за цими 
додатковими параметрами. 
Так, як над нечіткими числами можуть проводитися операції, 
аналогічні традиційним арифметичним операціям, то, зокрема, результат 
складання нечітких чисел A і B визначається виразом  [120]:  
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Для визначення результату множення нечітких чисел A і B служить 
такий вираз  [120]: 
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Використовуючи операції складання (3.21) і множення (3.22) нечітких 
чисел, можна визначити процедуру нечіткої оцінки інструментальних 
засобів вирішення економічних завдань. 
Нехай jiP – нечітка оцінка i-го інструментального засобу по j-му 
критерію. 
Нехай FjK – нечітка оцінка значущості j-го критерію для фази F циклу 
створення ІІСПР. 
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Тоді нечітка оцінка FiRP  привабливості i-го інструментального засобу 
для фази F може бути знайдена в такий спосіб: 
 
 
j
F
j
j
i
F
i KPRP . (3.23) 
 
Оцінки, які отримано з (3.23) можна проаналізувати шляхом 
порівняння їх функцій належності, поданих у графічному вигляді (рис. 
3.15). 
 
 
Рис. 3.15. Приклад порівняння функції належності результату оцінки 
 
Однак більш зручним є порівняння, яке засноване на числових 
коефіцієнтах оцінок. Для їх отримання проводять процедуру дефаззифікації. 
Дефаззифікація передбачає визначення правил перекладу результатів 
рішення в чіткі величини, які можуть використовуватися в подальших 
процедурах. Існує досить велика кількість різних методів дефаззифікації, 
однак одним з найбільш поширених є метод, заснований на обчисленні 
центру ваги нечіткої множини. Значення координати x  центру ваги  
визначається наступним чином [120]: 
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Наприклад, стосовно нечітким множинам оцінок, функції належності 
яких показані на рис. 3.15, обчислення центрів ваги за формулою (3.24) дає 
значення: 
 
4570.132 pr , 
8369.133 pr , 
 
що можна трактувати як перевагу програмного продукту p3 над p2 для 
застосування в фазі 3 циклу створення ІІСПР. 
Слід зазначити, що розглянуті вище методи вибору інструментальних 
засобів реалізації інтелектуальних обчислень не виключають, а доповнюють 
один одного. Так, павутинні діаграми дозволяють швидко зіставити кілька 
інструментальних засобів, наочно показуючи співвідношення їх переваг і 
недоліків. Нечітко-логічна модель може ефективно працювати при великій 
кількості аналізованих продуктів і критеріїв, а також дозволяє врахувати всі 
параметри досліджуваних продуктів. Таким чином, павутинні діаграми 
можуть використовуватися для остаточного прийняття рішень по вибору 
інструментальних засобів, попередньо відібраних за допомогою нечітко-
логічної моделі. 
 
3.3. Методи оцінки ефективності інтелектуальних обчислень           
в економіці 
Питання дослідження ефективності рішень природним чином виникає 
при розгляді економічних задач. Очевидно, що від застосування в системах 
прийняття рішень інноваційних методів інтелектуальних обчислень 
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очікується отримання економічного ефекту. У той же час особливості 
технологій інтелектуальних обчислень зумовлюють високу варіативність 
отриманих результатів, що не дає можливості заздалегідь оцінити вигоди, 
які дає їх застосування. 
Перелічені обставини зумовлюють актуальність досліджень в області 
оцінки ефективності інтелектуальних методів вирішення економічних задач. 
Складність процесів інтелектуальних обчислень викликає необхідність 
застосування комплексного підходу до забезпечення їх ефективності.  
У широкому розумінні завдання оцінки ефективності інтелектуальних 
методів вирішення економічних задач може розглядатися на декількох 
рівнях. 
Перший рівень є концептуальним. Він відповідає етапу, який 
пов'язаний із розробкою структури ІІСПР. При цьому необхідно визначити, 
до якого класу належить задача, і які методи інтелектуальних обчислень 
можуть використовуватися для вирішення задач даного класу. Необхідно 
також враховувати, що одна і та ж практична задача може бути вирішена з 
різних позицій і відповідно буди віднесена до різних класів. Відзначимо, що 
на цьому рівні оцінка ефективності здійснюється до отримання фактичних 
результатів з практичного використання ІІСПР, тобто a priori. Питання 
вибору методів інтелектуальних обчислень на цьому рівні розглянуто в 3.1. 
Другий рівень відповідає оцінці різних варіантів реалізації структури 
ІІСПР. На цьому рівні передбачається, що дослідником вже розроблено 
кілька моделей предметної області і необхідно вибрати кращу з них. 
Рішення задач оцінки, що виникають на цьому рівні, розглянемо нижче.  
Н. Паклін і В. Орешков звертають увагу на два основні питання, що 
пов'язані з оцінкою ефективності моделей бізнес-аналітики [199, с. 563]:  
1) Наскільки розроблена модель корисна, ефективна і точна?  
2) Чи можна побудувати модель, яка буде працювати краще наявної?  
Спроба відповісти на ці питання призводить до усвідомлення 
необхідності як мінімум двох підходів до оцінки ефективності 
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інтелектуальних обчислень – абсолютного і відносного. 
Визначення абсолютних оцінок має давати можливість проаналізувати 
ефективність деякої моделі і відповісти на питання про її придатність, або 
непридатність для вирішення поставленої задачі. 
Визначення відносних оцінок має давати можливість порівняння 
декількох моделей і визначення кращої з них для діючих умов. При цьому 
самі моделі можуть мати різну природу, та оперуватимуть різними 
наборами вхідних і вихідних даних. 
Крім цього, задачу оцінки ефективності слід розглядати по 
відношенню до різних об'єктів і процесів, серед яких відзначимо:  
– алгоритми і програмне забезпечення; 
– процес навчання; 
– моделі аналізу даних 
– моделі обробки даних.  
Розглянемо зміст поняття ефективність по відношенню до цих 
об’єктів. 
Необхідність оцінки ефективності роботи програмного забезпечення 
обумовлено тим, що різні реалізації принципів інтелектуальних обчислень 
можуть сильно відрізнятися як по точності, так і за швидкістю роботи  [159]. 
Аналогічна ситуація виникає при зіставленні ефективності роботи різних  
алгоритмів, що виконують функцію навчання, або налаштування параметрів 
інтелектуальних обчислень [68]. Таким чином, необхідний надійний метод 
зіставлення різних програмних продуктів, алгоритмів і ефективності їх 
реалізації. 
Оцінку ефективності машинного навчання необхідно розглядати в 
зв'язку з вирішенням задачі оптимальної настройки алгоритмів навчання. 
В п. 3.1 зазначалося, що ці алгоритми чутливі не тільки до обсягу 
навчальної вибірки, але і до параметрів процесу навчання. Так, нейронні 
мережі після певного моменту, відповідного найкращої апроксимації 
справжніх взаємозв'язків в даних, далі починають просто запам'ятовувати 
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вхідну вибірку даних, що погіршує ефективність їх роботи на реальних 
даних і носить назву «ефект перенавчання». Для дерев рішень схожа  
проблема виникає при збільшенні кількості розгалужень, що зменшує 
формальні показники помилки, але погіршує практичну значущість 
результатів. Існуючі підходи до оптимізації процесів навчання носять 
емпіричний характер і потребують узагальнення. 
Ефективність моделей аналізу даних означає здатність розробленої 
моделі виконувати поставлені практичні завдання та має за мету визначення 
і порівняння економічної вигоди від їх застосування.  Її оцінка 
ускладнюється тим, що кожна задача в загальному випадку може мати своє 
трактування поняття оптимальності, яке необхідно враховувати при 
розробці підходів до оцінки результатів її рішення. Наприклад, в одному 
випадку більш важливим може статись виявлення «сприятливих» подій, а в 
іншому – виявлення «несприятливих». Також слід враховувати, що, 
принаймні, для різних класів економічних задач підходи до оцінки 
ефективності можуть відрізнятися. Так, методи оцінки результатів 
класифікації не завжди підходять для оцінки ефективності вирішення 
завдань регресії і навпаки. Отже, актуальним завданням є систематизація 
підходів до оцінки ефективності результатів інтелектуальних обчислень.  
При оцінці ефективності моделей обробки даних необхідно знайти 
відповідь на питання про економічну вигоду, що отримується в результаті 
застосування різних методів обробки. Якщо економічна задача, що 
розглядається, безпосередньо зводиться до однієї з задач обробки даних, то 
вигода визначається безпосередньо. В іншому випадку необхідно 
використовувати непрямі методи оцінки ефективності. 
Таким чином, задача дослідження ефективності виникає на таких 
етапах реалізації інтелектуальних методів вирішення економічних задач, як 
вибір програмного забезпечення, навчання інтелектуальних систем і оцінка 
результатів їх роботи для завдань аналізу і обробки даних. Розглянемо їх 
докладніше. 
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Оцінка ефективності роботи програмного забезпечення та 
алгоритмів навчання. Розвиток теорії інтелектуальних обчислень призвів 
до появи великої кількості модифікацій методів і алгоритмів машинного 
навчання. Як правило, жодна з цих модифікацій не дозволяє домогтися 
поліпшення ефективності у всьому діапазоні значущих параметрів і для всіх 
різновидів завдань, але для окремих видів приріст ефективності може бути 
суттєвим (див., наприклад, [68]). Аналогічна ситуація спостерігається і по 
відношенню до програмного забезпечення, виробники якого часто 
використовують спрощені реалізації методів та алгоритмів, які не 
дозволяють отримати кращі рішення. 
Аналіз існуючих модифікацій деяких з видів машинного навчання, 
розглянутих вище, показує наступне. 
Для побудови дерев прийняття рішень розроблено близько 10 різних 
алгоритмів, з яких актуальними, тобто такими, які знаходять застосування в 
даний час, є 6 (див. п. 2.1). Це означає, що для кожного з цих 6 алгоритмів 
існує така постановка задачі, для якої його вибір є оптимальним. 
Для генетичних алгоритмів, в порівнянні з оригінальним варіантом, 
який було розроблено Холландом та Ді-Янгом [27, 15]) з'явилася значна 
кількість доповнень, що модифікують базові генетичні оператори. Так, 
тільки в системі Matlab є 5 варіантів оператора мутації, 5 варіантів 
оператора селекції, 4 варіанти масштабування пристосованості, 3 варіанти 
генерування вихідної популяції (справедливо для версії 7.7).  
Найбільша різноманітність варіантів реалізації спостерігається для 
нейронних мереж. Вище вже зазначалося, що загальна кількість типів ШНМ 
у даний час перевищує 20. При цьому, наприклад, в Matlab тільки для 
одного з цих типів – персептрона – передбачено більше 10 варіантів 
навчання, серед яких кілька різновидів класичного backpropagation, 
спряжені градієнтні алгоритми, квазіньютоновскі методи , алгоритм 
Левенберга – Марквардта. 
Очевидно, що здійснення повного перебору всіх доступних варіантів 
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для кожної задачі істотно збільшує трудомісткість реалізації ІІСПР. Тому на 
практиці до цього вдаються рідко, покладаючись на досвід і інтуїцію 
розробника. Однак такий підхід не завжди дозволяє одержати кращий 
результат. Більш ефективним є така організація процесу вибору, при якій 
безліч варіантів зводиться до мінімуму за допомогою апріорного 
порівняння. 
Питання порівняння ефективності алгоритмів і їх реалізацій вперше 
було піднято Д. Кнутом  [131]. При цьому сам Д. Кнут посилається на ідеї 
А.Маркова з теорії алгоритмів, розвинені згодом Н. Нагорним [147]. 
Незважаючи на загальновизнану важливість цих досліджень, слід зазначити, 
що для оцінки ефективності роботи програмного забезпечення та 
алгоритмів інтелектуальних обчислень запропоновані в них ідеї повинні 
бути доповнені і розвинені з урахуванням останніх досліджень. 
Зокрема, основним критерієм ефективності алгоритмів в [131] 
приймається швидкість роботи. Однак, з огляду на те, що задачі, які 
відповідають рівню 2 і, особливо, рівню 3 піраміди Давенпорта (рис. 1.3) не 
завжди можуть сходитися до єдиного вірного рішення, іншим важливим 
критерієм слід вважати точність одержуваних результатів. Оскільки 
критерії швидкості і точності є взаємно суперечливими, в залежності від 
умов задачі один з них слід обмежити. Тобто можна шукати або найбільш 
точний алгоритм, при заданих обмеженнях за часом роботи, або найбільш 
швидкий алгоритм при заданих обмеженнях по точності. 
Для отримання порівнянних результатів необхідно забезпечити 
однакові умови тестування для різних методів. З технічного боку це 
повинно проявлятися в однаковій апаратній платформі для перевірки різних 
алгоритмів. Не меншу важливість має забезпечення рівноцінності задач для 
тестування. Для виконання останньої умови можна запропонувати підхід до 
реалізації та зіставлення алгоритмів машинного навчання, заснований на 
понятті типових задач. 
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Визначення 3.1. 
Типовою назвемо задачу, основні характеристики якої, з погляду 
вхідних даних та результатів є досить близькими для деякого набору інших 
задач у схожій постановці. 
До економічних задач, які можна використовувати як типові, 
висунемо такі вимоги (В.3.1 – В. 3.6): 
В.3.1. Доступність вхідних даних, причому в різних варіантах, які, 
тим не менш, мали б схожі характеристики розподілу. Виконання цієї 
вимоги необхідно для забезпечення порівнянності результатів досліджень, 
проведених у різні часи і за різних умов. 
В.3.2. Прозорість економічної інтерпретації результатів . Необхідно 
для забезпечення можливості прямого зіставлення алгоритмів, які 
досліджуються, за основним критерієм, прийнятим в економіці – вигоді від 
використання. 
В.3.3. Можливість перевірки результату. Повинні існувати методи 
визначення абсолютно кращого варіанту розв'язання задачі. Це дозволить не 
тільки порівнювати алгоритми між собою, а й оцінювати їх абсолютну 
ефективність. 
В.3.4. Складність рішення. Типові задачі мають відноситися до задач 
пошуку оптимальних рішень, задач вибору чи загальних задач прийняття 
рішень (див. табл. 2.6). 
В.3.5. Можливість порівняння результатів. Постановка задачі 
повинна забезпечувати можливість визначення якості результатів різних її 
рішень та їх зіставлення.  
В.3.6. Репрезентативність. Чим більше різних економічних задач 
може бути зведено до тих самих постановок, що і типова, тим краще.  
Взаємозв’язок між множинами економічних задач, типових задач, та  
постановок ілюструє рис. 3.16.  
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Рис. 3.16. Взаємовідносини множини економічних задач {ET} з типовими 
BT через множину постановок {TI} 
 
Слід зазначити, що de facto в сфері інтелектуальних обчислень вже 
склався певний набір задач, які традиційно використовуються для перевірки 
роботи алгоритмів і демонстрації їх можливостей. 
Так, довгий час однією з них була задача класифікації, в якій потрібно 
віднести рослину ірис до одного з трьох видів (setosa, versicolour або 
virginica) в залежності від довжини і ширини чашолистків і пелюсток. 
Аналіз відповідності вимогам В.3.1 – В.3.6 показує, що ця задача повністю 
відповідає лише вимогам  В.3.3 і В.3.5, а також частково – В.3.6. Таким 
чином, підстав використовувати її в якості типової немає. Це розуміють і 
виробники програмного забезпечення, тому в демонстраційних прикладах 
сучасних систем нейромережевого моделювання вона майже не 
зустрічається. 
Для аналізу ефективності рішення NP-повних задач часто 
використовується задача комівояжера – одна з найвідоміших задач 
комбінаторної оптимізації [102, 128]. Суть її зводиться до відшукування 
найкоротшого шляху обходу заданих міст, з подальшим поверненням в 
початок маршруту. Вперше вона була поставлена у XIX столітті, а в якості 
математичної проблеми отримала сучасне формулювання і назву на початку 
1930-х років. Починаючи з 1950-х років, ведеться систематичний пошук 
аналітичних рішень цієї задачі, що дозволило отримати методи і алгоритми 
пошуку найкоротших шляхів для досить великої кількості вузлів. Недоліком 
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цих методів є досить вузька спеціалізація, проте їх застосування дозволяє 
виконати вимогу В.3.3 до типових завдань. Інші вимоги також виконуються. 
Дані легко можуть бути згенеровані (В.3.1). Найкоротший маршрут є 
зазвичай і найбільш вигідним економічно (В.3.2). Знаходження 
найкоротшого шляху є дійсно складною задачею (В.3.4). Відношення 
знайденого шляху до найкоротшому дозволяє однозначно визначити 
ефективність різних алгоритмів (В.3.5) До комбінаторної оптимізації в 
економіці можна звести велику кількість практичних завдань (В.3.6). 
Ще однією задачею, яка має велике значення для порівняння 
алгоритмів реалізації інтелектуальних обчислень, є задача біржового 
спекулянта. Вона може бути використана в якості типової для задач 
класифікації, регресії і кластеризації на слабкозв’язаних даних [172]. Суть 
задачі зводиться до отримання прибутку від різниці курсів купівлі та 
продажу валюти, або інших фінансових інструментів на біржі. Розглянемо 
відповідність задачі раніше сформульованим критеріям. Результати 
біржових торгів є відкритими і загальнодоступними, що забезпечує 
виконання вимоги В.3.1. Отримані результати прямо виражаються через 
прибуток, що забезпечує прозорість їх економічної інтерпретації (В.3.2). 
Абсолютно кращий варіант рішення відповідає точному прогнозу розвитку 
подій, що відомо з аналізу даних передісторії. Це забезпечує виконання 
вимог з перевірки результату (В.3.3). Досягнення абсолютно кращого 
результату на практиці неможливо, оскільки на розвиток подій впливає 
безліч факторів, які лише побічно проявляються у вхідних даних (В.3.4). 
Результати роботи різних алгоритмів можна зіставити за розміром 
отриманого прибутку (В.3.5). Що стосується репрезентативності результатів 
(В.3.6), то вище вже зазначалося, що дана задача може розглядатися в 
різних постановках (зокрема – регресії, класифікації, кластеризації), до яких 
можна звести велику кількість різних економічних задач з аналізу 
слабкозв’язаних даних. 
Використання системи типових задач в поєднанні з розробленими 
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раніше методами забезпечення порівнянності результатів [199, 131, 59 
та ін.] дозволяє підвищити обґрунтованість вибору програмних засобів і 
алгоритмів навчання та знизити витрати на створення ІІСПР. При цьому 
система типових задач може формуватися поступово, на підставі 
узагальнення накопиченого досвіду в створенні ІІСПР. 
Ефективність машинного навчання. Термін «навчання» стосовно до 
систем штучного інтелекту (комп'ютерних програм) визначено в класичній 
монографії Т.Мітчелла наступним чином [51, с. 2]: 
Кажуть, що комп'ютерна програма навчається при вирішенні якоїсь 
задачі з класу T, якщо її продуктивність, згідно метриці P, поліпшується 
при накопиченні досвіду E. 
При цьому P, T і E можуть мати різні значення для різних задач.  
Отже, момент припинення росту продуктивності системи є очевидним 
маркером закінчення процесу навчання. Однак на практиці виявлення цього 
моменту часто є нетривіальною задачею, зважаючи на складність 
визначення продуктивності інтелектуальної системи для різних класів 
задач. Крім того, поняття «навчання», відповідно до визначення, даного 
вище, можна розглядати у вузькому і в широкому сенсах. 
Визначення 3.2. 
У вузькому сенсі під навчанням будемо розуміти настройку параметрів 
програми спеціалізованим навчальним алгоритмом (наприклад , Back 
Propagation для ШНМ, C4.5 для дерев рішень, оператори селекції 
генетичних алгоритмів). 
Визначення 3.3. 
У широкому сенсі під навчанням будемо розуміти настройку самих 
навчальних алгоритмів, а також зокрема визначення структури системи 
інтелектуальних обчислень (наприклад - кількість нейронів в прихованих 
шарах ШНМ, кількість розгалужень в деревах рішень, розмір популяції в 
генетичних алгоритмах). 
Питання визначення оцінки продуктивності системи штучного 
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інтелекту найприродніше вирішується для задач аналізу даних, що 
відносяться до прогностичної групи (класифікація і регресія). Вхідна 
вибірка даних в цьому випадку ділиться на навчальну та тестову, а якість 
навчання визначається за наступними критеріями (К.3.3.1 – К.3.3.3) [193, с. 
96]  
К.3.3.1. Досягнення незначної помилки у розпізнаванні навчальної 
множини; 
К.3.3.2. Досягнення незначної помилки у розпізнаванні тестової 
множини; 
К.3.3.3. Досягнення адекватної динаміки процесу навчання 
Пояснимо критерій К.3.3.3. Аналіз динаміки навчання нейронної 
мережі дозволяє виявити момент перенавчання ШНМ, що є основною 
небезпекою роботи з малими вибірками даних, та уникнути його. На рис. 
3.17 показано класичний вид графіка зміни середньої помилки ШНМ на 
навчальній та тестовій множині даних. 
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Рис. 3.17. Динаміка процесу навчання ШНМ 
 
 
З аналізу рис. 3.17 видно, що якщо середня помилка на навчальній 
множині монотонно зменшується, то середня помилка ШНМ на тестової 
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множині проходить через екстремум, після чого починає збільшуватися. 
Точка цього екстремуму і є моментом, коли процес навчання необхідно 
зупинити. В іншому випадку ШНМ замість пошуку залежностей між 
вхідними та вихідними даними почне «запам'ятовувати» приклади з 
навчальної множини. 
С. Хайкін вказує, що перехресна перевірка з використанням тестової 
множини і рання зупинка процесу навчання доцільні при виконанні 
наступної умови [247, с. 293]: 
 
N < 30 W, (3.25) 
 
де W - кількість вільних параметрів нейронної мережі; N - кількість 
прикладів в навчальній вибірці.  
Тобто при малих обсягах навчальної вибірки перехресна перевірка 
необхідна. 
Графік, показаний на рис. 3.17 також може служити зразком при 
аналізі процесу навчання, оскільки при явній суперечливості характеристик 
навчальної вибірки і архітектури ШНМ, його вигляд буде істотно 
відрізнятися від наведеного. 
При аналізі ефективності навчання в задачах, в яких відсутня 
можливість розбиття вхідної вибірки на тестову і навчальну, застосування 
критеріїв К.3.3.1 і К.3.3.2 неможливо. Якщо при цьому кількість ітерацій в 
процесі навчання не обмежена, може бути задіяний критерій К.3.3.3, 
відповідно до якого маркером закінчення процесу навчання слід вважати 
припинення поліпшення значень функції продуктивності. Наприклад, для 
генетичних алгоритмів такої буде функція пристосованості, а для 
самоорганізаційних ШНМ із шаром Кохонена - функція помилки. 
Відзначимо, що оцінка продуктивності інтелектуальної системи у 
вузькому сенсі за критерієм К.3.3.3 не є можливою для алгоритмів навчання 
з кінцевою кількістю ітерацій, наприклад для алгоритмів синтезу дерев 
рішень, алгоритмів кластеризації і тому подібних. Взагалі, непряма оцінка 
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ефективності навчання за критеріями К.3.3.1 – К.3.3.3 для таких випадків не 
має сенсу. Підбір параметрів навчання таких алгоритмів здійснюється в 
комплексі з оцінкою ефективності результатів методами комбінаторної 
оптимізації. 
Оцінка ефективності результатів аналізу даних. При оцінці 
результатів вирішення економічних задач головним критерієм ефективності 
вирішення є економічна вигода. Інакше кажучи, ефективність позначає 
здатність розробленої моделі виконувати поставлені практичні завдання.  
Оцінка ефективності отриманої моделі може здійснюватися або в 
режимі реальної експлуатації, або на підставі даних про минулий стан 
системи. Режим реальної експлуатації дозволяє виявити справжню 
ефективність рішення, але ця перевірка обходиться дорожче і займає багато 
часу. Перевірка на підставі минулих даних може бути проведена набагато 
швидше і коштує дешевше, але вона дозволяє знайти тільки очікувану 
ефективність і її достовірність падає в умовах мінливого зовнішнього 
середовища. Таким чином, обидва методи мають як переваги, так і недоліки 
і на практиці застосовуються спільно. 
Розглянемо класифікацію моделей аналізу даних з погляду на оцінку 
їх ефективності. Вона ґрунтується на класифікації, даної в [199, с. 565] де у 
межах даного класифікаційного признаку виділено два типа моделей – 
кількісні та дескриптивні. Класифікація, яка пропонується нижче, виділяє 
три типа моделей. Дамо їх визначення.  
Визначення 3.4. 
Кількісними моделями першого типу будемо називати моделі, 
економічна ефективність яких однозначно визначається кількісними 
метриками, заснованими на різниці між результатами, передбаченими 
моделлю і фактичними даними. До цього типу, наприклад, відносяться 
моделі, які вирішують задачу прогнозування. 
Визначення 3.5. 
Кількісними моделями другого типу будемо називати моделі, 
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економічна ефективність яких також залежить від достовірності 
передбачених подій, але абсолютна вартість правильних і помилкових 
прогнозів різниться. Серед моделей аналізу даних до цього типу зокрема 
відносяться ті, що вирішують задачі бінарної класифікації. 
Визначення 3.6. 
До дескриптивного типу будемо відносити моделі, результат роботи 
яких носить характер опису і для яких застосування формальних методів 
оцінки точності неможливо. Такими є, наприклад, моделі, що відносяться 
до класу аналізу зв'язків. 
Для кожного з перелічених типів існують методи оцінки ефективності, 
що розрізняються областями застосування, складністю реалізації та якістю 
оцінок. Розглянемо деякі з них. 
Ефективність кількісних моделей першого типу добре описується 
такою метрикою як середньоквадратична помилка прогнозування на 
навчальній і тестовій вибірках даних. У складних випадках, коли вибірка 
даних недостатньо репрезентативна, а крива динаміки процесу навчання 
істотно відрізняється від виду, показаного на рис. 3.17, можуть бути 
використані додаткові засоби візуальної оцінки ефективності 
прогнозування, зокрема, діаграми розсіювання, що дозволяють візуально 
оцінити ступінь і розподіл помилок прогнозування. На діаграмі у вигляді 
окремих точок відображаються вихідні значення кожного з прикладів 
навчальної вибірки, розраховані за допомогою моделі та ідеальні значення, 
що містяться в вибірці і розташовані на головній діагоналі. Вважається, що 
чим ближче розрахункові значення до ідеальних, тим менше помилка 
прогнозування. Однак така інтерпретація лише дублює показник 
середньоквадратичної помилки, тоді як діаграми розсіювання можуть 
використовуватися і для виявлення ефекту перенавчання [184]. 
Розглянемо діаграми, представлені на рис. 3.18. Вони отримані при 
аналізі ШНМ, навчених на вибірці даних, об’єм якої згідно (3.5) і (3.25) 
можна трактувати, як недостатній. Це викликає ефект перенавчання, в 
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результаті чого нейронна мережа «запам'ятовує» вхідну вибірку даних і 
демонструє на ній дуже хороші результати прогнозування. На реальних же 
даних прогноз часто виявляється помилковим. 
 
  
а) б) 
 
Рис. 3.18. Діаграми розсіювання моделей прогнозування: 
а) нормально навчена модель; б) перенавчена модель 
 
Для подолання ефекту перенавчання необхідно зменшити кількість 
вільних параметрів нейронної мережі до мінімуму, що забезпечує 
припустиме рішення задачі. Використання традиційного способу – розбиття 
вхідній вибірки на навчальну і тестову, з подальшим контролем помилки за 
тестовою вибіркою (рис. 3.17) в даному випадку не є достатньо ефективним 
з огляду на занадто малий розмір вхідній вибірки. У той же час, аналіз 
діаграм розсіювання різних моделей дозволяє отримати непряму 
інформацію про їх узагальнюючі здібності. 
Так, діаграма, показана на рис. 3.18 а) відображає результати, 
отримані за допомогою ШНМ, що містить в прихованому шарі 2 нейрона . 
Діаграма, показана на рис. 3.18 б) відображає результати ШНМ, що містить 
в прихованому шарі 3 нейрона. Незважаючи на те, що на діаграмі з 
рис. 3.18 б) показано практично ідеальне розпізнавання вхідних прикладів, 
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в даних умовах це свідчить про перенавчання ШНМ, тому для подальшого 
використання доцільно вибрати мережу з меншою кількістю вільних 
параметрів, діаграма розсіювання якої наведена на рис. 3.18 а). 
Ефективність кількісних моделей другого типу досліджується за 
допомогою інструментів, що дозволяють інтерпретувати результати 
інтелектуальних обчислень з погляду економічного ефекту і з урахуванням 
особливостей конкретної задачі. Суть цих інструментів зазвичай зводиться 
до розрахункових моделей, а також візуальних методів аналізу, серед яких 
можна виділити матриці спряженості, Lift-діаграми, ROC-криві і їм подібні 
[199]. Розглянемо деякі з них. 
Для формальної оцінки точності бінарного класифікатора 
використовуються наступні метрики [59]: 
Нехай на розглянутій вибірці 
TP – кількість правильно розпізнаних позитивних результатів; 
TN – кількість правильно розпізнаних негативних результатів;  
FP – кількість негативних результатів, розпізнаних як позитивні; 
FN – кількість позитивних результатів, розпізнаних як негативні. 
Тоді основні характеристики бінарного класифікатора можна описати 
наступними виразами. 
Точність класифікатора показує, скільки з передбачених позитивних 
результатів виявилися дійсно позитивними [59]: 
 
FPTP
TP
Prec

 . (3.26) 
 
Повнота класифікатора показує, скільки із загальної кількості 
позитивних результатів було передбачене правильно [59]: 
 
FNTP
TP
Rec

 . (3.27) 
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Важливе значення має принцип розподілення результатів на позитивні 
та негативні. В математичній статистиці негативним називають результат, 
який відповідає нормальному розвитку подій (нульовій гіпотезі), а 
позитивним – результат, що відповідає альтернативній гіпотезі, яка є 
неординарною, та вимагає додаткових дій. В економічних задачах, однак, 
можуть використовуватися інші трактовки [199]. 
У практичних задачах одна з характеристик (Prec чи Rec) може 
виявитися важливіше за іншу. Наприклад, в задачах класифікації 
потенційних банківських позичальників важливіше повнота, а при 
сегментації клієнтів – точність. 
Для того щоб дати загальну оцінку по точності і по повноті 
використовується F-міра [59]: 
 
]1,0[,
1
)1(
1
1


 

RecPrec
Fmes , (3.28) 
 
де коефіцієнт α задає відношення ваг точності і повноти. 
Існують і інші формули для формальної оцінки бінарних 
класифікаторів. Але частіше більш наочним і зручним є візуальний аналіз. 
Одним з його інструментів є матриця спряженості, приклад якої наведено в 
табл. 3.7 [164].  
Матриця спряженості відображає кількість правильно і неправильно 
класифікованих зразків із вхідної вибірки та дозволяє контролювати 
результати навчання в разі асиметрії ціни помилок класифікації першого і 
другого роду.  
До першого роду відноситься помилки хибного спрацювання, тобто 
класифікація негативних результатів як позитивних. 
До другого роду відноситься помилки хибного пропуску - 
класифікація позитивних результатів як негативних [123].  
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Таблиця 3.7  
Приклад матриці спряженості при аналізі банківських позичальників 
 Класифіковано 
Фактично Негативний Позитивний Всього 
Негативний 34 1 35 
Позитивний 3 111 114 
Всього  37 112 149 
 
Ціна помилок першого і другого роду може мати суттєві відмінності. 
Так при аналізі кредитоспроможності клієнта банк понесе істотно більші 
збитки, якщо неплатоспроможного клієнта прийме за хорошого, ніж 
навпаки.  
Найбільш складним завданням з оцінки ефективності результатів 
аналізу даних є оцінка результатів дескриптивних моделей. Застосування 
апріорних методів оцінки економічного ефекту для них в більшості 
випадків неможливо, тому всі використовувані прийоми носять непрямий 
характер. 
До таких прийомів відносяться принципи «бритва Оккама» та 
«мінімальна довжина опису» засновані на доказі теореми про те, що з 
кількох моделей, що описують дані з однаковою точністю, кращою є більш 
коротка [51]. Хоча в оригінальному дослідженні Т. Мітчелл пише про 
дерева прийняття рішень, дані принципи можуть бути поширені і на  інші 
інструменти інтелектуальних обчислень, які вирішують схожі задачі. 
Зокрема рішення по діаграмах розсіювання, які наведено вище, на рис. 3.18, 
також повністю відповідає даним принципам. 
Оцінка ефективності результатів обробки даних. В рамках ІІСПР 
задачі обробки даних переважно носять забезпечувальний характер, тобто 
вирішуються для поліпшення результатів подальшого аналізу даних. В 
цьому випадку ефективність застосування k-го методу обробки даних щодо 
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h-го визначається, як: 
 
h
s
k
shk
dp
e
e
e / , (3.29) 
 
де kse  и 
h
se  – ефективність всієї ІІСПР, або тієї її частини, для якої вона може 
бути розрахована, за умови, що інші методи, складові ІІСПР незмінні, за 
винятком внутрішньої структури, створюваної в результаті навчання. 
Оцінки, отримані за допомогою виразу (3.29) є відносними, тоді як на 
практиці зручніше мати справу з абсолютними. Для переходу до 
абсолютних оцінок можна використовувати концепцію «наївного», або 
«марного» методу обробки, застосування якого гарантовано не покращує 
структуру вихідних даних. Для задач обробки даних зі зміною порядку 
елементів таким є випадковий вибір даних з вхідного масиву. Для задач 
обробки даних без зміни порядку елементів дані на виході «наївного» 
методу будуть збігатися з даними на його вході, тобто фактично обробка 
буде відсутня. 
По відношенню до «наївного» будь-який метод, що дає по формулі 
(3.29) результат більше 1 може вважатися ефективним, а при результаті 
менше 1 - неефективним. При цьому виконується правило транзитивності 
оцінок, яке випливає з наступного твердження. 
Твердження 3.3 
Якщо метод k1 краще «наївного» в x раз, а метод k2 краще «наївного» в 
y раз, то метод k1 краще k2 в 
y
x
 раз.  
Доведення твердження 3.3 
Припустимо ефективність «наївного» методу 0se =1. 
Тоді за умовами твердження, та за формулою (3.29), ефективність 
методу k1: 1
k
se = x;  ефективність методу k2: 
2k
se = y. 
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Твердження 3.3 доведено. 
Використання правила транзитивності оцінок дозволяє істотно 
спростити процедуру оцінки методів обробки даних. 
Існують також економічні задачі, вирішення яких безпосередньо 
зводиться до вирішення задачі обробки даних. В цьому випадку процедура 
оцінки ефективності передбачає визначення безпосереднього економічного 
результату від застосування методу. Серед них є задача ранжирування, до 
якої зводиться широке коло економічних задач, зокрема: 
– ранжирування результатів обробки пошукових запитів за 
релевантністю; 
– ранжирування клієнтів по ймовірності відгуку, в тому числі: 
– формування списку розсилки реклами; 
– формування списку боржників для робіт по стягненню боргу;  
– формування кредитних скорингових карт; 
– ранжирування місць для відкриття філій і представництв торгових і 
фінансових установ за критерієм найбільшої відвідуваності клієнтами 
цільових груп; 
– ранжирування методів навчання нейромережевих моделей за 
критерієм найбільшої ефективності роботи навченої моделі;  
– ранжирування методів технічного аналізу валютних і фондових ринків 
за критерієм ефективності для побудови інтегральних оцінок;  
– ранжирування змінних в порядку їх значущості для використання в 
інтегральних моделях (зокрема - нейромережевих). 
Не зупиняючись на інструментальних засобах побудови моделей 
ранжирування, які можуть мати різну природу, в тому числі описову, 
розглянемо категорію ефективності ранжирування і методи, які можуть 
бути використані для її оцінки. 
Введемо наступні позначення: 
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Ai – вектор параметрів, що характеризують i-й об'єкт, який підлягає 
ранжируванню. При цьому набір параметрів однаковий для всіх таких 
об'єктів. 
   nAAAA ,...,, 21  – множина вхідних даних; 
rpi – рангова ознака i-го об'єкту, яка визначена за допомогою моделі 
ранжирування на підставі Ai і обумовлює позицію об'єкта в ранжируваному 
списку; 
 nrprprpRP ,...,, 21  – вектор рангових ознак, визначених моделлю: 
 
)(AMRP r , (3.30) 
 
де Mr – модель ранжирування. 
trpi – істинна рангова ознака – зовнішня характеристика, яка в 
загальному випадку не може бути знайдена з Ai, але визначається post 
factum на підставі додаткових даних; 
 ntrptrptrpTRP ,...,, 21  – вектор дійсних рангових ознак; 
ri – ранг (місце в рейтингу) i-го об’єкту, визначений на підставі rpi. 
ir ; 
 nrrrR ,...,, 21  – вектор рангів, визначених моделлю: 
 
)(RPrangR  ; (3.31) 
 
tri – істинний ранг i-го об'єкта, визначений на підставі trpi. itr ; 
 ntrtrtrTR ,...,, 21  – вектор істинних рангів: 
 
)(TRPrangTR  ; (3.32) 
 
Таким чином, визначення ефективності ранжирування може бути 
зроблено виходячи з вектору відстаней між істинними рангами об'єктів і 
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рангами, визначеними моделлю.  ndddRTR ,...,,),( 21 .  
Похибку ранжирування моделі Mr, тобто величину, яка зворотно 
пропорційна її ефективності в цьому випадку можна визначити так: 
 



n
i
ideMr
1
. (3.33) 
 
Для визначення відстані між дійсними рангами і рангами, 
визначеними моделлю (di) в найпростішому випадку можна скористатися 
виразом: 
 
iii trrd  . (3.34) 
 
На практиці при обчисленні di и eMr необхідно враховувати додаткові 
фактори, які визначаються економічною сутністю розв'язуваної задачі:  
1. Задача може допускати існування об'єктів з однаковими рангами, 
тобто ji trtr   для деяких nji ..1,  . Це означає, що об'єкт може зайняти будь-
яке з деякої кількості місць і це не вплине на ефективність вирішення. 
Обчислення di в такій задачі за допомогою формули (3.34) призведе до 
помилкового завищення похибки ранжирування, отже, при розробці 
алгоритму обчислення di необхідно забезпечити врахування даного 
чинника. 
2. Значущість правильного ранжирування об'єктів на початку і в кінці 
списку може бути різною. Так, у багатьох задачах (пошуку інформації, 
ранжирування об'єктів в порядку убування переваг і тому подібні) 
найбільшу вагу має правильне розташування об'єктів у верхній частині 
списку, тоді як за її межами допускаються досить сильні відхилення 
знайденого рейтингу від дійсного. Для урахування фактора значущості, 
вираз (3.33) можна доповнити:  
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де )(if – функція значущості i-го місця в рейтингу. 
Крім суто розрахункових методів, для аналізу ефективності 
ранжирування можуть бути застосовані і розрахунково-графічні методи, 
зокрема Lift-криві і їх різновиди (Profit-криві, Gain-діаграми та інші) [199]. 
Lift-крива формується на основі ліфт-фактора, який був початково 
визначений при вирішенні задачі оптимізації масової розсилки як показник, 
що відображає збільшення числа відгуків щодо числа дій (поштових 
відправлень). Lift-крива будується наступним чином: по горизонтальній осі 
відкладається розмір вибірки впорядкованої по спаду показника rpi, який 
відображає ймовірність настання позитивного результату, згідно з 
аналізованою моделлю. За вертикаллю фіксується кумулятивне число 
позитивних результатів в кожній підвибірки (ліфт). Оскільки істинна 
рангова ознака trpi в даному випадку є бінарної величиною, яка приймає 
значення 1 в разі позитивного результату і та значення 0 у разі негативного, 
вираз для розрахунку ліфта можна записати в такий спосіб: 
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Але класична Lift-крива може бути використана для оцінки 
ефективності моделей ранжирування тільки при бінарній природі істинних 
рангових ознак trpi. 
Як приклад використання Lift-кривої розглянемо задачу ранжирування 
прострочених кредитних справ в колекторському скорингу, в яких об'єкти 
необхідно розташувати за рівнем зменшення ймовірності відновлення 
позичальником платежу по кредиту. Для аналізу значущості 
використовується вибірка тестових даних, в яких істинний ранг кожної 
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кредитної справи вже відомий. Так, аналізована вибірка містить дані по 500 
позичальникам, з яких в результаті проведених банком заходів 83 
позичальники відновили внесення кредитних платежів. Вектор вхідних 
даних має наступну структуру: {стать позичальника; вік; сума 
прострочення; сума платежу; відношення прострочення/платіж; період 
прострочення; сума кредиту}. 
Припустимо, що для ранжирування використовується три моделі:  
Модель 1 є емпіричною і використовується в багатьох кредитних 
підрозділах для ранжирування даних про позичальників. В якості рангових 
ознак rpi в ній обрано кількість днів, що минуло з моменту останнього 
платежу. Дійсність моделі підтверджують статистичні дослідження, 
відповідно до яких чим більше період прострочення, тим менше ймовірність 
відновлення оплати.  
Модель 2 заснована на визначенні зв'язку між вхідними та 
результуючим показником за допомогою логістичної регресійної моделі. Ця 
модель дозволяє забезпечити урахування більшої кількості характеристик 
позичальника, ніж попередня, а також визначити їх значущість і вплив на 
ймовірність відновлення платежу.  
Модель 3 передбачає відсутність ранжирування, тобто випадковий 
вибір позичальника. Таку модель назвемо «наївною». Вона служить 
візуальним орієнтиром для аналізу та зіставлення ефективності інших 
моделей і завжди присутня на діаграмі з Lift-кривими. 
Графіки Lift-кривих перелічених моделей наведено на рис. 3.19. 
Практичний сенс зіставлення ефективності за допомогою Lift-кривих 
полягає у визначенні моделі, що дозволяє зробити найменшу кількість дій, 
необхідних для досягнення певного результату. 
В якості загального критерію оцінки моделі використовується площа 
під кривою, що виражена у відсотках. Для «наївної» моделі цей показник 
завжди дорівнює 50 %. Для моделі логістичної регресії з рис.3.19, площа під 
кривою – 63,3 %. Для наведеної там же емпіричної моделі ранжирування – 
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55,1 %. Таким чином, з розглянутих моделей за результатами зіставлення 
більш ефективною для ранжирування позичальників є модель логістичної 
регресії. 
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Рис. 3.19. Lift-криві різних моделей ранжирування позичальників  
у колекторському скорингу 
 
Іншим критерієм оцінки ефективності вирішення задач ранжирування 
є частка відгуків, одержуваних при здійсненні певної кількості дій. Так, з 
аналізу графіків на рис. 3.19 можна побачити, що для отримання 50% 
позитивних відгуків в «наївній» моделі необхідно обробити 50% кредитних 
справ, з використанням моделі логістичної регресії – 31% кредитних справ, 
а з використанням моделі оцінки ймовірності погашення за періодом 
прострочення – 41% справ. Очевидно, що в даному випадку також доцільно 
вибрати саме модель логістичної регресії. При цьому слід зазначити, що 
емпірична модель демонструє хороші результати при обробці малої 
кількості заявок. Отже, можливість дослідження не тільки загальної 
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ефективності моделей, а й ефективності їх на окремих ділянках діапазону 
ранжирування, є безумовною перевагою розрахунково-графічних методів 
оцінки ефективності вирішення задач ранжирування. 
Але недоліком класичних Lift-кривих є неможливість їх використання 
для аналізу ефективності моделей ранжирування в тому випадку, якщо 
елементи множини дійсних рангових ознак trpi мають не бінарну природу. 
Однак, даний метод, може бути вдосконалений для аналізу ефективності 
при довільній природі дійсних рангових ознак [168]. Вираз для розрахунку 
ліфта при цьому: 
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де }{ xtrr  =1 якщо істино і 0, якщо помилково. 
Метод побудови кривої ефективності ранжирування, заснований на 
функції (3.37), дозволяє забезпечити пріоритетну значущість правильного 
ранжирування об'єктів на початку списку. Дійсно, якщо за основний 
критерій ефективності моделі ранжирування прийняти площу під кривою (в 
частках від загальної площі графіка): 
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то правильне розташування об'єкта на першому місці в ранзі збільшить 
загальну площу під кривою на величину 
2n
n
Slft  , тоді як правильне 
розташування об'єкта на останньому місці в ранзі тільки на величину 
2
1
n
Slft  . Таким чином, значущість місць об’єктів в ранзі в запропонованому 
методі оцінки ефективності (3.37) убуває в арифметичній прогресії. 
На рис. 3.20 наведено два крайніх випадки кривих ефективності 
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ранжирування для марної та ідеальної моделей.  
Діагональна пряма лінія ( 5.0lftS ) відповідає ідеальній моделі 
ранжирування, яка розташовує всі об'єкти на вірних місцях. Увігнута лінія 
під діагоналлю ( 33.0lftS ) відповідає «наївній» моделі, в якій вибір місць в 
ранзі здійснюється випадково.  
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Рис. 3.20. Криві ефективності ранжирування наївної та ідеальної моделі 
 
Візуальний аналіз графіків на рис. 3.20 та їх зіставлення із графіками 
на рис. 3.19 показує, що і зовнішній вигляд і інтерпретація побудованих 
кривих ефективності істотно відрізняються від Lift-кривих, що вдосконалює 
методи графічного аналізу ефективності вирішення задач ранжирування. 
 
 Висновки до розділу 3 
На теоретичному рівні доведено, що ефективність застосування 
інтелектуальних методів прийняття рішень безпосередньо пов'язана з 
постановкою завдань. Визначено поняття базової постановки завдання. На 
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практичному прикладі визначено необхідність зведення задачі, що 
розв’язується, до однієї або декількох базових постановок. та визначення 
економічної ефективності реалізації кожної з них. Остаточний вибір методів 
та інструментів вирішення конкретної задачі відбувається на підставі 
аналізу результатів, отриманих при її вирішенні в різних базових 
постановках. 
Проблеми визначення оптимальної архітектури штучних нейронних  
мереж, визначення достатнього обсягу навчальної вибірки і відбору вхідних 
даних знаходяться в тісному взаємозв'язку. Актуальність цих проблем 
випливає з відомої залежності між складністю структури нейронної мережі і 
кількістю прикладів, які необхідні для її навчання, що особливо 
проявляється при нестачі вхідних даних. Комплексне дослідження даної 
проблеми дозволило систематизувати теоретичні висновки щодо 
формалізації відношень між такими параметрами, як розмірність вектору 
вхідних даних, кількість ступенів свободи нейронної мережі, та обсяг 
вхідної вибірки. Дефіцит обсягу вхідної вибірки, або її різноманітності є 
стримуючим фактором для досягнення високих показників ефективності 
нейромережевого моделювання. Запропоновано методи управління  
розмірністю даних. Для її зниження розглянуто використання логічного 
аналізу даних, методів оптимізації їх представлення, прямих та непрямих 
методів аналізу значущості. При малій розмірності вектора вхідних даних, 
великій кількості прикладів у вибірці і наявності складної залежності між 
вхідними і вихідними параметрами актуальним є завдання підвищення 
різноманітності, для вирішення якого запропоновано використання 
результатів емпіричних методів аналізу та перехід до концепції нейро-
експертної архітектури. 
При розгляді методів вирішення економічних задач природним чином 
виникає питання дослідження їх ефективності. Особливості технологій 
машинного навчання зумовлюють високу варіативність отриманих 
результатів, що не дає можливість заздалегідь оцінити вигоди, які дає їх 
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застосування. Проблему аналізу ефективності інтелектуальних методів 
вирішення економічних задач розглянуто по відношенню до різних об'єктів 
і процесів, серед яких алгоритми і програмне забезпечення, процес 
навчання, а також результати аналізу, або обробки даних.  
Для зіставлення алгоритмів машинного навчання і їх реалізації, 
запропоновано концепцію типових задач, основні характеристики яких є 
досить близькими для деякого набору інших задач у схожій постановці . 
Висунуто вимоги до задач, які можна використовувати в якості типових та 
розглянуто їх приклади. Зіставлення ефективності програм і алгоритмів 
інтелектуальних обчислень при вирішенні типових задач дає змогу їх 
апріорного зіставлення, що знижує витрати на реалізацію інноваційних 
інтелектуальних систем прийняття рішень та підвищує їх ефективність.  
Систематизовано та розширено підходи до оцінки результатів 
інтелектуальних обчислень. Виділено три типи моделей  аналізу даних за 
ознакою метрик оцінки економічної ефективності – кількісні моделі 
першого і другого типів та дескриптивні моделі. Систематизовано методи 
оцінки ефективності для кожного з цих типів. Досліджено існуючі підходи 
до аналізу ефективності методів обробки даних та запропоновано метод 
оцінки, який дозволяє забезпечити пріоритетну значущість правильного 
ранжирування об'єктів з початку списку, що краще відповідає умовам 
економічних задач з ранжирування. 
Для здійснення обґрунтованого вибору інструментальних засобів 
реалізації інтелектуальних обчислень порівняння має здійснюватися за 
багатьма критеріями, які до того ж мають різну значущість. Для вирішення 
даного завдання розроблено нечітку модель оцінки та  формалізовано 
процедури фаззифікації вхідних даних і дефаззифікації результатів. 
Підставою для формування множини критеріїв оцінки є вимоги стандарту 
ISO 9126-4:2004 «Характеристики та метрики якості програмного 
забезпечення». Нечітко-логічна модель може ефективно працювати при 
великій кількості аналізованих продуктів і критеріїв, а також дозволяє 
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врахувати всі параметри досліджуваних продуктів. Для випадків, коли 
оцінки декількох програмних продуктів виявилися близькими одна до 
одної, в роботі запропоновано графічний метод зіставлення, заснований на 
використанні павутинних діаграм, які наочно показують співвідношення 
переваг і недоліків окремих інструментальних засобів. Отже, павутинні 
діаграми можуть використовуватися для остаточного прийняття рішень з 
вибору, після попереднього відбору за допомогою нечітко-логічної моделі.  
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РОЗДІЛ 4  
МОДЕЛІ ІННОВАЦІЙНИХ ІНТЕЛЕКТУАЛЬНИХ СИСТЕМ АНАЛІЗУ І 
ОБРОБКИ ЕКОНОМІЧНИХ ДАНИХ 
 
4.1. Нейромережеві моделі аналізу економічних даних 
Розглянемо особливості розв’язання практичних економічних задач в 
різних базових постановках з використанням штучних нейронних мереж. В 
якості типових задач візьмемо задачу біржового спекулянта і задачу 
прогнозування банкрутств. 
Рішення задачі біржового спекулянта. В р. 3 було показано, що 
задачу біржового спекулянта можна привести мінімум до трьох різних 
постановок – класифікації, регресії і кластеризації. Розглянемо реалізацію 
задачі в цих постановках. 
Базовий набір вхідних даних, що описує стан валютного ринку, в 
загальному випадку містить інформацію про курсові відносини різних пар 
валют за часовими періодами. При цьому в кожному періоді виділяється 
курс на початок періоду oi, на кінець періоду ci, а також максимальне hi та 
мінімальне li значення курсу за період. 
Практичну реалізацію різних постановок задачі біржового спекулянта 
проведемо на прикладі аналізу щоденних даних про зміну курсу в валютній 
парі євро-фунт (EUR / GBP). Ця пара валют порівняно рідко буває об'єктом 
великих біржових спекуляцій і тому має низьку волатильність, внаслідок 
чого краще підходить для нейромережевого аналізу, ніж такі популярні в 
біржовій торгівлі пари валют, як євро – долар США (EUR / USD), або фунт-
долар США (GBP / USD). Для аналізу взято дані за період з жовтня 2007 по  
грудень 2015 року. Для забезпечення урахування динаміки зміни курсів дані 
перетворені ковзним вікном із глибиною занурення 10 періодів. Тобто, для 
опису ринкової ситуації замість вектора { iiii clho ,,, } використовується 
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вектор { iiiiiiiiiiiii clhoclhooclho ,,,,,,,,...,,,,, 1111910101010  }. Хоча це не 
єдиний можливий метод попередньої підготовки даних, для зіставлення 
ефективності вирішення задачі в різних постановках його застосування 
цілком виправдано. Всього вхідна вибірка даних налічує 2134 записи.  
Виконання біржових операцій здійснюється за стандартною моделлю, 
яка передбачає відкриття позиції (покупку або продаж валюти) на початку 
прогнозованого часового інтервалу (дня) і закриття позиції (зворотну 
операцію) в кінці інтервалу. 
Основним критерієм оцінки ефективності прогнозування  в задачі 
біржового спекулянта є дохід, отриманий від операцій. При цьому дохід 
може бути розрахований як на всій вибірці вхідних даних, так і на її 
перевірочної частині, тобто підмножині даних, яка не використовувалася 
для навчання мережі. При цьому перевірочні дані можуть розташовуватися 
як в кінці вибірки, так і бути довільно розподілені по ній. Останній варіант 
дозволяє зменшити вплив змін ринкових умов на отримані результати.  
Розглянемо задачу біржового спекулянта, як задачу регресії. 
Результатом роботи моделі в цьому випадку є чисельний прогноз величини 
валютного курсу в наступний період, або прогноз величини відхилення 
валютного курсу в наступному періоді від поточного значення (див. рис. 
3.5). 
При розв’язанні задачі в даній постановці вхідний вектор формують 
змінні { iiiiiiiiii oclhooclho ,,,,,...,,,,, 1111910101010  }, а вихідний, тобто вектор 
значень, які повинна прогнозувати нейронна мережа, змінні { iii clh ,, }, або 
просто { ic }. 
ШНМ, яку створено для цього засобами аналітичної платформи 
Deductor, має структуру 43-8-3, тобто 43 нейрона у вхідному шарі, 8 
нейронів в прихованому шарі і 3 нейрона у вихідному шарі, які формують 
прогнозні значення High, Low та Close. Кількість нейронів у прихованому 
шарі обрано з компромісних міркувань швидкості навчання і забезпечення 
здатності апроксимації мережею складних залежностей в біржових даних.  
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Розглянемо за якими критеріями можна оцінити якість навчання 
створеної ШНМ. Теорія нейронних мереж пропонує взяти за основний 
критерій якості навчання рівень помилки на навчальній і тестовій вибірках. 
Графік зміни цих параметрів в процесі навчання нейронної мережі показано 
на рис. 4.1. 
 
 
Рис. 4.1. Динаміка навчання ШНМ при розв’язанні задачі біржового 
спекулянта, як задачі регресії 
 
Як видно з аналізу рис. 4.1, в процесі навчання досягнуто достатньо 
низький рівень середньої помилки як на навчальної, так і на тестової 
множинах. Вид графіків, що відображають процес навчання також близький 
до класичного, що зазвичай свідчить про його нормальне протікання.  
Проте, з практичної точки зору, набагато важливішими є показники 
прибутковості, що досягаються з використанням нейронної мережі. 
Відповідно до обраної моделі прийняття торгових рішень, покупка валюти 
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(в нашому випадку EUR) здійснюється, якщо прогнозне значення курсу на 
кінець торгового періоду більше, ніж його значення на початок періоду, 
тобто якщо  ci>oi . Продаж валюти здійснюється, якщо ci<oi. Якщо значення 
курсів рівні, транзакція не відбувається. 
У табл. 4.1 наведено результати застосування отриманої моделі до 
аналізу реальних біржових даних з обраної парі валют. 
 
Таблиця 4.1 
Результати біржових операцій по валютній парі EUR / GBP при регресійної 
постановці задачі нейромережевого моделювання 
№пп Спосіб розрахунку 
Зроблено транзакцій Результат торгівлі, 
пунктів 
всього  
(при 
обсязі 
вибірки) 
вдалих невдалих 
всього 
на одну 
транзакцію абс. % абс. % 
1 Розрахунок за всім 
обсягом даних (за 
навчальною і 
тестовою вибіркою) 
2114 
(2134) 
1163 55 951 45 13369 6,26 
2 Розрахунок тільки 
за тестовою 
вибіркою, яка 
розташована в кінці 
масиву даних 
108 
(108) 
56 51,9 52 48,1 -321 -2,97 
3 Розрахунок тільки 
за тестовою 
вибіркою, яка 
рівномірно 
розподілена по 
масиву даних 
213 
(214) 
119 55,9 94 44,1 1177 5,53 
 
Відповідно до традицій, прийнятих в біржових операціях, результат 
торгівлі розраховується в «пунктах», тобто одиницях, що відображають 
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зміни курсу. Один пункт відповідає зміні курсу на 1 в останньому знаку. 
Існують також інші методи оцінки ефективності торгових систем [142], але 
в даному випадку їх використання не виправдане. Звернемо увагу на 
результат, отриманий при здійсненні операцій на тестовій вибірці, 
розташованої в кінці масиву даних. Негативний результат торгівлі, а також 
найменшу частку вдалих транзакцій в загальній їх кількості, в порівнянні з 
іншими методами розрахунку, можна пояснити істотною зміною ринкових 
умов, в порівнянні з тими, які були враховані нейронною мережею при 
навчанні. Виходячи з цього, більш правильним уявляється спосіб, при 
якому значення, що використовуються для тестової вибірки, рівномірно 
розподілені по всій множині вихідних даних. 
Додатковий аналіз ефективності роботи нейронної мережі може бути 
проведено за допомогою графіка зміни накопиченого результату торгівлі 
(рис. 4.2).  
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Рис. 4.2. Динаміка накопичення результатів торгівлі при вирішенні задачі 
біржового спекулянта, як задачі регресії 
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Графік на рис. 4.2 побудований за тестовою вибіркою, яка рівномірно 
розподілена в масиві даних. Як видно з його аналізу, виручка торгівельної 
системи стійко зростає та постійно знаходиться в зоні доходу. Це з 
позитивної сторони характеризує отриману модель 
Розглянемо тепер рішення цієї ж задачі, як задачі класифікації. У 
цьому випадку від нейронної мережі потрібно класифікувати поточну 
біржову ситуацію, в залежності від дій, які рекомендується зробити 
валютному дилеру - продати валюту, купити валюту, або нічого не робити. 
Схематично це було показано на рис. 3.4. 
Перед подачею біржових даних на вхід нейронної мережі, що вирішує 
задачу класифікації, необхідно провести їх додаткову обробку, суть якої 
полягає у визначенні очікуваного результату doi по кожному вхідному 
вектору. На практиці при відносно невеликій кількості класів кількість 
виходів нейронної мережі може бути скорочено. Так в даному випадку 
можна обійтися двома або навіть одним виходом. При двох виходах для 
визначення очікуваних результатів можна скористатися наступною 
формулою:  
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, (4.1) 
 
де ibdo_  – вихід, який відповідає рішенню про купівлю валюти, isdo_ – 
вихід, який відповідає рішенню про продаж валюти. 
Якщо з яких-небудь причин ШНМ повинна мати тільки один вихід, 
для визначення doi можна скористатися наступною формулою: 
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. (4.2) 
 
При навчанні нейронної мережі для вирішення задачі класифікації 
параметри { ii sdobdo _,_ } або { ido } складають вихідний набір змінних. 
Вхідний вектор при цьому, як і раніше, формують змінні 
{ iiiiiiiiii oclhooclho ,,,,,...,,,,, 1111910101010  }. 
Результати застосування нейромережевої моделі класифікації для 
аналізу біржових даних з обраної парі валют наведено в табл. 4.2. 
 
Таблиця 4.2 
Результати біржових операцій по валютній парі EUR / GBP при 
класифікаційної постановці задачі нейромережевого моделювання 
№пп Спосіб розрахунку 
Зроблено транзакцій 
Результат торгівлі, 
пунктів 
всього  
(при обсязі 
вибірки) 
вдалих невдалих 
всього 
на одну 
транзакцію абс. % абс. % 
1 Розрахунок за всім 
обсягом даних  
243 
(2134) 
201 82,7 42 17,3 8837 36,37 
2 Розрахунок за 
тестовою 
вибіркою, яка 
рівномірно 
розподілена по 
масиву даних 
29 
(214) 
18 62,1 11 37,9 628 21,66 
 
Як видно з табл. 4.2, розрахунок при розташуванні тестової вибірки в 
кінці масиву даних, не проводився, оскільки раніше було виявлено його 
недоліки. Аналіз табл. 4.2 показує, що загальний результат торгівлі в 
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даному випадку менш, ніж при вирішенні задачі в регресійній постановці. 
Однак показники, що характеризують якість прогнозування, у даній моделі 
набагато кращі, в порівнянні із даними табл. 4.1. 
Розглянемо графік накопичення результатів торгівлі на тестовій 
вибірці при використанні класифікаційної моделі (рис. 4.3). 
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Рис. 4.3. Динаміка накопичення результатів торгівлі при вирішенні задачі 
біржового спекулянта, як завдання класифікації 
 
Як видно з аналізу графіка на рис. 4.3, виручка торгової системи, як і в 
розглянутому раніше випадку (рис. 4.2) зростає достатньо впевнено. Однак 
кількість угод, укладених системою, набагато менше, ніж при вирішенні 
задачі у регресійній постановці.  
Вирішення даної задачі як задачі угруповання об'єктів (кластеризації) 
здійснюється на підставі схеми з рис 3.6. 
При обробці даних самоорганізаційною нейронною мережею вибірка 
даних, що використовуються при навчанні, складається тільки з векторів 
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змінних { iiiiiiiiii oclhooclho ,,,,,...,,,,, 1111910101010  }. Набір змінних 
{ iii clh ,, }, які для розглянутих раніше моделей входили до вектору  вихідних 
даних, при роботі з самоорганізаційними мережами використовується вже 
після закінчення навчання для інтерпретації змісту кластерів, виділених 
нейронною мережею. 
В процесі моделювання на даній вибірці даних побудовано карту 
Кохонена з наступними параметрами: 49 комірок (розмір карти 7х7), 7 
кластерів.  
Результати застосування нейромережевої моделі кластеризації до 
аналізу біржових даних з обраної парі валют наведено в табл. 4.3, а графік 
накопичення прибутку в торгівельній системі показано на  рис. 4.4. 
 
Таблиця 4.3  
Результати біржових операцій по валютній парі EUR / GBP при постановці 
задачі нейромережевого моделювання як задачі кластеризації 
№пп Спосіб розрахунку 
Зроблено транзакцій 
Результат торгівлі, 
пунктів 
всього  
(при обсязі 
вибірки) 
вдалих невдалих 
всього 
на одну 
транзакцію абс. % абс. % 
1 Розрахунок за всім 
обсягом даних  
2114 
(2134) 
1152 54,5 962 45,5 6555 3,10 
2 Розрахунок за 
тестовою вибіркою, 
яка рівномірно 
розподілена по 
масиву даних 
213 
(214) 
112 52,6 101 47,4 541 2,54 
 
З аналізу табл. 4.3 видно, що рішення задачі біржового спекулянта в 
постановці кластеризації також дозволяє отримати позитивні результати 
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торгівлі. Ефективність даної моделі за всіма параметрами виявилася менше, 
ніж у розглянутих вище моделей класифікації і регресії.  
Однак слід зазначити, що для отримання хороших результатів з 
самоорганизаційними нейронними мережами потрібен більш досконалий 
підхід до підготовки вхідних даних та підбору параметрів ШНМ. Так, в 
[174] саме при використанні карт Кохонена було отримано найбільший 
економічний ефект. 
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Рис. 4.4. Динаміка накопичення результатів торгівлі при вирішенні задачі 
біржового спекулянта, як задачі кластеризації 
 
З аналізу динаміки накопичення результатів торгівлі, представленої на 
рис. 4.4, можна зробити висновок, що потенційні можливості даної моделі 
досить високі. Так, різниця між мінімальними і максимальними значеннями 
торгового результату становить майже 1300 пунктів. Однак, алгоритм 
прийняття торгових рішень при роботі отримав багато дрібних збитків, що 
погіршило загальний результат. 
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В цілому, на підставі проведеного аналізу можна зробити висновок, 
що технології вирішення задачі біржового спекулянта у регресійній та 
класифікаційній постановках мало відрізняються одна від одної. Основна 
різниця виявляється в інтерпретації отриманих даних.  
При цьому, оскільки класифікаційна модель, забезпечує найкращі 
питомі показники, ніж регресійна, вона більше підходять для створення 
автоматичних торгівельних систем. У той же час регресійна модель, як і 
кластеризаційна, забезпечує отримання прогнозу в кожному біржовому 
періоді, тому добре підходить для створення автоматизованих систем 
підтримки прийняття рішень. 
Відносно низькі питомі показники прибутковості було отримано в 
результаті рішення задачі біржового спекулянта у регресійній і 
кластеризаційній постановках. Значною мірою це обумовлено 
застосуванням спрощеної методики прийняття торгових рішень, яка не 
враховує силу прогнозованих рухів валютного курсу. Однак якщо ці моделі 
застосовуються для створення систем підтримки прийняття рішень, то цей 
недолік не має принципового значення, оскільки досвідчений трейдер 
здатний фільтрувати інформацію про малоймовірні зміни курсу.  
Рішення задачі прогнозування банкрутств. Розглянемо іншу задачу, 
яка в різних варіаціях також часто зустрічається при аналізі економічних 
систем. Вона пов’язана із прогнозуванням економічної неспроможності, або 
банкрутства контрагентів. [185, 186].  
Актуальність задачі обумовлено високим рівнем ризику дефолту, 
характерного для економічного середовища сучасної України. За період з 
січня 2014 по січень 2017 роки кількість платоспроможних банків в Україні 
скоротилося майже в два рази – з 181 до 93. Це змушує господарюючих 
суб'єктів і фізичних осіб бути максимально обережними при виборі 
партнерів у фінансовій сфері [196]. 
Традиційний підхід до аналізу надійності контрагентів передбачає 
вивчення фінансових показників їх діяльності. Однак, коли кількість 
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досліджуваних економічних систем зростає до сотень та тисяч,  вирішити 
задачу таким методом за прийнятний термін стає практично неможливо. 
Одним з існуючих непрямих методів її вирішення є використання 
інтегральних оцінок, одержуваних з початкових даних, шляхом обробки 
деякою математичною функцією. Вхідними даними у фінансовій сфері, як 
правило, є фінансова звітність, зокрема баланс та звіт про фінансові 
результати. Таким чином, можна отримати оцінки, що характеризують, 
наприклад, прибутковість, надійність і стабільність кандидатів у партнери. 
Як за кордоном, так і в Україні створено чимало подібних систем. 
Наприклад, в США в 1970-х - 1990-х роках були створені та згодом 
отримали поширення у світовій практиці системи CAMEL, CAEL, CAMELS, 
FIMS, UBSS [124]. 
Світова фінансова криза, що почалася в 2008 році, стимулювала нові 
дослідження стійкості фінансово-кредитних систем. Так, розвитком ідеї 
створення інтегральних показників є роботи українських вчених Лернера 
[138], Боровского, Гатинского [98]. Однак, всім їм властивий ряд недоліків: 
– жорстко заданий набір коефіцієнтів і «ваг» в моделях;  
– кількість аналізованих показників і трудомісткість аналітичної роботи 
залишаються досить високими; 
– утруднена оцінка розвитку об'єкта; 
– порогові величини між ступенями рейтингу є усередненими і 
суб'єктивними. 
Якщо сформувати вимоги до способу аналізу надійності учасників 
ринку фінансових послуг, як антитезу до перелічених недоліків, то 
необхідний метод, легкий у використанні, наочний, гнучкий і 
самоналагоджувальний. Зрозуміло, повинна забезпечуватися достовірність 
отриманих результатів і оцінок. 
Деякі з перелічених вимог реалізовані в методі кластерно-
регресійного аналізу фінансових показників на основі групового обліку 
аргументів [222], проте легкість у використанні і адаптивність в цьому 
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випадку недостатні. 
Розглянемо варіанти застосування в якості інструменту аналізу 
надійності учасників ринку фінансових послуг (на прикладі банківської 
системи) методів нейромережевого моделювання. 
Інформаційну базу дослідження становлять відкриті дані про активи, 
пасиви і капітал українських банків (всього 60 статей) станом на квітень 
2014 року (тобто до початку масового банкрутства банків) і на жовтень 
2015 року (після того, як пройшла перша хвиля банкрутств)  [243]. Для 
дотримання порівнянності даних, відповідно до рекомендацій, даних в 
п. 3.1, замість абсолютних значень взято відношення відповідних 
показників до сумарної величини активів банку: 
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де n – кількість банків; m – кількість параметрів, що характеризують їх 
діяльність;   sij – елемент матриці вхідних значень S; pij – елемент матриці 
нормалізованих значень P. Перший стовпець матриці S – це сума активів 
банку. 
Зазначимо, що такий спосіб подання даних не є єдиним. Наприклад, в 
[207] вхідну вибірку складають переважно розрахункові показники, що 
характеризують бізнес-моделі роботи банків. 
Для моделювання рішення задачі використано наступні програмні 
продукти: Microsoft Excel (підготовка даних), Deductor Studio Academic 
(моделювання і аналіз результатів). 
Оскільки в даній задачі потрібно віднести досліджувані об'єкти до 
одного з двох класів – «банкрут», або «платоспроможний», очевидною 
базовою постановкою задачі є «бінарна класифікація». Розглянемо її 
рішення в цій постановці. 
Процес моделювання представимо у вигляді наступних етапів, які 
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розглянуто нижче: 
Етап 4.1. Підготовка і попередня обробка даних.  
На цьому етапі інформація перетворюється зі початкового вигляду в 
єдиний масив даних, який нормується за допомогою формули (4.3) і 
зберігається у форматі, необхідному для подальшої обробки програмою 
Deductor Studio. При підготовці даних відразу ж додається інформація про 
банки, діяльність яких протягом наступного часу була припинена (за 
даними [192, 245]). Слід зазначити, що в навчальної вибірці 
використовуються дані про показники роботи банків станом на квітень 
2014 року та про банки, які стали банкрутами до жовтня 2015 року. Тестової 
вибіркою є показники роботи банків станом на жовтень 2015 року та 
інформація про банки, які стали банкрутами в період з листопада 2015 до 
березня 2017 року. Загальний обсяг такої вибірки становить 311 записів, з  
яких в навчальній перебуває 181 і в тестовій 130. 
Етап 4.2. Відсіювання параметрів з низькою значущістю.  
Навіть поверхневий аналіз вхідній вибірки даних, за формулами (3.5) 
– (3.7) показує недостатність її обсягу. Тому необхідно провести аналіз 
значущості вхідних показників та відсіяти ті з них, які слабо впливають на 
кінцевий результат. Для аналізу значущості можна використати методи, 
розглянуті в 3.1, а також аналітичні прийоми. За результатами аналізу 
виявилося, що такі статті, як «Незареєстровані внески до статутного 
капіталу», «Емісійні різниці», «Необоротні активи, утримувані для 
продажу» і деякі інші, вага яких в балансі є незначною, слабо впливають на 
платоспроможність банку. Для перевірки того, чи не було відсіяно значущі 
параметри, можна порівнювати ефективність роботи деякої ШНМ з 
фіксованою архітектурою при різних наборах вхідних даних. 
Етап 4.3. Вибір архітектури ШНМ і аналіз результатів моделювання .  
На цьому етапі слід розглянути різні архітектури ШНМ з погляду на 
якість навчання. Основним критерієм приймаємо середній рівень помилки 
на навчальній та тестовій множині (табл. 4.4). 
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Таблиця 4.4 
Результати навчання ШНМ різної архітектури в задачі прогнозування 
банкрутства банків України 
№пп. Архітектура 
ШНМ 
Розпізнано на 
навчальній множині 
Розпізнано на 
тестовій множині 
1. 47-5-2 95,6 % 72,3 % 
2. 47-3-2 96,7 % 75,4 % 
3. 47-7-2 98,9 % 76,15 % 
4. 47-5-3-2 96,1 % 72,3 % 
5. 47-6-3-2 97,8 % 76,92 % 
 
Аналіз табл. 4.4, показує, що результати ШНМ різної архітектури 
досить близькі. Тому для остаточного вибору скористаємося критерієм 
спряженості результатів (табл. 4.5–4.8). 
 
Таблиця 4.5 
Таблиця спряженості результатів для ШНМ з архітектурою 47-3-2 
 Класифіковано 
Фактично Платоспроможний Банкрут Всього 
Платоспроможний 85 9 94 
Банкрут 23 13 36 
Всього  108 22 130 
 
Таблиця 4.6 
Таблиця спряженості результатів для ШНМ з архітектурою 47-7-2 
 Класифіковано 
Фактично Платоспроможний Банкрут Всього 
Платоспроможний 88 6 94 
Банкрут 25 11 36 
Всього  113 17 130 
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Таблиця 4.7 
Таблиця спряженості результатів для ШНМ з архітектурою 47-5-3-2 
 Класифіковано 
Фактично Платоспроможний Банкрут Всього 
Платоспроможний 78 16 94 
Банкрут 20 16 36 
Всього  98 32 130 
 
 
Таблиця 4.8 
Таблиця спряженості результатів для ШНМ з архітектурою 47-6-3-2 
 Класифіковано 
Фактично Платоспроможний Банкрут Всього 
Платоспроможний 88 6 94 
Банкрут 24 12 36 
Всього  98 32 130 
 
Для даної задачі більшу вартість має помилка класифікації банків-
банкрутів, як платоспроможних, ніж класифікація платоспроможних банків, 
як банкрутів. Спираючись на цей критерій, з аналізу таблиць спряженості 
(табл. 3.5-3.8) можна зробити висновок, що найгіршою з розглянутих є 
ШНМ з архітектурою 47-7-2, яка показала найкращі результати при 
навчанні. При перевірці на тестових даних ця мережа помилково 
класифікувала 25 банків-банкрутів, як платоспроможних. Кращою, за цим 
критерієм, виявилася ШНМ з архітектурою 47-5-3-2, яка помилково 
віднесла до платоспроможних 20 банків-банкрутів з 36. 
Таким чином результати застосування персептронної ШНМ для 
вирішення задачі прогнозування банкрутств комерційних банків в 
постановці бінарної класифікації можна вважати задовільними. Слід 
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зазначити, що прогнозування здійснювалося на досить тривалий горизонт 
(майже 1.5 року від моменту зрізу даних). Крім того ситуація в банківській 
системі обумовлена не тільки фінансовими, а й політичними чинниками. 
Наприклад, майже всі розглянуті ШНМ при аналізі тестової вибірки 
класифікували Приватбанк, як потенційного банкрута (рис. 4.5). 
Подальший розвиток подій показав, що фінансовий стан Приватбанку 
справді не дозволяв продовжувати нормальну діяльність, і потрібна була 
масштабна докапіталізація банку державою. Однак в проаналізованих 
джерелах інформації про неплатоспроможні банки [192] Приватбанк 
відсутній. Там же, на рис. 4.5, видно дані по Східно-промисловий 
комерційний банк, який ШНМ «відмовилася» класифікувати як проблемний 
навіть на навчальній вибірці. Детальний аналіз показав, що причиною 
ліквідації цього банку є його знаходження на непідконтрольних територіях 
в Луганській області. 
 
 
Рис. 4.5. Витяг з таблиці з результатами класифікації 
 
Проте, навіть з урахуванням додаткової інформації про чинники 
припинення діяльності банків, результати вирішення задачі прогнозування 
банкрутств, як задачі бінарної класифікації далекі від ідеальних. Розглянемо 
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її рішення в іншій постановці – угруповання об'єктів в рамках задачі 
кластеризації. 
Як і раніше, застосуємо для цього самоорганізаційні штучні нейронні 
мережі Кохонена. У порівнянні з іншими інтелектуальними методами 
аналізу даних, вони забезпечують такі вигоди: 
– можливість роботи на відносно невеликому масиві даних; 
– немає необхідності в експертних оцінках, що виключає суб'єктивність 
результатів; 
– високий ступінь формалізації підготовки даних і навчання мережі;  
– наочність інформації, виведеної у вигляді карт Кохонена. 
В процесі моделювання Етап 4.1 і Етап 4.2 відповідають розглянутим 
вище, з невеликими поправками на особливості мереж Кохонена. Так, на 
Етапі 4.2. вибір показників може проводитися на підставі профілів 
кластерів, які містять інформацію про значущість кожного показника, що 
дозволяє відсіяти ті з них, які слабо впливають на кінцевий результат. 
У цьому сенсі Етап 4.2. частково перетинається з Етапом 4.3.  
Етап 4.3. Вибір архітектури та навчання нейронної мережі.  Вибір 
розмірності карти Кохонена здійснюється виходячи з обсягу вхідній вибірки 
та особливостей задачі. Оскільки інформація про банкрутство банків на вхід 
ШНМ Кохонена не подається, для навчання може використовуватися вся 
вибірка даних, яка в даному випадку містить 311 прикладів. Для 
відображення вибірки такого обсягу можна вибрати розмірність мережі 4х4 
і кількість кластерів 4, хоча припустимі відхилення від цих значень. Далі 
необхідно провести підстроювання параметрів навчання для отримання 
мінімальних значень помилки. Результатом є візуальні кластерні карти 
вхідних даних. 
Етап 4.4. Проекція на отримані карти множини даних, що 
характеризують банки-банкрути, аналіз результатів. Зупинимося на 
цьому етапі докладніше. 
Для кожної комірки карти визначається, які банки з тих, що потрапили 
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до нього, протягом 2014–2015 років припинили діяльність. Результати 
можуть бути представлені як у вигляді нової карти, так і у вигляді таблиці 
(табл. 4.9).  
 
Таблиця 4.9 
Розподіл банків, що припинили діяльність, по коміркам карти  
№  
комірки 
Кількість банків частка  
банкрутів 
 
№  
комірки 
Кількість банків частка  
банкрутів всього банкрутів  всього банкрутів  
0 6 1 17 %  8 2 2 100 % 
1 9 4 44 %  9 7 0 0 % 
2 9 1 11 %  10 19 10 53 % 
3 7 1 14 %  11 28 10 36 % 
4 2 1 50 %  12 19 7 37 % 
5 8 3 38 %  13 26 15 58 % 
6 9 3 33 %  14 10 2 20 % 
7 10 2 20 %  15 9 0 0 % 
 
Аналіз табл. 4.9 показує, що як загальна кількість банків, так і 
кількість тих банків, що припинили роботу, в різних комірках карти суттєво 
відрізняється. Однак на карті можна виділити надійні, і проблемні зони. 
Розглянемо розподіл банків по коміркам карти Кохонена (рис. 4.6) і 
розташування на цій карті кластерів, які виділено алгоритмом кластеризації 
(рис. 4.7).  
Нумерація комірок на рис. 4.6 та 4.7 здійснюється зліва направо та 
зверху вниз. Комірка з номером 0 розташовано у лівому верхньому куті.  
Як можна помітити з сумісного аналізу рис. 4.6, рис. 4.7 та табл. 4.9, 
більшість банків, які припинили свою діяльність об'єднує кластер 2. Але за 
його межами також є комірки, які містять велику кількість банків – 
банкрутів. Отже, автоматична кластеризація не дозволяє знайти найкраще 
рішення даної задачі. 
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Рис. 4.6. Матриця щільності попадання банків в комірки карти Кохонена  
 
 
Рис. 4.7. Результати автоматичної кластеризації карти Кохонена 
 
Ручна кластеризація передбачає покомірковий аналіз карти. Так, до 
достатньо надійних (за рівнем 20 %) відносяться комірки 0, 2, 3, 7, 9, 14, 15. 
До проблемних – комірки 1, 4, 8, 10, 11, 12, 13. 
З 58 банків, які потрапили в «надійні» комірки тільки 7 (12 %) 
протягом 2014–2015 років припинили роботу. Із 105 банків, що потрапили в 
«проблемні» комірки, 49 припинили працювати (47 %). 
Після проведення ручної кластеризації розглянемо результати обробки  
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самоорганізаційною ШНМ на інформації про показники роботи банків, за 
станом на жовтень 2015 року. Результати розподілу банків по комірках 
карти показано в табл. 4.10. 
 
Таблиця 4.10 
Розподіл банків, які припинили діяльність в 2016 р по комірках карти 
№  
комірки 
Кількість банків частка  
банкрутів 
 
№  
комірки 
Кількість банків частка  
банкрутів всього банкрутів  всього банкрутів  
0 2 2 100 %  8 1 1 100 % 
1 9 4 44 %  9 9 0 0 % 
2 2 1 50 %  10 4 1 25 % 
3 6 2 33 %  11 19 7 37 % 
4 1 1 100 %  12 15 6 40 % 
5 6 1 17 %  13 19 7 37 % 
6 4 1 25 %  14 17 1 6 % 
7 9 1 11 %  15 7 0 0 % 
 
Проаналізуємо розподіл банків з табл. 4.10 по кластерам, які виділено 
раніше. 
Так в кластер «надійних» потрапляє 52 банки, з яких тільки 7 (13,5 %) 
припинило свою діяльність в період з листопада 2015 до березня 2017 року.  
У кластер «проблемних» потрапляє 68 банків, з яких 27 (40 %) 
припинили свою діяльність в той же період. 
Ще 10 банків попали в комірки 5 і 6, які за результатами попереднього 
аналізу неможливо віднести до жодної категорії. 
Таким чином таблиця спряженості результатів прогнозування 
банкрутств з використанням самоорганизаційної мережі Кохонена має 
такий вигляд (табл. 4.11): 
З порівняльного аналізу табл. 4.5–4.8 та табл. 4.11 можна бачити, що 
застосування самоорганізаційних мереж дозволяє істотно знизити рівень 
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помилкової класифікації проблемних банків як надійних. Так, з 36 банків, 
що стали неплатоспроможними у розглянутий період, тільки 7 було раніше 
класифіковано, як «хороші». Саме ця помилка має найбільшу економічну 
значущість в даній задачі. 
 
Таблиця 4.11  
Таблиця спряженості результатів для ШНМ Кохонена 
 Класифіковано 
Фактично Платоспроможний Банкрут Всього 
Платоспроможний 45 41 86 
Банкрут 7 27 34 
Всього  52 68 120 
 
Важливі результати дає також аналіз окремих комірок карти. Так, на 
підставі табл. 4.9 і 4.10, найбільш надійними слід вважати банки, що 
потрапили в комірки 9 і 15, так як за весь аналізований період жоден з них 
не припинив існування. Причому, якщо в комірці 9 розташовуються банки, 
які переважно належать до групи малих, то в комірку 15 нейронна мережа 
відносить банки з категорії лідерів галузі. На початок 2016 року серед них 
були такі банки, як Промінвестбанк, Сбербанк, ВТБ, ІНГ, Піреус, Вієс і 
Кредит-Європа. Аналогічно може бути виконано аналіз і за проблемними 
комірками. 
Таким чином, в задачі прогнозування банкрутств комерційних банків 
більш вдалою є її постановка, як задачі угруповання об'єктів в рамках 
кластеризації. В рамках цієї постановки використання самоорганізаційних 
нейронних мереж дозволяє отримати достатньо достовірні оцінки, які 
можна використовувати в практичній діяльності для визначення надійності 
потенційних фінансових партнерів. Хоча отримання абсолютно 
достовірного прогнозу в поточних економічних і політичних умовах не є 
можливим, запропонований метод може грати роль одного з індикаторів 
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фінансової стійкості при виборі банків, страхових компаній та інших 
фінансових посередників. 
В цілому, отримані результати підтверджують Твердження 3.1 про те, 
що ефективність вирішення складних економічних задач залежить від 
методів і інструментів інтелектуальних обчислень, які застосуються для 
цього. 
 
4.2. Генетичні моделі обробки економічних даних 
Дослідження динаміки появи і накопичення інформації в сучасному 
суспільстві об'єктивно показують, що воно знаходиться в стані, яке 
отримало назву «Інформаційний вибух». Масове впровадження 
комп'ютерних технологій призвело до того, що кількість інформації, яка 
потребує обробки, збільшується в геометричній прогресії  приблизно на 
30 % щорічно [26, с. 63]. У цих умовах збільшується актуальність методів, 
що дозволяють спростити сприйняття даних, а також їх зберігання та 
передачу. 
Проблема спрощення даних, представлених у вигляді динамічних 
рядів, до сих пір досліджувалась в основному стосовно теорії передачі 
інформації і цифровій обробці аналогових сигналів. Крім того, схожі 
методи існують в рамках економічної статистики і в деяких інших 
дисциплінах. Однак всі вони розроблялися в умовах дефіциту 
обчислювальних ресурсів і тому реалізують лише прості прийоми, не 
дозволяючи одночасно отримати більшу ступінь стиснення даних і зберегти 
їх адекватність [79]. 
Можливості сучасних інформаційних технологій дозволяють 
розробити ефективний метод спрощення динамічних рядів. Далі розглянуто 
вирішення цієї проблеми, яке включає [166]: 
– аналіз переваг і недоліків існуючих методів; 
– формування принципів, що дозволяють уникнути цих недоліків; 
– побудову математичної моделі пошуку оптимального представлення 
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даних з різним ступенем деталізації; 
– практичну реалізацію даної моделі з використанням генетичних 
алгоритмів в системі Matlab; 
– аналіз результатів моделювання. 
Слід відмітити, що в сучасному суспільстві темпи зростання обсягів 
інформації випереджають темпи розвитку засобів її обробки. Внаслідок 
цього на конкурентоспроможність економічних суб'єктів і соціальних груп 
істотно впливає як нерівність доступу до засобів інформаційних технологій, 
так і нерівність в знаннях про використання таких технологій [55, с. 5]. 
Саме з проблемою обробки великих обсягів інформації пов'язаний 
бурхливий розвиток технологій обробки великих обсягів даних (Big Data), 
які дозволяють знаходити закономірності в базах з мільйонами записів. 
Тому черговий пік популярності переживає такий інструмент 
інтелектуальної обробки інформації, як нейронні мережі, можливості яких 
по розпізнаванню графічних і звукових об'єктів в даний час досягли 
людських, а в деяких випадках навіть перевершують їх. Тут, по суті, 
основною задачею, яка вирішується, є зниження розмірності даних до рівня, 
достатнього, для подальшої обробки традиційними методами аналізу, або 
для безпосереднього сприйняття ОПР. Те ж призначення має і спрощення 
динамічних рядів, що показують зміни в послідовні періоди часу розмірів 
будь-якого явища або ознаки [143, с. 85, с. 53]. Залежно від складових 
величин розрізняють кілька типів динамічних рядів: 
Базовими є динамічні ряди, побудовані з абсолютних величин (курс 
валюти, обсяги реалізації товару і так далі). Решта типів виходять шляхом 
обробки абсолютних показників, а саме: 
– похідні динамічні ряди, представлені відносними величинами і 
демонструють зміни будь-яких коефіцієнтів (зміна цін, зміна обсягів 
реалізації і так далі); 
– динамічні ряди, що складаються з середніх величин , наприклад, 
показників середньої реалізації товарів за період часу, середнього доходу на 
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душу населення і так далі. 
 Кожен динамічний ряд складається з двох елементів: відрізка часу 
(періоду), в рамках якого було зафіксовано певний показник і показника, що 
характеризує об'єкт дослідження (рівні ряду). Якщо стан об'єкта описується 
m показниками, то масив даних A буде мати вигляд: 
 
njmiaaatA ijiii ..1,..1},,...,,,{ 21   
 
У деяких випадках, якщо відлік показників ведеться з однаковими 
інтервалами часу, елемент ti в масиві даних може бути пропущений, 
оскільки легко відновлюється з t0, i та Δt, які зазвичай відомі. 
Сучасні інформаційні технології дозволяють отримувати дані з 
високою частотою, що дозволяє краще відстежувати зміни в стані об'єктів, 
але ускладнює сприйняття отриманих даних та їх подальшу обробку, так як 
вони містять велику кількість надлишкової інформації – шуму. Такі дані 
можуть бути оброблені з метою видалення невеликих змін показників і 
виділення значних тенденцій. Оскільки в результаті кількість точок відліку 
(m) зменшується, можна говорити про спрощення даних. 
Серед існуючих методів вирішення задачі спрощення даних можна 
виділити як загальні, так і спеціальні. До загальних відноситься, наприклад , 
метод квантування за рівнем – розбиття діапазону значень неперервної або 
дискретної величини на кінцеве число інтервалів. (рис. 4.8).  
Як можна побачити з аналізу рис. 4.8, якщо протягом деякого періоду 
часу значення величин динамічного ряду не виходило за межі одного 
інтервалу, то в результаті квантування всі ці величини будуть замінені 
одним значенням [115, с. 184]. 
Перевагою алгоритму квантування за рівнем є простота реалізації і 
мінімальні вимоги до обчислювальних ресурсів, що зумовило його 
поширення в методах цифрової обробки сигналів. Недолік методу – сильні 
спотворення даних при збільшенні стиснення. 
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Рис. 4.8. Спрощення динамічного ряду методом квантування за рівнем 
 
Спеціальні методи застосовуються у вузьких предметних областях і 
максимально враховують їх особливості. Так, для стислого представлення 
біржових даних використовується метод квантування за часом із постійним 
кроком, де кожен дискретний часовий інтервал описується не одним, а 
чотирма значеннями: ціна відкриття і закриття, а також максимальна і 
мінімальна ціна за період (див. рис. 4.9). 
Для біржових даних існує кілька стандартних часових інтервалів, 
наприклад – 1 година, 4 години, 1 день. Цей метод зручний тим, що 
незалежно від ступеня стиснення, зберігаються найважливіші, з точки зору 
біржових операцій, характеристики часового ряду. Крім того, результати 
обробки можуть бути наочно представлені у вигляді «японських 
свічок» (рис 4.9), або графіка із зарубками [121]. 
Разом з тим, даний метод є вузькоспеціалізованим, оскільки 
розрахований на обробку тільки одного показника – ціни, а крім того 
вимагає від людини певної підготовки для сприйняття результатів.  
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Рис. 4.9. Відображення біржових даних шляхом квантування за часом  
з постійним кроком 
 
Загальним недоліком розглянутих методів є наявність фіксованого 
кроку квантування, що не дозволяє отримати високу ступінь стиснення 
даних при збереженні достатнього рівня апроксимації. 
Також можна відзначити ряд методів механічного згладжування 
динамічних рядів, привнесених зі статистики. Наприклад, метод укрупнення 
інтервалів, аналітичного вирівнювання, згладжування рядів за допомогою 
ковзних середніх та подібні. Всі вони також не позбавлені недоліків, 
основними з яких є згладжування та втрата важливих для аналізу пікових 
рівнів, а також втрата деяких закономірностей в даних [89]. Крім того, в 
результаті згладжування не завжди відбувається скорочення точок відліку 
значень ряду. 
Більшості з зазначених недоліків дозволяє уникнути метод 
квантування за часом зі змінним кроком, який пропонується далі. 
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У загальному вигляді завдання, що вирішується можна сформулювати 
наступним чином: 
Визначення 4.1 
Складністю динамічного ряду назвемо кількість точок відліку m, які 
необхідні для його формування. 
Визначення 4.2 
Спрощенням динамічного ряду назвемо таке перетворення 
 
,AA  (4.4) 
  
при якому  
 
mm  , (4.5) 
 
а міра відповідності ряду A  до  A, 
 
max,  )A(A , (4.6) 
 
де miatA ii ..1},,{   – масив, який задає послідовність даних, що 
утворюють початковий динамічний ряд; miatA ii ..1},,{   – результуючий 
масив даних; m та m  – складність рядів. 
Однак для практичного використання умов (4.4) – (4.6) недостатньо, 
оскільки очевидним рішенням буде ряд, що відрізняється від початкового 
тільки на один елемент. Тому необхідно ввести додаткову умову мінімізації 
точок відліку:  
 
min )m( , (4.7) 
 
де   – міра складності ряду. 
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Вирази (4.4) – (4.7) складають закінчену модель спрощення ряду, але 
спосіб визначення функцій Ψ и Θ вимагає додаткових пояснень. 
Функція Ψ має економічний сенс премії за відповідність рядів A  і A . 
При цьому відповідність виражається в збігу трендів в рядах і залежить від 
сили тренда. 
Функція Θ має економічний сенс штрафу за кожну точку відліку. 
Варіюючи розмір штрафу можна впливати на відносну складність ряду A . 
Розглянемо практичні приклади таких функцій. 
Нехай А – динамічний ряд, що містить m пар елементів {ti, ai}, 
причому 
  
]1;0[ia , 
ti=i. 
(4.8) 
 
Якщо значення елементів ai  не відповідають умовам (4.8), то 
необхідно провести нормування: 
 
)min()max(
)min(
AA
Aa
a ii


 , (4.9) 
 
а якщо дані в ряді розташовуються не через рівні проміжки часу, то 
інтерполяцію, де проміжні елементи ряду між елементами ai та ai+1 можуть 
бути знайдені за формулами лінійної інтерполяції:   
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або за формулами квадратичної, чи поліноміальної інтерполяції, які є більш 
складними, але дозволяють отримати більш гладку поверхню функції.  
Оскільки рішення задачі зводиться до визначення точок перегину 
ряду, введемо в модель вектор рішень системи 
 
}{ jsS  , m..j 1 , 
 
де  sj – індексний елемент, чисельно рівний елементу ti початкового ряда A, 
тобто місцю розташування точки перегину. 
Тоді функція відповідності Ψ тоді запишеться наступним чином: 
 
,1
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aa
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tt jj  (4.12) 
 
а функцію штрафів можна записати так: 
 
ml  , (4.13) 
 
де l – штраф за кожну точку відліку. 
У загальному вигляді цільова функція моделі має вигляд:  
 
zmax . (4.14) 
 
Очевидно, що найбільшою відповідністю в загальному випадку має 
динамічний ряд, який відраховується в усіх тих же точках, що і початковий. 
Але з іншого боку для нього найбільшою буде і функція штрафів. При 
цьому чим більше різниця між значеннями результуючого ряду в сусідніх 
точках відліку, тим більше значення цільової функції. Таким чином, 
рішення є компромісом між відповідністю із вихідними даними та кількістю 
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точок відліку з іншого боку. 
Процес рішення задачі зводиться до знаходження оптимального 
розміру і значень вектора S. Єдиним шляхом знаходження глобального 
оптимуму в просторі рішень даної задачі є повний перебір всіх можливих 
варіантів. Оскільки обчислювальна складність такої задачі зростає 
експоненціально із збільшенням кількості показників m, то вона 
відноситься до класу NP-важких і тому може бути вирішена лише із 
використанням евристичних методів багатофакторної оптимізації, які 
дозволяють за прийнятний час знайти приємне рішення. До них відносяться 
методи, що вже розглядалися: генетичні алгоритми, метод імітації 
відпалювання, метод мурашиних колоній та ін. В даному випадку 
розглянемо застосування генетичних алгоритмів. 
Модель (4.12) – (4.14) реалізується в системі Matlab з використанням 
функцій пакета розширень Genetic Algorithm and Direct Search Toolbox. 
Вхідними параметрами програми є сам динамічний ряд, значення штрафу за 
точку відліку і деякі параметри самого генетичного алгоритму (розмір 
популяції, умови зупинки еволюції, ймовірність мутацій). 
Функція вводу даних, їх попередньої обробки та виклику решти 
функцій алгоритму записується на мові пакету Matlab у такий спосіб: 
     
% data_filter2 
load data.txt; % зчитуємо дані 
sz=numel (data); 
ratem=0.1; %Mutation rate 
c=data-min(data); %зміщуємо значення в невід’ємну 
область 
cc=c/max(c); % створюємо нормовану матрицю 
fun=@(x) f_fitn2(cc,x); 
options = gaoptimset('PopulationType','bitstring', 
'PopulationSize',500,'Generations',500,'Display','fina
l','PlotFcns', @gaplotbestf,'TolFun',0); 
options = gaoptimset(options,'MutationFcn', 
{@mutationadaptfeasible, ratem}); 
opt = ga(fun,sz*1,[],[],[],[],[],[],[],options); 
disp_rez2(data,opt); % виведення графіку 
display (f_fitn2(cc,opt)); % виведення даних 
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Функцію пристосованості хромосоми генетичного алгоритму складено 
у такий спосіб: 
 
function z = f_fitn2(data,x) 
comm=0.2; %величина штрафу 
poz=1;   %позиція останньої точки перетину 
rez=0; 
for i = 2:numel (data) 
   gpoz=x(i); 
   if gpoz==1  %Точка перетину 
       rez=rez+abs(data(i)-data(poz)); 
       rez=rez-comm; 
       poz=i;        
   end 
   if gpoz==0 %Продовження тренду 
        poz=poz ; 
   end 
end 
z = -rez;   
end 
 
Для виводу результатів у графічному вигляді реалізацію було  
доповнено власною функцією виводу: 
 
function z = disp_rez2(data,x) 
poz=data(1); 
ind=1;  %вісь Х 
flag=1;    
for i = 2:numel (data) 
   gpoz=x(i); 
   if gpoz==1  %Точка перетину 
        poz=[poz data(i)]; 
        ind = [ind i];  
        flag = 0; 
   end    
   if gpoz==0 
   end 
end 
poz=[poz data(i)]; 
ind = [ind i];  
hold off; 
plot (ind,poz,'LineWidth',3); 
hold on; 
plot (data,'r','LineWidth',1); 
ylim([min(data) max(data)]); 
end 
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Результати моделювання представляються як в графічному вигляді, 
так і у вигляді значення функції пристосованості кращої особі в популяції. 
Зважаючи на особливості даного пакета математичного моделювання, 
задачі оптимізації в ньому можуть вирішуватися тільки на мінімум. Тому 
при адаптації моделі до програмного середовища Matlab цільову функцію 
визначено як: 
 
zmin . (4.15) 
 
Крім того зроблено деякі інші не принципові спрощення, що 
стосуються попередньої обробки даних та визначення точок перетину. 
В якості вхідних даних, на яких тестувався алгоритм, обрано дані про 
зміну курсу євро по відношенню до долара США за січень 2016 роки 
(120 точок відліку) і дані щодо зміни денної температури в м . Маріуполь з 
січня по вересень 2016 роки (259 точок відліку). Для полегшення 
візуального аналізу якості роботи алгоритму, на графіках присутні як 
початковий, так і результуючий ряди. 
На рис. 4.10 і рис. 4.11 показано графіки зміни показника денної 
температури, оброблені алгоритмом з різним ступенем стиснення. 
Як можна визначити з аналізу рис. 4.10, навіть при невеликому 
ступені стиснення, при збереженні практично всіх основних тенденцій, які 
спостерігаються на графіку, кількість точок відліку знижується з 259 до 30, 
тобто більше ніж у 8 разів. 
Подальше підвищення рівня стиснення дозволяє знизити кількість 
точок відліку до 16 (рис. 4.11). При ще більшому стисненні кількість точок 
відліку доходить до 3 (початок ряду, точка максимуму і кінець ряду). Але 
навіть в цьому випадку даних достатньо для відстеження основних 
тенденцій зміни вхідного показника. 
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Рис. 4.10. Початковий і спрощений графіки зміни показника денної 
температури в січні-вересні 2016 р при ступені стиснення l=0.1 
 
 
Рис. 4.11. Початковий і спрощений графіки зміни показника денної 
температури в січні-вересні 2016 р при ступені стиснення l=0.2 
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Розглянемо результати, які було отримано при обробці даних про 
коливання валютного курсу (рис. 4.12).  
 
 
Рис. 4.12. Початковий і спрощений графік коливань курсу EUR / USD 
у січні 2016 р. при ступені стиснення l=0.2 и рівні пристосованості 4.5467 
 
При l=0.2 генетичним алгоритмом було виділено основні точки 
перегину, загальна кількість яких скоротилася з 120 до 15 (в 8 разів). При 
цьому час роботи програми на комп'ютері із процесором Athlon 64 4400+ 
склав близько 5 секунд. 
Слід зазначити, що рішення, які знайдені при різних запусках 
алгоритму, можуть дещо відрізнятися одне від одного і відповідно мати 
різні значення функції пристосованості. Для перевірки того, наскільки 
сильно розрізняються знайдені рішення, було зроблено 20 тестових запусків 
генетичного алгоритму по обробці коливань валютного курсу.  
Гістограму розподілу значень функції пристосованості за даними цих 
запусків показано на рис. 4.13. 
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Рис. 4.13. Розподіл значень функції пристосованості  
при 20 запусках генетичного алгоритму 
 
З аналізу гістограм (рис. 4.13), можна зробити наступний висновок: В 
11 випадках з 20 значення функції пристосованості практично не 
відрізнялися від кращого, ще в 5 випадках значення функції 
пристосованості відрізнялося від одного з найкращих знайдених не більше 
ніж на 0.1. І тільки в 4 випадках були зафіксовані більш значні відхилення 
значень функції пристосованості. Причому додатковий аналіз показав, що 
навіть гірше зі знайдених рішень адекватно відображає основні тенденції 
ряду і містить тільки дві невеликих помилки у визначенні позиції точок 
перегину (рис. 4.14). 
Таким чином, запропонований метод спрощення динамічних рядів 
дозволяє швидко і ефективно скорочувати кількість точок відліку ряду з 
будь-яким ступенем стиснення даних, який регулюється зміною лише 
одного показника. У порівнянні з існуючими методами квантування він 
забезпечує збереження пікових значень ряду, а також більш ефективне 
стиснення даних, особливо якщо значення показників ряду змінюються 
повільно. 
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Рис. 4.14. Початковий і спрощений графік коливань курсу EUR / USD 
у січні 2016 р. при ступені стиснення l=0.2 и рівні пристосованості 4.1733 
 
Метод спрощення динамічних рядів з використанням генетичних 
алгоритмів може використовуватися в економічній статистиці і аналізі, в 
процесі підготовки презентацій, а також у всіх інших випадках, коли 
потрібно виділити основні тенденції у великій послідовності даних. Окремо 
слід відзначити можливість застосування принципу квантування за часом зі 
змінним кроком в системах передачі інформації з обмеженою пропускною 
спроможністю. 
 
4.3. Системно-динамічні імітаційні моделі ідентифікації 
параметрів економічних систем 
Особливості системно-динамічного моделювання, як одного з методів 
інтелектуальних обчислень було розглянуто у п. 2.1. Моделювання 
системної динаміки не тільки допомагає відповісти на питання про 
майбутній стан об'єкта, але і дозволяє краще зрозуміти його внутрішню 
структуру і взаємозв'язки між елементами. Системна динаміка передбачає 
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найвищий рівень агрегування компонентів з усіх методів імітаційного 
моделювання. Завдяки низці спрощень, прийнятих в моделях 
(абстрагування від індивідуальних характеристик об'єктів і фізичних 
характеристик навколишнього середовища, безперервність всіх змінних і 
процесів), вони дозволяють простими засобами отримати адекватний опис 
процесів в досить складних системах. 
У банківській діяльності одним з напрямків застосування системної 
динаміки є моделювання ризику в активних операціях. Це обумовлено тим, 
що хоча самі фактори ризику можуть бути виявлені емпірично, аналіз 
сукупного впливу на досліджувану систему і його змін у часі являє собою 
вкрай складну задачу, рішення якої традиційними методами практично 
неможливо. 
Розглянемо приклади використання методів системної динаміки для 
моделювання зовнішніх і внутрішніх факторів ризику в банківських 
активних операціях. 
Моделювання зовнішніх факторів ризику банківських активних 
операцій, на прикладі ціноутворення ринку житлової нерухомості. 
Згідно з оцінками [3], на початок 2016 року на нерухомість припадало 
близько 60 % світових традиційних активів. Їх сукупна вартість 
($ 217 трлн.) у 2.7 рази перевищувала світовий ВВП. При цьому 75 % 
загальної вартості нерухомості, або $ 162 трлн. припадає на житло.  
Довгий час інвестиції в ринок нерухомості вважалися одним з 
найнадійніших способів розміщення коштів. Невисока прибутковість 
операцій з нерухомістю компенсувалася їх низьким ризиком. Слабка 
волатильність ринку обумовлювала можливість застосування для його 
аналізу простих статистичних моделей, а дослідження ринку нерухомості 
часто були спрямовані на уточнення коефіцієнтів таких моделей. 
У XXI столітті ситуація різко змінилася. Різке зростання цін на 
нерухомість змінилося різким обвалом. Обидві події не могли бути 
враховані за допомогою традиційних для цього ринку методів 
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прогнозування. Багато банків, які використовували традиційні підходи для 
оцінки ризику операцій з нерухомістю, збанкрутували. 
Світова фінансова криза, що почалася саме з ринку нерухомості, 
призвела до використання нових методів та інструментів його аналізу і 
прогнозування. Одним з них є моделювання системної динаміки. 
Використання цього методу для аналізу міської забудови, було 
запропоновано ще в 1969 році його автором Дж. Форрестером [20]. На 
початку 1970-х років ці ідеї спробували розвинути, але до практично 
значущих моделей так і не дійшли, оскільки ринок нерухомості тоді був 
стабільним і традиційні підходи описували його краще. 
З початком світової фінансової кризи кількість публікацій про 
застосування імітаційного моделювання для аналізу ринку нерухомості 
зростає. Слід зазначити роботи корейських вчених з моделювання 
національного ринку нерухомості [9, 32], що відрізняються глибокою 
обробкою і великою кількістю врахованих факторів. Проміжним підсумком 
цього періоду можна назвати роботу [16], що вийшла в 2014 році, де 
систематизовано основні результати використання методів системної 
динаміки в дослідженні ринку нерухомості. 
У вітчизняній літературі для дослідження ринку нерухомості досі 
використовуються традиційні для економетрії методи і моделі – факторні, 
статистичні та подібні їм [7, 99]. Однак, слід зазначити, що в Україні 
ускладнено доступ до багатьох соціально-економічних показників розвитку 
суспільства та інфраструктури, що перешкоджає практичній перевірці 
результатів наукових досліджень. Зокрема, через відсутність прямих даних 
для отримання оцінки доходів різних груп населення доводиться 
використовувати непрямий метод, заснований на гіпотезі логнормального 
розподілу доходів у суспільстві [165]. 
Розглянемо існуючи теоретичні підходи до ціноутворення на ринку 
житлової нерухомості.  
Одним з них є синтетичний метод, при якому ціна розглядається, як 
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інтегральна оцінка вартості різних факторів. Наприклад, ринкова ціна 
комерційної нерухомості може розглядатися, як похідна від інвестиційної, 
спеціальної, ліквідаційної, податкової та інших цін. Для житлової 
нерухомості цими факторами можуть бути попит, корисність, дефіцитність, 
можливість відчуження [171]. 
Інший підхід передбачає більшу кількість факторів, розподілених на 
три ієрархічних рівня: державний (соціальні, економічні, політичні), 
локальний (особливості місця розташування об'єкта, умови продажу) та 
індивідуальний (архітектурно-будівельні та фінансово-експлуатаційні). 
Зважаючи на складність визначення перелічених факторів, на практиці 
для оцінки вартості нерухомості часто використовуються інші підходи, 
зокрема – витратний, дохідний, порівняльний. Останній з них найбільш 
поширений на ринку вторинного житла і, по суті, означає, що орієнтиром 
для встановлення нових цін будуть ціни, за якими аналогічне житло 
продавалося раніше. З огляду на те, що ціна завжди знаходиться в деякому 
«коридорі», ця модель може пояснити як зростання, так і падіння цін на 
ринку. При зростанні продавці орієнтуються на верхній кордон «коридору 
цін», а при падінні, відповідно на нижній. Встановлено, що в 
короткостроковому періоді еластичність цін на ринку нерухомості низька, а 
в довгостроковому – навпаки. Це означає, що ціни на ринку змінюються 
повільно, але в дуже широких межах, а процес зміни ціни є наслідком дії 
класичних законів попиту і пропозиції. Зазначені особливості 
ціноутворення на ринках житлової нерухомості покладено в основу 
моделей, які розглянуто далі. 
В якості безпосереднього об'єкту для перевірки результатів 
моделювання обраний ринок вторинної нерухомості у м. Київ. Цей вибір 
обумовлено тим, що даний ринок є найбільшим в Україні (в житловому 
фонді Києва більш ніж 1 млн. квартир), а також наявністю доступної 
статистики цін на нерухомість за значний часовий інтервал  [231]. 
Інформаційну базу дослідження складають дані державної служби 
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статистики України (інформація про середні доходи населення), статистика 
цін на квартири в Києві, дані комерційних банків щодо умов кредитування 
на нерухомість, дані аналітичних агентств про обсяги операцій на ринку 
нерухомості. Для попередньої обробки даних використовуються методи 
математичної статистики [7]. 
Розглянемо системно-динамічну модель, яка реалізує процеси 
досягнення балансу між попитом і пропозицією. Аналіз статистики продажу 
житлової нерухомості в м. Київ показало, що пропозиція на вторинному 
ринку є практично постійною. Це дозволило зробити висновок, що ціна на 
ринку визначається переважно платоспроможним попитом і істотно 
спростити модель причинно-наслідкових зв'язків, яку наведено на рис. 4.15. 
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Рис. 4.15. Модель причинно-наслідкових зв'язків на ринку житлової 
нерухомості 
 
Розглянемо цю модель. Як вже зазначалося, пропозиція в моделі є 
зовнішнім фактором і задається до початку імітаційного експерименту. При 
цьому пропозиція не обов'язково повинна залишатися постійною протягом 
всього системного часу, але всі її зміни повинні бути запрограмовані 
заздалегідь. Вважається, що пропозицію виражено в матеріальних 
одиницях (штуках). 
Попит в моделі є змінною величиною, яку безпосередньо визначає 
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платоспроможний попит. Чисельно ці показники тотожні. В моделі їх 
розділено для зручності подальшого розширення. Як і пропозиція, попит та 
платоспроможний попит є матеріальними величинами. 
Відношення попиту до пропозиції визначає стан ринку і орієнтири для 
встановлення нових цінових рівнів. При цьому реалізовано порівняльний 
підхід, тобто орієнтиром для встановлення нових цін є ціни, за якими 
квартири продавалися раніше, які розташовані в деякому ціновому інтервалі 
– «коридорі». При визначенні параметрів цього коридору за основу обрано 
нормальний закон розподілу ймовірностей, при якому найбільша кількість 
квартир продається за ціною, близькою до середньої. При невеликих змінах 
балансу попиту і пропозиції, коливання цін також будуть незначними, і 
тільки великі зміни викликатимуть коливання цін в межах всього коридору.  
Ціна квартири в моделі визначається виходячи з попереднього 
значення ціни та її змін, викликаних змінами ринкового стану. Поточна ціна 
на наступному модельному кроці через лінію затримки стає попередньою.  
Показник фінансових можливостей покупців відображає суму, яку 
потенційний покупець в середньому готовий заплатити за квартиру. Як і 
ціна, цей показник фігурує в моделі в грошовому вираженні. Численні 
дослідження ринку нерухомості свідчать, що реальними покупцями на 
ринку нерухомості є забезпечені люди, які складають лише 5-10% всього 
населення. Моделювання даного показника буде розглянуто нижче. 
Якщо фінансові можливості покупців вище середнього рівня цін, це 
веде до зростання попиту, ринок переходить в стан дефіциту і починається 
поступове підвищення цін, яке триватиме до моменту їх вирівнювання з 
фінансовими можливостями покупців. В іншому випадку відбудеться 
зворотній процес [171]. 
Модель, яка подано на рис. 4.15, здатна адекватно описувати 
поведінку ринку нерухомості, але в силу самого визначення моделі, вона 
містить деякі спрощення і обмеження: 
1. Стабільна пропозиція. Як уже зазначалося, пропозиція квартир на 
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ринку вважається в моделі зовнішнім фактором і не залежить від стану 
ринку, цін та інших факторів. Хоча в реальності це не зовсім так, але 
гіпотеза про низьку еластичність пропозиції на ринку нерухомості дає 
підстави прийняти подібне припущення. 
2. Гомогенність пропозиції. У моделі всі квартири мають схожі 
характеристики і відрізняються тільки ціною, в рамках закону нормального 
розподілу. У реальності пропозиція нерухомості досить різноманітна і 
покупці, в яких не вистачає грошей на велику квартиру в престижному 
районі, можуть придбати квартиру меншої площини, або вибрати менш 
престижне місце. Усунення цього обмеження суттєво ускладнить модель, 
тому слід обмежити область її застосування аналізом даних, де умова 
гомогенності виконується, наприклад однокімнатні квартири в певному 
районі. 
Як можна помітити, основним зовнішнім фактором, що впливає на 
зміни показників в моделі, показаної на рис. 4.15, є фінансові можливості 
покупців. Розглянемо процедуру їх визначення. 
Платоспроможний попит на ринку нерухомості формується в 
основному на підставі таких чинників, як власні кошти населення і залучені 
кошти. Власні кошти утворюються в результаті накопичення грошей, які 
населення отримує у вигляді заробітної плати та інших доходів. В якості 
залучених коштів будемо розглядати банківські іпотечні кредити, за 
рахунок яких під час буму операцій з нерухомістю купувалося до 80% 
квартир [118]. 
Модель причинно-наслідкових взаємозв'язків при визначенні 
фінансових можливостей покупців приведена на рис. 4.16. 
Базою формування фінансових можливостей, як можна простежити на 
рис. 4.16, є доходи населення. У багатьох країнах світу статистика грошових 
доходів населення ведеться розширено – з розбивкою за рівнями доходу. В 
Україні Державна служба статистики до 2016 року давала лише усереднене 
значення цього показника, що не дозволяє безпосередньо використовувати 
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його в процесі моделювання. Тому слід розглянути докладніше методи 
наближеного визначення цього показника. 
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Рис. 4.16. Модель причинно-наслідкових зв'язків формування фінансових 
можливостей покупців на ринку нерухомості 
 
Аналіз статистичної інформації по інших країнах [33, 101, 239] 
показує, що, незважаючи на відмінність рівнів економічного розвитку, 
культури, традицій, соціальних і політичних чинників різних країн, графіки 
розподілу доходів в них мають схожий вигляд. Як встановлено в [152], 
розподіл доходів в суспільстві підпорядковується логарифмічно-
нормальному закону, що пояснюється мультиплікативною природою 
принципу матеріальної зацікавленості в заробітній платі. Цей принцип є 
універсальним і тому спостерігається не тільки в країнах з ринковою 
економікою, а й в умовах планової економіки. Випадкова величина доходу, 
підпорядкована логарифмічно-нормальному розподілу, має щільність: 
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де xср – середня величина доходу; 
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xмед – медіанна величина доходу, тобто така величина, яка більше доходів 
50 % населення і менше доходів інших 50 % населення. 
Для опису ступеня розшарування суспільства за рівнем заробітної 
плати в світовій практиці використовують коефіцієнт Джині і коефіцієнт 
фондів. Коефіцієнт Джині характеризує диференціацію грошових доходів 
населення у вигляді ступеня відхилення факторного розподілу доходів від 
абсолютно рівного їх розподілу між громадянами країни [209]. Коефіцієнт 
фондів вимірює співвідношення між середніми доходами всередині 
процентних груп населення. Найчастіше розраховується як відношення 
сумарного доходу, який припадає на 10 % населення з найвищими 
доходами, до сумарного доходу 10 % населення з найнижчими доходами 
(децильний коефіцієнт). За аналізований період, коефіцієнт фондів в 
Україні коливається в межах від 5,5 до 7. 
Для визначення доходів різних груп населення в рамках даного 
дослідження застосовується модель визначення коефіцієнта фондів. 
Для подальших розрахунків скористаємося програмою MathCad. 
Вхідними даними для моделі розподілу доходів є: 
xsr – середня заробітна плата за даними статистики. 
xmin – мінімальна заробітна плата (в моделі розраховується як 1/5 від 
середньої заробітної плати). 
xmed – медіанне значення заробітної плати. 
Показники взяті для г. Киев, за даними Держкомстат України [112]. 
Формула (4.16) в системі MathCad приймає наступний вигляд: 
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Розрахований за нею графік розподілу доходів має вигляд, наведений 
на рис. 4.17. 
 
 
Рис. 4.17. Графік розподілу заробітної плати за даними на 2000 рік 
 
Далі, на підставі отриманого розподілу в моделі визначаються групи 
населення з інтервалом 10 %, або 1 % і для кожної групи обчислюється 
середній рівень доходів. Так, у 2000 році основні характеристики розподілу 
доходів виявилися наступними: 
 
 
 
Тобто, при значенні середньої заробітної плати 405 грн та коефіцієнті 
фондів, який становить 5,477, 10 % населення з найнижчими доходами 
отримують в середньому 168,38 грн. в місяць, а 10 % населення з 
найвищими доходами отримують в середньому 922,16 грн. в місяць. 
Медіанний рівень доходів при цьому становить 343 грн. 
Розроблена модель дозволяє оцінювати рівень доходів населення в 
будь-яких інтервалах. Так, в табл. 1 наведені дані про розподіл населення за 
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рівнем заробітної плати. З неї можна бачити, що, за статистикою, більше 
50% населення м. Києва у 2000 році отримало заробітну плату від 201 до 
400 грн. У той же час 0,15 % (це 1500 осіб з 1 млн.) у 2000 році отримало 
заробітну плату в розмірі понад 2000 грн.  
Таблиця 4.12 
Розподіл населення м Київ за рівнем заробітної плати в 2000 році.  
Рівень з/п 0-
200 
201-
400 
401-
600 
601-
800 
801-
1000 
1001-
1200 
1201-
1400 
1401-
1600 
1601-
1800 
1801-
2000 
>2000 
Доля 
населення, яке 
отримує таку 
з/п, % 
11,42 50,54 23,36 8,62 3,35 1,41 0,64 0,31 0,155 0,082 0,15 
 
Аналогічні табл. 4.12 дані можуть бути отримані і по іншим періодам і 
групам населення. Отримані дані можна використовувати для подальших 
досліджень. Так, для визначення платоспроможного попиту в секторі 
нерухомості слід орієнтуватися на доходи 10 % найбільш забезпеченого 
населення (в кризові часи їх частка знижується до 1  %).  
Доходи служать основою формування грошових накопичень. 
Вважається, що частка витрат на накопичення становить до 15  % доходів, 
однак цей показник в свою чергу залежить від багатьох інших факторів, 
серед яких, наприклад, рівень доходів і витрат домогосподарства, 
стабільність оточення, інфляційні очікування. 
Максимальна сума кредиту, який банк може видати позичальнику, 
залежить від співвідношення кредитного платежу і доходу позичальника. 
Щомісячна плата за користування банківським кредитом в середньому не 
повинна перевищувати 50 % місячного доходу особи, хоча до 2008 року 
деякі банки видавали кредит, навіть якщо сума платежу становила до 80  % 
місячного доходу позичальника, що також слід враховувати. 
Максимальну суму, яку може отримати клієнт, зручно розраховувати 
користуючись формулою визначення розміру ануїтетного платежу [7]: 
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де S – сума кредиту; A – кредитний платіж; r – відсоткова ставка (за 1 
період); n – кількість періодів. 
Вираз у квадратних дужках називається «ануїтетний множник», і може 
використовуватися для визначення суми кредиту, якщо відомий допустимий 
розмір виплат. 
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де D – дохід позичальника; cr – припустима частина доходу, яка може бути 
спрямована на погашення кредиту. 
Іпотечне кредитування українські банки почали пропонувати 
населенню приблизно в 2000 році. Спочатку терміни кредитів були 
короткими (до 3 років), а ставки – великими. До 2008 року термін 
кредитування поступово зростав, а ставки, навпаки, знижувалися.  
Хоча умови кредитування різних банків відрізнялися, в цілому 
ситуацію на ринку визначали декілька найбільших фінансових установ.  
Аналіз архівів банківських прес-релізів та інших подібних джерел 
дозволив в цілому встановити динаміку зміни умов кредитування на 
покупку нерухомості.  
Слід зазначити, що ціна на житлову нерухомість в Україні традиційно 
враховується в доларах США (USD). Причому якщо до 2008 року велика 
частина кредитів так і видавалися в доларах, з огляду на більш низькі 
процентні ставки, то після цього валютне кредитування фактично було 
заборонено і актуальними ставками по іпотеці стали гривневі. 
На підставі моделей причинно-наслідкових взаємозв'язків, наведених 
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на рис. 4.15 і 4.16, побудована динамічна імітаційна модель ціноутворення 
на ринку житлової нерухомості (рис. 4.18).  
Основні параметри, які визначають фінансові можливості покупців 
нерухомості в м. Київ наведено в табл. 4.13 і табл. 4.14. 
 
Таблиця 4.13  
Параметри моделі фінансових можливостей покупців в 2000–2007 роках 
№з/п Параметр Рік 
2000 2001 2002 2003 2004 2005 2006 2007 
1. Дохід, 10 перцентиль, 
USD/рік 
2012 2676 3306 3983 5049 7240 9619 12967 
2. Строк кредитування, 
років. 
5 5 7 10 15 12 25 35 
3. Ставка, % річних, 
USD 
35% 30% 16% 14% 13% 15% 13% 12% 
4. Ставка, % річних, 
грн. 
- - 25% 27% 12% 19% 17% 13% 
5. Потрібний рівень 
доходів 
0,8 0,8 0,8 0,8 0,8 0,8 0,8 0,8 
 
Таблиця 4.14 
Параметри моделі фінансових можливостей покупців в 2008–2015 роках 
№з/п Параметр Рік 
2008 2009 2010 2011 2012 2013 2014 2015 
1. Дохід, 10 перцентиль, 
USD/рік 18088 11529 12516 14633 16992 18465 13070 9263 
2. Строк кредитування, 
років 25 10 8 10 10 15 10 10 
3. Ставка, % річних, 
USD 14 % - - - - - - - 
4. Ставка, % річних, 
грн. 18 % 26 % 25 % 25 % 24 % 20 % 25 % 25 % 
5. Потрібний рівень 
доходів 0,8 0,5 0,5 0,5 0,5 0,5 0,5 0,5 
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Рис. 4.18. Динамічна імітаційна модель ціноутворення на ринку нерухомості 
 
Аналіз показує, що в період ажіотажного попиту середня пропозиція в 
м. Київ становить приблизно 3000 квартир на місяць. Однак, з огляду на 
вимоги гомогенності, в моделі прийнято значення 1000 в місяць, що 
відповідає обсягам продажу тільки однокімнатних квартир. 
Змінна «стан ринку» в моделі задана з урахуванням несиметричної 
поведінки продавців, яке виражається в тому, що вони підвищують ціни 
охочіше, ніж знижують. Так, за одиницю системного часу максимальне 
збільшення ціни може скласти 10 %, а зниження – 5 %, що задано в системі 
PowerSim наступним чином: 
GRAPH(Попит/пропозиція;0;0,2;{0,95;0,96;0,98;0,99;1;1,02;1,06;1,09;1,1})  
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Розглянемо декілька імітаційних експериментів із даною моделлю.  
Імітаційний експеримент І.4.1. 
Мета: порівняти результати імітації, заснованої на фактичних даних 
про динаміку основних параметрів банківських кредитів з реальними 
змінами цін на нерухомість в Києві. 
Результати імітаційного експерименту І.4.1 можна проілюструвати 
графіками, які показано на рис. 4.19.  
 
 
Рис. 4.19. Динаміка зміни показників в імітаційному експерименті І.4.1: 
а) фінансові можливості покупця (потовщена лінія) і ціна на  
житло (тонка лінія), тис. USD; б) величина попиту на житло, шт.  
 
З графіків видно, що після 96 кроку (це відповідає 2008 року) різко 
падають фінансові можливості потенційних покупців житла (рис. 4.19 а). 
Так само різко падає попит (рис. 4.19б). Однак ціна при цьому зменшується 
не так швидко і нижню межу проходить вже в той час, коли фінансові 
можливості покупців знову істотно зростають (рис 4.19 а). 
Але слід порівняти результати моделювання з реальними змінами цін 
на нерухомість в Києві. Для цього простежимо ціни на однокімнатні 
квартири в таких районах, як Дніпровський, Подільський і Святошинський, 
для яких фактор престижності не грає значної ролі. Результати зіставлення 
наведено на рис. 4.20. 
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Рис. 4.20. Зіставлення результатів імітаційного експерименту з реальною 
динамікою цін на нерухомість в Києві в 2000–2015 рр. (тис. USD) 
 
Як видно з графіка (рис. 4.20), результати імітаційного експерименту 
майже точно збігаються з фактичними даними на стадії зростання цін. Що ж 
стосується стадії падіння цін, то найбільш точний збіг вийшов із цінами на 
нерухомість в Дніпровському і Святошинському районах. Ціни ж в 
Подільському районі виявилися трохи вище прогнозних значень. Очевидно, 
в цьому випадку на ціни впливають додаткові фактори, які не враховано в 
моделі (престижність, коливання пропозиції тощо). 
Імітаційний експеримент І.4.2. 
Мета: проаналізувати розвиток ринку житлової нерухомості, за умов, 
що банки взагалі не видають іпотечні кредити і на динаміку цін  впливають 
тільки доходи населення. 
Результати експерименту І.4.2 показано на рис. 4.21 (час на графіку 
відповідає кількості місяців, що минуло з січня 2000 року).   
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а) ціна на житло (тис. USD); б) величина попиту на житло (шт).  
Рис. 4.21. Динаміка зміни показників в імітаційному експерименті І.4.2 
 
Як видно з рис. 4.21, в цьому випадку, ціни на однокімнатні квартири, 
незважаючи на кризи 2008 і 2014 років, росли б досить рівномірно і в даний 
час досягли б позначки близько 20 тис. USD. Однак, для отримання 
результатів, відповідних реальним цінам на нерухомість на початку 2000 
років, доходи враховувалися тільки по 1% найбільш забезпеченого 
населення.  
Імітаційний експеримент І.4.3. 
Мета: проаналізувати розвиток ринку житлової нерухомості, за умов, 
що кризові явища не торкнулися банківської сфери, і термін іпотечного 
кредитування в Україні досяг би 50 років, що є нормальним для розвинених 
країн Заходу. 
Результати експерименту І.4.3 показано на рис. 4.22. Як видно з рис. 
4.22, і в цьому випадку нескінченного зростання не відбувається. 
Результати моделювання показують, що ціна на нерухомість стабілізується 
на рівні 120-130 тис. USD за однокімнатну квартиру. 
Слід звернути увагу на те, що динаміка доходів населення в 
імітаційних експериментах І.4.1-І.4.3 залишалася незмінною. 
 
  274 
 
а) ціна на житло (тис. USD); б) величина попиту на житло (шт).  
Рис. 4.22. Динаміка зміни показників в імітаційному експерименті І.4.3 
 
З проведених експериментів можна зробити висновок, що 
найсильнішим фактором ціноутворення на ринку нерухомості є зовнішні 
джерела фінансування, а саме – банківський кредит. 
Результати моделювання мають як практичне, так і теоретичне 
значення.  
Теоретичне значення результатів в тому, що запропонована модель 
дозволяє проаналізувати розвиток ринку в гіпотетичних ситуаціях, а також 
встановити рівень впливу зовнішніх факторів на ціни і чутливість моделі до 
їх змін. 
Практичне значення полягає у можливості прогнозування реакції 
ринку на зовнішні події для вибору оптимальної стратегії участі в операціях 
на ньому. 
Моделювання внутрішніх факторів ризику банківських активних 
операцій, на прикладі процесів реструктуризації кредитів. Одним з 
найтяжчих наслідків кризових явищ в економіці для українських банків слід 
вважати надмірне зростання простроченої кредитної заборгованості, обсяг 
якої в десятки разів перевищує норми, які прийняті в світовій практиці, та 
вимірюється вже сотнями мільярдів гривен. Попередження ризиків 
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виникнення неплатежів за кредитними угодами, таким чином безумовно є 
актуальним завданням для банківської системи України. 
Однією з головних причин виникнення неплатежів по кредитах слід 
вважати неадекватний облік банками можливостей позичальників – 
фізичних осіб.  У  зв’язку з цим запропоновано імітаційну модель 
фінансового стану позичальників – фізичних осіб в умовах кризи, яка 
дозволяє прогнозувати наслідки зміни балансу доходів і витрат 
позичальника, наприклад зниження заробітної плати, або збільшення виплат 
по кредиту [170]. Проте, в період стабілізації, перехід до якого очікується в 
середині 2017 року, згідно з заявою НБУ про перехід до завершальної стадії 
очищення банківської системи [196], більш актуальним завданням для 
банків стає розробка методологічного забезпечення процесів 
реструктуризації проблемної кредитної заборгованості, тобто зміни умов 
кредитних договорів з метою відновлення платежів клієнтів. 
Розглянемо передумови, на яких ґрунтується моделювання процесів 
реструктуризації кредитів.  
Основною структурою для дослідження варто взяти не окремого 
позичальника, а соціальний осередок – сім'ю, до якої він належить. Це 
також збігається з поглядом авторів скорингового методу, який широко 
використовується вітчизняними та зарубіжними банками при видачі 
споживчих кредитів. Дійсно, в більшості сімей фінансування великих 
витрат, таких як іпотека, або покупка автомобілів і дорогої побутової 
техніки здійснюється із загального бюджету. Тому при розгляданні 
сімейного бюджету слід враховувати сукупні доходи та витрати.  
Дохідну частину сімейного бюджету складає переважно заробітна 
плата працюючих членів родини, а також пенсії, стіпендії та інша 
матеріальна допомога.  Для більшої достовірності слід розглядати також 
можливість додаткових доходів.  
Склад витратної частини є більш різноманітним. Умовно витрати сім'ї 
можна поділити на обов'язкові (витрати першої необхідності, оплату 
  276 
житлово-комунальних послуг і обслуговування кредиту), витрати на 
накопичення та інші витрати, до яких у свою чергу можна віднести умовно-
обов'язкові, тобто такі, які позичальник вважає неминучими для своєї сім'ї, 
та необов'язкові, до яких відносяться усі інші. Сума обов'язкових витрат не 
залежить від розміру прибуткової частини бюджету. Сума коштів, що 
залишилися після витрат (обов'язкових та інших) відноситься на 
накопичення. 
В динаміці дана модель сімейного бюджету описується рівнянням:  
  
),()( EoEmPoPm
dt
dN
  (4.19) 
 
де N - сума накопичень сімейного бюджету, 
Pm - основні доходи, 
Po - додаткові доходи, 
Em - обов'язкові витрати, 
Eo - інші витрати. 
При збільшенні або зменшенні прибутків сімейного бюджету, витрати 
змінюються не одночасно, а поступово, що обумовлено наявністю 
інерційного механізму психологічної адаптації до нових умов. Очевидно, 
що параметри цього механізму індивідуальні, причому швидкість адаптації 
до збільшення прибутків і до їх зменшення в загальному випадку є різною.  
Так при зростанні доходів, сім'я збільшує свої витрати поступово, долаючи 
психологічні бар'єри, починає купувати дорогі товари і використовувати 
більш дорогими послугами. При зниженні доходів відбувається зворотний 
процес - споживчий кошик сім'ї складена з дорогих товарів і послуг, заміна 
яких на дешеві еквіваленти відбувається також поступово. Створені 
накопичення під час таких перехідних процесів виконують роль буфера між 
незбалансованими доходами і витратами. 
Розглянемо імітаційну модель сімейного бюджету, засновану на 
використанні принципів системної динаміки Дж. Форрестера [246]. Модель 
  277 
дозволяє проаналізувати зміну грошових потоків сімейного бюджету при 
зміні балансу прибутків і витрат (рис 4.23). 
Основними потоками в даній моделі є доходи (Profit) і витрати 
(Expenses) бюджету. Параметри моделювання задаються за допомогою 
системи констант і початкових умов, основними з яких є наступні:  
Starting_profit – початкові доходи сім'ї;  
Credit – сума платежів по кредитах;  
First_need – витрати першої необхідності;  
Other_need – умовно-обов'язкові витрати;  
Equity – сума наявних накопичень;  
Luxury – необов'язкові витрати. 
Робота механізму адаптації визначається константами time_grow і 
time_fall. Чим більше їх значення, тим повільніше відбувається 
пристосування витрат сімейного бюджету до збільшення, або зменшення 
доходів. У певний момент в моделі відбувається раптова зміна доходів 
(Profit). 
 
Рис. 4.23. Динамічна імітаційна модель сімейного бюджету, з урахуванням 
кредитних виплат 
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Початкові значення змінних і параметрів моделі наведено в табл. 4.15. 
Цей набір можна розглядати, як характеристику умовного банківського 
позичальника до початку кризи.  
Таблиця 4.15  
Початкові значення змінних і параметрів моделі 
№пп 
Параметр 
№пп 
Параметр 
Найменування Значення Найменування Значення 
1 Equity 2600 5 Starting_profit 3000 
2 Luxury 1400 6 time_fall 6 
3 Credit 1000 7 time_grow 4 
4 First_need 600    
 
Розглянемо поведінку моделі сімейного бюджету при зменшенні 
доходів на 20%. Припустимо, таке зменшення станеться в 24-му періоді 
модельного часу, що еквівалентно двом рокам в реальному масштабі. На 
рис. 4.24 показано динаміку змінних моделі  в цьому випадку. 
 
 
Рис. 4.24. Динаміка змінних моделі при ΔProfit= -20 % 
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Аналіз рис. 4.24 дозволяє бачити, що при зниженні доходів, сума 
грошових коштів, вільних для фінансування інших витрат (змінна 
Money_free) зменшується, при тому, що самі витрати деякий час 
залишаються на колишньому рівні. Тому для їх покриття використовуються 
накопичені раніше грошові кошти (змінна Equity). Сума накопичень при 
цьому починає швидко знижуватися.  
Зменшення вільних грошових коштів спричиняє за собою поступове 
зменшення витрат, проте це зниження відбувається меншими темпами, ніж 
зменшення накопичень.  
Як показує аналіз рис. 4.24, навіть невелика зміна доходів 
позичальника може привести до істотного падіння сальдо балансу 
сімейного бюджету, яке в даному випадку досягає значення -191 грн., тобто 
йде в область дефіциту. Але такий дефіцит у більшості випадків не 
призводить до катастрофічних наслідків, оскільки може бути порівняльно 
легко компенсований з накопичень, чи додаткових джерел доходу сімейного 
бюджету. Надалі коливання параметрів, що характеризують стан сімейного 
бюджету позичальника, поступово затухають і стабілізуються на нових 
стійких значеннях.  
Очевидно, що в моделі динаміки сімейного бюджету, відновлення 
платоспроможності може настати завжди, якщо виконується 
співвідношення: 
 
Profit   Credit + First_need + Other_need. (4.20) 
 
Однак, на практиці, при досить великому відносному падінні 
прибутків період неплатоспроможності збільшується настільки, що 
перевищує встановлені НБУ максимальні ліміти, внаслідок чого 
позичальник потрапляє в категорію безнадійних.  
Розглянемо, наприклад, результати моделювання при зниженні 
доходів не на 20 %, а на 40 %. (рис. 4.25 і табл. 4.16). 
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Рис. 4.25. Динаміка змінних моделі при ΔProfit= -40 % 
 
Таблиця 4.16 
Стан змінних моделі після впливу критичних збурень, при ΔProfit = -40 % 
Time Profit Credit Equity Luxury Expenses 
23 3 000,00 1 000,00 2 600,00 1 400,00 3 000,00 
24 1 800,00 1 000,00 2 600,00 1 400,00 3 000,00 
25 1 800,00 1 000,00 1 400,00 1 400,00 3 000,00 
26 1 800,00 1 000,00 200,00 1 300,00 2 900,00 
27 1 800,00 1 000,00 -900,00 1 116,67 2 716,67 
28 1 800,00 1 000,00 -1 816,67 872,22 2 472,22 
29 1 800,00 1 000,00 -2 488,89 592,13 2 192,13 
30 1 800,00 1 000,00 -2 881,02 302,70 1 902,70 
31 1 800,00 1 000,00 -2 983,72 28,83 1 628,83 
32 1 800,00 1 000,00 -2 812,55 -207,95 1 392,05 
33 1 800,00 1 000,00 -2 404,60 -391,00 1 209,00 
34 1 800,00 1 000,00 -1 813,60 -509,55 1 090,45 
35 1 800,00 1 000,00 -1 104,04 -559,09 1 040,91 
36 1 800,00 1 000,00 -344,95 -532,33 1 067,67 
37 1 800,00 1 000,00 387,38 -417,36 1 182,64 
38 1 800,00 1 000,00 1 004,74 -239,60 1 360,40 
39 1 800,00 1 000,00 1 444,34 -29,11 1 570,89 
40 1 800,00 1 000,00 1 673,45 183,71 1 783,71 
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Аналіз табл. 4.16 та рис. 4.25 показує, що при зниженні прибуткової 
частини на 40 % сімейний бюджет починає відчувати дефіцит вже через 3 
місяці і тимчасово повертається до позитивного сальдо лише через 
11 місяців після цього. В той же час, згідно з чинним законодавством, 
прострочення виплат по кредиту більш ніж 91 день служить підставою для 
віднесення його до категорії «безнадійних» [202]. 
Для зменшення боргового навантаження на позичальника 
комерційними банками використовуються різні методи реструктуризації 
умов кредитних договорів. 
В практиці українських банків зустрічаються  такі схеми 
реструктуризації [226, 189]: 
– заміна валюти кредиту з іноземної на національну; 
– заміна схеми нарахування відсотків з погашення основної частини 
боргу рівними частинами на ануїтет; 
– збільшення терміну кредитного договору.  
Недоліком перелічених схем є відносно невелике зменшення розміру 
платежу (як правило, не більше 20 %), що забезпечується з їх 
використанням. Крім того можна виділити і інші недоліки, які характерні в 
цілому для банківської системи України, зокрема: 
– запізнення початку процесу реструктуризації, внаслідок чого 
фінансовий стан позичальника погіршується настільки, що виконання 
умов нового договору для нього часто також є скрутним; 
– реструктуризації піддаються тільки умови, які відносяться до виплати 
основної суми боргу, тоді як виплати відсотків по кредиту банки 
продовжують вимагати в повному обсязі; 
– умови кредитного договору змінюються до кінця його дії, тобто навіть 
після того, як позичальник впорається зі своїми фінансовими 
утрудненнями, для нього продовжуватимуть діяти умови договору що 
реструктуризовано. 
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Перелічені недоліки не лише знижують ефективність 
реструктуризації, як методу зменшення фінансового навантаження, але і 
призводять до росту недовіри населення до банківської системи, зважаючи 
на наявність очевидного розриву між декларованою лояльністю до клієнта і 
фактичними діями банків. 
Запропонована імітаційна модель фінансового стану позичальника  
(рис. 4.21) дозволяє зробити детальний аналіз наслідків застосування різних 
схем реструктуризації умов кредитування. Розглянемо детальніше випадок 
зниження доходів умовного позичальника на 40 %.  
Як випливає з табл. 4.15, вже на кроці 26 баланс прибутків і витрат 
позичальника знижується майже до нуля. На наступному кроці прибутки 
позичальника вже не можуть покривати його витрати. Очевидно, що цей 
період є критичним для ухвалення рішення про реструктуризацію 
заборгованості, оскільки інакше фінансовий стан клієнта може стати 
безнадійним. З іншого боку, ухвалення рішення про реструктуризацію умов 
кредиту раніше, ніж через місяць з моменту зниження доходів, важко 
здійснити, як за психологічної інерції клієнта, так і з організаційних 
причин. Отже, оптимальним часом для початку процесу реструктуризації 
слід прийняти термін 1-3 місяці, з моменту падіння доходів клієнта. 
Розглянемо різні варіанти зниження платежу по кредиту і їх вплив на 
платоспроможність клієнта (табл. 4.17). 
 
Таблиця 4.17  
Результати моделювання впливу різних умов зменшення платежу  
на стан сімейного бюджету 
№пп Зменшення 
платежу, % 
Мінімальне сальдо 
бюджету, грн. 
Довжина  періоду із 
негативним сальдо, міс. 
1 25 % -1960 9 
2 50 % -1040 7 
3 75 % -316 4 
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З аналізу даних, які наведено у табл. 4.17, випливає, що традиційні 
заходи по реструктуризації умов кредиту, які зазвичай дозволяють знизити 
платіжне навантаження на позичальника не більше, ніж на 25%, не 
дозволяють в достатній мірі нівелювати негативні наслідки падіння доходів 
позичальника. Тільки істотне зниження платіжного навантаження дозволяє 
йому вийти з кризи. Проте величина платежу не може постійно залишатися 
на такому рівні, оскільки не покриває навіть витрати банку на оплату 
грошових ресурсів, необхідних для кредитування. Тому, якщо умову (4.19) 
виконано, то після стабілізації фінансового стану позичальника необхідно 
поступово збільшити платіж до початкових значень. Якщо умову (4.19) не 
виконано, банк спільно із позичальником можуть переглянути умови 
кредитування у бік деякого зменшення щомісячного платежу із 
застосуванням однієї з існуючих схем реструктуризації [187]. 
Розглянемо різні варіанти поведінки моделі позичальника при 
збільшенні виплат по кредиту до початкового значення. В першому випадку 
платіж одночасно відновлюється до початкового значення. Кращим 
моментом для такого підвищення є мінімальне значення інших витрат 
сімейного бюджету (змінна Luxury) (рис. 4.26). 
 
 
Рис. 4.26. Динаміка змінних моделі при одноступінчатому відновленні платежу 
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З аналізу рис. 4.26 можна побачити, що незважаючи на відновлення 
розміру платежу до первинного рівня лише через 7 місяців, катастрофічного 
зниження балансу доходів/витрат позичальника не спостерігається. Так, 
мінімальне сальдо бюджету в цьому випадку складає -622 грн.  
Головним недоліком такого методу є складність у визначенні моменту 
для відновлення розміру платежу, оскільки банк не може безпосередньо 
контролювати інші витрати сімейного бюджету. Кращим орієнтиром є 
сальдо сімейного бюджету (змінна Equity), яке банк може контролювати, 
зважаючи, наприклад, на своєчасність погашення позичальником кредитної 
заборгованості. Експерименти із моделлю довели, що в такому випадку слід 
використовувати двоступінчату схему відновлення платежу (рис. 4.27). 
 
 
Рис. 4.27. Динаміка змінних моделі при двоступінчатому  
відновленні платежу 
 
В цієї схемі перше підвищення (до рівня 75 % від первинного розміру) 
відбувається як тільки сальдо сімейного бюджету сягає позитивних значень, 
що в нашому прикладі відбувається через 5 місяців з початку проведення 
заходів щодо реструктуризації умов договору. Ще через 3–4 місяця платіж 
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може бути відновлено до первинного розміру. У цьому випадку нове 
зниження сальдо сімейного бюджету виявляється незначним (-211 грн.), що 
навіть менш, ніж у попередньому прикладі із одноступінчатим 
відновленням розміру платежу. 
Очевидно, що для компенсації тимчасового зниження кредитного 
платежу загальний термін дії договору потрібно збільшити. Тому при 
практичному впровадженні запропонованого підходу однією з істотних 
проблем є узгодження з нормами банківського законодавства, що 
вимагають обов'язкового і своєчасного погашення відсотків по кредиту. Ця 
проблема може бути розв'язана як на державному рівні, через прийняття 
нормативних актів, що регламентують процеси реструктуризації кредитних 
договорів, так і на локальному рівні, через оформлення додаткових угод до 
кредитних договорів. У реальних умовах впровадження запропонованої 
схеми  реструктуризації на основі динамічної імітаційної моделі сімейного 
бюджету дозволить уникнути ризику виникнення простроченої 
заборгованості за кредитними договорами. 
 
 Висновки до розділу 4 
За результатами проведених досліджень доведено твердження те, що 
ефективність вирішення складних економічних задач залежить від методів і 
інструментів інтелектуальних обчислень, які застосуються для цього, а 
також необхідність рішення економічних задач в різних постановках для 
пошуку найбільш ефективного інструменту моделювання.  
Для цього проведено аналіз варіантів розв’язання задачі біржового 
спекулянта та задачі прогнозування банкрутств комерційних банків у різних 
постановках.  
Технології вирішення задачі біржового спекулянта у регресійній та 
класифікаційній постановках мало відрізняються одна від одної. Основна 
різниця виявляється в інтерпретації отриманих даних. При цьому, оскільки 
класифікаційна модель, забезпечує найкращі питомі показники, ніж 
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регресійна, вона більше підходять для створення автоматичних 
торгівельних систем. У той же час регресійна модель, як і кластеризаційна, 
забезпечує отримання прогнозу в кожному біржовому періоді, тому добре 
підходить для створення автоматизованих систем підтримки прийняття 
рішень. 
Для задачі прогнозування банкрутств комерційних банків більш 
вдалою виявилася її постановка, як задачі угруповання об'єктів в рамках 
кластеризації. В рамках цієї постановки використання самоорганізаційних 
нейронних мереж дозволяє отримати достатньо достовірні оцінки, які 
можна використовувати в практичній діяльності  в якості одного з 
індикаторів фінансової стійкості для визначення надійності потенційних 
фінансових партнерів – банків, страхових компаній та інших фінансових 
посередників.  
Таким чином, для вирішення задачі біржового спекулянта більш 
ефективною виявилася регресійна постановка, а для задачі прогнозування 
банкрутств комерційних банків – кластеризаційна. 
Досліджено використання генетичних алгоритмів для реалізації 
принципу квантування за часом із змінним кроком при вирішенні задач 
спрощення динамічних рядів.  
Дана задача відноситься до задач обробки даних. Запропонований 
метод дозволяє ефективно скорочувати кількість точок відліку ряду з будь-
яким ступенем стиснення даних, та має таки переваги перед існуючими 
методами, як то збереження пікових значень ряду, а також більш ефективне 
стиснення даних, якщо значення в ряду змінюються повільно.  
Запропоновану модель реалізовано у системі Matlab та досліджено її 
поведінку при аналізі даних різної природи. Проведений аналіз розподілу 
значень функції пристосованості генетичного алгоритму показав, що 
алгоритм стабільно знаходить рішення, які відрізняються від кращого 
меньш ніж на 1 %. 
На прикладах аналізу зовнішніх та внутрішніх факторів кредитного 
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ризику комерційних банків доведено ефективність використання методів 
системно-динамічного імітаційного моделювання для непрямої оцінки 
параметрів економічних систем в задачах прийняття рішень.  
Розроблено динамічну імітаційну модель ціноутворення на ринку 
житлової нерухомості, яка дозволяє оцінювати зміни цін на вторинному 
ринку житла, в залежності від зовнішніх факторів. Теоретичне значення 
моделі полягає в тому, що вона дозволяє проаналізувати розвиток ринку в 
гіпотетичних ситуаціях, а також встановити рівень впливу зовнішніх 
факторів на ціни і чутливість моделі до їх змін. Практичне значення полягає 
у можливості прогнозування реакції ринку на зовнішні події для вибору 
оптимальної стратегії участі в операціях на ньому. 
Розроблено динамічну імітаційну модель сімейного бюджету 
кретитопозичальника та методи її застосування при аналізі процесів 
реструктуризації кредитів. 
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РОЗДІЛ 5 
РЕАЛІЗАЦІЯ МОДЕЛЕЙ ІННОВАЦІЙНИХ ІНТЕЛЕКТУАЛЬНИХ 
СИСТЕМ ПРИЙНЯТТЯ РІШЕНЬ 
 
5.1. Вибір інструментальних засобів розробки моделей 
інноваційних інтелектуальних систем прийняття рішень 
Аналіз програмного забезпечення для моделювання штучних 
нейронних мереж. 
Незважаючи на існування «справжніх» нейрокомп'ютерів, в яких 
нейрони, синаптичні зв'язки між ними, а часто і алгоритми, навчання 
реалізовані апаратно [116], в економіці частіше знаходять застосування 
більш універсальні і дешеві рішення, засновані на програмній емуляції 
роботи штучних нейронних мереж. Це дозволяє отримати всі переваги 
нейрокомп'ютерів на платформі звичайних персональних комп'ютерів. У 
порівнянні з апаратною реалізацією, такий підхід має незрівнянно більшу 
гнучкість щодо використання різних архітектур і алгоритмів навчання. Його 
поширенню сприяє також розвиток технологій кластерних і хмарних 
обчислень, а також можливість використання для математичних обчислень 
процесорів, розташованих в сучасних графічних прискорювачах [97, 114]. 
Розглянемо деякі з програмних продуктів для моделювання ШНМ, 
представлених в даний час на ринку. 
Серед програмного забезпечення низькорівневої розробки  найбільш 
популярними мовами для програмування задач, пов'язаних з 
інтелектуальними обчисленнями є Python, R, C++. Розглянемо їх. 
Python – поширена мова програмування, що відрізняється доброю 
читаністю коду і високою швидкістю процесу розробки  програмного 
забезпечення. Основні реалізації мови поширюються вільно. У сукупності з 
архітектурними особливостями мови, які добре підходять для математичних 
обчислень, це виділяє Python, як одну з основних мов програмування 
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наукових розрахунків. Для Python створена велика кількість бібліотек, що 
містять функції аналізу і обробки даних, що наближає його до 
програмованих систем математичного моделювання. Оскільки Python – 
мова програмування, яка інтерпретується, її недоліком є порівняно низька 
швидкість роботи. Однак вона використовується для створення широкого 
класу програмних продуктів, що спрощує інтеграцію інтелектуальних 
обчислень до існуючих систем [135]. 
R – мова програмування, яка цілеспрямовано орієнтована на 
виконання статистичних розрахунків. Тому вона є ефективною для 
вирішення задач аналізу і обробки даних. Для R існують як безкоштовні 
реалізації, так і комерційні. Останні містять вбудовані засоби для роботи з 
великими обсягами даних і інші розширення, які відсутні в базовій версії. 
Недоліками мови є її порівняно вузька спеціалізація, що ускладнює 
інтеграцію з іншими системами, а також менший, у порівнянні з 
конкурентами, вибір бібліотек функцій [148]. 
C++ є однією з найпоширеніших мов програмування в світі. Для неї 
можна відзначити високу швидкість, великі обсяги напрацьованого 
програмного забезпечення, а також поширеність серед програмістів. 
Більшість реалізацій мови є комерційними, хоча є і вільно-поширювані 
версії. Серед недоліків також можна відзначити складний синтаксис і 
специфікацію мови, що збільшує поріг входження і перешкоджає його 
використанню нефахівцями [224]. Але відзначимо, що на даний час для С++ 
створено велику кількість вільно-поширюваних програмних каркасів і 
бібліотек, які реалізують основні алгоритми інтелектуальних обчислень, що 
істотно прискорює процес розробки [9]. 
Головною перевагою використання програмного забезпечення 
низькорівневої розробки є можливість реалізації будь-якої нестандартної 
архітектури ШНМ.  
В клас програмованих систем математичного моделювання входять 
такі пакети програм, як Matlab, Octave, Scilab, Julia. Незважаючи на те, що 
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Matlab – єдина комерційна розробка з перелічених програм, ця система є 
найбільш поширеною і фактично може розглядати як стандарт для даного 
класу. Структура і синтаксис мови програмування Matlab досить прості для 
освоєння, що забезпечує низький поріг входження. До складу системи 
входить велика кількість пакетів розширення, які роблять його 
універсальним засобом інженерних і наукових розрахунків. Документація 
до Matlab детальна, добре структурована і містить велику кількість 
прикладів. Також слід зазначити широкі можливості графічного 
представлення результатів. 
До недавнього часу офіційне використання Matlab обходилося дорого, 
оскільки крім основного пакета необхідно було доплачувати окремо за 
кожне розширення. Однак зараз цінова політика компанії Mathworks 
змінилася в бік більшої доступності Matlab для приватного використання і 
освітніх цілей. Так, студентська ліцензія на пакет програм для аналізу даних 
коштує всього $ 55, що майже у 300 разів менше їх вартості в складі 
комерційного продукту [215]. 
Решта продуктів класу програмованих систем математичного 
моделювання створювалися в значній мірі, як вільно-розповсюджувана 
альтернатива Matlab і мають схожий синтаксис мови і ідеологію. Самим 
близьким до Matlab і розвиненим пакетом є Octave, однак ця система гірше 
документована та має меншу кількість розширень [220]. 
Інтерактивні програмні платформи нейромережевого моделювання 
представлені найбільшою кількістю продуктів [10, 11]. Детальний їх 
розгляд виходить за рамки даного дослідження, тому обмежимося 
декількома типовими представниками цього класу програм. 
Statistica Neural Networks компанії StatSoft. У складі Statistica присутні 
більшість відомих методів аналізу даних. Недоліком пакету є відносна 
складність освоєння і висока вартість. Проте, існує система знижок для 
освітніх установ [217]. 
Пакет Neuro Solutions відрізняється специфічним інтерфейсом і 
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засобами візуалізації. Разом з тим пакет надає можливості з проектування 
нейронних мереж нестандартних конфігурацій, різноманітні засоби обробки 
вхідних даних основних типів, включаючи графічну інформацію, засоби 
створення зовнішніх модулів, що розширюють базові можливості пакету  
[216]. 
Так як одним з перспективних напрямків застосування штучних 
нейронних мереж є використання їх для створення систем автоматичної 
торгівлі на валютних і фондових ринках. Це призвело до створення 
спеціалізованого пакета для аналізу фінансових часових рядів NeuroShell 
Trader. Можливості пакета дозволяють також використовувати його і для 
вирішення загальноекономічних задач, проте за зручністю використання і 
можливостям NeuroShell в цьому випадку поступається більшості 
програмних продуктів інших виробників з тієї ж цінової категорії [219]. 
Neural Designer – сучасний універсальний нейромережевий емулятор. 
Містить розвинені засоби аналізу і обробки даних, підбору архітектури 
ШНМ і аналізу результатів, що сприяє його застосуванню для вирішення 
економічних задач. Один з небагатьох продуктів, що підтримують 
можливість глибинного навчання нейронних мереж. Neural Designer є 
комерційним продуктом, проте з березня 2017 року доступна 
повнофункціональна безкоштовна версія без обмеження по терміну 
використання, але лімітована за обсягом вхідних даних (5000 рядків) [218]. 
Оскільки нейронні мережі широко застосовуються для пошуку і 
аналізу прихованих залежностей в даних, функції створення та аналізу 
ШНМ включено до складу більшості комерційних продуктів цього 
напрямку. Серед них можна виділити пакет Deductor Studio, розроблений 
компанією BaseGroup. Вартість аналітичної платформи Deductor нижче 
аналогів, при еквівалентних можливостях. До особливих рис продукту слід 
віднести розвинені засоби аналізу адекватності моделей [214]. 
Більшість безкоштовних інтерактивних програмних платформ 
нейромережевого моделювання слабо придатні для практичного 
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використання при розробці інтелектуальних систем прийняття рішень в 
економіці. В основному такі програми створюються або для вирішення 
вузькоспеціалізованих завдань, або для використання в навчальних цілях 
[11]. 
Оскільки вартість є одним з основних критеріїв вибору 
інструментальних засобів розробки інтелектуальних систем прийняття 
рішень, порівняємо за цим критерієм продукти, що відносяться до категорій 
програмованих систем математичного моделювання і інтерактивних 
програмних платформ (табл. 5.1). 
 
Таблиця 5.1 
Порівняння вартості комерційних програмних пакетів  
нейромережевого моделювання (на 2017 р.) 
№ з.п. Назва 
продукту 
Версії продукту Обмеження для 
освітньої версії Комерційна Освітня 
1 Matlab $2350 + 
$1200 
от $55 Відсутні засоби 
інтеграції 
2 Statistica от $3400 $160 – 
3 Neuro 
Solutions 
$995 - $3995 $295 – 
4 NeuroShell 
Trader 
$1495 - $3495 – – 
5 Deductor 
Studio 
$680 $0 Обмеження на 
експорт та імпорт 
даних 
6 Neural 
Designer 
$2500 $0 5000 строк в 
навчальній вибірці 
 
З аналізу табл. 5.1 можна зробити такий висновок: найнижча вартість 
комерційної версії у Deductor Studio.  
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Серед можливостей, які надає ця система можна виділити:  
1. Операції очищення даних (відновлення і згладжування, факторний 
аналіз, кореляційний аналіз, усунення дублікатів). 
2. Операції, пов'язані з трансформацією даних (таблична обробка, 
перетворення ковзаючим вікном, сортування, застосування користувацьких 
формул і інші). 
3. Пошук залежностей в даних – Data Mining (автокореляція, лінійна і 
логістична регресія, нейронні мережі, дерева рішень, карти Кохонена, 
асоціативні зв’язки, кластеризація). 
Таким чином, функції, які реалізовано в Deductor Studio, охоплюють  
більшість етапів циклу розробки ІІСПР, включаючи попередню обробку 
даних, побудову моделі і аналіз результатів. Однак штучні нейронні мережі 
в рамках цього пакету є лише одним з методів аналізу даних, що обумовлює 
реалізацію тільки двох їх видів (персептрони і мережі Кохонена) та 
основних алгоритмів навчання. 
Серед програмних продуктів, що мають більш широкі можливості в 
частині моделювання ШНМ, низькою вартістю і наявністю безкоштовної 
освітньої версії виділяється пакет Neural Designer. На відміну від інших 
інтерактивних програмних платформ, він також дозволяє використовувати 
глибинне навчання багатошарових нейронних мереж, що є актуальним при 
вирішенні задач, які пов'язані з пошуком складних взаємозв'язків в даних.  
Але, незважаючи на важливість критерію вартості програмного 
забезпечення, він рідко є єдиним і, для розробки ІІСПР вибір необхідно 
робити за сукупністю критеріїв різної значущості. 
Розглянемо процедуру нечітко-логічного зіставлення і вибору 
інструментальних засобів розробки ІІСПР. Для обмеження кола задач 
доведемо наступне твердження. 
Твердження 5.1. 
Нечітко-логічне зіставлення і вибір інструментальних засобів 
вирішення економічних задач доцільно проводити для таких фаз циклу 
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розробки і реалізації ІІСПР: попереднього аналізу даних, підготовки даних, 
моделювання і оцінки результатів. 
Доведення твердження 5.1. 
Процедури аналізу предметної області, попереднього збору даних і 
впровадження не пов'язані безпосередньо з інтелектуальними обчисленнями 
і можуть бути реалізовані на базі інформаційних систем, наявних на об'єкті 
дослідження. 
Фази попереднього аналізу даних і моделювання припускають роботу 
з великою кількістю алгоритмів, методів і моделей, вибір інструментів 
реалізації яких обумовлений особливостями об'єкта дослідження. З погляду 
інформаційних потоків з ними тісно пов'язані фази підготовки даних і 
оцінки результатів. Тому для реалізації вказаних фаз слід використовувати 
один і той же програмний продукт, а велика кількість зовнішніх факторів 
потенційних варіантів вибору обумовлюють доцільність використання 
нечітко-логічних методів вибору. 
На етапі реалізації до програмного забезпечення додатково 
висуваються вимоги щодо інтегрованості, що обмежує вибір і не дає його 
зробити a priori, без урахування особливостей існуючої інформаційної 
системи.  
Твердження 5.1 доведено. 
Для порівняння візьмемо програмні продукти, які є представниками 
всіх трьох підходів до реалізації інтелектуальних обчислень:  
Програмне забезпечення низькорівневої розробки: мови програмування 
C ++, R, Python з необхідними бібліотеками. 
Програмовані системи математичного моделювання: система Matlab 
c нейромережевим пакетом розширення. 
Інтерактивні програмні платформи: аналітична платформа Deductor і 
нейромережевий емулятор Neural Designer. 
У табл. 5.2. представлено результати експертного оцінювання 
інструментальних засобів для попереднього аналізу даних і моделювання за 
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п'ятибальною шкалою відповідно до критеріїв К.3.2.1-К3.2.7 на умовному 
прикладі, який відповідає інтелектуальним обчисленням, що виконуються в 
даної дисертації. 
Відповідність між бальними оцінками і нечіткими параметрами 
належності задається відповідно до табл. 5.3. 
 
Таблиця 5.2 
Бальні оцінки досліджуваних програмних продуктів 
№ 
пп
 
Критерии С++ MatLab Deductor 
Studio 
Neural 
Designer 
R Python 
1 Простота використання 1 3 5 4 2 2 
2 Функціональна 
придатність 
1 5 3 4 4 2 
3 Часова ефективність 5 3 2 3 5 4 
4 Вартість 3 2 3 2 4 5 
5 Ресурсомісткість 5 4 4 3 4 4 
6 Доступність 
використання 
5 3 5 3 3 5 
7 Мобільність 5 5 5 3 4 5 
8 Загалом 25 25 27 22 26 27 
  
Таблиця 5.3 
Параметри належності оцінок привабливості інструментальних засобів 
розробки ІІСПР у вигляді балів і лінгвістичних змінних 
Інтервал значень Кількість 
балів 
Лінгвістична оцінка 
привабливості продукту 
[0; 0; 0.2; 0.25] 1 Дуже низька 
[0.15; 0.25; 0.35; 0.4] 2 Низька 
[0.3; 0.4; 0.55; 0.6] 3 Середня 
[0.45; 0.6; 0.7; 0.75] 4 Висока 
[0.65; 0.75; 1; 1] 5 Дуже висока 
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Значущість різних критеріїв оцінки для фаз попереднього аналізу 
даних і моделювання задається в лінгвістичних змінних відповідно до 
табл. 5.4.  
 
Таблиця 5.4 
Параметри належності значущості критеріїв оцінки  
інструментальних засобів розробки ІІСПР 
Інтервал значень Лінгвістична оцінка 
значущості критерію 
Критерії 
[0; 0; 0; 0.4] Не має значення 
5. Ресурсомісткість 
7. Мобільність 
[0.2; 0.35; 0.5; 
0.6] 
Середня 
3. Часова ефективність  
6. Доступність 
використання 
[0.45; 0.6; 0.7; 
0.8] 
Висока 
4. Вартість 
1. Простота 
використання  
[0.65; 0.75; 1; 1] Дуже висока 
2. Функціональна 
придатність  
 
Програмна реалізація нечіткої моделі оцінки інструментальних засобів 
розробки ІІСПР проведена в середовищі Matlab. Текст програми наведено  в 
додатку Б. 
Результати аналізу формуються у вигляді функцій належності оцінок, 
графічне представлення яких показано на рис. 5.1. 
Аналіз графіків, які наведено на рис. 5.1, дозволяє зробити висновки 
про те, що в заданому полі вхідних даних та критеріїв найкращим 
програмним продуктом є Deductor Studio. Виконання попереднього аналізу 
даних і моделювання з використанням С і Neural Designer є недоцільним. 
Оцінки інших продуктів досить близькі, тому графічний аналіз не дає змогу 
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зробити обґрунтовані висновки про їх взаємне розташування. У такому 
випадку слід скористатися результатами дефаззифікації (табл. 5.5). 
 
 
Рис. 5.1. Функції належності оцінок інструментальних засобів  
розробки ІІСПР 
 
Таблиця 5.5 
Дефазіфіковані результати оцінки досліджуваних програмних продуктів 
№пп Програмний 
продукт 
Дефазіфікована оцінка 
Місце 
1 С++ 1.5468 6 
2 MatLab 1.8343 3 
3 Deductor Studio 1.9545 1 
4 Neural Designer 1.6693 5 
5 R 1.8693 2 
6 Python 1.8291 4 
7 Абсолютно гірший 0.4610 – 
8 Абсолютно кращий 2.8117 – 
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Для поліпшення порівнянності результатів в табл. 5.5 показані також 
оцінки умовних програмних продуктів, які оцінено за всіма критеріями в 1 
бал (абсолютно найгірший) та 5 балів (абсолютно кращий). 
Як видно з табл. 5.5, друге місце за привабливістю для вирішення 
завдань попереднього аналізу даних і моделювання займає мова 
програмування R, третє – програмована система математичного 
моделювання Matlab, четверте – мова програмування Python. Однак їх 
оцінки настільки близькі, що навіть при невеликих змінах значущості 
критеріїв, або бальних оцінок результати можуть змінитися. Тому на 
практиці слід вважати їх приблизно рівноцінними.  
Аналіз програмного забезпечення для генетичного моделювання.  
Штучні нейронні мережі можуть розглядатися дослідником у вигляді свого 
роду «чорної скрині», внутрішня структура якої будується автоматично зі 
стандартних елементів. Цим пояснюється наявність великої кількості 
програмних продуктів для їх моделювання. При розробці генетичних 
алгоритмів такий підхід неможливий з огляду на те, що найважливіший 
параметр ГА – функція пристосованості – є суто індивідуальною та повинна 
бути окремо запрограмована для кожної задачі. Внаслідок цього повністю 
інтерактивних пакетів програм для моделювання генетичних алгоритмів не 
існує, а більшість з існуючих продуктів являють собою набір функцій, 
реалізованих на якій-небудь мові програмування. 
Аналіз програмного забезпечення з моделювання генетичних 
алгоритмів дозволяє класифікувати його на три основні категорії:  
1. Низькорівневе; 
2. Спеціальне; 
3. Вбудоване. 
Низькорівневе програмне забезпечення поширюється у вигляді набору 
процедур, що реалізують функції генетичних алгоритмів в рамках мов 
програмування широкого призначення. Перевагою такого програмного 
забезпечення є безкоштовність. Основним недоліком його використання є 
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необхідність детального опису генетичної моделі аж до операцій кодування 
і декодування хромосом. Крім цього розробнику потрібно володіти 
навичками програмування на тій мові, на який написаний пакет процедур. 
Так, для використання пакету генетичних процедур Sugal 2.1 потрібно 
встановити компілятор Borland C++ версії 3.0, [144]. Ще одним недоліком 
можна вважати те, що в процесі написання програми потрібно не тільки 
описати саму модель, але і запрограмувати допоміжні функції введення і 
виведення інформації, що збільшує час розробки. 
До спеціального програмного забезпечення можна віднести реалізації 
генетичних алгоритмів в рамках програмованих систем математичного 
моделювання, з яких найбільш поширеною є MatLab, до складу якої 
інструментарій розробки генетичних алгоритмів входить, починаючи з 
версії MatLab 7.0. Процес написання програм в системі MatLab значно 
простіше, ніж при використанні мов загального призначення, що 
пояснюється простою структурою мови, її орієнтацією на матричне 
представлення інформації, розвиненими можливостями з обробки даних та 
їх візуалізації. Пакет генетичного моделювання Genetic Algorithm and Direct 
Search Toolbox, що входить в MatLab, дозволяє при моделюванні 
здійснювати найбільш складні операції з кодування/декодування хромосом 
автоматично, що різко знижує трудомісткість розробки. 
До категорії вбудованого віднесемо ПЗ, що створюється у вигляді 
доповнень до інших програмних продуктів, наприклад , до табличного 
процесору Microsoft Excel. Режим роботи при цьому є наближеним до 
інтерактивного. Від користувача потрібно ввести початкові дані, цільову 
функцію та обмеження моделі. Також можна відкоригувати деякі параметри 
генетичного алгоритму, після чого запустити оптимізацію. Оскільки 
принципи і навички роботи з Microsoft Excel відомі широкому колу 
користувачів, програмне забезпечення, що вбудовується, є найпростішим в 
освоєнні. На ринку представлено кілька програмних продуктів цієї 
категорії, зокрема пакет GeneHunter for Excel компанії WardSystems і пакет 
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Evolver компанії Palisade Corporation. Обидва продукти побудовані з 
використанням однієї ідеології і надають користувачам приблизно 
однаковий сервіс. 
Щоб визначити область застосування кожної з зазначених категорій 
програмного забезпечення проведемо порівняльний аналіз відповідних 
продуктів за кількома критеріями: інтерфейс і зручність використання, 
швидкість роботи і вартість. Для розгляду візьмемо такі продукти – Sugal 
v.2.1, MatLab v.7.7 і Evolver v.6.0. 
Пакет Sugal був розроблений в Великобританії в Університеті м. 
Сандерленда. Він реалізує всі основні функції генетичних алгоритмів. Sugal 
розрахований на роботу з компілятором Borland C++ версії 3.1., але може 
бути адаптований і до сучасних версії цієї мови программування. 
Використання  С++ дає можливість створювати готові до виконання 
програми, як для пакетного, так і для діалогового режиму. З переваг Sugal 
необхідно відзначити великі можливості по налаштуванню генетичних 
алгоритмів (близько 90 параметрів), зручний інтерфейс при роботі з уже 
готовою програмою, можливість виводити результати роботи в діалоговому 
режимі [145]. 
Інтерфейс Sugal дає доступ до налаштування параметрів алгоритму та 
інших функцій програми, а також дозволяє відображати графік роботи 
алгоритму. Наявність інтерфейсу діалогового режиму вигідно виділяє Sugal 
серед інших реалізацій генетичних алгоритмів на низькому рівні, хоча 
програмування ГА залишається досить трудомістким.  
Хромосома в Sugal розглядається як одновимірний масив елементів, 
на підставі якого функція користувача повинна розрахувати рівень 
пристосованості. При реалізації моделі необхідно визначити структуру 
хромосоми і скласти на мові C++ програму з визначення її пристосованості. 
Це значно збільшує трудомісткість моделювання, але дозволяє отримати 
найбільшу гнучкість моделей, а також оптимізує швидкість виконання 
програми. 
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Одним з недоліків Sugal є те, що в цьому пакеті не реалізовано сучасні 
модифікації генетичних алгоритмів, які покращують збіжність, дозволяють 
ефективно досліджувати безперервні функції і ряд інших. Однак 
програмний код пакета є відкритим, що залишає принципову можливість 
додавання нових функцій. 
Система MatLab розробляється і випускається з 1984 року. Вона 
складається з базового пакету та розширень, які реалізують додаткові 
функції. Можливість моделювання ГА присутня в MatLab починаючи з 
версії 7.0 (2004 рік). Оскільки компанія MathWorks регулярно випускає нові 
версії системи, в ній присутня реалізація всіх новітніх розробок в області 
генетичних алгоритмів.  
Робота з MatLab можлива як в командному, так і в програмному 
режимах. Мова програмування набагато простіше в освоєнні, ніж мова C++, 
яка використовується в Sugal. Оскільки система спочатку орієнтована на 
математичну обробку інформації, істотно полегшуються операції з 
трансформації даних, а також з відображення результатів роботи моделі, 
включаючи тривимірні графіки. 
Реалізація генетичних алгоритмів в складі MatLab дозволяє 
обмежитися тільки написанням функції пристосованості. При цьому 
хромосома задається як набір змінних одного з стандартних типів, що 
спрощує процес кодування / декодування. Інші параметри алгоритму можна 
задати в інтерактивному режимі, як і в Sugal. Кількість різних параметрів 
настройки також велика. 
Все це робить MatLab простішим в освоєнні, універсальнішим і 
зручнішим у використанні, ніж Sugal. Разом з тим, процес моделювання в 
системі MatLab все ще вимагає наявності навичок програмування, хоча і в 
меншій мірі, ніж для низькорівневого програмного забезпечення  [159]. 
Пакет Evolver є представником вбудованого програмного 
забезпечення реалізації генетичних алгоритмів. Модель вводиться у вигляді 
пов'язаних між собою цільової функції, змінних і обмежень на 
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стандартному аркуші Microsoft Excel. Управління роботою Evolver 
проводиться через панель інструментів, звідки можна задати параметри 
моделі, визначити параметри оптимізації, складання звітів і власне 
генетичного алгоритму [212]. 
Робота з Evolver схожа зі складанням моделі лінійного програмування, 
а сама оптимізація відбувається прозоро для користувача що істотно 
спрощує користування даним програмним продуктом. Разом з тим для 
моделей в Evolver діють всі основні переваги генетичних алгоритмів, 
наприклад, довільний вид функцій, що оптимізуються.  
Таким чином даний програмний продукт є зручним для використання 
в тих випадках, коли для вирішення задачі необхідно використовувати 
можливості генетичних алгоритмів, але немає сенсу втрачатись у тонкощі 
програмування. 
Практичний інтерес представляє зіставлення швидкості роботи 
розглянутих програм. Відповідно до розглянутих в п. 3.3 підходів, 
тестування швидкості і якості роботи програмних продуктів необхідно 
проводити при вирішенні типових задач. Оскільки однією з основних 
переваг генетичних алгоритмів є ефективне (у порівнянні з іншими 
методами) рішення NP-повних задач, в якості типової задачі, що 
задовольняє вимогам В.3.1 – В.3.6 візьмемо задачу комівояжера. 
Ця задача включена в приклади, що додаються до всіх розглянутих 
програмних пакетів. При цьому, однак, можна відзначити, що в Sugal і 
Matlab розташування міст задається координатами, що  більш зручно, ніж в 
Evolver, де у вхідній таблиці необхідно задати відстані між усіма 
населеними пунктами. Крім того, Sugal і Matlab за результатами оптимізації 
відображують на екрані карту, на якій показано кращий зі знайдених 
алгоритмом маршрутів. 
Час роботи алгоритмів перевірявся при вирішенні задачі комівояжера 
на карті з 20 міст при 1000 поколінь та популяції з 50 особин. Вирішення 
цієї задачі методом перебору вимагає розгляду 
16106   комбінацій 
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маршрутів, однак для генетичних алгоритмів збіжність настає настільки 
швидко, що точний вимір часу роботи програми на сучасній ЕОМ стає 
неможливим. Тому тестування проводилося на застарілому комп'ютері з 
процесором Pentium - II, що працює на частоті 366 МГц. Його результати 
показано в табл. 5.6.  
 
Таблиця 5.6 
Час роботи генетичних алгоритмів при вирішенні задачі  комівояжера 
№пп Програмний пакет Час роботи, сек. Примітка 
1. Sugal 2.1 4 – 
2. Matlab 7.0 26 Алгоритм зійшовся вже через 
200 поколінь 
3. Evolver 5.0 35 Для сходження алгоритму 
знадобилося 3000 поколінь 
 
Як видно з табл. 5.6, найкращі за часом результати показав алгоритм, 
реалізований на базі пакету Sugal. У всіх тестах, після тисячі поколінь 
алгоритм зійшовся, тобто значення функції пристосованості переставало 
поліпшуватися (рис. 5.2).  
Слід зазначити, що оптимальне рішення алгоритм, реалізований за 
допомогою Sugal, знаходив не завжди. Іноді обраний алгоритмом маршрут 
відрізнявся від найкоротшого (знайденого за результатами інших запусків) 
на 10-15 %. 
Алгоритм, реалізований в пакеті Matlab показав другий результат за 
часом роботи, значно поступившись за цим параметром Sugal. Однак якість 
роботи Matlab виявилося набагато вище. Так, аналіз динаміки значень 
функції пристосованості (рис. 5.3) показує, що алгоритм зійшовся вже через 
200 поколінь, що є найкращим результатом серед розглянутих програм.  
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Рис. 5.2. Динаміка зміни пристосованості популяції при вирішенні задачі 
комівояжера в Sugal 
 
 
Рис. 5.3. Динаміка зміни функції пристосованості при вирішенні  
задачі комівояжера в Matlab 
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Суб'єктивний аналіз карти з маршрутом об'їзду міст дозволяє зробити 
висновок про те, що знайдене рішення є дуже близьким до оптимального. 
Такий результат можна пояснити реалізацією в Matlab сучасних моделей 
кросоверу і селекції, що поліпшує збіжність алгоритму. 
Однак реалізація генетичного алгоритму в Matlab має і недоліки. При 
включенні відображення проміжних результатів роботи (карти маршруту і 
значення функції пристосованості), швидкість розрахунків сповільнюється 
приблизно в 15 разів. Так, при інших рівних параметрах, на 200 поколінь 
було витрачено 78 секунд. 
Найповільнішим за результатами проведеного дослідження виявився 
пакет Evolver. Незважаючи на те, що за заявою виробника даного ПЗ, швидкість 
його роботи в порівнянні з попередніми версіями зросла приблизно в 20 разів 
[56], за часом рішення тестової задачі Evolver відстає від Matlab. Швидкість 
збіжності алгоритму розв'язання задачі також виявилася не дуже хорошою, 
оскільки сходження наступало тільки після 3000 поколінь (рис. 5.4), тоді як у 
Sugal – після 500 поколінь, а в MatLab – після 200). 
 
 
Рис.  5.4. Динаміка зміни функції пристосованості при вирішенні задачі 
комівояжера в Evolver. 
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Низька швидкість роботи алгоритму обумовлена особливостями 
пакету Microsoft Office, що не призначений для таких вибагливих до 
ресурсів завдань, як генетична оптимізація. Найбільш імовірною причиною 
поганої збіжності, ймовірно, є застосування розробниками спрощених 
варіантів генетичних алгоритмів. Сучасні моделі генетичного пошуку 
(гібридні, багаторівневі, паралельні і ін.), що поліпшують збіжність, але 
вимагають великих обчислювальних потужностей, не фігурують ні в описі 
Evolver, ні в списку можливих налаштувань. 
Порівняємо тепер вартість програмних продуктів генетичної 
оптимізації (табл. 5.7).  
 
Таблиця 5.7 
Вартість програмних продуктів для розв'язання задач генетичної оптимізації 
№ 
з.п
. 
Назва 
продукту 
Ціна за версію, USD Наявність 
інших 
версій 
Тільки генетичні 
алгоритми 
Разом із нейронними 
мережами 
Комерц. Освітня. Комерц. Освітня 
1 Gene Hunter 595 – 1395 – – 
2 Evolver £ 750 
=$968* 
-50% 
=$484 
£1245=$1606 
£1850** =$2386 
-50% 
пробна, 
студентська 
3 MathLab + 
ГА *** 
2350+1200 
=3550 
от $55 2350+1200+120
0 
=4750 
от $55 – 
4 Sugal 0 0 – – – 
* Вартість одного фунта стерлінгів на момент проведення дослідження 
становила 1,29 дол. США. 
** в складі повного пакета програм DecisionTools Suite, куди входить , окрім 
нейронних мереж і генетичних алгоритмів ще чотири програмних продукту , 
аналіз ризиків, дерева рішень, статистика і метод Монте-Карло. 
*** складається з вартості базового пакета MatLab і відповідних доповнень. 
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Крім розглянутих вище продуктів, в табл. 5.7 включений також пакет 
генетичної оптимізації Gene Hunter, що випускається компанією Ward 
Systems [213]. Як і Evolver, він відноситься до категорії вбудованого ПЗ і 
має схожий інтерфейс, однак компанія-виробник не пропонує ознайомчу 
версію програми, тому провести тестування швидкості її роботи не 
виявилося можливим. Крім того, оскільки практично всі виробники разом із 
реалізацією генетичних алгоритмів пропонують нейромережеві програмні 
продукти, зроблено аналіз їх загальної вартості. 
Як видно з аналізу табл. 5.7, з позиції вартості, найбільші переваги 
має пакет Sugal, оскільки може бути використаний абсолютно безкоштовно. 
З інших програмних продуктів виділити однозначного лідера важко. При 
покупці програми тільки для задач генетичної оптимізації найнижча 
вартість у GeneHunter. При необхідності комплексного вирішення завдань 
штучного інтелекту, оптимальним вибором для навчальних закладів буде 
покупка MatLab. Для підприємств ж оптимальним рішенням і в цьому 
випадку залишається придбання GeneHunter. Однак слід враховувати, що до 
складу повного пакета DecisionTools Suite крім нейронних мереж і 
генетичних алгоритмів (Evolver) входять і інші методи аналізу даних, що в 
деяких випадках може вплинути на прийняття рішення про покупку 
програмного продукту. 
Таким чином, можна систематизувати переваги і недоліки розглянутих 
типів програмного забезпечення для моделювання генетичних алгоритмів 
(табл. 5.8). 
Таким чином, можна зробити наступні висновки про доцільність 
використання різних типів програмного забезпечення: 
Низькорівневе ПЗ (Sugal) відрізняється високою швидкодією, і 
поширюється на вільній основі. Це робить його оптимальним при вирішенні 
окремих завдань, коли важлива низька вартість ПЗ, або при вирішенні 
безлічі однотипних завдань, що відрізняються лише вхідними даними, коли 
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важливим виявляється висока швидкодія. Вирішальною умовою при виборі 
розглянутого пакета Sugal є можливість написання програм на мові C ++.  
 
Таблиця 5.8 
Характеристика основних типів програмного забезпечення реалізації 
генетичних алгоритмів в ІІСПР 
№пп Тип Представ-
ники 
Переваги Недоліки 
1 
Н
и
зь
к
о
р
ів
н
ев
е 
S
u
g
al
 
Найвища швидкість 
розрахунків. 
При наявності кваліфікованих 
програмістів може бути 
розширено новими 
функціями. 
Розповсюджується 
безкоштовно. 
Потрібний кваліфікований 
програміст. 
Велика трудомісткість 
вирішення задач. 
Відсутні підтримка і 
оновлення ПЗ. 
2 
С
п
ец
іа
л
ьн
е 
M
at
L
ab
 
Швидка збіжність алгоритму. 
Регулярні оновлення, з 
урахуванням останніх 
наукових досягнень. 
У поєднанні з іншими 
компонентами пакету 
утворює найпотужніший 
комплекс математичного 
програмного забезпечення 
Більш ніж середня 
трудомісткість освоєння 
продукту і рішення задач. 
Необхідні навички 
програмування. 
Висока вартість. 
3 
В
б
у
д
о
в
ан
е 
E
v
o
lv
er
, 
G
en
eH
u
n
te
r Простота освоєння і 
вирішення завдань малої і 
середньої складності. 
Низька швидкість.  
Повільна збіжність 
алгоритму. 
Не реалізовані сучасні 
досягнення в області ГА. 
Висока вартість. 
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Спеціальне ПЗ (MatLab) – є одним з найпотужніших сучасних 
математичних інструментів. Для роботи з MatLab досить елементарних 
навичок програмування на мові типу Basic. Трудомісткість роботи після 
освоєння пакету знаходиться на рівні вбудованого ПЗ. У той же час 
можливості пакету допускають рішення задач будь-якої складності. Таким 
чином, використання MatLab оптимально в навчальних та наукових 
організаціях, а також в установах, які займаються комерційним 
використанням генетичних алгоритмів для вирішення практичних завдань.  
Вбудоване ПЗ (Evolver) є найбільш простим в освоєнні і використанні 
інструментом оптимізації, що заснована на використанні ГА, оскільки 
інтегрується в стандартний офісний програмний продукт Microsoft Excel і 
забезпечує користувачеві знайоме середовище розробки. Це єдиний 
програмний продукт з розглянутих, що дозволяє вирішувати задачі в 
режимі, близькому до інтерактивного. Перевагою Evolver є наявність 
пробної версії пакета, завдяки чому можна протягом 15 днів, без фінансових 
витрат вивчити основні можливості оптимізації, що заснована на 
використанні ГА. 
У той же час розглянутому пакету властиві такі недоліки, як низька 
швидкість роботи і триваліша, ніж у інших розглянутих продуктів, 
збіжність алгоритму. Таким чином, областю застосування Evolver є задачі 
малого та середнього рівня складності. Його використання доцільне, якщо є 
необхідність в оптимізації з використанням генетичних алгоритмів, але 
немає можливості для детального вивчення всіх тонкощів їх застосування. 
Evolver також підходить для попереднього моделювання економічних задач 
в ІІСПР.  
Отже сучасне програмне забезпечення інтелектуальних обчислень 
дозволяє забезпечити реалізацію модулів ІІСПР із використанням готових 
бібліотек та компонентів, що знижує витрати часу та трудомісткість 
розробки ІІСПР та її інтеграції із інформаційними системами суб’єктів 
економічних відносин. 
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5.2. Інтелектуальні методи прогнозування показників бюджетного 
процесу 
Бюджетно-податкова система України здійснює перерозподіл 
величезної маси грошових коштів, які держава стягує у вигляді податків з 
підприємств та громадян і потім повертає в економіку через механізм 
державних витрат та видатків. Процес отримання податків і здійснення 
видатків, передбачених у затвердженому бюджеті має назву «виконання 
бюджету». Зазвичай під час виконання бюджету спостерігається відхилення 
від затвердженого варіанта, у зв’язку з чим необхідно контролювати та 
регулювати цей процес [198, с.50-51]. Виконати бюджет – означає точно у 
визначені строки та в установлених розмірах мобілізувати заплановані 
доходи і здійснити передбачені видатки. Але, внаслідок дій різноманітних 
факторів, фактичні показники виконання бюджету майже завжди 
відрізняються від запланованих. Деякі з цих факторів пов’язані із 
непередбачуваними обставинами, але значну частину з них можна виявити 
на стадії складання бюджету і їх прояв свідчить про недосконалість 
бюджетного процесу.  
Головним бюджетом країни є державний бюджет, який через систему 
причинно-наслідкових зв’язків має вплив на всі сфери народного 
господарства. Тому для державного бюджету питання реалістичності 
цільових показників набуває найбільшого значення. Але аналіз фактичних 
даних про виконання державного бюджету з 2000 року (табл. 5.9) свідчить 
про те, що відхилення від планових результатів іноді досягало 18 % 
(у 2009 році), а відхилення у межах 1 % спостерігалося лише у 6 випадках 
з 32 [112]. 
Взагалі ж дані табл. 5.9 свідчать про те, що у держави немає 
інструменту оцінювання реалістичності плану доходів та видатків 
державного бюджету. 
Таке важливе питання, як прогнозування рівня виконання бюджету, 
зрозуміло знайшло своє відображення в працях вітчизняних та закордонних 
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науковців. Завдяки їх працям було розвинуто методи індуктивного 
прогнозування виконання бюджетних показників, тобто методи «від 
часткового до загального».  
 
Таблиця 5.9 
Результати виконання плану доходів та видатків державного бюджету 
України за 2000–2015 роки 
Рік  
Факт. 
викон. 
доходів 
бюджету 
Факт. 
викон. 
видатків 
бюджету 
 Рік 
Факт. 
викон. 
доходів 
бюджету 
Факт. 
викон. 
видатків 
бюджету 
2000 106,7 104,7 2008 97,1 91,7 
2001 92,8 95,9 2009 82,1 85,2 
2002 100,2 111,6 2010 96,5 93,5 
2003 103,4 100,4 2011 100,4 94,1 
2004 107,9 97,3 2012 90,3 92,7 
2005 97,5 94,6 2013 96,7 99,3 
2006 100,7 93,4 2014 94,6 93,3 
2007 98,6 93,6 2015 100,5 96,2 
 
З погляду економічної теорії загальні доходи та видатки бюджету є 
одним з макроекономічних показників, а згодом між ним, та іншими 
макроекономічними показниками повинен бути зв'язок. Серед чинників, які 
мають вплив на виконання державного бюджету чимало макроекономічних 
факторів. Але й досі в вітчизняних літературних джерелах відсутній 
математичний аналіз цих зв’язків та методи прогнозування рівня виконання 
держбюджету на їх основі [184].  
Таким чином, актуальним є пошук методів оцінювання реалістичності 
планових показників бюджетно-податкової системи держави на підставі 
макроекономічних показників розвитку економіки. Для цього 
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передбачається [184]: 
– відібрати низку факторів, які теоретично можуть мати вплив на рівень 
виконання держбюджету; 
– проаналізувати фактичний рівень впливу цих факторів; 
– побудувати моделі їх впливу на фактичний рівень виконання 
держбюджету;  
– оцінити якість моделей, які побудовано; 
– зробити прогноз виконання держбюджету та перевірити його 
достовірність. 
Аналіз підходів до бюджетного планування [244, 228, 206, 249] 
дозволяє виділити низку  факторів, які впливають на бюджетний процес. У 
першому приближенні ці фактори можна поділити на дві групи: фактори, 
які  обчислюються та фактори, які не обчислюються. 
До факторів, які обчислюються, зокрема, відносяться [184]:  
– рівень ВВП;  
– індекс споживчих цін;  
– індекс цін виробників промислової продукції;  
– індекс реальної заробітної плати;  
– рівень безробіття; сальдо торговельного балансу;  
– розміри експорту та імпорту товарів і послуг;  
– відносний рівень продукції промисловості; оборот роздрібної торгівлі.  
До факторів, які не обчислюються відносяться [184]:  
– політичні фактори;  
– фінансове та бюджетне законодавство;  
– податкове законодавство;  
– митне законодавство;  
– кліматичні умови;  
– соціальна стабільність;  
– кваліфікація і досвід керівників та фахівців, що розробляють бюджет;  
– освіта й система перепідготовки кадрів;  
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– система управління якістю;   
– забезпеченість кадрами;  
– форс-мажорні обставини. 
Для розробки ІІСПР найбільше значення мають фактори, які 
обчислюються, тому що їх аналіз може бути формалізований із допомогою 
методів економіко-математичного моделювання, а отримані результати 
використані для побудови прогнозу на наступні періоди. Тому далі будемо 
розглядати лише цю групу факторів, як найбільш прийнятну при розробці 
ІІСПР. 
Інформаційною базою дослідження є відкриті дані звітності 
НБУ [100], Держкомстату України [112] та інших джерел [117]. 
Оптимальним періодом для початку вибірки даних обрано 2000 рік. До 
цього розвиток економіки мав мінливий стан, тому дані можуть 
відображати некоректну інформацію. До того ж облік деяких 
макроекономічних показників до цього періоду не здійснювався. На 
підставі зазначених даних складено  базу макроекономічних показників для 
наступного аналізу (табл. 5.10). 
У табл. 5.10 містяться дані, які мають різну природу. Так показники 
фактичного виконання доходів та видатків бюджету, рівня безробіття та 
сальдо торгівельного балансу наведено за їх поточними значеннями, а 
показники валового внутрішнього продукту, індексу споживчих цін, цін 
виробників промислової продукції, індексу реальної заробітної плати, 
експорту і імпорт товарів і послуг, приросту промислової продукції, обігу 
роздрібної торгівлі та рівня інфляції відображенні темпами приросту в 
порівнянні з минулим роком. Для економіко-математичного аналізу та 
моделювання впливу зазначених чинників на процес виконання державного 
бюджету дані табл. 4.10 слід додатково обробити. По-перше їх слід 
розширити за рахунок введення відносних та прирістних показників. По-
друге, оскільки дані будуть використані для прогнозування слід виконати їх 
зсув по рокам. Необхідність зсуву даних ґрунтується на тому, що на 
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початок кожного поточного року в наявності є тільки дані по 
макроекономічних показниках минулого року та план бюджету на поточний 
рік. У табл. 5.10 містяться дані, які мають різну природу. Так, показники 
фактичного виконання доходів та видатків бюджету, рівня безробіття та 
сальдо торгівельного балансу наведено по їх поточним значенням, а 
показники валового внутрішнього продукту, індексу споживчих цін, цін 
виробників промислової продукції, індексу реальної заробітної плати, 
експорту і імпорт товарів і послуг, приросту промислової продукції, обігу 
роздрібної торгівлі та рівня інфляції відображенні темпами приросту у 
порівнянні з минулим роком.  
Таблиця 5.10 
Основні макроекономічні показники розвитку економіки України в 2000–2014 р. 
 Рік 
Факт. 
викон. 
доходів 
бюджету 
Факт. викон. 
видатків 
бюджету 
ВВП 
реальн. 
Індекс  
споживчих 
цін 
Індекс цін 
виробників 
промислової 
прод. 
Індекс 
реальної ЗП 
2000 106,7 104,7 105,9 125,8 120,8 99,1 
2001 92,8 95,9 109,2 106,1 100,9 119,3 
2002 100,2 111,6 105,2 99,4 105,7 118,2 
2003 103,4 100,4 109,6 108,2 111,1 115,2 
2004 107,9 97,3 112,1 106,3 115,3 123,8 
2005 97,5 94,6 102,6 110,3 109,5 120,3 
2006 100,7 93,4 107,1 111,6 114,1 118,3 
2007 98,6 93,6 107,6 116,6 123,3 112,5 
2008 97,1 91,7 102,1 122,3 123 106,3 
2009 82,1 85,2 85,2 112,3 114,3 100,9 
2010 96,5 93,5 104,2 109,1 118,7 110,2 
2011 100,4 94,1 105,2 104,6 114,2 108,7 
2012 90,3 92,7 100,2 99,8 100,3 114,4 
2013 96,7 99,3 100 104,8 105,5 103,3 
2014 94,6 93,3 93,2 124,9 131,8 93,5 
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Продовження табл. 5.10 
Рік  
Рівень 
безробіття 
Сальдо 
торгівельного 
балансу, 
млн. USD 
Експорт 
товарів і 
послуг 
Імпорт 
товарів і 
послуг  
Індекс 
пром. 
прод. 
Оборот 
роздрібн. 
торг. 
Рівень 
інфляції 
2000 12,4 2742,5 118,8 118,2 112 107 125,8 
2001 11,7 661,5 82,8 93,3 114 115 106,1 
2002 10,3 1039,8 108 105,7 107 117 99,4 
2003 9,7 335,1 128,1 134,7 116 121 108,2 
2004 9,2 3412,4 142,6 128,1 112 120 112,3 
2005 7,8 -1340,2 105,6 124,6 103 122 110,3 
2006 7,4 -5222,9 111,4 122,8 106 127 111,6 
2007 6,9 -9592 128,2 135,4 110 129 116,6 
2008 6,9 -17710,9 141,8 149,4 95 118 122,3 
2009 9,6 -4815 56,5 50 78 83 112,3 
2010 8,8 -7958 129,6 133,8 111 110 109,1 
2011 8,6 -12764,2 134,3 138,1 108 115 104,6 
2012 8,1 -13776 101,8 102,9 99,5 115 99,8 
2013 7,7 -12606,5 91 91,1 96 110 100,5 
2014 9,7 -5283 83 66,2 91,5 101,4 124,9 
 
Для економіко-математичного аналізу та моделювання впливу 
зазначених чинників на процес виконання державного бюджету дані табл. 
5.10 слід додатково обробити. По-перше їх слід розширити за рахунок 
введення відносних та прирістних показників. По-друге, оскільки дані буде 
використано для прогнозування слід виконати їх зсув по рокам. 
Необхідність зсуву даних ґрунтується на тому, що на початок кожного 
поточного року в наявності є дані по макроекономічних показниках 
минулого року та план бюджету на поточний рік. 
На всіх етапах аналізу використовується програма Deductor Studio 
Academic, яка має широкий вибір вбудованих методів аналізу, та дозволяє 
безкоштовне використання. 
В процесі аналізу першим чином виявляється взаємозв’язок між 
макроекономічними показниками та їх впливом на виконання державного 
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бюджету. Результати кореляційного аналізу даних табл. 5.9 у вигляді, що 
надає пакет Deductor Studio Academic, наведено на рис. 5.5. 
 
 
Рис. 5.5. Кореляційний аналіз показників виконання державного бюджету 
 
Занадто велика кількість вхідних показників у поєднанні із короткою 
вибіркою даних може ускладнити моделювання. Тому за результатами 
кореляційного аналізу потрібно зробити її проріджування: відкинути ті дані, 
які мають східне походження, або незначний зв’язок із результуючими 
показниками. Так, дані по експорту та імпорту товарів з погляду виконання 
бюджету найкраще відображає показник сальдо експорту/імпорту, що 
дозволяє залишити один показник з п’яти присутніх у вхідних даних. 
Аналогічним чином до скороченої вибірки даних додамо показник рівня 
безробіття, індекс цін виробників промислової продукції, показники 
планових доходів та видатків бюджету, а також показник динаміки 
реального ВВП.  
Розглянемо регресійну модель з урахуванням зазначених 
макроекономічних показників. Із допомогою пакету Deductor Studio 
Academic було отримано дві такі моделі: перша по доходах, друга – по 
видатках. 
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Результати моделювання наведено на рис.5.6. 
 
  
Рис. 5.6. Коефіцієнти регресії моделей виконання бюджету по доходам 
(ліворуч) та видаткам (праворуч) 
 
Таким чином, за результатами моделювання, лінійна регресійна 
модель виконання плану доходів (IRP) має наступний вигляд (5.1): 
 
654321 75.53109.1449.0157.077.9751.2895.100 xxxxxxIRP  , (5.1) 
 
 
 
 
 
 
 
 
де х1 – доходи 
план/ВВП; 
х4 – індекс цін виробників промислової 
продукції; 
х2 – видатки план./ВВП; х5 – рівень безробіття; 
х3 – ВВП реальний; х6 – сальдо торг. балансу/ВВП. 
 
Лінійна регресійна модель виконання плану видатків (IEP) має вигляд 
(5.2): 
 
.99.24955.2568.0091.023.4507.10513.108 654321 xxxxxxIEP   (5.2) 
 
Для аналізу якості моделі побудуємо діаграму розсіювання. Для 
моделей лінійної регресії діаграми розсіювання наведено на рис. 5.7. 
Як випливає з аналізу діаграм розсіювання, моделі (5.1) та (5.2) 
дозволяють отримати прогнозні показники, які в цілому укладаються в 
межи довірчого інтервалу 5 % (пунктирна лінія). Також, можна бачити, що 
модель лінійної регресії по видатках має більшу адекватність, ніж модель 
по доходах. 
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Рис. 5.7. Діаграми розсіювання моделі лінійної регресії по доходах (ліворуч) 
та по видатках (праворуч) 
 
Істотним недоліком моделей лінійної регресії є принципова 
неможливість урахування складних залежностей між даними, які у реальній 
економіці можуть бути далекими від лінійних. Тому далі побудуємо та 
проаналізуємо нейромережеві моделі, які привабливі тим, що можуть 
моделювати майже усі види залежностей між даними.  
Оскільки одним з недоліків використання нейронних мереж для 
прогнозування є неможливість заздалегідь визначити, яка конфігурація 
мережі визначиться найкращою, необхідно побудувати й проаналізувати 
декілька нейронних мереж та обрати ту, яка дає кращий кращій результат за 
помилкою навчання та діаграмою розсіювання. 
На рис. 5.8 наведено структуру нейронної мережі, яка навчалась на 
тих самих даних, що моделі лінійної регресії (5.1) та (5.2). 
Дана модель (рис. 5.8) має класичний вигляд, та формулу 6-2-2. 
Середня помилка прогнозування для цієї моделі складає 0,00642. Діаграми 
розсіювання по доходах та видатках наведено на рис. 5.9  
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Рис. 5.8. Нейронна мережа із шістьма показниками 
 
 
  
Рис. 5.9. Діаграми розсіювання шестифакторної нейромережевої 
моделі по доходах (ліворуч) та по видатках (праворуч) 
 
Порівняння діаграм (рис. 5.9) із діаграмами (рис. 5.7) показує, що 
шестифакторна нейромережева модель прогнозування виявилась більш 
точною, ніж шестифакторні лінійно-регресивні моделі (5.1) та (5.2). 
Більшість показників на рис. 5.9 розташовано біля лінії ідеальних значень. 
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Для того, щоб ще підвищити точність прогнозування побудуємо 
декілька нейромережевих моделей із різною структурою та різними 
наборами вхідних показників. Результати моделювання за ознакою 
середньої помилки навчання наведено у табл. 5.11. 
 
Таблиця 5.11 
Результати навчання нейронних мереж у різної конфігурації 
№пп Кількість 
вхідних 
показників 
Кількість нейронів в 
прихованому шарі 
Середня помилка 
навчання. 
1 6 2 0,00642 
2 16 2 0,000303 
3 16 3 0,0000858 
4 10 2 0,00345 
5 10 3 0,0000376 
 
Під час моделювання досліджувалися й інші конфігурації, але для 
уникнення надмірного збільшення обсягу роботи, обрано лише типові з них. 
Таким чином, кращою, за критерієм середньої помилки виявилась 
нейронна мережа із 10 показниками, що аналізуються, та 3 нейронами у 
прихованому шарі, формула якої 10-3-2. Структуру такої мережі показано 
на рис. 5.10, а відповідні діаграми розсіювання на рис. 5.11. 
Порівняння діаграм (рис. 5.11) із наведеними вище (рис. 5.9), свідчить 
про те, що дана  нейромережева модель діє найкращим чином, ніж 
попередні. Вона добре описує стан економіки України, та показує 
найдостовірніші дані про виконання державного бюджету в Україні за 
останні роки. Головним недоліком десятифакторної моделі є потенційна 
схильність до перенавчення, що випливає з зіставлення розміру навчальної 
вибірки із результатами розрахунків за формулами (3.5) і (3.25). 
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Рис. 5.10. Структура нейронної мережі із 10 показниками 
 
  
Рис. 5.11. Діаграма розсіювання при прогнозуванні доходів (ліворуч) та 
видатків (праворуч) для нейронної мережі із 10 показниками 
 
Для побудови прогнозу виконання державного бюджету України 
будемо використовувати розглянуту десятифакторну нейромережеву 
модель. Оскільки для навчання використовувалися дані за 2000–2014 роки, 
спрогнозуємо показники виконання бюджету на 2015 рік. Вхідні дані 
наведено у табл. 5.12. 
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Таблиця 5.12 
Вхідні дані для прогнозування показників бюджетно-податкової системи 
(станом на початок 2015 року) 
Показник Значення Показник Значення 
Доходи планові, млн. грн. 504993,3 Рівень безробіття, % 9,7 
Видатки планові, млн. грн. 569768 
Сальдо торг. балансу  
млн. USD 
-5283 
ВВП номінальний, млн. 
грн. 
1566728 
Експорт товарів і послуг, 
% 
83 
Експорт, млн.USD 47695,3 
Імпорт товарів і послуг, 
% 
66,2 
Імпорт млн.USD  46389,8 
Випуск промислової 
продукції 
91,5 
ВВП реальний, % 93,2 
Оборот роздрібної 
торгівлі 
101,4 
Індекс цін виробн. пром. 
прод., % 
131,8   
 
На підставі цих даних, які внесені до моделі із допомогою інструменту 
«що-якщо» системи Deductor Studio Academic, отримано прогноз, який 
подано на рис 5.12. 
З рис. 5.12 можна побачити, що за прогнозом виконання державного 
бюджету в 2015 році складатиме 104,87 % в доходній частині та 94,32 % у 
частині видатків. 
Порівняємо результати прогнозу (рис. 5.13) із реальними даними 
виконання державного бюджету. Так, офіційні дані про виконання 
державного бюджету України за 2015 рік наступні [104]: 
1. За дванадцять місяців 2015 року доходну частину державного 
бюджету загалом виконано на 100,5 % річного плану. При цьому слід 
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зазначити, що впродовж 2015 року, суму доходів було збільшено до 
516,98 млрд. грн.  Якщо взяти первинну суму запланованих доходів, то 
виконання цієї частини бюджету складатиме 102,88 %. 
 
 
Рис. 5.12. Прогнозні дані нейромережевої моделі 
 
2. Видаткову частину виконано на 96,2 % річного плану. 
Таким чином можна визначити, що в цілому прогнозні показники, 
одержані за допомогою нейромережевої моделі (рис. 5.10) практично 
співпадають с реальними даними [104]. Так, модель прогнозування, яку 
зроблено у роботі спрогнозувала, що план доходів бюджету буде 
перевиконано на 4,87 %, а план видатків недовиконано на 5,68 %. Фактичні 
дані свідчать про перевиконання плану доходів держбюджету на 0,5 % (або 
2,8 %, без урахування змін в бюджеті, впродовж року), та недовиконання 
плану видатків по загальному фонду на 3,8 %. Це достатньо висока точність 
для моделі, із такою невеличкою кількістю показників, що аналізуються. 
Також слід зазначити, що абсолютно точний прогноз не є можливим, 
оскільки на виконання  бюджету окрім проаналізованих факторів впливає 
велика кількість показників, що не є обчислювальними, зокрема політичні 
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фактори, законодавство, кліматичні умови, соціальна стабільність,  
кваліфікація фахівців, що розробляють бюджет та інші. 
Результати прогнозування показників виконання бюджетного процесу 
можуть бути використані виконавчими і законодавчими органами влади для 
прийняття рішень при формуванні і здійсненні фінансової політики, 
виявлення резервів для залучення коштів у бюджет, підвищення 
ефективності їх використання, посилення контролю за їх формуванням і 
витрачанням. 
 
5.3. Генетичні методи оптимізації рефлексивних впливів 
промислових підприємств 
Рефлексивне управління отримало популярність як самостійна 
наукова дисципліна в зв'язку з роботами радянсько-американського вченого 
В.А.Лефевра. Розроблена ним аксіоматика і символьна система значно 
спрощує аналіз конфліктних взаємодій між суб'єктами у випадках, коли 
відомі такі їх характеристики, як інтенція, тиск зовнішнього середовища 
і т.п. 
На підставі аналізу та прогнозування найбільш ймовірних дій 
противника, Лефевр запропонував впливати на мотиви його поведінки з 
тим, щоб перевести ситуацію в більш сприятливе для суб'єкта, що управляє, 
стан [139]. У його базових роботах рефлексивне управління трактується, як 
передача підстав противнику для прийняття ним вигідних для нас і 
шкідливих для нього рішень. Пізніше це визначення було розширено і, 
наприклад, в роботі [93] автори пропонують розуміти рефлексивне 
управління як специфічне інформаційно-психологічне управління 
зародженням і перетворенням смислів, рішень, інтенцій, цілей, цінностей, 
образів мислення і психологічних станів противника. 
Зручне та ефективне використання рефлексивного управління для 
таких сфер, як міждержавні взаємини, зовнішня і внутрішня політика, 
військова справа неодноразово доводилася практично [234, 140]. 
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Використання ж даного інструментарію для аналізу та управління 
економічними взаєминами між підприємствами утруднено через низку 
обставин [158]: 
– необхідно постійно враховувати дії безлічі агентів, які роблять свій 
вибір виходячи з різних передумов; 
– обмеженість інформації про мотиви дій агентів і недостатня 
ефективність методів її отримання; 
– необхідність враховувати економічну доцільність впливів і витрати на 
їх підготовку і забезпечення; 
– велика кількість можливих каналів рефлексивних впливів за умов 
того, що доступні методи управління обмежені інформаційної 
рефлексією. 
Але найсильнішою відмінністю економічних «битв» від військово-
політичних є набагато слабша поляризація вибору у об'єкта рефлексивного 
управління. Іншими словами – поділ на «погане» і «добре», «моральне» і 
«аморальне» в економіці є дуже нечітким, а часто-густо просто 
неможливим. Це призводить до ускладнення процедури рефлексивного 
управління, за рахунок додавання до неї етапу поляризації альтернатив 
(рис. 5.13). 
У схемі, яку представлено на рис. 5.13, рефлексивні дії розділені на 
два етапи.  
Перший етап є підготовчим і передбачає створення у контрагента 
штучної поляризації альтернатив, за якими йому згодом доведеться зробити 
вибір. При цьому альтернативам, які вигідні керуючому суб'єкту, 
присвоюється статус «добрих», а невигідним – статус «поганих». 
Класичним прикладом є кампанія «Підтримай вітчизняних 
товаровиробників», спрямована на створення позитивного образу продукції 
українських підприємств, незалежно від її якості, і споживчих властивостей.  
На другому етапі, якщо цілі етапу поляризації альтернатив успішно 
досягаються, то при здійсненні рефлексивного управління досить 
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акцентувати увагу суб'єкта управління на характеристиках, які є «добрими» 
для керуючого суб'єкта. 
 
Збір інформації про об’єкт 
управління
Поляризація альтернатив
Рефлексивне управління 
вибором
Оцінка результатів
Характеристики 
об’єкта
Комплекс впливів
Комплекс впливів
 
Рис. 5.13. Етапи рефлексивного управління в економічних системах 
 
Таким чином, при практичному використанні рефлексивного 
управління в економіці, одним із важливих завдань є створення у суб'єкта 
управління такого образу простору вибору, в якому вигідна для керуючого 
суб'єкта альтернатива має найбільшу кількість переваг перед іншими.  
Існуючий інструментарій рефлексивного управління [139] дозволяє 
лише проаналізувати можливі наслідки тих чи інших дій, та й то з деякими 
обмеженнями. Інакше кажучи, дослідник має можливість визначити 
результати своїх дій, але не має можливості визначити дії, які б привели до 
очікуваних результатів. Крім того, складність задачі зростає пропорційно 
кількості конкуруючих альтернатив. 
Так, залежність кількості зв'язків (l), які необхідно аналізувати, від 
кількості контрагентів (n) визначається як:  
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Так, при одному або двох контрагентах (класичні випадки 
застосування рефлексивного управління, розглянуті в [139]) розглядаються 
відповідно один або три зв'язка. Але вже при десяти контрагентах кількість 
зв'язків зростає до 55. При цьому множина характеристик, відповідних 
кожному з зв'язків може мати досить велику розмірність, що практично 
виключає можливість аналізу без залучення програмно-технічних засобів. 
Розглянемо постановку задачі управління образом простору вибору. 
Нехай Керуючим суб'єктом є Підприємство - виробник деякої 
продукції (S). Суб'єктом управління є інше підприємство – потенційний 
Споживач даної продукції (B). Конкурентами (C) є підприємства – 
виробники аналогічної продукції. При цьому, оскільки на процедуру вибору 
впливають не тільки характеристики продукції, але і супутні обставини 
(терміни поставок, умови супроводу, гарантії, фінансові умови), доцільно 
розглядати не продукцію, а Комерційні пропозиції (КП) в цілому. 
Сукупність комерційних пропозицій Керуючого суб'єкта і Конкурентів 
становить простір вибору Суб'єкта управління. 
Нехай Керуючому суб'єкту відомі Конкуренти, які беруть участь в 
боротьбі за виконання замовлення Суб'єкта управління, та характеристики 
їх комерційних пропозицій. Оскільки набори цих характеристик в більшості 
випадків не збігаються, Суб'єкт управління змушений відмовитися від їх 
безпосереднього зіставлення. Замість цього здійснюється угруповання 
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характеристик і подальший зіставлення отриманих груп. Очевидно, що 
існує ціла позитивна кількість способів угруповання n, причому n>1. 
Можна припустити, що результат подальших дій в порівнянні груп, тобто 
оцінка Суб'єктом управління комерційних пропозицій в певній мірі 
залежить від обраного способу угруповання. Отже, існує такий спосіб 
угруповання, при якому комерційні пропозиції Підприємства опиняються в 
кращому становищі щодо Конкурентів, ніж при інших способах. 
Пропонуючи певний спосіб угруповання, підприємство впливає на 
оцінку Споживачем КП Конкурентів, тобто здійснює рефлексивне 
управління за схемою S→(C→B) (рис. 5.14).  
 
r(C
k
Br(C
1
B
r(C
2
B
r(SB
S
C
k
B
C
1
C
2
..
..
.
 
Рис. 5.14. Шляхи рефлексивного управління в системі  
Підприємство-Споживач-Конкуренти 
 
Штрихові лінії, якими на рис. 5.14 показано вплив Керуючого суб'єкта 
на конкурентні пропозиції конкурентів відображають те, що ці впливи є 
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непрямими.  
Розглянемо метод пошуку оптимального для Керуючого суб'єкта 
угруповання характеристик. 
Нехай кожне з K конкуруючих КП можна описати за допомогою 
деякого набору з ak характеристик. Нехай також можливо визначити L груп, 
на які можна розділити ці характеристики. Причому набір груп повинен 
відповідати наступним вимогам (В.5.1 – В.5.4): 
В.5.1. Для L та всіх ak  виконується нерівність: 
 
)min( kaLJ  , (5.5) 
 
де J – мінімальна кількість груп, для якої, відповідно до [136], має 
виконуватися: 
 
105  J . (5.6) 
 
В.5.2. Має існувати n>1 способів розподілу всього набору 
характеристик по групах, таких, що задіяна кількість груп g<L, g→J. При 
цьому кожна з характеристик повинна бути віднесена до однієї і тільки 
однієї групи. 
В.5.3. З набору L може бути отриманий такий набір груп G, який би 
підходив для розподілу набору характеристик будь-якої КП. Причому має 
існувати m>1 способів отримання набору G, з набору L. 
В.5.4. Існує модель прийняття рішення про вибір той, чи іншої КП 
Суб'єктом управління. Очевидно, що дана модель не є зворотною, що 
характерно для функцій багатьох змінних. 
Метою пошуку оптимальної угруповання є отримання такого набору 
G, при якому оцінка КП Керуючого суб'єкта відповідно до обраної моделі 
прийняття рішень, займає найвищу з можливих позицій в просторі вибору 
Суб'єкта управління. 
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Відповідно до В.5.1 – В.5.4, дана задача є NP-повною. Так, якщо в 
розглянутій задачі кожна з ak характеристик може бути віднесена лише до 
двох різних груп, то за умови перебору всіх комбінацій необхідно оцінити 
ka2  варіантів розподілу [136, с. 98–100]. Для вирішення цієї задачі 
скористаємося інструментарієм генетичних алгоритмів. 
Введемо наступні позначення: 
ng – кількість груп, задіяних в хромосомі; 
nk – кількість конкуруючих КП; 
nl – кількість груп, які можуть бути використані для укрупнення 
множини характеристик КП; 
nj – кількість найменувань характеристик, що описують всі 
конкуруючі КП; 
maxl – верхня межа оптимальної кількості груп; 
minl – нижня межа оптимальної кількості груп; 
NA – множина найменувань характеристик КП; 
NH – множина найменувань груп; 
Mk – множина значень характеристик КП. Для визначеності можемо 
вважати, що множина M0 відповідає Підприємству, а решта – конкурентам; 
MR – множина, що задає ранги характеристик, тобто їх значення, 
щодо аналогічних характеристик інших КП; 
A – матриця, що задає можливі відносини характеристика/група; 
H – матриця відносин характеристика/група, що заповнюється на 
підставі хромосоми; 
Z – множина, що задає корисність групових альтернатив; 
R – матриця, яка містить рейтинги груп; 
P – початкова хромосома, яка описує деякий варіант угруповання 
характеристик. Частини хромосоми, які відповідають окремим номерам 
груп мають назву «локуси», а можливі варіанти значень локусів насівають 
«алелі». 
Для оптимальної роботи алгоритму бажано забезпечити потрапляння 
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характеристик тільки в допустимі для них групи. Тому для виконання даної 
вимоги відносини (характеристика/група) задаються через матрицю A 
(табл. 5.13.), елементи якої alj приймають значення 1, якщо j-а 
характеристика може бути віднесена до l-й групи і значення 0 в іншому 
випадку.  
 
Таблиця 5.13 
Структура матриці A 
№ групи 
№ характеристики 
1 2 3 4 … nj 
1 a11 a12 a13 a14  a1 nj 
2 a21 a22 a23 a24  a2 nj 
3 a31 a32 a33 a34  a3 nj 
…       
nl anl 1 anl 2 anl 3 anl 4  anl nj 
 
Перетворення алелей локусів хромосоми в номер групи здійснюється 
на стадії обчислення пристосованості хромосоми. Ця процедура 
здійснюється в кілька етапів: 
1. Перейдемо в локусах хромосоми від інтервалу (0; 1) до інтервалів 
[1;jmax], де  jmax – кількість груп, до яких може бути віднесена j-а 
характеристик. 
 
),;1(
,
1
njj
apx
nl
l
ljjj







 
  (5.7) 
 
де знаком « »представлено оператор округлення вгору. 
2. На підставі X побудуємо матрицю H. За структурою матриця H 
аналогічна матриці A, але на її вміст накладається така умова: 
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Ця умова буде виконуватися, якщо матрицю H заповнювати 
відповідно до: 
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3. На підставі матриці H можна визначити кількість груп, задіяних 
генетичним алгоритмом для розміщення всієї множини характеристик: 
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4. На підставі матриці H і множини MR, що містить рейтинги 
характеристик кожного КП щодо інших, визначимо рейтингові оцінки 
одержаних груп за кожним КП і заповнимо матрицю R: 
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5. Визначимо пристосованість хромосоми. Для цього покажемо 
спочатку, як визначається пристосованість в окремому випадку двох 
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конкуруючих КП.  
Відповідно до моделі Рестла [141, с.179], можна знайти ймовірність 
вибору Споживачем комерційної пропозиції k1 з двох варіантів k1 и k2 – 
w(k1,k2): 
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Для того щоб забезпечити виконання вимоги В.5.2, слід ввести 
функцію штрафу f(ng), яка приймає нульове значення, якщо кількість 
задіяних груп знаходиться за межами інтервалу (maxl, minl): 
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 Таким чином, функцію пристосованості для двох КП можна записати 
у такий спосіб: 
 
).()( ngfk1,k2wv   (5.14) 
 
Якщо кількість КП k>2, виконується попарне зіставлення 
конкурентних пропозицій, тому обсяги обчислень зростають прямо 
пропорційно до їх кількості. 
При підготовці даних ОПР формує множини NA, Mk, MR, NH, Z, 
матрицю A і коефіцієнти maxl, minl, nk, nl, nj. При цьому, можна виділити 
наступні особливості: 
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Множини NA, Mk заповнюються на підставі аналізу конкуруючих КП. 
В першу чергу проводиться вибірка найменувань характеристик (NA) з 
доступних ОПР джерел. Потім кожній характеристиці кожного КП 
зіставляється деяке значення. Для кількісних характеристик це може бути їх 
безпосереднє значення, а для якісних – експертна оцінка. Необхідно 
вибрати єдиний інтервал для оцінки якісних показників, наприклад (0,1).  
Для поліпшення роботи алгоритму, множину MR, що задає ранги 
характеристик, тобто їх значення, щодо аналогічних характеристик інших 
КП, доцільно сформувати на стадії підготовки вхідних  даних. Існує два 
способи формування цієї множини – із пропорційним, та рівномірним 
заповненням [157].  
Множина найменувань груп (NH) формується, виходячи з аналізу 
інформації про конкуруючі КП, традиції представлення даних в галузі, а 
також власної інтуїції ОПР. У формованих групах має має бути присутня 
інформація про нормативну, науково-технічну, організаційну, комерційну 
та економічну категорії розглянутих КП [157].  
Визначення значущості кожної з груп, тобто компонентів множини Z, 
проводиться експертним шляхом. 
Матриця A заповнюється на основі логічного зіставлення даних, що 
містяться у множинах NA і NH. Якщо j-я характеристика може входити в l-ї 
групи, то елементу alj присвоюється значення 1. В іншому випадку елементу 
alj присвоюється значення 0. 
Нарешті, константи nk, nl, nj задаються відповідно до розмірності 
множин Mk NA, NH. 
Таким чином, вирази (5.7) – (5.14) є моделлю визначення 
пристосованості деякого припустимого рішення задачі, закодованого у 
вигляді хромосоми генетичного алгоритму. Розглянемо можливості 
реалізації цієї моделі в пакеті Evolver (рис.5.15). 
Генетична модель (рис. 5.15) задається стандартними засобами 
Microsoft Excel. Використано умовні вхідні дані. Незважаючи на те, що в 
  335 
Evolver не накладено істотних обмежень на вид і діапазон оптимізуються 
значень, досвід роботи з цим пакетом дозволяє зробити висновок про те, що 
оптимізація проводиться швидше і ефективніше, якщо комірок, які 
оптимізуються, небагато і вони максимально наближені до представлення у 
вигляді хромосоми [158]. Оскільки дана модель спочатку будувалася в 
розрахунку на генетичну оптимізацію, дану умову в неї виконано, і 
відповідність кожної характеристики до набору груп задається одним 
числом, що знаходиться в інтервалі (0; 1). 
 
 
Рис. 5.15. Реалізація моделі оптимізації способу простору вибору 
 
Після опису базової моделі засобами Excel, необхідно задати набір 
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комірок, що змінюються, набір обмежень на проміжні значення і цільову 
комірку, яка містить значення функції пристосованості (рис. 5.16). 
 
 
Рис. 5.16. Установка параметрів генетичної моделі 
 
Після установки параметрів моделі можна перейти до установки 
параметрів генетичного алгоритму (рис. 5. 17). 
На вкладках (рис. 5.17) відкривається доступ до таких груп 
параметрів: 
параметри оптимізації – розмір популяції, спосіб генерації стартової 
популяції, ймовірність скоєння кросоверу та мутації і тому подібні;  
умови припинення роботи алгоритму – кількість поколінь, час 
рахунку, відсутність прогресу, виконання математично заданого умови, 
помилка рахунку, та їх комбінації; 
параметри візуалізації роботи алгоритму – дозволяють, чи 
забороняють динамічне відображення зміни функції пристосованості 
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алгоритму; 
виконання заданих користувачем макрокоманд на різних етапах 
роботи алгоритму. 
 
 
Рис. 5.17. Установка параметрів генетичного алгоритму 
 
Оскільки точна настройка параметрів генетичного алгоритму 
необхідна тільки для роботи зі складними просторами рішень, в даному 
випадку значення більшої частини налаштувань залишено без змін. В якості 
умов зупинки алгоритму запропоновано такі: досягнення 10000 поколінь, 
або відсутність істотних збільшень функції пристосованості протягом 
2500 поколінь. 
Результати моделювання 
При оптимізації моделі (рис 5.15) в Evolver роботу генетичного 
алгоритму було припинено після 3265 ітерацій. Причому максимальне 
значення було досягнуто вже на 764-й ітерації. Зупинка роботи алгоритму 
настала після виконання умови на відсутність істотного поліпшення значень 
цільової функції протягом 2500 ітерацій. Час розрахунків на комп'ютері з 
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процесором Intel Atom N450 (1 ГГц) склав 31 секунду.  
На рис. 5.18 показано графік зміни значень цільової функції для 
кращої хромосоми в популяції. 
 
 
Рис. 5.18. Зміна функції пристосованості в процесі роботи ГА 
 
Інформація, що наведена на рис. 5.18 в графічному вигляді, служить 
лише для наочного відображення прогресу роботи ГА. Детальна інформація 
міститься в лог-файлах роботи алгоритму. Так, на ріс. 5.19 показано вікно 
програми, що містить числові дані про прогрес значень цільової функції і 
відповідні їм значення хромосомного набору (вхідних змінних моделі).  
З аналізу ріс. 5.19 видно, що найвищі темпи збільшення значень 
цільової функції характерні для початкових етапів роботи алгоритму. Так 
вже до 277 ітерації значення ймовірності вибору КП підприємства з 
початкових 0,223 зросло до 0,82, що всього на 4% менше максимально 
досягнутого після закінчення роботи алгоритму значення – 0,855. В цілому, 
аналіз динаміки зміни значень функції пристосованості (рис. 5.18, рис. 5.19) 
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дозволяє зробити висновок про те, що простір рішень задачі є плавним і 
добре підходить для роботи генетичного алгоритму. 
 
 
Рис. 5.19. Збільшення значень функції пристосованості (за 
поколіннями) 
 
Результати оптимізації генетичної моделі показані в табл. 5.14.  
З аналізу табл. 5.14 видно, що за результатами проведеної оптимізації 
алгоритм розташував вихідні характеристики в 6 груп з 9 можливих. При 
цьому тільки по групі № 7 продукція конкурента виявляється краще, ніж 
продукція підприємства. 
Таким чином, задача формування та оптимізації рефлексивних 
впливів, при виконанні певних умов на область припустимих рішень, може 
бути формалізована за використанням сучасного інструментарію 
генетичного моделювання, що дозволяє істотно знизити вимоги до 
кваліфікації фахівців і розширити застосування рефлексивного управління в 
економіці країни. 
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Таблиця 5.14 
Результати генетичної оптимізації способу простору вибору 
Характеристика Група 
  1 2 3 4 5 6 7 8 9 
Характеристика 1 0 0 0 0 0 1 0 0 0 
Характеристика 2 0 1 0 0 0 0 0 0 0 
Характеристика 3 0 0 0 1 0 0 0 0 0 
Характеристика 4 0 0 0 0 0 0 0 0 1 
Характеристика 5 0 0 0 0 0 0 1 0 0 
Характеристика 6 0 0 0 0 0 0 1 0 0 
Характеристика 7 0 0 0 0 0 0 1 0 0 
Характеристика 8 0 0 0 0 0 1 0 0 0 
Характеристика 9 0 0 0 0 1 0 0 0 0 
Характеристика 10 0 1 0 0 0 0 0 0 0 
Характеристика 11 0 0 0 0 0 1 0 0 0 
Характеристик в групі 0 2 0 1 1 3 3 0 1 
Рейтинг підприємства 0,00 0,51 0,00 0,92 0,99 0,64 0,19 0,00 0,72 
Рейтинг конкурента 0,00 0,49 0,00 0,08 0,01 0,36 0,81 0,00 0,28 
Корисність групи  20 25 15 18 31 11 19 5 27 
 
 
5.4. Моделі пошуку ефективних рішень задач у банківській сфері 
У 2016 році українські банки поступово почали відновлення програм 
кредитування. Незважаючи на те, що це відновлення відбувається досі 
повільно, та неможливо навіть спрогнозувати, коли буде досягнуто 
передкризовий рівень видачі кредитів, вже зараз можна зробити висновок 
про істотну зміну умов роботи банківської системи. Криза спричинила ряд 
чинників, які зараз впливають на процес банківського кредитування. До них 
зокрема належать: 
– великий вантаж проблемних активів, що залишилися з кризових часів 
змушує банки встановлювати більшу відсоткову маржу між 
залученими і розміщеними ресурсами; 
– істотні зміни, що відбулися в соціальній, демографічній і трудовий 
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сферах українського суспільства, які обумовлюють необхідність 
коригування скорингових моделей аналізу кредитоспроможності 
позичальників. 
Таким чином, практично перед будь-яким українським банком стоїть 
ряд завдань, які обумовлюють підвищення якості кредитного портфеля. В 
цьому аспекті розглянемо використання запропонованих в дисертації  
підходів  до  моделювання  надійності банківських позичальників та до 
роботи із проблемною заборгованістю. 
Методи визначення надійності банківських позичальників 
Традиційно для визначення надійності позичальників комерційні 
банки використовують скорингові моделі, відомі ще з 1940-х років. 
Параметри цих моделей визначаються відповідно умовам економічного та 
соціального середовища, та за часів стабільності не потребують змін. Але 
під час постійної зміни зовнішніх умов, використання цих моделей стає 
майже неможливим, внаслідок того, що для визначення їх параметрів 
потрібна дуже велика вибірка даних, що охоплюють період з початку дії 
нових умов. Однак з початку кризи більшість українських банків практично 
не видавало нових кредитів, отже накопичити статистичну вибірку 
необхідного обсягу вони не могли. 
З іншого боку криза дозволила банкам розширити статистичну базу по 
неповернутим (дефолтним) кредитам. Це можна трактувати як позитивний 
фактор для створення нових адекватних систем аналізу кредитної установи.  
Розглянемо можливості застосування систем інтелектуального аналізу 
даних для обробки малих вибірок даних з кредитування фізичних осіб.  
Для моделювання різних конфігурацій системи визначення надійності 
банківських контрагентів використовувалася вибірка з 149 кредитних справ. 
Всі кредити були видані на термін від 6 місяців до 3-х років позичальникам 
– фізичним особам. Серед розглянутих позичальників 90 осіб (60 %) 
відносяться до категорії «дефолтних», а решта 59 (40 %) – до «нормальних». 
Деякий дисбаланс у бік «дефолтних» позичальників пояснюється 
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прагненням до підвищення надійності системи, яке в даному випадку 
досягається за рахунок деякої надмірності «помилкових» спрацьовувань. 
Вихідна вибірка містить 32 анкетних параметра по кожному кредиту. 
У той же час наявна кількість прикладів не дозволяє адекватно навчити 
ШНМ з такою кількістю входів. Отже необхідно знизити розмірність 
вхідного вектора даних. Для цього скористаємося можливостями пакета 
Deductor по кореляційному аналізу даних. 
Оскільки кореляційний аналіз можливий тільки для числових значень, 
ряд параметрів, для яких в анкетах передбачено синтаксичне опис, 
необхідно привести до числовому увазі. В даному випадку це зроблено для 
наступних параметрів: 
– стать – «чоловіча» і «жіноча» перетворено в множину {-1; 1}; 
– освіта – «середня», «спеціальна», «вища» перетворено в {1; 2; 3};  
– розташування житла – «область», «центр» перетворено в {1; 2}; 
– автомобіль – «немає», «імпортний» «вітчизняний» перетворено в  
{0; 2; 1}; 
– клас підприємства – «велике», «мале», «середнє» перетворено  
в {3; 1; 2}; 
– посада – «не керівна», «керівна» перетворено в {1; 2}. 
Крім зазначених показників, у вихідних даних присутні також  
відомості про мету кредитування, спосіб придбання житла у власність, 
галузі роботи підприємства, спеціалізації позичальника, основний напрям 
витрат. Однак перетворення і відповідно кореляційний аналіз цих даних не 
проводився, оскільки аргументовано розташувати їх на шкалі «краще-
гірше» не уявляєтья можливим. 
Результати аналізу представлено на рис. 5.20. 
З аналізу рис. 5.20 можна зробити висновок, що найсильніший зв'язок 
з кредитоспроможністю мають такі показники, як сума і термін кредиту, 
дата його видачі, середньомісячний дохід позичальника, його освіта і місце 
проживання. Значний зв'язок спостерігається також між датою видачі 
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кредиту та результатами кредитування, проте емпіричний аналіз не дає 
підстав стверджувати, що цей зв'язок збережеться надалі. Найменший 
зв'язок мають показники наявності приватної власності, зайнятості 
чоловіка / дружини, термін проживання в регіоні, наявність заміського 
будинку і прописки в тому ж районі, що і відділення банку.  
Розглянемо тепер процес аналізу даних за допомогою штучної 
нейронної мережі. Як було доведено в розділі 3 дисертації, при вирішенні 
практичних завдань доцільно побудувати кілька мереж різної конфігурації з 
тим, щоб за підсумками тестування відібрати ту, яка показала найкращі 
результати. 
 
 
Рис.  5.20. Результати кореляційного аналізу анкетних даних 
кредитопозичальників 
 
В якості базової побудуємо нейронну мережу персептронної 
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архітектури з одним прихованим шаром, що використовує в якості вхідних 
сигналів всі анкетні дані і вирішує завдання визначення якості 
позичальника як завдання регресії. З огляду на те, що у вхідний вибірці є 
дані, які представлено у вигляді множини, для їх подання використовується 
кілька нейронів замість одного. З урахуванням цього загальна кількість 
нейронів у вхідному шарі становить 44. 
При навчанні штучної нейронної мережі для навчальної вибірки було 
випадково відібрано 90% від загального обсягу даних. Решта 10% віднесені 
до тестової вибірці. Навчання проводилося протягом 10000 епох. Його 
результати при різній кількості нейронів в прихованому шарі ШНМ 
наведено в табл. 5.15. 
Таблиця 5.15 
Результати роботи ШНМ конфігурації 44-Н-1 
Кількість нейронів в 
прихованому шарі (Н) 
Розпізнавання 
навчальної вибірки 
Розпізнавання 
тестової вибірки 
2 97 % 61 % 
3 100 % 53 % 
4 100 % 53 % 
5 100 % 47 % 
 
Як видно з аналізу табл. 5.15, кращі результати на тестовій вибірці 
показала ШНМ з двома нейронами в прихованому шарі, незважаючи на те, 
що на навчальних даних її результати гірше, ніж у інших.  
В цілому ж можна відзначити, що жодна з ШНМ конфігурації 44-Н-1 
не показала достатньо хороші для практичного застосування результати. 
Причина, очевидно, полягає в недостатній кількості вхідних даних. Тому 
наступним кроком є відбір для ШНМ найбільш значущих вхідних даних, 
відповідно до результатів кореляційного аналізу (рис. 5.20). На їх підставі 
було відібрано 14 показників із кореляцією більше ніж 0.05. Результати 
навчання ШНМ на цих даних наведено в табл. 5.16. 
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Таблиця 5.16 
Результати роботи ШНМ конфігурації 14-Н-1 
Кількість нейронів в 
прихованому шарі (Н) 
Розпізнавання 
навчальної вибірки 
Розпізнавання 
тестової вибірки 
2 97 % 80 % 
3 96 % 86 % 
4 100 % 86 % 
5 100 % 73 % 
 
Як видно з аналізу табл. 5.16, найкращі результати показала ШНМ з 
конфігурацією 14-4-1, тобто з чотирма нейронами в прихованому шарі. Її 
структуру наведено на рис. 5.21. 
 
 
Рис.  5.21. Структура ШНМ, в конфігурації 14-4-1 
 
Динаміка зміни показників процесу навчання даної нейронної мережі 
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показана на рис. 5.22. 
Аналіз графіка зміни середньої помилки на тестової вибірці (рис. 5.22) 
дає можливість зробити висновок, що ця помилка досягає мінімуму 
приблизно після закінчення 3500 епох, після чого починає збільшуватися. 
Можна припустити, що саме на цьому рівні досягається найкраща структура 
зв'язків ШНМ, після чого розпочинається шкідливий процес перенавчання. 
 
 
Рис. 5.22. Процес навчання ШНМ у конфігурації 14-4-1  
протягом 10000 епох 
 
Для перевірки цього припущення тривалість навчання було скорочено 
до 3500 епох. Динаміка зміни показників процесу навчання для даного 
випадку наведена на рис. 5.23. 
Результати, які наведено на рис. 5.23, показують, що своєчасне 
припинення навчання ШНМ дозволило поліпшити якість аналізу 
позичальників. Фактично мережа не змогла розпізнати тільки один приклад 
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з тестової множини, причому в даному випадку «нормальний» позичальник 
був віднесений до класу «дефолтних», що відповідає задекларованої раніше 
орієнтації на підвищення надійності системи аналізу. ШНМ в даній 
конфігурації вже може бути використана у складі комбінованої скорингової 
системи. 
Розглянемо можливість використання в задачі аналізу кредитного 
ризику інших варіантів архітектури ШНМ. 
 
 
Рис. 5.23. Процес навчання ШНМ конфігурації 14-4-1 протягом 3500 епох 
 
У табл. 5.17 наведено результати роботи нейронної мережі, що 
вирішує задачу класифікації. 
На виході такої ШНМ знаходиться два нейрона, які активуються 
відповідно «дефолтного» чи «нормального» прогнозу по представленим для 
аналізу даних. 
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Таблиця 5.17 
Результати роботи ШНМ конфігурації 17-Н-2 
Кількість нейронів в 
прихованому шарі (Н) 
Розпізнавання 
навчальної вибірки 
Розпізнавання 
тестової вибірки 
2 93 % 86 % 
3 95 % 86 % 
4 98 % 93 % 
5 100 % 80 % 
6 100 % 80 % 
 
Як видно з табл. 5.17. в цілому настройка ШНМ на рішення завдання 
класифікації також дозволяє отримати гарні результати. При цьому 
ефективність кращої з конфігурацій 17-4-2 еквівалентна результатами 
регресійній мережі 14-4-1 (табл. 5.16). Однак поліпшити розпізнавання за 
рахунок зміни параметрів алгоритму навчання в даному випадку не вдалося.  
Проте, стабільність представлених в табл. 5.17 результатів для різних 
конфігурацій ШНМ свідчить про високий потенціал такої архітектури. 
Подальша емпірична оптимізація ШНМ дозволила за рахунок видалення зі 
структури вхідних даних параметрів «Стать» і «Земельна ділянка» отримати 
наступні результати (табл. 5.18): 
Таблиця 5.18 
Результати роботи ШНМ конфігурації 13-Н-2 
Кількість нейронів в 
прихованому шарі (Н) 
Розпізнавання 
навчальної вибірки 
Розпізнавання 
тестової вибірки 
2 92 % 93 % 
3 99 % 93 % 
4 100 % 100 % 
5 99 % 93 % 
 
Як видно з табл. 5.18, у даному випадку вдалося досягти 
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стовідсоткової ідентифікації вхідних даних як з навчальною, так і з тестової 
вибірки. Динаміка зміни показників процесу навчання даної нейронної 
мережі в цілому відповідає рис. 5.23, проте мінімум помилки на тестовій 
вибірці, який відповідає оптимальному моменту закінчення процесу 
навчання, настає після 4500 епох. Граф мережі показаний на рис. 5.24. 
Хоча штучна нейронна мережа, показана на рис. 5.24 дозволяє 
вирішити поставлене завдання аналізу кредитного ризику, на практиці може 
виникнути необхідність використання інших методів аналізу даних. 
Розглянемо можливість дискримінантного аналізу кредитного ризику за 
допомогою дерев прийняття рішень. 
 
 
Рис. 5.24. Структура ШНМ в конфігурації 13-4-2 для вирішення  
задачі класифікації  
 
Можливості аналітичної платформи Deductor дозволяють формувати 
дерева прийняття рішень із допомогою  таких поширених алгоритмів, як  
CART і C4.5. 
Алгоритм CART дозволяє працювати як з дискретним, так і з 
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неперервним набором даних і відповідно вирішувати завдання як 
класифікації, так і регресії. До його недоліків відноситься можливість 
побудови тільки бінарних дерев рішень, тобто таких, в яких кожен вузол 
дерева має тільки два виходи – «так» і «ні». Це накладає певні обмеження 
на клас вирішуваних завдань і крім того призводить до збільшення розміру 
дерева. 
Алгоритм C 4.5 працює тільки з дискретними даними й відповідно 
підходить тільки для вирішення задач класифікації. Однак при роботі цей 
алгоритм може будувати дерева рішень з необмеженою кількістю гілок у 
кожному вузлі, що в підсумку дозволяє отримати більш компактні рішення. 
Для роботи алгоритму C4.5, слід дотримуватись таких умов:  
– кожен елемент вхідного набору даних повинен бути асоційований з 
одним з визначених класів; 
– кожен приклад повинен однозначно ставитися тільки до одного з 
класів; 
– кількість класів має бути значно меншою за кількість записів у вхідній 
вибірці. 
Зрозуміло, що дані по позичальниках банку, які було використано 
вище для побудови ШНМ, відповідають всім переліченим вимогам, 
оскільки відносяться тільки до двох класів ( «нормальні» і «дефолтні»). 
Крім того сама задача аналізу кредитоспроможності, як визначено вище, 
добре вирішується саме як завдання класифікації. 
Можливості аналітичної платформи Deductor дозволяють здійснити 
побудову дерев прийняття рішень як в інтерактивному, так і в 
автоматичному режимах. При цьому важливою особливістю алгоритму 
C 4.5 є автоматичне відсіювання незначущих даних, що дозволяє уникнути 
трудомісткої процедури попереднього аналізу значущості. 
Результат автоматичного побудови дерева рішення для задачі аналізу 
кредитного ризику і прийняття рішення про видачу кредиту показано на 
рис. 5.25. 
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Результати застосування дерева рішень, показаного на рис. 5.25 
показано в табл. 5.19. 
Як видно з аналізу табл. 5.19, в порівнянні зі штучною нейронною 
мережею алгоритм побудови дерева рішень зробив набагато більше 
помилок при класифікації позичальників. Так 4 «дефолтних» позичальника 
були класифіковані як «нормальні» (помилка хибного пропуску). У той же 
час 11 «нормальних» позичальників були віднесені до категорії 
«дефолтних» (помилка хибного спрацювання). 
 
 
Рис. 5.25. Дерево рішення задачі класифікації позичальників 
 
Таблиця 5.19 
Спряженість результатів класифікації позичальників при використанні 
дерева прийняття рішень 
 Класифіковано 
Фактично Дефолтний Нормальний Загалом 
Дефолтний 86 4 90 
Нормальний 11 48 59 
Всього  97 52 149 
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Хоча показані результати не дають переваги деревам рішень, в 
порівнянні з ШНМ, правила, які сформульовано алгоритмом (рис. 5.25) є 
інтуїтивно-зрозумілими і можуть бути використані для вдосконалення 
класичних скорингових моделей. Крім того вони легко відтворюються за 
допомогою програмного забезпечення загального призначення, включаючи 
пакет Microsoft Office, і тому дана модель може застосовуватися під час 
відсутності спеціалізованого програмного забезпечення для моделювання 
нейронних мереж. 
Розглянемо тепер процедуру розв'язання задачі оцінки 
платоспроможності позичальника в постановці завдання кластеризації. Для 
побудови ШНМ такої структури, скористаємося апаратом 
самоорганізаційних штучних нейронних мереж (мереж Кохонена). 
Як і персептрони, мережі Кохонена також чутливі до співвідношення 
розмірності вхідного вектора даних і кількості прикладів в навчальній 
вибірці. Тому в умовах нестачі даних, для аналізу необхідно 
використовувати найбільш значущі параметри. 
Побудуємо самоорганізаційну мережу на основі того ж набору даних, 
що і для кращої з ШНМ персептронної архітектури, які розглянуто вище 
(див. рис. 5.24). 
Оберемо наступні параметри мережі: розмірність ШНМ – 10х10, 
розмір навчальної вибірки – 100 % від вхідних даних, період навчання - 
15000 епох. Інші параметри залишимо стандартними. 
Результати навчання можна простежити по матриці спряженості, яка 
відображає кількість правильно і неправильно класифікованих прикладів 
(табл. 5.20).  
Аналіз результатів, з табл. 5.20 показує, що загальна помилка в мережі 
даної конфігурації навіть більше, ніж показана деревами рішень. Із 
149 прикладів вхідний вибірки ШНМ неправильно класифікувала 29, що 
становить 19,4 %. Але помилка хибного пропуску склала всього 3 
позичальника. Спробуємо поліпшити якість прогнозу за рахунок оптимізації 
  353 
структури вхідних даних. 
 
Таблиця 5.20 
Спряженість результатів класифікації позичальників в мережі SOM-1 
 Класифіковано 
Фактично Дефолтний Нормальний Загалом 
Дефолтний 87 3 90 
Нормальний 26 33 59 
Всього  113 36 149 
 
Засоби аналізу пакету Deductor дають можливість оцінити значимість 
різних показників з вхідного вектору інформації мереж Кохонена. Після 
видалення найменш значущих показників, до яких система віднесла освіту 
позичальника і займану ним посаду, та перенавчання мережі матриця 
пов'язаності набрала вигляд, показаний в табл. 5.21. 
 
Таблиця 5.21 
Спряженість результатів класифікації позичальників в мережі SOM-2 
 Класифіковано 
Фактично Дефолтний Нормальний Загалом 
Дефолтний 85 5 90 
Нормальний 18 41 59 
Всього  103 46 149 
 
Як можна зробити висновок з аналізу табл. 5.21, після оптимізації 
структури вхідних даних мережу стала правильно розпізнавати більший 
відсоток прикладів, зробивши загалом 23 помилки, замість 29 у 
попередньому випадку. Однак кількість помилок хибного пропуску 
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збільшилася з 3 до 5. 
На наступній ітерації спробуємо ще більше зменшити розмірність 
вхідних вибірки, виключивши з неї менш значущі показники, до яких 
система на цей раз віднесла площа квартири і розташування житла. Таким 
чином, у складі вхідних даних залишилися такі параметри, як сума кредиту; 
строк кредиту; вік позичальника; середньомісячні витрати позичальника; 
термін експлуатації машини; кількість утриманців; громадянський стан.  
В результаті навчання отримуємо ШНМ, матрицю пов'язаності якої 
наведено в табл. 5.22. 
 
Таблиця 5.22 
Спряженість результатів класифікації позичальників в мережі SOM-3 
 Класифіковано 
Фактично Дефолтний Нормальний Загалом 
Дефолтний 88 2 90 
Нормальний 17 42 59 
Всього  105 44 149 
 
Аналіз даних в табл. 5.22 і їх порівняння з табл. 5.21 і 5.20 показує, що 
в даному випадку результати кластеризації покращено. Невірно було 
класифіковано 19 позичальників з 149, що склало 12,75 %. При цьому 
помилка хибного пропуску спостерігається всього по двом позичальникам, 
що краще, ніж результат, який показано деревами рішень. Проте це значно 
гірше, ніж ефективність персептронних ШНМ. 
Порівняльний аналіз розглянутих моделей і методів інтелектуальної 
оцінки платоспроможності позичальників дає підстави стверджувати, що 
при наявних вихідних даних оптимальним рішенням для системи 
автоматизованого аналізу кредитоспроможності є застосування 
персептронних ШНМ, які побудовано для вирішення задачі класифікації. 
Решта методів аналізу, які було розглянуто, в цих умовах дали гірші 
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результати, однак вони можуть бути використані для отримання додаткової 
інформації про позичальника та про значущість анкетних даних для 
вдосконалення існуючих методів аналізу кредитоспроможності . 
Методи ранжирування боржників в рамках колекторського скорингу 
Актуальним завданням для комерційних банків є розробка методів 
оцінки та правильного угруповання боржників з метою з'ясування 
оптимальної моделі роботи з кожним з них, зокрема: 
– на кого з боржників направити більше зусиль і  застосувати 
реструктуризацію умов кредиту; 
– які борги доцільно стягувати в судовому порядку; 
– які кредити можна відразу віддавати на аутсорсинг третій стороні.  
Вирішення цього завдання дозволить банкам оптимізувати роботу 
служб по стягненню боргів і call-центру, виробити оптимальну стратегію 
роботи з проблемними кредитами, підвищити оперативність прийняття 
рішень, знизити витрати, пов'язані з неповерненням простроченої 
заборгованості і в результаті збільшити прибуток роздрібного сегмента 
кредитування. 
Однім з найпростіших, але популярних методів є використання 
деякого набору жорстко заданих однофакторних бізнес-правил для 
відсікання боргів, недоцільних для подальшої обробки. Одним з таких 
факторів є сума боргу. Так, якщо заборгованість позичальника невелика і  
дохід від стягнення боргу не покриває очікувані витрати на це стягнення, то 
проводити стягнення недоцільно. Так, при заборгованості не більше 100 
грн, банк може обмежитися одним дзвінком - нагадуванням клієнту, після 
чого в разі непогашення списати кредит як безнадійний. Іншим подібним 
чинником є термін появи заборгованості. Вважається, що чим більше період 
прострочення, тим нижча ймовірність повернення боргу, так що стягнення 
заборгованості після деякого терміну прострочення є недоцільним, оскільки 
витрати можуть виявитися більше ніж імовірна сума повернутого боргу.  
Недоліком таких однофакторних моделей є вкрай обмежена сфера їх 
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застосування 
Для оцінки ймовірності відновлення клієнтом платежів по кредиту 
банками також можуть використовуватися скорингові моделі, а саме їх 
різновиди, що відносяться до класу моделей колекторського скорингу.  
Моделі колекторського скорингу оцінюють можливості повного або 
часткового повернення кредиту позичальником при порушенні ним термінів 
погашення заборгованості. Колекторський скоринг здійснюється як під час 
так і після закінчення кредитного періоду. 
Відзначимо, що набір даних, що використовуються в різних видах 
скорингу, може відрізнятися. Так, в колекторському скорингу можуть і 
повинні використовуватися додаткові відомості про позичальника, які банк 
отримує протягом кредитного періоду. Наприклад, набір вхідних даних для 
скорингової моделі може містити наступні групи параметрів:  
– параметри кредиту: прострочена заборгованість (тіло, відсотки, 
пеня), початкова сума кредиту, термін, дата видачі, щомісячний 
платіж; 
– параметри позичальника: вік, стать, соціальний статус, регіон, 
наявність власності; 
– поведінкові параметри: термін прострочення, кількість платежів до 
першої прострочення, інформація з БКІ; 
– колекторські параметри: час від моменту прострочення до початку 
роботи по стягненню, проведений план заходів, наявність виконавчого 
листа; 
– розрахункові параметри: структура заборгованості (відсотки / 
основний борг), частка виплаченої заборгованості (сума платежів / 
розмір кредиту), давність прострочення (прострочена заборгованість / 
щомісячний платіж). 
Вихідним параметром в моделях колекторського скорингу може бути 
взятий факт відновлення платежів, оскільки саме ця мета повинна ставитися 
банком на даному етапі. 
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У найпростішому випадку прострочені кредити в рамках 
колекторського скорингу можна ранжирувати в порядку убування 
ймовірності повернення. Однак більш доцільним, з економічної точки зору, 
є ранжирування по спадаючій очікуваної суми повернення, яку можна 
розрахувати, як добуток імовірності повернення на суму боргу (5.15): 
 
0sps ii  , (5.15) 
де  si – сума заборгованості по i-му кредиту,  
s0 – витрати на колекторські заходи по одному кредиту,  
pi – імовірність повернення  i-го кредиту. 
 
Розглянемо реалізацію колекторського скорингу на основі моделі 
логістичної регресії. В якості вхідних даних взята довільна вибірка з 
портфеля прострочених споживчих кредитів КБ Приватбанк, платежі за 
якими були припинені позичальниками. З кожним з позичальників у вибірці 
банком була проведена колекторська робота, результати якої (відновлення 
або невідновлення платежів протягом року після проведення роботи) також 
відображені у вхідних даних. 
Зважаючи на відносно невеликий обсяг вибірки (500 записів) по 
кожному з позичальників аналізувалися тільки 7 параметрів - стать і вік 
позичальника, сума прострочення, сума разового платежу на момент 
припинення виплат по кредиту, сума кредиту, відомості про відновлення 
платежу, а також розрахунковий параметр - відношення суми прострочення 
від суми чергового платежу. У розглянутій вибірці успіх колекторських 
заходів досягнуто банком в 79 із 500 випадків. Витяг з набору вхідних 
даних приведений в табл. 5.23.  
Для аналізу вибірки було створено програмне забезпечення, що 
реалізує побудова і використання моделі бінарної логістичної регресії на 
основі аналітичної платформи Deductor. Логістична регресія є різновидом 
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множинної регресії, за допомогою якої можна оцінювати вірогідність того, 
що подія настане для конкретного випробування [199]. 
 
Таблиця 5.23 
Витяг з вхідних даних для визначення колекторського рейтингу 
№ 
зп 
Стать 
0=«ж» 
1=«ч» 
Вік, 
років 
Сума 
простр.,  
грн. 
Платіж,  
грн 
Простр 
/  
Платіж 
Сума 
кред,  
грн 
Відновл. 
платежу 
0=«ні» 
1=«так» 
1 0 43 2165 980 2,21 6400 1 
2 0 43 5295 1080 4,90 6600 0 
3 0 43 16663 1700 9,80 17250 0 
4 0 43 6816 1730 3,94 8800 0 
5 0 43 5062 1290 3,92 16600 0 
6 0 43 8030 1580 5,08 16600 0 
7 0 43 8430 1670 5,05 16100 0 
8 0 43 14630 1330 11,00 16000 0 
9 0 43 12275 2190 5,61 25700 0 
10 1 43 5136 1860 2,76 19800 0 
11 1 43 17743 3620 4,90 35900 0 
12 0 43 13195 4140 3,19 45100 1 
13 0 44 2371 500 4,74 2600 0 
14 0 44 478 230 2,08 5900 1 
15 0 44 3279 510 6,43 8000 0 
 
При прогнозуванні бінарних подій в модель логістичної регресії 
вводиться додатковий параметр - поріг відсікання. При цьому мається на 
увазі, що модель прогнозує настання події, якщо значення ймовірності 
перевищує порогове значення і навпаки. У колекторському скорингу під 
випробуванням будемо розуміти проведення колекторської роботи, а в 
якості залежного параметра поле «Відновлення платежу». 
Побудова бінарної логістичної моделі в системі Deductor є 
інтерактивним. Результати моделювання можуть бути проаналізовані 
декількома способами. Розглянемо їх. 
1. ROC-аналіз проводиться за допомогою таких інструментів, як ROC-
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крива і крива балансу. ROC-крива показує співвідношення кількості вірно 
класифікованих позитивних прикладів і невірно класифікованих негативних 
прикладів, в залежності від значення порога відсікання [117]. Залежно від 
нього в логістичній регресійній моделі виходять різні величини помилок 
першого і другого роду. Важливим параметром в ROC-аналізі є площа під 
кривою. При візуальному аналізі переважно зіставляють взаємне 
розташування положення двох і більше ROC-кривих. 
ROC-крива моделі логістичної регресії, побудованої в рамках 
колекторського скорингу, наведена на рис. 5.26. Для порівняння на цьому ж 
графіку відображена ROC-крива для «наївної» моделі (пряма лінія). 
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Рис. 5.26. ROC-аналіз моделі логістичної регресії 
 
Як видно з аналізу рис. 5.26, отримана модель дозволяє скоротити 
невизначеність при ухваленні рішення про проведення колекторського 
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скорингу. Площа під кривою AUC становить 67 %, що на 17 % більше, ніж 
при випадковому виборі кредитних договорів для проведення 
колекторських заходів. 
2. Аналіз коефіцієнтів регресії дозволяє побічно визначити значимість 
даних, використовуваних у регресійній моделі. В аналітичній платформі 
Deductor крім базових коефіцієнтів розраховується також показник 
«Ставлення шансів», який показує, у скільки збільшується шанс настання 
події при наявності даної ознаки, в порівнянні з його відсутністю. Аналіз 
значень даного показника дозволив виявити, що вагоме значення для 
логістичної регресійної моделі має стать позичальника, причому чоловіки 
краще відгукуються на проведення колекторських заходів, ніж жінки. 
Також можна відзначити високу значимість параметра 
«Прострочення/Платіж», який відображає давність виникнення 
заборгованості. Так, статистично, збільшення прострочення на 1 місяць 
знижує ймовірність успішного стягнення боргу на 6,3 %. 
3. Аналіз «What-If» дозволяє виявити залежність ймовірності 
відновлення платежу по окремому кредиту від зміни будь-якого з 
параметрів моделі, при зафіксованих інших. Аналіз може здійснюватися як 
для вже наявної в базі даних інформації, так і для нововведених даних. На 
рис. 5.27 показана залежність ймовірності відновлення платежів від 
величини щомісячного внеску по одному з позичальників, для якого 
виконання колекторських заходів не привело до відновлення 
обслуговування боргу. З рис. 5.27 видно, що згідно з даними моделі 
логістичної регресії, зменшення суми чергового платежу для цього 
позичальника призведе до збільшення ймовірності відновлення платежу.  
Таким чином, використання інструменту «What-If» в моделі бінарної 
логістичної регресії дозволяє не тільки аналізувати дані користувачів 
кредитами, а й виявляти потенційну ефективність заходів щодо 
реструктуризації кредиту. 
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Рис. 5.27. Аналіз факторів відновлення платежів по кредиту  
із допомогою інструменту «What-If». 
 
4. Аналіз таблиці спряженості проводиться з метою визначення 
ефективності і достовірності виробленої класифікації. Втім слід зазначити 
що в колекторському скорингу висока спряженість результатів не 
відноситься до найважливіших показників ефективності аналізованої 
моделі. 
5. Lift-крива є інструментом, який дозволяє вирішити одне з найбільш 
важливих завдань колекторського скорингу – вибір методу найбільш 
ефективного ранжирування кредитних справ, що дозволяє в першу чергу 
проводити роботу з позичальниками, для яких очікувана сума повернення, 
або ймовірність повернення боргу є найбільшими. Lift-крива 
інтерпретується, як показник, що відображає збільшення числа відгуків 
щодо числа дій. При побудові Lift-кривої вибірка упорядковується по 
спадаючій ймовірності позитивного події. Після цього на графіку по 
горизонталі відкладається розмір вибірки у відсотках від загального числа 
спостережень, а по вертикалі фіксується кількість позитивних результатів, 
взяте наростаючим підсумком. Розглянемо Lift-криву побудованої моделі і 
порівняємо її з роботою моделі, заснованої на використанні найбільш часто 
зустрічається в роботі колекторів критерію сортування - часу прострочення 
платежу (рис. 5.28). 
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Рис. 5.28. Lift-криві моделей логістичної регресії і сортування по 
терміну прострочення. 
 
Як видно з аналізу рис. 5.28, при обробці відносно невеликої частки 
кредитних справ, ефективність методу сортування кредитів за терміном 
прострочення еквівалентна ефективності моделі логістичної регресії, але із 
збільшенням кількості оброблених кредитів, модель логістичної регресії 
демонструє все більшу ефективність. Так, для того, щоб провести роботу з 
половиною боржників, які потенційно можуть відновити виплати по 
кредиту, з використанням моделі логістичної регресії необхідно обробити 
32,4 % кредитних справ, а при сортуванні заявок по терміну прострочення - 
36% кредитних справ. Для порівняння, при використанні «наївної моделі», 
тобто випадковому виборі позичальників, для отримання такого ж ефекту 
необхідно обробити 50 % кредитних справ. Порівняльний аналіз 
ефективності на всіх даних може бути проведений шляхом обчислення 
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площі під Lift-кривими. Так для логістичної регресії це показник становить 
64,46 %, що на 6.56 п.п. більше, ніж у методу сортування кредитів за 
тривалістю прострочення (57,9 %). Це означає можливість зменшення 
витрат банку на проведення колекторських заходів на 11,4 % при 
збереженні їх ефективності. Саме таке скорочення витрат слід розглянути з 
позицій отримання економічного ефекту. 
Витрати банку на проведення колекторських заходів складаються із 
витрат на утримання Call-центру (зокрема, утримання приміщення, купівля 
обладнання і програмного забезпечення, обслуговування каналів зв'язку, 
заробітна плата персоналу), витрати, пов'язані з діяльністю кредитних 
експертів (зокрема, перевірка застави, транспортні витрати, оплата праці), 
витрати на юридичні послуги (складання позовних заяв, оплата послуг 
адвокатів, судові витрати), інші адміністративні витрати. Оскільки точне 
визначення таких витрат за кожним кредитом існуючими методами 
бухгалтерського обліку пов'язане з великими труднощами, банки зазвичай 
обмежуються усередненими оцінками. Так, у ПриватБанку для споживчого 
кредитування значення цього показника по відношенню до суми кредиту 
оцінюється, як 1:8. 
Розглянемо, яка ефективність може бути отримана від використання 
запропонованого методу в Маріупольській філії ПриватБанку.  
Загальний обсяг прострочених споживчих кредитів, термін 
прострочення за якими не перевищує 2 років, оцінюється філією в суму 
106500 тис. грн. З урахуванням наведеного вище співвідношення, сума 
витрат на проведення колекторських заходів за такими кредитами складає 
13312 тис. грн. 
Для остаточного розрахунку економічного ефекту, отриману вище 
теоретичну оцінку ефективності використання моделі логістичної регресії, 
для використання на практиці зменшимо у 2 рази, що складе 5,7 %. Таким 
чином, економічний ефект від використання запропонованої моделі 
ранжирування кредитних договорів в колекторському скорингу становить:  
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13315 тис. грн *
%100
%7.5
 =759 тис. грн. 
 
Враховуючи вартість програмного забезпечення, яка, згідно з 
офіційними даними виробника аналітичної платформи Deductor, 
еквівалентна 18 тис. грн. [214], можна обчислити загальний розрахунковий 
економічний ефект від реалізації моделі управління роботою з проблемною 
заборгованістю по споживчих кредитах, який  складе 741 тис. грн, що 
підтверждується відповідною довідкою про впровадження результатів 
дослідження (Додаток А). 
Таким чином, запропонований метод, який засновано на використанні 
моделі логістичної регресії, дозволяє, на відміну від набору жорстко 
заданих бізнес-правил, більш ефективно розподілити ресурси банку по 
роботі з проблемною заборгованістю (call-центр, експерти з кредитування 
та роботі з проблемною заборгованістю і тому подібне), направляючи їх на 
позичальників з проблемними кредитами в порядку убування ймовірності 
повернення кредиту. Ще більш підвищити ефективність колекторських 
заходів можна, використовуючи як критерій сортування не ймовірність, а 
очікувану ефективність заходу, яка залежить від імовірності і суми боргу.  
У той же час, ефективним таке ранжирування може бути визнано 
тільки при роботі з відносно невеликими сумами кредитної заборгованості, 
тобто з традиційними споживчими кредитами, де витрати на проведення 
колекторської роботи можна порівняти з очікуваною ефективністю заходів. 
Що ж стосується кредитів на великі суми (кредити юридичним особам, 
іпотечне та автокредитування), то в цьому випадку навіть при мінімальній 
ймовірності відновлення позичальником платежів за кредитом, очікувана 
ефективність заходу перевищує витрати банку на його проведення, що 
робить доцільним проведення колекторської роботи з усіма 
позичальниками. 
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5.5. Методи імплементації результатів дослідження в учбовий 
процес вищого навчального закладу 
У зв'язку з переходом людства в нову постіндустріальну епоху 
розвитку, в суспільстві почалися і в найближчі десятиліття отримають 
розвиток процеси, які радикальним чином змінять самі принципи його 
існування. Цей перехід також буде супроводжуватися змінами в сфері 
освіти, що вимагає вчасної та якісної підготовки відповідних вимогам 
даного часу фахівців. 
Вже зараз очевидно, що в будь-якій сфері інтелектуальної праці 
неминучим є збільшення обсягів оброблюваної інформації. Тому навички 
роботи з даними, знайомство з методами аналізу і обробки інформації має 
стати обов'язковою частиною навчальної програми студентів усіх 
спеціальностей, у тому числі спеціальності циклів соціальних і 
поведінкових наук (шифр галузі 05), а також управління і адміністрування 
(шифр галузі 07). Дійсно, згідно з постановою Кабінету міністрів України 
№ 266 від 29 квітня 2015 р. до зазначених галузей знань відносяться 
наступні: 
051 – економіка; 
052 – політологія; 
053 – психологія; 
054 – соціологія; 
055 – міжнародні відносини, суспільні комунікації та регіональні 
студії; 
056 – міжнародні економічні відносини; 
071 – облік і оподаткування; 
072 – фінанси, банківська справа та страхування; 
073 – менеджмент; 
074 – публічне управління та адміністрування; 
075 – маркетинг; 
076 – підприємництво, торгівля та біржова діяльність. 
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У рамках кожної з зазначених спеціальностей існують задачі, що 
пов’язані із аналізом значних обсягів даних, прогнозуванням показників 
розвитку, угрупуванням інформації та іншими, серед яких є й ти, що 
розглядалися в даному дослідженні. 
Розглянемо методи імплементації результатів дослідження в учбовий 
процес вищого навчального закладу на прикладі спеціальності 072 – 
фінанси, банківська справа та страхування.  
Згідно з освітньо-професійною програмою першого (бакалаврського) 
рівня вищої освіти, до фахових компетентностей спеціальності відносяться 
наступні1: 
ФК1  –  загальноекономічна  –  здатність  використовувати  економічні 
закони  і  категорії,  закономірності  та  принципи  ринкової  економіки, 
теорію і практику функціонування фінансів банків, страхових компаній в 
сучасних економічних умовах,  чинне   законодавство  у  своїй  практичній 
діяльності,  використовувати  основні  методи  макро-  та 
мікроекономічного аналізу для розв’язання професійних задач;  
ФК2 – організаційна – здатність організувати професійну діяльность в 
колективі;  уміння  формулювати  і  делегувати  професійні  завдання; 
уміння  взаємодіяти  з  іншими  особами  для  досягнення  прийнятних 
рішень у професійних питаннях;  
ФК3  –  аналітична  –  здатність  здійснювати  аналітичну  обробку 
економіко-фінансової інформації фінансової  звітності  з  метою  оцінки  
ефективності  функціонування економічних  об’єктів;  здійснювати  аналіз  
результатів  діяльності; розв’язувати нестандартні задачі;  
ФК4 – управлінська – здатність ефективно управляти фінансово-
господарською діяльністю підприємств, страхових компаній та інших 
фінансово-кредитних установ;  
ФК5  –  універсальна  –  здатність  застосовувати  знання  на  
                                           
1
 Освітньо-професійна програма «Фінанси і кредит» першого (бакалаврського) рівня вищої 
освіти за спеціальністю 072 «Фінанси, банківська справа та страхування» галузі знань 07 «Управління та 
адміністрування». – Затверджено вченою радою ДВНЗ «ПДТУ», протокол № 14 від «26» травня 2016 р. 
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практиці; уміння планувати та розподіляти час; здатність до прийняття 
рішень; здатність  до  аналізу  та  порівняння  отриманої  інформації  з  
іншими джерелами;  навики  роботи  з  комп’ютером;  дослідницькі  навики; 
базові  знання  в  галузі,  необхідні  для  освоєння  дисциплін;  базові 
уявлення про процеси в суспільстві. 
Як можна побачити з наведеного переліку, з 5 фахових 
компетентностей 3 (ФК1, ФК3, ФК5) так чи інакше містять посилання на 
володіння методами обробки даних, аналізу інформації та прийняття рішень 
на її основі.  
В освітньо-професійній програмі другого (магістерського) рівня вищої 
освіти за тією ж спеціальністю до таких можна віднести принаймні 
7 компетентностей с 181 :  
ФК2  –  здатність  прогнозувати  економічні  процесі  у  сфері  
фінансових, банківських і страхових відносин;  організовувати процеси 
формування і використання  бюджетів  (кошторисів)  різних  рівнів;  
забезпечувати ефективне фінансове управління, порядок фінансового 
планування, обліку і звітності на підприємствах, в організаціях і установах;  
ФК5  –  здатність  проводити  дослідження  економічних процесів,   
фінансових відносин,  зовнішнього  і  внутрішнього  середовища  суб’єктів 
господарювання, наукових основ організації фінансового управління, 
здійснювати  аналіз результатів  дослідження  та  розроблювати  
рекомендації  щодо  їх упровадження; 
ФК7 – здатність формувати та використовувати фінансову інформацію  
для  прийняття  обґрунтованих  управлінських  рішень  на  всіх  рівнях 
управління  в  цілях  підвищення  ефективності,  результативності  та 
соціальної відповідальності бізнесу; 
ФК9  –  здатність  застосовувати  теоретичні,  методичні  і  практичні  
                                           
1
 Освітньо-професійна програма «Фінанси, банківська справа та страхування» другого 
(магістерського) рівня вищої освіти за спеціальністю 072 «Фінанси, банківська справа та страхування» 
галузі знань 07 «Управління та адміністрування». – Затверджено вченою радою ДВНЗ «ПДТУ», 
протокол № 14 від «26» травня 2016 р. 
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підходи  щодо  організації  фінансової  діяльності  та  оптимізації 
фінансових результатів; 
ФК  11  –  здатність  застосовувати  методи  і  методики  аналітичного 
забезпечення  сучасних  систем  менеджменту  з  урахуванням  стратегії 
розвитку  економічних суб’єктів в умовах невизначеності,  ризику; 
ФК17  – здатність  застосовувати  загальнонаукові  та спеціальні  
методи наукових  досліджень,  спрямовані  на  пізнання  досліджуваних 
економічних явищ і процесів; 
ФК18  –  Здатність  застосовувати  отримані  нові  знання  й  практичні 
пропозиції  для  розв’язання  комплексних  проблем  у  сфері  фінансів, 
банківської  справи  та  страхування,  а  також  адаптувати  їх  до  умов 
змінного середовища та вимог сталого розвитку. 
Таким чином, декларується високий ступінь здібностей випускників 
ВНЗ до застосування інноваційних методів аналізу економічної інформації 
та прийняття рішень. На це також прямо вказує перелік програмних  
результатів навчання1, серед яких можна відмітити наступні: 
РН4 –  Володіти  інноваційними  технологіями,  обґрунтовувати  вибір  
та пояснювати  застосовування  нової  методики  підготовки  і  надання 
економічної і фінансової  інформації  для  потреб  управління  економічним 
суб’єктом; 
РН8 –  Ідентифікувати  та  здійснювати  аналіз  внутрішніх  та  
зовнішніх чинників,  що  мають  вплив  на стратегію і фінансові результати    
діяльності  економічних суб’єктів та визначають їх економічну поведінку;  
РН9 – Аналізувати економічну, фінансову та іншу інформацію для 
формування релевантної інформації в цілях прийняття управлінських 
рішень; 
РН13 – Застосовувати наукові методи досліджень у сфері фінансів, 
банківської справи  та  страхування  і  оподаткування  та  імплементувати  
їх  у професійну діяльність та господарську практику; 
                                           
1
 Там же 
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РН20 – Моделювати  застосування  методів  наукових  досліджень  для  
аналізу закономірностей  і  тенденцій  розвитку  основних  напрямів  
розвитку фінансів, банківської справи та страхування. 
Однак, аналіз компонент освітньо-професійної програми та їх логічної 
послідовності показує, що серед дисциплін, що входять до обов’язкової 
компоненти підготовки тільки на рівні бакалавра студенти на 
прослуховують курс економіко-математичного моделювання, який включає 
дисципліни з вивчення класичних моделей економетрики та оптимізаційних 
методів і моделей. Обидві дисципліни включають розгляд лише класичних 
лінійних моделей та прослуховуються впродовж другого року навчання, 
разом із дисциплінами фундаментальної, природничо-наукової та 
загальноекономічної підготовки.  
Таким чином студенти не мають можливості зв’язати отриману 
інформацію та навички моделювання економічних систем і процесів із 
практичними завданнями, які вивчаються в рамках дисциплін з їх 
професійної підготовки на третьому та четвертому курсах. В той же час 
відомо, що знання, які отримуються ізольовано від решти досвіду людині 
засвоюються вкрай неефективно [194].  
Серед тих дисциплін, що входять до вибіркової компоненти на рівні 
бакалавру слід відмітити навчальну дисципліну «Інформаційні системи і 
технології у фінансах», що вивчається на четвертому курсі. Однак, більша 
частина даного курсу відведена під знайомство із системи автоматизації 
різноманітних фінансових установ – податкової служби, Держказначейства 
України, страхових компаній, банків, тощо.  
На рівні магістру до вибіркової компоненти входить дисципліна 
«Математичне моделювання», в рамках якої студенти мають отримувати 
знання про сучасні методи моделювання та навички їх використання. Але 
внаслідок практично повної відсутності базових знань, даний курс по суть є 
прискореним повтором дисциплін економіко-математичного моделювання, 
які прослуховувалися на три роки раніше. 
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Таким чином, наявна система підготовки бакалаврів та магістрів за 
спеціальністю 072 «Фінанси, банківська справа та страхування» не 
спроможна забезпечити повне та якісне надання студентам тих фахових 
компетентностей та отримання ними тих програмних результатів навчання, 
які задекларовані в освітньо-професійних програмах першого та другого  
рівнів вищої освіти. 
Проведений аналіз дозволяє зробити висновок про те, що основною 
причиною виникнення даної ситуації є відірваність дисциплін основного 
циклу професійної підготовки від дисциплін, які мають містити інноваційні 
методи роботи з даними, знайомити студентів з аналізом та обробкою 
інформації, що робить навчання неефективним. В той же час відомо [194], 
що набагато ефективнішою є система комплексного навчання, коли 
студенти отримують новий досвід, знання та вміння внаслідок виконання 
комплексних завдань практичної спрямованості. 
Таким чином, для вирішення зазначеної проблеми слід включати 
елементи завдань, які потребують інтелектуального аналізу та обробки 
даних до дисциплін основного циклу професійної підготовки. Внаслідок 
комплексного характеру таких завдань слід очікувати синергетичний ефект 
від впровадження даного методу навчання, оскільки буде відбуватися не 
тільки вдосконалення навичок застосування економіко-математичних 
методів, а й зростання рівня володіння основним матеріалом курсу, за 
рахунок кращого розуміння сутності процесів, які відбуваються в 
економічних системах. 
Важливим компонентом такого підходу має стати використання 
єдиної аналітичної програмної платформи.  
 Важливим компонентом такого підходу має стати використання 
єдиної аналітичної програмної платформи для виконання всіх проектів по 
всім дисциплінам.  
Традиційно такою універсальної платформою у більшості вищих 
навчальних закладів вважається Microsoft Excel, який входить до пакету 
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програм Microsoft Office. Але для використання інтелектуальних методів 
аналіз та обробки даних його можливостей недостатньо. 
При виборі програмних продуктів для підготовці студентів 
економічних спеціальностей необхідно змістити акценти з тонкощів 
програмування і низкорівневої роботи з даними на розуміння ідеології 
інтелектуального аналізу даних і основних особливостей даної технології в 
порівнянні з іншими технологіями аналізу даних, наприклад, статистичної 
обробки. Тому потрібна аналітична платформа з низьким порогом 
входження, але при цьому з досить розвиненим функціоналом, яку реально 
освоїти в рамках семестрового курсу і яка містить всі популярні методи і 
алгоритми аналізу.  
З тих програмних продуктів, які було проаналізовано в даному 
дослідженні кращим чином зазначеним потребам відповідає аналітична 
платформа Deductor Studio Academic, яка не тільки має широкі 
функціональні можливості та зручний і зрозумілий інтерфейс, але також є 
безкоштовною для використання в навчальних цілях. 
На базі кафедри «Фінанси і банківська справа» Державного вищого 
навчального закладу «Приазовський державний технічний університет» 
було проведено експеримент по реалізації даних положень, та імплементації 
результатів дисертацій в навчальний процес. 
Студенти спеціальності 072 «Фінанси, банківська справа та 
страхування» галузі знань 07 «Управління та адміністрування» 
знайомляться із основними можливостями аналітичної платформи Deductor 
Studio Academic на рівні бакалавра в рамках навчальної програми 
дисципліни «Інформаційні  системи  і технології в фінансах».  
Практичне застосування можливостей інтелектуального аналізу даних 
здійснюється при розгляді методів обробки економічної інформації. 
Зокрема при цьому застосовувалися результати даної дисертації, які 
викладені в п. 3.1  «Методи   розв’язання   економічних   задач  із 
застосуванням  штучних  нейронних  мереж»,  та  п. 3.3. «Методи оцінки 
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ефективності інтелектуальних обчислень в економіці». 
Вивчення методів бізнес-аналітики продовжується при викладанні 
дисципліни «Фінансовий  ринок»  при  розгляді  особливостей  роботи  
валютних та  фондових ринків. Студенти вивчали можливості штучних 
нейронних мереж для прогнозування ринків. Крім того, для пояснення 
особливостей формування ринкових трендів використовуються графічні 
матеріали, які отримано за результатами досліджень, які викладені у п.  4.2  
дисертації  «Генетичні моделі обробки економічних даних». 
На рівні магістра методи бізнес-аналітики вивчаються в рамках 
дисципліни «Ринок  фінансових  послуг», де використовуються матеріали 
дисертації п. 4.1 «Нейромережеві моделі аналізу економічних даних» щодо 
розгляду методів аналізу надійності суб'єктів  ринку  фінансових  послуг. 
Студентам надається можливість побудувати власну систему прогнозування 
банкрутств комерційних банків. 
Загальний висновок про застосування викладених методів в 
навчальному процесі є позитивним, що підтверджується відповідною 
довідкою про впровадження у навчальний процес (Додаток А).  
Слід зазначити, що в даний час студенти спеціальності «Фінанси, 
банківська справа та страхування» стали використовувати елементи бізнес-
аналітики при виконанні дипломних робіт. З цього можна зробити висновок 
про те, що ступінь засвоєння матеріалу значно зросла.   
Досвід практичної імплементації запропонованих положень показав, 
що для засвоєння основних принципів роботи із платформою Deductor 
Studio Academic достатньо чотирьох академічних годин, після чого можна 
вже давати практичні завдання з інтелектуального аналізу даних для 
самостійної роботи під керівництвом викладача. 
Контроль знань студентів за допомогою індивідуальних завдань тягне 
за собою проблему пошуку джерел для формування індивідуальних вибірок 
даних. Такі дані мають з одного боку бути рівноцінними для всіх варіантів 
завдань, а з іншого – мають бути в достатньої кількості, для забезпечення 
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повноцінними вибірками даних всіх варіантів. Одним з джерел таких даних, 
які задовольняють зазначеним вимогам, є біржові котирування, але пошук 
інших джерел продовжується. 
Таким чином, розроблені методи імплементації результатів 
дослідження в учбовий процес вищого навчального закладу дозволяють 
підвищити ефективність засвоєння студентами методів сучасної бізнес-
аналітики, зокрема методів аналізу великих масивів даних, виявлення 
складних нелінійних залежностей, засобів візуалізації. 
 
 Висновки до розділу 5 
Порівняльний аналіз інструментальних засобів моделювання 
нейронних мереж серед програмного забезпечення низькорівневої  розробки, 
програмованих систем математичного моделювання та інтерактивних 
програмних платформ дозволив виявити програмні продукти, які за 
комплексом характеристик є зручнішими на етапах для попереднього 
аналізу даних і моделювання.  
Аналіз програмного забезпечення для генетичного моделювання 
проводився с позицій вартості програмних продуктів, зручності у 
користуванні, та швидкодії. Програмне забезпечення було протестоване на 
прикладі задачі комівояжера – типової для оптимізаційних алгоритмів. 
Виявилося, що низькорівневе програмне забезпечення відрізняється 
високою швидкодією, та безкоштовністю, але складне для використання. 
Спеціальне програмне забезпечення яке розглянуто на прикладі пакета 
MatLab оптимально в навчальних та наукових організаціях, а також для 
розробки комерційних продуктів. Вбудоване програмне забезпечення є 
найбільш простим в освоєнні і використанні та дозволяє вирішувати задачі 
в режимі, близькому до інтерактивного, але має найнижчу швидкодію.  
Обране програмне забезпечення застосовано для вирішення 
практичних завдань. Нейромережеве моделювання процесів виконання 
державного бюджету із використанням запропонованих в монографії 
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методів роботи із вхідними даними, визначення архітектури нейронної 
мережі, та аналізу ефективності процесу навчання дозволило скласти 
прогноз, який в подальшому було підтверджено фактичними даними. 
Результати прогнозування показників виконання бюджетного процесу 
можуть бути використані виконавчими і законодавчими органами влади для 
прийняття рішень при формуванні і здійсненні фінансової політики, 
виявлення резервів для залучення коштів у бюджет, підвищення 
ефективності їх використання, посилення контролю за їх формуванням і 
витрачанням. 
Для реалізації моделей генетичної оптимізації рефлексивних впливів 
промислових підприємств застосовано вбудоване програмне забезпечення. 
Рефлексивне управління є подальшим розвитком ігрового підходу до 
аналізу процесів прийняття рішень та дозволяє враховувати не тільки 
об'єктивні фактори, а й схильності суб'єктів гри та їх бачення ситуації.  
Будучи зручним та ефективним для таких сфер, як міждержавні взаємини, 
зовнішня і внутрішня політика, військова справа, використання даного 
інструментарію для аналізу та управління економічними взаєминами між 
підприємствами утруднено через низку обставин, серед яких слабка 
поляризація альтернатив у об'єкта рефлексивного управління. 
Запропонована модель дозволяє підсилити поляризацію, та забезпечити для 
комерційних пропозицій керуючого суб’єкта краще становище відносно 
конкурентів. Однак, така модель має ознаки NP-повноти, тому для її 
оптимізації використано генетичний алгоритм, який дозволив знайти 
оптимальне рішення. 
Порівняльний аналіз моделей і методів інтелектуальної оцінки 
платоспроможності позичальників дав підстави стверджувати, що при 
наявних вихідних даних оптимальним рішенням для системи 
автоматизованого аналізу кредитоспроможності є застосування 
персептронних ШНМ, які побудовано для вирішення задачі класифікації. 
Решта методів аналізу, які було розглянуто, в цих умовах дали гірші 
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результати, однак вони можуть бути використані для отримання додаткової 
інформації про позичальника та про значущість анкетних даних для 
вдосконалення існуючих методів аналізу кредитоспроможності. 
Запропоновано метод ранжирування простроченої заборгованості по 
споживчим кредитам, який засновано на використанні моделі логістичної 
регресії, та дозволяє, на відміну від набору жорстко заданих бізнес-правил, 
більш ефективно розподілити ресурси банку по роботі з проблемною 
заборгованістю (call-центр, експерти з кредитування та роботі з 
проблемною заборгованістю і тому подібне), направляючи їх на 
позичальників з проблемними кредитами в порядку убування ймовірності 
повернення кредиту.  
Методи імплементації результатів дослідження в учбовий процес 
вищого навчального закладу, які розроблені в дослідженні, дозволяють 
підвищити ефективність засвоєння студентами методів сучасної бізнес-
аналітики, зокрема методів аналізу великих масивів даних, виявлення 
складних нелінійних залежностей, засобів візуалізації. 
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ВИСНОВКИ 
 
У результаті проведеного дослідження вирішено важливу для 
економіки України проблему розробки методології моделювання 
інноваційних інтелектуальних систем прийняття рішень в управлінні  
економічними об’єктами, спрямованої на вдосконалення процесів 
прийняття рішень в підприємствах та організаціях України, підвищення 
ефективність функціонування економічних систем та їх адаптацію до 
мінливих умов ділового оточення з високим ступенем складності та 
невизначеності. Основні результати проведених досліджень містяться в 
наступних теоретичних, методологічних та організаційно-методичних 
положеннях: 
1. Дослідження таксономії економічних задач, пов'язаних із аналізом 
і обробкою даних, дозволили вдосконалити та актуалізувати їх 
класифікацію.  
2. Дослідження особливостей сучасних економічних процесів  та 
систем дозволило обґрунтувати підходи до вибору методів їх ідентифікації 
серед класичних методів і інструментів математичної статистики, лінійного 
програмування, теорії ігор, мережевого аналізу та їм подібних, а також 
інноваційних інтелектуальних методів прийняття рішень.  
3. Для розроблення загальної класифікаційної схеми методів 
інтелектуальних обчислень досліджено та систематизовано основні підходи 
до їх створення, що дозволило вдосконалити методи вибору інструментів 
розв’язання економічних задач.  
4. Для зниження витрат на процес розробки інтелектуальних систем 
прийняття рішень удосконалено методологічний підхід до структурно-
параметричного синтезу таких систем із реалізацією морфологічного 
методу за допомогою апарату n-дольних гіперграфів, що дозволяє врахувати 
обмежену придатність методів. 
5. Для підвищення точності та якості управління економічними 
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об’єктами в умовах мінливості зовнішнього середовища розроблено 
концепцію методології моделювання інноваційних інтелектуальних систем, 
у якій процес прийняття рішень зведено до сукупності процесів 
спостереження, моделювання, ідентифікації, оцінювання та вибору, що 
дозволяє звести складне завдання пошуку і прийняття рішень до набору 
більш простих завдань та вирішувати їх відокремлено. 
6. Для формалізації процесу вибору ефективних інструментів 
інтелектуальних обчислень та підвищення ефективності і якості прийнятих 
рішень визначено поняття базової постановки завдання та доведено 
необхідність зведення розв’язуваної задачі до однієї або декількох базових 
постановок. 
7. Для формалізації процедур параметричного синтезу інноваційних 
інтелектуальних систем прийняття рішень розроблено та узагальнено 
методи опрацювання та відбору вхідних даних, визначення оптимальної 
архітектури штучних нейронних мереж і достатнього обсягу навчальної 
вибірки дозволило, запропоновано методи управління розмірністю даних.  
8. Для зниження витрат на впровадження інноваційних 
інтелектуальних систем прийняття рішень запропоновано нечітку модель 
вибору оптимальних інструментальних засобів та їх оцінки, яка дозволяє 
ефективно аналізувати велику кількість об’єктів і критеріїв зіставлення, а 
також враховувати всі параметри досліджуваних продуктів. 
9. Для формалізації підходів до оцінки ефективності алгоритмів і 
програмного забезпечення, процесів навчання, результатів  аналізу та 
обробки даних проведено систематизацію та вдосконалення методів аналізу 
ефективності інтелектуальних методів розв’язання економічних задач. 
10. Для вдосконалення методів оцінки ефективності ранжирування 
об’єктів у економічних дослідженнях запропоновано методи, які 
дозволяють забезпечити урахування дійсних рангових ознак довільній 
природи, що підвищує обґрунтованість прийнятих рішень. 
11. Доведено гіпотезу про те, що результати інтелектуальних 
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обчислень безпосередньо пов’язані із постановкою задачі шляхом 
моделювання задач біржового спекулянта і прогнозування банкрутств 
комерційних банків із застосуванням інструментарію нейронних мереж у 
регресійній, класифікаційній та кластеризаційній постановках. 
12. Для скорочення ресурсів на зберігання та аналіз економічних 
даних запропоновано модель квантування за часом зі змінним кроком, яку 
реалізовано із застосуванням генетичних алгоритмів, що забезпечує 
збереження пікових значень ряду, та більш ефективне стиснення даних, у 
порівнянні із існуючими методами квантування.  
13. Доведено доцільність застосування непрямих імітаційних методів 
ідентифікації параметрів економічних систем для зниження невизначеності 
у прийнятті рішень та підвищення їх обґрунтованості за рахунок 
розширення різноманітності вхідних даних. 
14. Для виявлення програмних продуктів та інструментальних засобів, 
які за комплексом характеристик є зручнішими на різних етапах 
моделювання інноваційних інтелектуальних систем прийняття рішень в 
управлінні економічними об’єктами, проведено їх порівняльний аналіз із 
застосуванням нечітких обчислень. 
15. Проведено практичну реалізацію розроблених концепції та 
комплексу моделей і методів у діяльності різноманітних підприємств та 
установ України, що дозволило підвищити ефективність їх діяльності. 
Очікуваний економічний ефект від впровадження результатів дисертації у 
Маріупольській філії ПАТ КБ «ПриватБанк» становить 741 тис. грн. 
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ДОДАТОК Б 
ПРОГРАМНА РЕАЛІЗАЦІЯ НЕЧІТКОЇ МОДЕЛІ ОЦІНКИ 
ІНСТРУМЕНТАЛЬНИХ ЗАСОБІВ РОЗРОБКИ ІСПР 
 
x = (0:0.01:5)'; 
prod = {'C'     'matlab' 'Deductor' 'Neur Des' 'R' 'Python'}; 
%задаем оценки привлекательности продукта 
y0 = trapmf(x, [0 0 0 0]); 
y1 = trapmf(x, [0 0 0.2 0.25]); %очень низкая 
y2 = trapmf(x, [0.15 0.25 0.35 0.4]);%низкая 
y3 = trapmf(x, [0.3 0.4 0.55 0.6]);%средняя 
y4 = trapmf(x, [0.45 0.6 0.7 0.75]);%высокая 
y5 = trapmf(x, [0.65 0.75 1 1]);%очень высокая 
y=[y1 y2 y3 y4 y5]; 
 
%задаем значимость критериев оценки 
z1 = trapmf(x, [0 0 0 0.4]); %не значит 
z2 = trapmf(x, [0.2 0.35 0.5 0.6]); %средняя значимость 
z3 = trapmf(x, [0.45 0.6 0.7 0.8]); %высокая 
z4 = trapmf(x, [0.65 0.75 1 1]); %очень высокая 
 
%задаем оценки каждого продукта по 7 критериям 
p(1,:)=[1 1 5 4 5 5 5]; 
p(2,:)=[3 5 3 2 4 3 5]; 
p(3,:)=[5 3 2 3 4 5 5]; 
p(4,:)=[4 4 3 2 3 3 3]; 
p(5,:)=[2 4 5 4 4 3 4]; 
p(6,:)=[2 2 4 5 4 5 5]; 
p(7,:)=[1 1 1 1 1 1 1]; %абсолютно худший продукт 
p(8,:)=[5 5 5 5 5 5 5]; %абсолютно лучший продукт 
%задаем значимость всех 7 критериев для фазы №3 
%kr3=[z4 z3 z1 z2 z1 z2 z1];  %раздел 3 
kr3=[z3 z4 z2 z3 z1 z2 z1];   %раздел 5 
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Продовження додатку Б 
for i=1:8 %по каждому продукту вычисляем значение  
привлекательности 
pp=y(:,p(i,1)); 
xpr0=fuzarith(x, pp, kr3(:,1), 'prod'); 
t(i,1)= defuzz(x, xpr0, 'centroid'); 
for j=2:7 
    pp=y(:,p(i,j)); 
    xpr1=fuzarith(x, pp, kr3(:,j), 'prod'); 
    xpr2=fuzarith(x, xpr0, xpr1, 'sum'); 
    xpr0=xpr2;   
    t(i,j)= defuzz(x, xpr1, 'centroid'); 
end     
     
outp(i)=defuzz(x, xpr0, 'centroid'); 
rp (:,i) = xpr0; 
end 
hold on; 
plot(x, [rp(:,1)], 'r-', 'LineWidth',3); 
plot(x, [rp(:,2)], 'r:', 'LineWidth',3); 
plot(x, [rp(:,3)], 'r-.','LineWidth',3); 
plot(x, [rp(:,4)], 'r--', 'LineWidth',3); 
plot(x, [rp(:,5)], 'b:', 'LineWidth',2); 
plot(x, [rp(:,6)], 'k--', 'LineWidth',2); 
Legend ('C', 'MatLab', 'Deductor', 'Neural Designer', 'R', 
'Python'); 
set(gcf, 'name', 'trapmf', 'numbertitle', 'off', 
'Color','white') 
ylim([0 1.2]); 
display (prod); 
display (outp); 
 
 
