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Thermal phase transitions in a honeycomb lattice gas with three-body interactions
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We study the thermal phase transitions in a classical (hard-core) lattice gas model with nearest-
neighbor three-body interactions on the honeycomb lattice, based on parallel tempering Monte
Carlo simulations. This system realizes incompressible low-temperature phases at fractional fillings
of 9/16, 5/8 and 3/4 that were identified in a previous study of a related quantum model. In
particular, both the 9/16 and the 5/8 phase exhibit an extensive ground state degeneracy reflecting
the frustrated nature of the three-body interactions on the honeycomb lattice. The thermal melting
of the 9/16 phase is found to be a first-order, discontinuous phase transition. On the other hand, from
the thermodynamic behavior we obtain indications for a four-states Potts-model thermal transition
out of the 5/8 phase. Employing an exact mapping to a hard-core dimer model on an embedded
honeycomb super-lattice, we find that this thermal Potts-model transition relates to the selection
of one out of four extensive sectors within the low-energy manifold of the 5/8 phase.
PACS numbers: 64.60.De,05.50.+q,75.40.Mg
I. INTRODUCTION
Classical lattice models with three-body interactions
have been intensively studied in the past – a rather
prominent example is the exact solution due to Baxter
and Wu of an Ising-like model with three-body interac-
tions on the triangular lattice1. The Baxter-Wu model
exhibits a special four-states Potts model2 thermal phase
transition without multiplicative logarithmic corrections
to the dominant power-law scaling3–5. In the low tem-
perature regime, the system selects configurations that
relate to one of four long-range ordered ground states –
in addition to the fully polarized state, three other fer-
rimagnetic states are obtained from the fully polarized
state by inverting all spins on two out of the three sub-
lattices of the triangular lattice.
Renewed interest into lattice models with three-body
interactions emerged more recently due to proposals for
realizing such interactions in systems of polar molecules
confined to optical lattices with fine-tuned interactions
using static electric and microwave fields6–12. Within this
context, it was observed, that nearest-neighbor three-
body interactions on the honeycomb lattice can give
rise to complex low-temperature phases already in the
classical limit10. In particular, it was found that the
ground state configurations at lattice fillings n = 9/16
and 5/8 exhibit an extensive degeneracy, leading to a fi-
nite ground state entropy. The details of these phases
will be reviewed further below.
Here, we investigate the nature of the thermal phase
transitions out of these low-temperature phases. We find
that the thermal melting of the n = 9/16 phase proceeds
via a first-order phase transition. On the other hand, for
the n = 5/8 phase, we obtain from the thermodynamic
behavior evidence for four-states Potts model criticality,
without detectable logarithmic corrections to the leading
power-law scaling. The Potts-model transition is shown
to relate to a separation of the low-energy manifold into
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FIG. 1. Configurations of occupied lattice sites on the hon-
eycomb lattice with an interaction energy of 1W (left panel)
and 3W (right panel). Open (filled) circles indicate empty
(occupied) lattice sites.
four distinct sectors, each being equally extensive. This
identification can be established through an exact map-
ping of the ground state sector to states of a classi-
cal hard-core dimer model on an embedded honeycomb
super-lattice, as detailed below. At the Potts-model tran-
sition, the systems spontaneously selects one of four pos-
sible ways of embedding the super-lattice structure onto
the underlying lattice.
Before we present the details of our simulation results
on the thermal transitions, we first introduce the model
and summarize the results from previous investigations of
its ground state properties in the next section. Then, in
Sec. III, we discuss the thermal phase transitions, before
we conclude in Sec. IV.
II. MODEL AND GROUND STATE PHASES
The model that we consider in the following was intro-
duced in Ref. 10, motivated by earlier work on confined
gases of polar-molecules on optical lattices6. Namely, we
consider here a classical hard-core lattice gas on a hon-
eycomb lattice with a dominant nearest-neighbor three-
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FIG. 2. (Color online) Ground state configurations of the
n = 9/16 phase consist of a regular lattice of triangles (upper
panel). The configurations around the hexagons at which six
such triangles meet can each be taken from the three possibil-
ities shown in the lower panel. Open (filled) circles indicate
empty (occupied) lattice sites.
body interaction, described by
H =W
∑
〈i,j,k〉
ninjnk − µ
∑
i
ni, (1)
where ni ∈ {0, 1} denotes the local occupation of the
lattice site i, 〈i, j, k〉 the sum over all nearest-neighbor
triples of sites, andW > 0 a nearest-neighbor three-body
repulsion. Furthermore, the chemical potential µ allows
to control the filling n of the honeycomb lattice. The
model can also be expressed in terms of Ising-like vari-
ables σi = 2ni − 1 ∈ {−1, 1} by the usual mapping from
the local occupations. The interaction term is illustrated
in Fig. 1 for two exemplary configurations. The ground
state phase diagram of the model as a function of µ/W
can be summarized as follows10: For µ < 0 (µ > 9W ),
the lattice is empty (full). In between, the density is
pinned to three specific values, each corresponding to a
complex structure of the ground state manifold. We now
discuss these three different regimes.
A. Filling 9/16 Phase
For 0 ≤ µ ≤ 2W , the density is fixed to a value of n =
9/16, and the system realizes an ordered superstructure
with a 32-sites unit cell. This structure is composed out
of equilateral triangles, each containing 9 particles and
16 sites. Within each such triangle, the particles are
arranged in a staggered pattern. These triangles build
up the superstructure in which two neighboring triangles
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FIG. 3. (Color online) Structure factor in the ground state
for the n = 9/16 phase. The dashed red hexagon indicates
the first Brillouin zone.
form the new unit cell. On hexagons of the underlying
honeycomb lattice, where six of these triangles meet, the
configuration is not uniquely determined. Instead, each
such hexagon can reside in one out of three different local
configurations. The resulting structure of these ground
states is illustrated in Fig. 2. The ground state manifold
is thus highly degenerate. In more detail, since each free
hexagon is allowed to be in three possible configurations,
the ground state degeneracy of a system with N lattice
sites scales with W = 3N/32, leading to the ground state
entropy per site of
S = lnW/N = ln(3)/32 ≈ 0.034. (2)
in the thermodynamic limit. There are no three-body
interaction terms penalizing these configurations, so that
the ground state energy per site equals E0 = −9/16µ in
this regime. The regular arrangement of the triangular
structures leads to a corresponding characteristic peak at
q9/16 = (pi, 0) in the structure factor
S(q) = 〈S(q)〉, S(q) =
1
N
∑
i,j
eiq·(xi−xj)σi σj , (3)
where xi denotes the position of the i-th lattice site on
the honeycomb lattice, in terms of the Ising-like variables
σi = 2ni − 1 ∈ {−1, 1} . The structure factor in the
ground state manifold (obtained from simple sampling
from the set of ground state configurations) is shown in
Fig. 3, exhibiting the dominant characteristic peak at q =
q9/16 and the corresponding symmetry-related momenta.
B. Filling 5/8 Phase
In the regime 2W ≤ µ ≤ 5W , another incompressible
phase is realized, with filling n = 5/8. It was observed in
Ref. 10, that the configurations which contribute to the
ground state manifold in this regime can be related to
3FIG. 4. (Color online) Ground state configurations for the
n = 5/8 phase consist of fully packed coverings of the plane by
bi-chromatic lozenges, each containing 8 sites with 5 particles,
with the constraint, that neighboring lozenges are allowed to
touch only along equally colored sides (upper panel). Each
such configuration can be mapped onto a hard-core dimer cov-
ering of a honeycomb super-lattice, with the central sticks in-
side each lozenge representing the dimers (lower panel). Open
(filled) circles indicate empty (occupied) lattice sites. In the
lower panel, the honeycomb super-lattice is indicated atop the
underlying honeycomb structure (blue lines).
perfect tilings of the honeycomb lattice by bi-chromatic
lozenges containing 5 particles on 8 sites as the elemen-
tary units. To ensure the corresponding ground state
energy of E0 = W/8 − 5µ/8 in this regime, the edges of
the lozenges are allowed to touch along equally colored
sides only. An example of a valid configuration for the
filling 5/8 phase is shown in the upper panel of Fig. 4.
If the central two occupied sites in each lozenge are con-
nected by a bold line (cf. Fig. 4), then each valid lozenge
tiling can be identified with a configuration of closed-
packed hard-core dimers on a honeycomb super-lattice,
as shown in the lower panel of Fig. 4. This identification
leads directly to the finite ground state entropy S = 0.108
of the n = 5/8 phase from that of closed-packed hard-
core dimer coverings on the honeycomb super-lattice10.
Note, however, that there is an additional degree of free-
dom in embedding the honeycomb super-lattice atop the
underlying honeycomb lattice; in particular, there are
four possible ways of realizing this embedding. While
this additional factor does not increase the ground state
entropy, it nevertheless will be important for understand-
ing the thermal phase transition into the n = 5/8 phase,
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FIG. 5. (Color online) Structure factor in the ground state
for the n = 5/8 phase. The dashed red hexagon indicates the
first Brillouin zone.
FIG. 6. (Color online) Ground state configurations in the
n = 3/4 phase consist of a regular super-lattice of filled
hexagons (left panel) as well as all configurations that re-
sult from shifting (arrows) the particles on two parallel lines
along one of the lattice directions (dashed lines) (right panel).
Open (filled) circles indicate empty (occupied) lattice sites.
as discussed below. Furthermore, while the freedom in
tiling the lattice by the lozenge units might appear to
eliminate the possibility of long-ranged density-density
correlations, this is indeed not the case. In fact, for each
given embedding of the honeycomb super-lattice, the cen-
tral sites of each lozenge are filled for all possible tilings
of the lozenges. This induces long-ranged order in the
density-density correlation function, and leads to charac-
teristic peaks in the ground state structure factor, shown
in Fig. 5. We can in particular identify the emergence of
these low-energy states by a peak in S(q) at the charac-
teristic wave vector q5/8 = (2pi/3, 0) and its symmetry
related equivalents.
C. Filling 3/4 Phase
Finally, in the range 5W < µ < 9W , the ground state
of the system is composed out of a non-extensive set of
configurations with energy E0 = 3/4W − 3/4µ and fill-
ing n = 3/4. A specific such state consists of a super-
lattice of fully filled hexagons, shown in the upper panel
of Fig. 6. The other states of the ground states mani-
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FIG. 7. (Color online) Structure factor in the ground state
for the n = 3/4 phase. The dashed red hexagon indicates the
first Brillouin zone.
fold can be obtained by applying global shifts of parti-
cles along parallel lines throughout the system, as shown
in the lower panel of Fig. 6. Since the number of lines
along which such moves can be performed is proportional
to the linear system size, the entropy per site scales to
zero in the thermodynamic limit10. The restriction of the
global moves to align along parallel lines of the honey-
comb lattice leads again to a characteristic signature for
the n = 3/4 phase in the structure factor S(q), shown in
Fig. 7, which can be employed to detect the emergence of
this specific configurational alignment upon cooling the
system, as discussed below.
III. THERMAL PHASE TRANSITIONS
After having reviewed the system’s ground state prop-
erties, we next investigate the thermal phase transitions
out of these phases. We focus here on the filling 9/16 and
the 5/8 phases, which exhibit an extensive ground state
entropy. For both phases, we performed Monte Carlo
simulations using local updates, combined with parallel
tempering13 and histogram reweighing14,15. For the fill-
ing 3/4 phase, we were not able to perform a similarly
systematic study of the thermal phase transition, instead
we observed rather strong finite-size shifts in the effective
transition temperature (e.g. in the peak position of the
specific heat), which indicate that on the finite lattices
available to our simulations we were not able to reach suf-
ficiently into the actual transition regime, which would
be required in order to perform a controlled finite-size
analysis.
A. Filling 9/16 Phase
To study the thermal melting of the structural order
in the n = 9/16-phase, we considered finite systems with
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FIG. 8. (Color online) Structure factor S(q), calculated on
a L = 24 lattice for temperatures below (T = 0.07W , left)
and above the phase transition (T = 0.24W , right) to the
n = 9/16 phase at µ = 1.1W . The dashed red hexagons
indicate the first Brillouin zone.
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FIG. 9. (Color online) Structure factor S(q9/16) as a function
of temperature T at µ = 1.1W in the transition region to the
n = 9/16 phase for various lattice sizes.
periodic boundary conditions and N = 2L2 lattice sites,
with a linear system size L up to L = 72, with L an inte-
ger multiple of 12, chosen commensurate with the order-
ing structure. In the following, we present in detail our
data for a chemical potential of µ = 1.1W , chosen such
as to locate the system well inside the n = 9/16 regime,
and increase the critical temperature scale. In Fig. 8,
the structure factor S(q) is shown for different values of
the temperature T , exhibiting at low T the formation of
the characteristic structure that is present also in Fig. 3
for the ground state. In more detail, the temperature
dependence of the structure factor at the ordering wave
vector, S(q6/16), is shown in Fig. 9. From this data, the
onset of the low-T ordered phase near T = 0.155W can
be extracted. The phase transition is also monitored by
the specific heat C, shown in Fig. 10, which exhibits a
pronounced peak near T = 0.155W .
Using histogram reweighing, we extracted the maxi-
mum value Cmax of the specific heat at the peak posi-
tion, and show the finite-size scaling of Cmax in Fig. 11.
The observed linear increase of Cmax with the system
size N is indicative of a first-order phase transition. Fur-
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FIG. 10. (Color online) Specific heat C as a function of
temperature T at µ = 1.1W in the transition region to the
n = 9/16 phase for various lattice sizes.
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FIG. 11. Specific heat maximum Cmax as a function of system
size N = 2L2 at µ = 1.1W in the transition region to the
n = 9/16 phase. The line denotes a linear increase with N .
ther support for a discontinuous transition emerges from
analyzing the internal energy, shown in Fig. 12, and in
particular from the energy histogram H(E), shown in
Fig. 13. The histograms H(E) have been obtained using
histogram reweighing, adapting for each system size the
temperature such that the relative weight of the low- and
the high-energy peak are of comparable magnitude. The
finite-size data ofH(E) exhibit an increasing depletion of
H(E) between the peak energy positions upon increasing
the system size N , thus providing another characteristic
feature of a first-order phase transition.
We also calculated an appropriate Binder cumulant ra-
tio, defined in terms of the structure factor S(q6/16) as
U9/16 = A
(
1−B
〈S(q6/16)
2〉
〈S(q6/16)〉2
)
, (4)
to study this phase transition. Here, A and B were cho-
sen such that U9/16 → 1 (0) in the low (high) temperature
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FIG. 12. (Color online) Internal energy per site E as a func-
tion of temperature T at µ = 1.1W in the transition region
to the n = 9/16 phase for various lattice sizes.
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FIG. 13. (Color online) Histogram of the internal energy per
site H(E) near the transition point to the n = 9/16 phase
for various lattice sizes at µ = 1.1W . For each system size,
H(E) is shown at the temperature for which the high- and
the low-energy peak exhibit similar weights.
limit. The simulation data for U9/16 in the transition re-
gion is shown in Fig. 14. We observe in the finite-size
data of U9/16 a prominent dip of increasing magnitude
upon increasing the system size, which typically accom-
panies a first-order transition. From the above finite-size
analysis, we thus conclude, that the n = 9/16 phase melts
via a direct first-order phase transition.
B. Filling 5/8 Phase
We next turn to the n = 5/8 phase. Here, we con-
sidered finite systems with periodic boundary conditions
up to L = 84. In the following, we present in detail our
data for a chemical potential of µ = 3.4W . In Fig. 15,
the structure factor S(q) is shown for different values of
the temperature T , exhibiting at low T the formation
of the characteristic structure that is also seen in Fig. 5
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FIG. 14. (Color online) Binder ratio U9/16 as a function of
temperature T at µ = 1.1W in the thermal transition region
to the n = 9/16 phase for various lattice sizes.
-2 Π -Π 0 Π 2 Π
-2 Π
-Π
0
Π
2 Π
-2 Π -Π 0 Π 2 Π
-2 Π
-Π
0
Π
2 Π
FIG. 15. (Color online) Structure factor S(q), calculated on
a L = 24 lattice for temperatures below (T = 0.2W , left) and
above the phase transition (T = 0.35W , right) to the n = 5/8
phase at µ = 3.4W . The dashed red hexagons indicate the
first Brillouin zone.
for the ground state. In more detail, the temperature
dependence of the structure factor at the ordering wave
vector, S(q5/8), is shown in Fig. 16. From this data,
the onset of the low-T ordered phase near T = 0.275W
can be extracted. The transition is again also monitored
by the specific heat C, shown in Fig. 17, which exhibits a
pronounced peak near T = 0.275W . The finite-size scal-
ing of the specific heat maximum Cmax with the linear
system size L is shown in Fig. 18. Instead of a quadratic
increase with L, indicative of a first-order transition, as
observed for n = 9/16, we here observe a linear increase
with L. Further support against a first-order melting of
the n = 5/8 phase comes from analyzing the energy his-
togram H(E). The histograms shown in Fig. 19 have
again been obtained by a histogram reweighing proce-
dure, adapting for each system size the temperature such
that the relative weight of the low- and the high-energy
peak are of similar magnitude. In the present case, the
peaks in the histograms tend closer towards each other
upon increasing the system size. Even more prominent
is the fact, that the histogram weight between the peak
positions does not show a growing suppression upon in-
creasing L, as would be expected for a first-order transi-
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FIG. 16. (Color online) Structure factor S(q5/8) as a function
of temperature T at µ = 3.4W in the transition region to the
n = 5/8 phase for various lattice sizes.
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FIG. 17. (Color online) Specific heat C as a function of
temperature T at µ = 3.4W in the transition region to the
n = 5/8 phase for various lattice sizes.
tion.
We also calculated an appropriate Binder cumulant ra-
tio U5/8, defined corresponding to Eq. (4) in terms of
the structure factor S(q5/8). The finite-size data for
U5/8 in the transition region is shown in Fig. 20. We
again observe a dip in the Binder ratio; however in the
present case, its magnitude does not increase with the
system size. This behavior of U5/8 is similar to the be-
havior of the Binder ratio at the two-dimensional ferro-
magnetic four-states Potts-model transition, cf. the data
in Ref. 16, which exhibits a continuous phase transition.
Excluding a first-order transition, we next attempt to
analyze the nature of the phase transition in terms of
critical exponents of a continuous transition. The linear
scaling of Cmax with the linear system size L relates, via
the general finite-size scaling behavior Cmax ∝ L
α/ν , to
an exponent ratio of α/ν = 1. By means of the hyper-
scaling relation dν = 2 − α, with d = 2 the spatial di-
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FIG. 18. Specific heat maximum Cmax as a function of L at
µ = 3.4W in the transition region to the n = 5/8 phase. The
line denotes a linear increase with L.
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FIG. 19. (Color online) Histogram of the internal energy per
site H(E) near the transition point to the n = 5/8 phase
for various lattice sizes at µ = 3.4W . For each system size,
H(E) is shown at the temperature for which the high- and
the low-energy peak exhibit similar weights.
mension, this implies that
α = ν =
2
3
. (5)
These critical exponents relate in particular to the contin-
uous four-states Potts-model2 transition in d = 2, which
furthermore would imply a value of β = 1/12. In order
to assess, if these numbers are in accord also with the
behavior of the spatial correlations at the phase transi-
tion, we next attempt to perform a data collapse of the
finite-size structure factor data shown in Fig. 16 to the
standard finite-size scaling form
S(q5/8) ∝ L
d−2β/νg(tL1/ν), t =
T − Tc
Tc
(6)
with a scaling function g and Tc the transition tempera-
ture. A plot of the resulting data collapse with the best
fit value for Tc = 0.2743 is shown in Fig. 21, displaying a
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FIG. 20. (Color online) Binder ratio U5/8 as a function of
temperature T at µ = 3.5W in the transition region to the
n = 5/8 phase for various lattice sizes. The inset shows the
finite size scaling of the Binder ratio U∗
5/8 at the crossings
points of U5/8 for system sizes L and 2L as a function of L
(circles), as well as the finite size values of U5/8 at T = 0.2743,
the critical temperature obtained from a data collapse (see
text) of the structure factor data (squares). The dashed line
indicates the extrapolated value (in the thermodynamic limit)
of the Binder ratio at the critical temperature for the four-
states Potts model given in Ref. 16.
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FIG. 21. (Color online) Data collapse plot of the struc-
ture factor data for various system sizes and temperatures
at µ = 3.5W in the transition region to the n = 5/8 phase
based on two-dimensional ferromagnetic four-states Potts-
model criticality.
rather good fit of the numerical data to the Potts-model
scenario. Within the given range of system sizes, we do
not obtain evidence for the presence of logarithmic fac-
tors to the dominant power-law scaling behavior, which
are generically present at a four-states Potts-model-type
transition in two dimensions2,3. It thus appears possible,
that similar to the Baxter-Wu model, no such logarith-
mic factors are present at the transition considered here.
We finally re-examine the Binder cumulant ratio U5/8
and consider its value at the critical point. From the
inset of Fig. 20, we find that the crossing point values
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FIG. 22. (Color online) Specific heat C as a function of tem-
perature T at µ = 7.5W , within the regime of the n = 3/4
phase, for various lattice sizes.
of U5/8 for system sizes L and 2L exhibit a finite-size
dependence that is consistent with a (slow) convergence
towards the extrapolated value (in the thermodynamic
limit) of the critical Binder cumulant ratio of the four-
states Potts model, given in Ref. 16. Also shown in the
inset of Fig. 20 are the finite-size values of U5/8 eval-
uated for T = Tc, which exhibit a similar system-size
dependence.
The emergence of four-states Potts-model criticality
upon entering the filling 5/8 phase can be directly linked
to the four possible ways of embedding the honeycomb
super-lattice onto the underlying honeycomb lattice when
constructing the ground state configuration, as discussed
in Sec. II.B. Indeed, upon cooling the system from
the high-temperature phase, the spontaneous symmetry
breaking exhibited by the structure factor relates to the
selection of one of the four possible embeddings of the
honeycomb super-lattice. Nevertheless, after selecting
the embedding, the system still explores a macroscopic
number of configurations even down to the ground state
at zero temperature. In this respect, the four-fold sym-
metry breaking in the present model is different from the
symmetry breaking in the Potts-model or the Baxter-
Wu model, where a given low-energy sector relates to a
unique ground state.
C. Filling 3/4 Phase
As already mentioned above, we were not able to sys-
tematically study the thermal phase transition to the fill-
ing 3/4 phase, because of pronounced finite-size effects.
These are seen e.g. in the specific heat data taken at
µ = 7.5W , shown in Fig. 22. We observe a strong shift
of the peak position with system size, while the maximum
value does not exhibit a strong finite size dependence.
For L > 48, we were not able to obtain Monte Carlo
data that did not suffer from a strong dependence on
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FIG. 23. (Color online) Structure factor S(q), calculated on a
L = 24 lattice for temperatures T = 0.17W (left) and T =W
(right) for the n = 3/4 phase at µ = 7.5W . The dashed red
hexagons indicate the first Brillouin zone.
the temperature mesh employed in the parallel temper-
ing simulations. However, an analysis on larger system
sizes seems to be necessary in order to clarify the nature
of this transition. Hence, we restrict here to display in
Fig. 23 the evolution of the structure factor upon cooling
the system at µ = 7.5W on a L = 24 lattice. At low
temperatures, the characteristic structure of the n = 3/4
phase emerges that was obtained also for the n = 3/4
ground state (cf. Fig. 7). We implemented also specific
non-local updated for this regime, which attempt to shift
whole lines of particles, in accord with the nature of the
low-temperature phase, but they do not significantly en-
hance the update dynamics in the transition region.
IV. CONCLUSIONS
We employed parallel tempering Monte Carlo simula-
tions to access the finite temperature properties of a clas-
sical hard-core lattice gas model with three-body interac-
tions on the honeycomb lattice that was found previously
to exhibit several complex ground state configurations.
We were able to identify for all three phases the onset of
the corresponding structural order at finite temperatures.
For the filling 9/16 phase, the thermal phase transition
was shown to be of first-order. On the other hand, for
the filling 5/8 phase, the emergence of four-states Potts-
model criticality, suggested by the numerical data, can be
understood as a four-fold symmetry breaking transition
related to the selection of one out of four possible embed-
dings of a honeycomb super-lattice. Below the transition
temperature, the system still exhibits an extensive en-
tropy all the way down to zero temperature. It would be
interesting to rationalize the apparent absence of loga-
rithmic corrections to the dominant power-law scaling in
the current model, and to assess, if e.g. a direct mapping
can be established to the Baxter-Wu model, which, apart
from the extensive ground state entropy, exhibits a sim-
ilar four-states Potts-model criticality. For the future, it
would be also interesting to explore the thermal phase
transition out of the filling 3/4 phase.
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