Abstract. In the process of assembling a protein model, the electron density is fitted with fragments consisting of several peptide units. In low-quality regions of electron density maps, one runs into problems arising from either too many substantially different fragments, or a missing peptide bond. It is then crucial to reduce the set of hypotheses by disqualifying inconsistent ones. To this end, we characterize the local shape of a main-chain segment by angles between vectors connecting four consecutive C-alpha atoms. The local conformation is described by three quasiconformation angles: two flat and one dihedral angle. We investigate the probability distribution of these angles and find that the conformational space of the angles is highly restricted. This allows one to connect disjoint fragments more efficiently. Since the procedure of matching hypotheses is computationally expensive, one needs a simple description of the quasi-conformation angle space. We present such a convenient description and compute its parameters using data from the PDB. A complete set of parameters are provided.
FIGURE 1.
A region in an experimental density map with several fitted fragments. The highlighted area shows the interface between two disjoint fragments. 4 . Building the protein model, i.e. placing atoms and chemical bonds in the density map. 5. Refinement -applying corrections to the density map and atomic coordinates.
In this paper, we concentrate on the last steps: building and refining protein models, especially on building the main-chain, or backbone of the protein molecule. In our approach 1 to assembling a protein model, the electron density is first fitted with typical protein main-chain fragments. The main-chain fragments in our library consist of several peptide units, and correspond to clusters of small secondary structure backbone motives from known structures, deposited in the PDB. In the next step, we create and evaluate main-chain hypotheses as sets of compatible fragments. This step is achieved by means of a genetic algorithm. Finally, we attach side-chain fragments to the previously built main chain.
Assembling protein fragments into hypotheses requires designing a scoring function to assess whether two fragments are compatible or not. In the case of partly overlapping fragments, this task has been solved based on an assessment of how exact the overlap, and a direct calculation of Van der Waals forces. It is often also important to determine, whether two disjoint fragments, separated by a small distance, can both belong to the same protein main-chain. A typical case is presented in Fig. 1 . Proper distinguishing between pairs of compatible and incompatible disjoint fragments is most important in preventing building main-chain fragments into the protein side-chain. Nearby disjoint fragments may be compatible (this means that they can be included in one main-chain hypothesis), if the distance between them can accomodate one peptide unit. We find, that this condition is not sufficient, but additional requirements have to be satisfied, concerning the orientation of these fragments. We describe these requirements in terms of a probability distribution function (PDF), serving as an additional statistical prior used in protein model building. This prior will also be used in refining a main-chain model. The PDF is constructed using data from structures deposited in the PDB.
PARAMETRIZATION
To describe the local conformation of a protein main chain, we start from relative coordinates of 4 subsequent C α atoms. The conformation of these atoms can be described by three angles, one dihedral and two flat angles. Let us denote the coordinates of subsequent C α atoms by r 1
and their relative positions by
The vectors d i correspond to so-called virtual bonds between the C α atoms. We describe their relative orientation by three angles χ, ξ and τ (see Fig. 2 ). The angle χ between d 1 and d 2 is defined by
The value of χ is between 0 and π. Analogously, we define the angle ξ between d 3 and d 4 . The dihedral angle τ is between the planes defined by r 1 
DATA
To determine the probability distribution function for w, x and τ, we analyzed a subset of the PDB, consisting of structures obtained from X-ray diffraction at resolutions better than 2.5 Å. After removing close homologs, the dataset consisted of 4170 chains, containing over 10 6 amino acids. >From the data we created a 3-D histogram, equally spaced in the three variables. This histogram can be used as a prior probability lookup table when assessing compatibility of disjoint fragments.
The data is shown in Fig. 3 . An important feature of the plot is that it is not symmetrical with respect to swapping w, and x. This means, that the PDF for χ, ξ , τ contains information that cannot be retrieved from the distribution of Ramachandran angles φ and ψ, see e.g. [4] .
EXPONENTIAL MODEL
The histogram representation of the PDF suffers from several drawbacks. First, it is exactly zero in bins, where no data point fell in, which makes the prior too prohibitive for practical use. Second, it is nondifferentiable and as such inconvenient for refinement procedures, which usually involve derivatives. Also the large number of parameters, corresponding to the number of bins is not practical, as using it requires distributing a large data array with the modeling software. Hence, it arises the need for an analytical description of the probability distribution.
To find a functional form of the PDF we will use the Maximum Entropy Principle. To represent the uninformed prior, we first construct a set of orthonormal base functions on 
As the functional form of constraints for maximum-entropy modeling, we choose the values of the same moments, calculated from the investigated PDF with respect to the above base functions:
Using Lagrange multipliers one can show that for such constraints the appropriate probability distribution p is an exponential function with the exponent being a linear function of the constraints:
where N $ a i jk
λ is a normalization constant, introduced to assure that
and a i jk and b i jk are the parameters of the distribution. S l and S t denote the maximum orders to which the Lagrange and trigonometric expansions are calculated.
We assume these coefficients to be a priori statistically independent. To keep optimizations convergent, a i jk and b i jk are assigned a Gaussian prior probability distribution 
This task boils down to maximizing the following expression:
The integral for λ is calculated numerically, and the whole optimization is performed using a modification of the conjugate gradient routine from the Numerical Recipes [1] . The required gradients were computed analytically, requiring only one simple numerical integration for evaluating ∂ λ ∂ a i jk .
RESULTS AND CONCLUSIONS
After performing the minimization for different values of S l and S t , we find, that the probability distribution described by Equation (1) reproduces the locations and magnitudes of the major peaks of the probability distribution when four orders are computed in both Legendre polynomials and trigonometric functions. To get a better representation, we compute the orders 0. . . 6 in Legendre, and 0. . . 3 in trigonometric expansion. The thus constructed PDF provides a better approximation (the model is plotted in Fig. 3 ). However it still misses some details, e.g. narrow peaks corresponding to hairpins. In a next stage of the project, we plan to use a combination of uninformed and informed prior to accomodate these features. The values of a i jk and b i jk for four orders of expansion are given in Table 1 . 
