What is the relationship between international trade and business cycle synchronization? Using data from 40 countries, we find that GDP comovement is significantly associated with trade in intermediate inputs but not with trade in final goods. Motivated by this new fact, we build a model of international trade that is able to replicate the empirical trade-comovement slope, offering the first quantitative solution for the Trade Comovement Puzzle. The model relies on (i) global value chains, (ii) price distortions due to monopolistic competition and (iii)
Introduction
The Trade Comovement Puzzle (TCP), uncovered by Yi (2001, 2006) , refers to the inability of international business cycle models to quantitatively account for the positive empirical relationship between international trade and GDP comovement. 1 Using international real business cycle (IRBC) models, several authors have succeeded to qualitatively replicate the positive link between trade and GDP comovement but fall short of the quantitative relationship by an order of magnitude. 2 This paper has three main contributions. First, it contributes to empirical investigations of the association between bilateral trade and GDP comovement and shows that trade in intermediate inputs is significantly associated with synchronized GDP fluctuations. Second, it proposes a model of trade in both inputs and final goods with monopolistic pricing and firms entry/exit which is able to replicate the observed trade-comovement slope, offering the first quantitative solution of the TCP. Finally, the paper documents the disconnect between technology and measured productivity in presence of markups and extensive margin adjustments and shows that our model generates a trade-Solow Residual slope in line with the data.
Empirics. Since the seminal paper by Frankel and Rose (1998) , a large empirical literature has studied cross countries' GDP synchronization, showing that pairs of countries with stronger trade linkages tend to have more highly correlated business cycles. The paper refines previous analysis by constructing a panel dataset of 40 countries consisting of four 10-years windows ranging from 1970 to 2009, which allows for dyadic as well as time windows fixed effects. In this setting, we document that the positive relationship between trade and GDP-comovement is mostly driven by trade in intermediate inputs, whereas trade in final good is found insignificant or negative. Those new findings suggest a possible link between global value chains (GVC) and the rising synchronization of GDP across countries.
Theory. As discussed in Kehoe and Ruhl (2008) , international production linkages alone do not generate a link between domestic GDP and foreign shocks. With perfect competition and constant returns to scale, firms equalize marginal cost and marginal revenues of imported input, so that changes in the quantity of imported input yields exactly as much benefit as it brings costs. Hence, foreign shocks have an impact on domestic value added only to the extent that they impact the supply of domestic factors. This "negative result" is at the heart of the TCP. We incorporate two ingredients that create an endogenous relationship between domestic productivity and foreign shock through trade linkages.
1 For empirical studies, among many others, see Frankel and Rose (1998) , Clark and van Wincoop (2001) , Imbs (2004) , Baxter and Kouparitsas (2005) , Kose and Yi (2006) , Calderon et al. (2007) , Inklaar et al. (2008) , Di Giovanni and Levchenko (2010) , Ng (2010) , Liao and Santacreu (2015) , Duval et al. (2015) and Di Giovanni et al. (2016) .
2 For quantitative studies, see for instance Yi (2001, 2006) , Burstein et al. (2008) , Arkolakis and Ramanarayanan (2009) , Johnson (2014) or Liao and Santacreu (2015) .
Relationship to the literature. Starting with Frankel and Rose (1998) , a number of papers have studied and confirmed the positive association between trade and comovement in the crosssection. 5 The empirical part of this paper is mostly related to two recent contributions. First, Liao and Santacreu (2015) is the first to study the link between the extensive margin and GDP and TFP synchronization. Second, Di Giovanni et al. (2016) uses a cross-section of French firms and presents evidence that international I/O linkages at the micro level are an important driver of the value added comovement observed at the macro level. Their evidence is in line with the findings of this paper. 6 If the empirical link between bilateral trade and GDP comovement has long been known, the underlying economic mechanism of this relationship is still unclear. Using the workhorse IRBC with three countries, Kose and Yi (2006) have shown that the model can explain at most 10% of the slope between trade and business cycle synchronization, leading to what they called the Trade Comovement Puzzle (TCP). Since then, many papers have refined the puzzle, highlighting ingredients that could bridge the gap between the data and the predictions of classic models. Burstein et al. (2008) show that allowing for production sharing among countries can deliver tighter business cycle synchronization if the elasticity of substitution between home and foreign intermediate inputs is extremely low. 7 Arkolakis and Ramanarayanan (2009) analyze the impact of vertical specialization on the relationship between trade and business cycle synchronization.
Their model with perfect competition does not generate significant dependence of business cycle synchronization on trade intensity, but they show that the introduction of price distortions that react to foreign economic conditions allows their model to better fit the data. Incorporating trade in inputs in an otherwise standard many-countries IRBC model, Johnson (2014) shows that adding international input-output (I/O) linkages alone is not sufficient to solve the tradecomovement puzzle, but the paper points that such production linkages do synchronize input usage. Compared to those papers, we add firms entry/exit and monopolistic competition and argue that those are key ingredients for the model to deliver quantitative results in line with the data. Liao and Santacreu (2015) build on Ghironi and Melitz (2005) and Alessandria and Choi (2007) to develop a two-country IRBC model with trade in differentiated varieties. Compared to this paper, our analysis adds multinational production in a many-country setup which creates a strong interdependency in firms' pricing and export decisions. We also highlight both comovement to the standard deviation of each margin and show that an increase of the variance of extensive margin fluctuations is associated with higher GDP correlation.
5 See papers cited for instance in footnote 2. 6 Relatedly, Ng (2010) uses cross-country data from 30 countries and shows that bilateral production fragmentation has a positive effect on business cycle comovement. The concept of bilateral production fragmentation used is different from this paper as it takes into account only a subset of trade in intermediates, namely imported inputs that are then further embodied in exports. Moreover, the cross section nature of the analysis does not allow neither for dyadic nor time windows fixed effects. 7 In their benchmark simulations, the authors take the value of 0.05 for this elasticity.
quantitatively and empirically the role of markups and extensive margin fluctuations. 8 Finally, a complementary approach has been developed by Drozd et al. (2019) which model the dynamics of trade elasticity in final goods and use GHH preferences. Building on Drozd and Nosal (2012) , their quantitative 3-country model features customers accumulation with matching frictions between producers and retailers.
Empirical Evidence
In this section, we update the initial Frankel and Rose (1998) The extent to which countries have correlated GDP can be influenced by many factors beyond international trade, including correlated shocks, financial linkages, common monetary policies, 8 In their model, no firm is both an importer and an exporter.The absence of production linkages makes it essentially a model of trade in final good only in which domestic and foreign goods are substitutes. This, in turn, creates forces toward negative GDP correlation as is illustrated by the negative association between trade and GDP comovement when the elasticity of substitution is equal to 3.1. 9 We provide additional details on data sources and the list of countries in the online appendix A.1. 10 We also used an index defined as Total ij =max
. This measure has the advantage to take a high value whenever one of the two countries depends heavily on the other for its imports or exports. Both our empirical and simulated results hold when we use this index. 11 To be more precise, we first apply the log transformation on trade intensities and then we average over the time windows. This is motivated by the fact that the original trade data grow exponentially from 1970 to 2009. We also report the results of the regressions using the log transformation on the mean trade intensities in the supplementary appendix A.3.3. Results are quite similar. In the supplementary appendix A.3.4, we also report the results using the level of trade intensities and show that our findings are robust to this specification. Finally, notice that the log specification has a larger explanatory power (measured by the R 2 ) compared to regressions in levels. etc. Because those other factors can themselves be correlated with the index of trade proximity in the cross section, using cross-section identification could yield biased results. Indeed, in their seminal paper, FR use cross-sectional variations to evaluate whether bilateral trade intensity correlates with business cycle synchronization, but their specification does not rule out omitted variable bias such as, for example, the fact that neighboring countries have at the same time more correlated shocks and larger trade flows. By constructing a panel dataset and controlling for both country-pair and time windows fixed effects, this paper relates to recent studies that try to control for unobserved characteristics. 12 Therefore, in order to separate the effect of trade linkages from other unobservable elements, we construct a panel dataset by creating four periods of ten years each. 13 Within each time window, we compute GDP correlation (Corr GDP) as well as the average trade intensities defined above.
We then estimate two panel data regressions. In the first we follow the existing literature by running linear regression estimation of Corr GDP ijt on the log of trade intensity Trade ijt :
where i and j denote the two countries and t the time window. In the second, we run the regression on the log of trade intensity disaggregated into final goods and inputs:
We finally specify the additional controls that we include (one-by-one) in the analysis. First, we include dummy variables for countries among the European Union (each wave are entitled a different dummy variables) and the Euro Area. Second, we construct two additional measures that capture the effect of trade network (third country effect) and the sectoral composition of trade. 14 Our "third country" index is motivated by the fact that two countries with similar partners could co-move because of their link with common partners. Moreover, our "sectoral" index controls for changes in specialization. If shocks have a sectoral component, then two countries that tend to specialize over time in the same sectors could have an increase in business cycle comovements over and beyond any direct trade effects. The third index is specified as
It measures the degree of similarity in the geographical distribution of trade shares between country i and country j, and is 12 Di Giovanni and Levchenko (2010) includes country pair fixed effects in a large cross-section of industry-level data with 55 countries from 1970 to 1999 in order to test for the relationship between sectoral trade and output (not value-added) comovement at the industry level. Duval et al. (2015) includes country pair fixed and year effects in a panel of 63 countries from 1995 to 2013 and test the importance of value added trade in GDP comovement. 13 Adding time windows fixed effect controls for the recent rise of world GDP correlation since the 90s, which could be unrelated to trade intensity. 14 In the supplementary appendix A.3.2, we also control for sectoral composition of total value added. However, due to missing data, the sample is much smaller. equal to 0 if countries i and j have completely separated trade partners while it is equal to 1 if all trade shares are equal. The sectoral composition index is constructed based on 2-digit SITC trade data as sector proximity (i, j) 
, with T i (s) the total export of country i in the specific sector (or products) s in the set of sectors S. This index controls for the composition of trade and can be thought of as measuring common sectoral specialization within each country-pair: if two countries export exactly the same share of each products, then the index is equal to 1. For those two indexes, we use bilateral trade data (SITC4 REV. 2) from the Observatory of Economic Complexity.
In columns (1) and (5) 2000-2009 and 1970-1979 , across all country-pairs, is an increase of factor 2. According to the point estimates, this corresponds to an increase in GDP correlation of 0.044.
In columns (3), (4), (7) (1957 to 1997) and three instrumental variables (IV) for trade intensity: (i) log of distance between countries, (ii), dummy for common border, (iii) dummy for common language. With a specification similar to FR, Kose and Yi (2006) use 21 countries from 1970-2000 and find an elasticity of trade intensity and GDP of 9.1% using HP-filtered GDP and 7.8% using log-difference. Finally, using the same measure for trade intensity as in this paper without time window fixed effects, they estimate a coefficient β of about 0.115. In a similar way, Liao and Santacreu (2015) use IV estimation over a sample of 30 countries covering the period between 1980 and 2009 and find estimates between 0.112 (HP filter) and 0.066 (FD). In appendix A.3, we also provides estimates using the 1970-1990 period.
16 See also footnote 1 for papers finding a high and robust association between total trade and business cycle comovement using cross-sectional settings.
17 Di Giovanni and Levchenko (2010) investigate the role of vertical linkages in output synchronization (not value added) using I/O matrices from the BEA. Their estimates imply that vertical production linkages account for some 30 percent of the total impact of bilateral trade on the business cycle correlation 18 Notice that the estimate using the log of the mean trade intensity in intermediate inputs within time windows implies an associated increase of GDP correlation of 0.091. We then add our controls in table 2, where columns (1) and (5) report the regression results without the additional controls. In columns (2) and (6) we show the results with EU and USSR dummies while in columns (3) and (7) we include the third country index. Finally, columns (4) and (8) impact, up to a first order approximation, on measured productivity. Therefore, any change in GDP is due to variations in domestic factors supply. We start by briefly reviewing this result. 19 Results presented here use a fixed effect specification. To discriminate between fixed or random effects, we run a Hausman test which display a significant difference (p < 0.001), and we therefore reject the random effect model. We also test the need for time-windows effects against the alternative without time-windows FE. The results of a Lagrange multipliers test provide strong support for the model with time-windows fixed effects (p < 0.001). The supplemental appendix provides many other robustness tests with alternative datasets and time windows. 20 The results are also robust to a number of alternative specifications, time periods, time windows, different set of countries (excluding Euro area or European countries), world GDP correlation and an alternative dataset and method of separating intermediate from final goods. We provide an overview of those results in table 14 in appendix. We also provide in table 12 in appendix results with financial controls. We finally disaggregated further the role of intermediate inputs by main sectors in the supplementary appendix A.3.7, and find that the manufacturing and non-manufacturing industrial sectors play a key role in the positive relationship between trade proximity and GDP correlation. These additional results are provided. Notes: * p<0.1; * * p<0.05; * * * p<0.01. In parenthesis: std. deviation.
The Kehoe and Ruhl (2008) negative result
The economy produces a final good y, used for consumption and exports, which is produced by combining imported inputs x and domestic factors of production (possibly a vector), according to y = F( , x), where F(., .) has constant returns to scale and is concave with respect to each of its arguments. The final good producer chooses domestic factors and imported inputs to maximize profit, taking all prices as given. Optimality requires that factors are paid their marginal product and we have p y F ( , x) = w and p y F x ( , x) = p x , with p y the final good price, p x the price of imported inputs x and w the price of domestic factors.
Gross Domestic Product is the sum of value added in the country, which is simply the value of final goods minus the value of imported inputs. Importantly, many statistical agencies use base period prices when valuing estimated quantities in the construction of GDP. 21 Since prices are kept constant at their base value, we denote them with the superscript b to emphasize the fact that they are treated as parameter and not as endogenous objects:
The Penn World Tables used in our empirical section uses base period prices. The Bureau of Economic Analysis uses a Fisher chain-weighted price index to construct GDP at time t relative to GDP at time t − 1 according to:
where k indexes all components of GDP. Intuitively, the Fisher index is a geometric average between two base period pricing methods where the base price is alternatively the price at t − 1 and at t.
Let us now compute the first order change in GDP when the Terms-of-Trade (≡ p x ) change:
The first term in equation (4) captures the value added change due to variations in factor supply. Quantitatively, this terms depends on the degree of complementarity between foreign and domestic inputs as well as on the elasticity of factor supply. 22 The second term captures the direct impact that changes of imported input usage have on GDP. With perfect competition, profit maximization insures that p y F x ( , x) = p x when using current prices. When base period prices p b y and p b
x are close to their current value, 23 this term vanishes. In such a model, any first order change in GDP following a terms of trade shock is solely driven by variations in domestic factor supply. This is the negative result presented in KR: when firms take prices as given, profit maximization insures that the marginal benefit of using an additional unit of imported input x (p y F x ( , x)) is equal to its marginal cost (p x ). Up to a first order approximation, foreign technological shocks affect real GDP only through a change in factor supply. In other words, the measured productivity is not affected by foreign shocks. 24 Equation (4) encapsulates in a simple way the reasons why standard IRBC models cannot generate a quantitatively important link between trade linkages and GDP comovement. In models with perfect competition and constant returns to scale, the change in GDP after a foreign shock is solely driven by variations in domestic factors supply. Such a change, in turn, is disciplined by (i) the elasticity of labor supply and (ii) the complementarity between domestic and foreign inputs. 25
Markups and love of variety
Consider now a variant of the economy described above with an additional production step: inputs are imported by a continuum of intermediate producers with a linear production function m = x. Critically, we now add two new elements: (1) a price wedge for intermediate producers µ > 1 so that the price of intermediates m is given by p m = µ × p x , and (2) love of variety in the final good production technology in the form of a Dixit-Stiglitz aggregation of intermediates. 26
The production function in the final good sector is:
This production function displays love fof variety: for a given amount of total imports, the larger the mass of input suppliers M, the higher the amount of final production obtainable.
For each variety m i , there is a producer with a linear technology using imports only: 
which is also equal to F I ( , I), the marginal productivity of the input bundle in final good production. Finally, taking the derivative of GDP with respect to p x while keeping prices constant at their base period value, we obtain:
Entry/Exit Effect (7) Equation (7) is the counterpart of (4) in a model with extensive margin adjustments and where some domestic firms are not price takers. These two elements create a link between foreign shocks and domestic real GDP variations, over and beyond any change in domestic factor supply.
First, the existence of a price wedge µ > 1 means that the first term does not vanish. With m (p x ) < 0, a decrease in the price of imported inputs leads to an increase in GDP. When firms are price setters and earn a positive profit, the marginal revenue generated by an additional unit of imported input x is larger than its marginal cost p x . Hence, cheaper inputs means more sales, more profit and more value added.
Moreover, any change in the mass of firms M also impacts domestic value added. One can model many reasons why the mass of producing firms would change, including a free entry condition as in the quantitative model in section 4. A change in the number of price setting firms gives a time varying element to the effect described above, triggering a greater reaction of GDP after a foreign shock, independently of the love of variety which is captured by the parameter σ. Overall, the key idea governing this term can be expressed as follows: firms that charge a markup have a disconnect between the marginal cost and the marginal revenue product of their inputs. The difference between these two is accounted as value added in the form of profits. Any change in input usage leading to a change in profits triggers a change in value added.
Second, when σ < +∞, another effect arises. When the production function exhibits love of variety, any change in the mass of suppliers implies an additional reaction for the input bundle I.
If the decrease of p x is accompanied by an increase in the mass of producing firm, 27 the bundle I increases not only because each intermediate producer produces more, but also because an increase in the mass of firms mechanically increases I even for a fixed amount of intermediates.
With love of variety, a producer that has access to more suppliers can produce more output for the same level of input. In other words, the set of feasible combinations of output I, and inputs M 0 m i di = X is not independent of the mass of producers M: a change of M shifts the production possibility frontier. Interestingly, this channel is at work independently of the price distortion channel discussed previously. Even in the absence of monopoly pricing, the sheer fluctuation in the mass of producing firms coupled with a love of variety creates a link between import price and GDP fluctuation.
Finally, note that the introduction of markups and love of variety allows GDP to change over and beyond changes in the domestic factors of production. Using a growth accounting perspective, this means that the introduction of these two elements makes measured domestic productivity change after a foreign shock, even though technology is unchanged. 
A Model of International Trade with Cross-Border Input Linkages
We develop a many-country international business cycle model with trade in final and intermediate goods. The model is related to Ghironi and Melitz (2005) 
Consumption and Labor Supply
Consider a multi-period world economy with many countries (i, j ∈ {1, ..., N}). In each country, there is a representative consumer who consumes final goods and supplies labor L i,t for production. Consumers' utility function is:
where ψ i is a scaling parameter, ν the inverse of the Frisch elasticity of labor supply and σ i the elasticity of substitution between different varieties of final goods originating from country
and Ω F j,i,t is the endogenous set of firms from country j that serve the final good market in country i. 29 Finally, ρ F is the final goods Armington elasticity of substitution. Final good price indices are defined as:
where p F j,i,t (s) is the price charged by firm s in the set Ω F j,i,t when selling in the final good market in country i. As we will see below, given our assumptions, firms charge the same price in both final and intermediate good markets in a given country.
The agent chooses consumption, investment and labor, subject to the budget constraint: 30
where we introduced the term T i which captures potential trade imbalance in country i (T i < 0, corresponds to a trade deficit meaning that country i consumes more than the value of its production). Optimality yields the standard Euler equation and labor supply:
Production
In any country i, production is performed by a continuum of firms with heterogeneous productivity, defined as the product of an idiosyncratic component ϕ and a country specific component with an intermediate goods Armington elasticity ρ I . To introduce a rationale for markups and for love of variety, each country specific bundle is itself a CES aggregation of many varieties, with the elasticity of substitution σ j . 31 The production function is:
with
where ω I i (j) is the share of country j in the production process of country i, with ∑ j ω I i (j) = 1,
and Ω I j,i,t is the endogenous set of firms based in j and serving the intermediate input market in country i. Similarly to the final good market, we have
where P j,i,t denotes the price of the country-pair specific bundle M j,i,t and P IB i,t is the unit cost of the Cobb Douglas bundle aggregating I i,t , k i,t and i,t (called the input bundle) and represents the price of the basic production factor in country i. p I j,i,t (s) is the price charged by any firm s in the set Ω I j,i,t when selling in the intermediate input market in country i. 32 To be allowed to sell its variety to a country j, a firm from country i must pay a fixed cost f c ij (labeled in unit of the input bundle) as well as a variable (iceberg) cost τ ij . Firms choose which countries they enter (if any), affecting both the level of competition and the marginal cost of all firms in the country. As will be clear below, profits are strictly increasing with productivity ϕ so that equilibrium export decisions are defined by country-pair specific thresholds ϕ i,j,t above which firms from i find it profitable to pay the fixed cost f c ij and serve the final good and intermediate inputs markets in country j. Finally there is an overhead entry cost f E i , sunk at the production stage, to be paid before firms know their actual productivity. Based on their expected profit in all markets, firms enter the economy until the expected value of doing so equals the overhead entry cost. This process determines the mass of firms M i,t .
Equilibrium
We specify the equilibrium conditions of the model by introducing X i,t the aggregate consumers' revenue and S i,t the total firms' spendings (including bilateral fixed costs payments to access all markets) in country i. Given prices, total demand faced by firm ϕ is given by the sum of demand stemming from both the final good and the intermediate input markets:
where the summation is done over all markets that are served by a firm with productivity ϕ.
Firms choose their price to maximize profits. Since the price elasticity of demand is constant, they charge a constant markup over marginal cost. For a firm from country i, the only elasticity that is relevant for pricing is σ i , capturing the fact that firms compete primarily with other firms coming from their home country since their individual pricing decision has no impact on the country-specific price index in every market. 33 As a result, firms charge the same markup in the final and intermediate good markets, and we have:
and its optimal price in country j is:
Unlike in the canonical Krugman (1980) , Melitz (2003) or Ghironi and Melitz (2005) models, one needs to jointly solve for all prices in the economy. Through P IB i,t , the price charged by firm ϕ in country i depends on the prices charged by all firms supplying country i (both domestic and foreign) which in turn depend on the prices charged by their suppliers and so on and so forth.
Determining prices requires solving jointly for all country-pair specific price indexes P i,j,t .
The definitions of price indexes give rise to a simple relationship between the price of the country i specific bundle at home, P i,i,t , and its counterpart in country j, P j,i,t :
where ϕ i,j,t defines the threshold of idiosyncratic productivity ϕ above which firms from i serve country j. Intuitively, the ratio between the price of a country specific bundle in two different markets depends on the relative iceberg costs as well as the relative entry thresholds. Using this relation in the definition of price indexes in every country yields a system of N equations which jointly defines all inner price indexes:
with µ i depending on entry thresholds, the mass of firms and parameters. 34 For given thresholds and mass of firms, this system admits a unique non-negative solution. 35
Turning to export strategies, the productivity thresholds above which firms from country i serve market j are implicitly defined by:
where π i,j,t (ϕ) is the variable profit earned by a firm with productivity ϕ in market j. Similar to Ghironi and Melitz (2005) , the fixed cost f c ij is paid in units of the basic production factor in 34 µ Kennan (2001) and denoting G k = ( P i,i,t ) 1−ρ I and G the associated N × 1 vector, it suffices to show that the system is of the form G = f (G) with f : R N → R N a vector function which is strictly concave with respect to each argument, which is obvious as long as 0 < η k + χ k < 1. country i deflated by aggregate technology Z. 36 Finally, the mass of firms is determined by the free entry condition defined as:
where f E i is labeled in units of labor and Π i,t denotes aggregate profits of all firms in country i. Following Eaton and Kortum (2005) , we can show that Π i,t is proportional to total revenues.
Defining R i,t the total sales of all firms from country i, we have: Lemma 1. : Total profits in country i are proportional to total revenues:
Proof: see Appendix B.
Closing the model involves standard market clearing conditions for capital, labor and goods.
Labor can be used either for production (L p i,t ) or for the entry cost (L e i,t ) so that L i,t = L p i,t + L e i,t . With Cobb-Douglas production, consumer's revenues X i,t are equal to the sum of the payment to production workers χ i S i,t , rent from capital η i S i,t , total firms' profits Π i,t (which, at the free entry equilibrium, is completely used to pay the entry cost f E i ), and potential trade imbalances −T i,t . Total revenues of all firms from i are:
And total exports (the sum of final goods and intermediate inputs exports) from i to j is defined as
the good market clearing condition writes:
36 In every market, entry occurs until the profit of the least productive firms is equal to the fixed cost of accessing the market. Denoting by X i,t total final good spending by consumers (X i,t = w i,t L i,t + r i,t K i,t − T i,t ), we have for any i and j: ϕ i,j,t = τ ij
Furthermore, using lemma 1 above and the fact that R i,t = S i,t + Π i,t , we get:
Replacing Π i,t and S i,t as a function of R i,t , equation (26) can be written as:
Which can be expressed in compact form as:
Where • is the element-wise (Hadamard) product and W F is the weighting matrix associated with final good aggregation and is defined as
. Moreover, the matrix M is defined at any time t as:
Setting w 1 = 1, implying S 1 = L p 1 /χ 1 , provides a unique solution for all variables by solving together the investment Euler equation (12), the labor supply equation (13), the price system (21), the threshold system (22), the Revenue system (28) and the Free Entry system (23).
GDP definition.
In the data, GDP is constructed using base prices and quantity estimates.
In order to be as close as possible to the method used in the construction of the data used in the empirical analysis, we define GDP using steady state prices as base prices. 37 GDP is obtained by deflating nominal spending using steady-state price indices that are corrected from product 37 In the data, GDP is defined using the Fisher ideal quantity index which is a geometric mean of the Laspeyres and Paasche indices. Hence, for all periods t, the base period price is a geometric mean between period t and period t + 1.
variety effects, such that:
in order to be consistent with the way actual data are collected. 38
Calibration
The model is calibrated to 14 countries and a composite Rest-Of-the-World for the time period [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] . As compared to our empirical sample, it represents around 78% of total trade flows, 79% of total trade in final goods and 77% of total trade flows in intermediate goods. 39 With N countries, there are 4 × N 2 + 4N + 5 parameters to determine, to which one must add parameters relative to the technological shocks. 40
Parameterization
We set β = 0.99 and we choose ν = 1, leading to a Frisch elasticity of 1. We set the value of the macro (Armington) elasticity ρ I and ρ F to be equal to unity, which is in the range of the literature. For instance, Saito (2004) provides estimations from 0.24 to 3.5 for the Armington elasticity. 41 There is also a theoretical convenience to use ρ I = ρ F = 1, as it allows the model to take the same form as other network models such as Acemoglu et al. (2012) . We set parameters ψ i in each country to replicate the relative difference of working age population with a normalization ensuring an average capital-output ratio of 13 in the model. 42
Markups and Value Added Shares. Concerning the micro elasticities, we set a value of σ i = 38 Since both consumers' utility and production functions have a CES component, it is well known that the associated price indexes can be decomposed into components reflecting average prices (captured by statistical agencies) and product variety (which is not taken into account in national statistics). See Feenstra and Markusen (1994) or Ghironi and Melitz (2005) for a discussion of this. 39 The set of countries is: Australia, Austria, Canada, Denmark, France, Germany, Ireland, Italy, Japan, Mexico, Netherlands, RoW, Spain, United Kingdom and United States.
40 For each country-pair (i, j), we specify values for ω F i (j),ω I i (j) (each with N × (N − 1) values), τ ij and f c ij . For every country i we have (η i + χ i ), ψ i , f E i , T i ,σ i and γ i . The set of common parameters is given by χ i /(χ i + η i ), ν, β, ρ I and ρ F . On top of these, we also need to set the volatility, covariance and auto-correlation of the technology shocks in all countries. 41 Feenstra et al. (2014) studies the macro and micro elasticities for final goods and reports estimates between -0.29 and 4.08 for the Armington elasticity. They find that for half of goods the macro elasticity is significantly lower than the micro elasticity, even when they are estimated at the same level of disaggregation.
42 This normalization has no influence on the results because FOCs are independent from this parameter. σ = 5, ∀i in the baseline simulation. Anderson and van Wincoop (2004) report available estimates for the micro elasticity in the range of 3 to 10. Following Bernard et al. (2003) , Ghironi and Melitz (2005) choose a micro elasticity of 3.8 and recently, papers such as Barrot and Sauvagnat (2016) or Boehm et al. (2015) argue that firms' ability to substitute between their suppliers can be very low.
This choice leads to markups of 25%. The aggregate profit rate, however, is only of 17.4% since firms have to pay fixed cost in order to access any market. In Section 7, we consider alternative elasticities for σ i , and defer discussion of those cases till then. 43 We set the Pareto Shape of the firm-specific productivity distribution to γ i = σ i − 0.4, as in Fattal Jaef and Lopez (2014) .
The value added share, η i + χ i , for a given country i, are calibrated using cost of intermediates and total sales as observed in the WIOD database at the 2-digits sector level. Specifically, (1 − η i,s − χ i,s ) = cost_intermediates s total_sales s , represents the share of intermediate inputs in total costs in a given sector. We use the fact that total sales s = µ i × total cost s with µ i the markups in country i.
Therefore, we fix (η i,s + χ i,s ) = 1 − cost_intermediates s total_sales s σ i σ i −1 . With σ i = 5, the implied mean values of η i + χ i , weighted by the sector importance in total sales, range from 0.31 to 0.45 for the considered countries (we set the value for RoW to the mean value), which seems to be consistent with values reported in Halpern et al. (2015) . Finally, the capital and labor shares in value added are fixed at 2/3 and 1/3 respectively.
Entry costs.
The sunk entry cost f E i in each country are computed from the Doing Business Indicators. 44 We measure the relative entry fixed costs by using the information on the amount of time required to set up a business in the country relative to the US, where we normalize f E US in order to generate a ratio of total number of firms divided by the working population, M L , of about 12%. This is motivated by the fact that there are about 22-24 millions of non-employer businesses and 5.5 millions of employer businesses in the US, while the working age population represents around 180 millions of individuals during the considered period. 45 As shown later, the results are not sensitive to this specification.
Trade frictions.
The variable (iceberg) trade costs for each country-pairs, τ ij > τ ii , are taken from the ESCAP World Bank: International Trade Costs Database, where we normalize τ ii = 1. 46 This database features symmetric bilateral trade costs in its wider sense, including not only international transport costs and tariffs but also other trade cost components discussed in Anderson and van Wincoop (2004) . Similar to Helpman et al. (2008) , we assume domestic fixed costs f c ii = 1 for every country i. We set the values for the fixed costs of exporting from country i to country j, f c ij > 1 for i = j, in line with Di Giovanni and Levchenko (2013) using the Trading Across Borders module of the Doing Business Indicators. Specifically, we choose the number of days it takes to export to a specific country relative to the number of days it takes to supply in the home country (normalized to 1 in the model). Aggregate Technology Process. The level of GDP comovement in our simulations is driven both by correlated technology shocks and by the transmission of those shocks across countries via trade linkages. In the model, Z i,t is the country-specific technology process which is not properly measured in the data by the Solow Residual (see section 6.3 for a discussion on this).
We take a different route and set the cyclical properties of (Z i ) i=1,...,N to replicate observed GDP properties. To calibrate the variance-covariance matrix and the persistence of those technology shocks, we set the off diagonal elements (the covariance terms) so that the average correlation of GDP in the model matches exactly the one observed in the data, which is 0.27 for the selected countries in 1980-1999. We then calibrate the volatility (the diagonal elements of the covariance matrix) so that the model replicates exactly the observed GDP volatility (de-trended using HPfilter) in every country. This allows us to generate GDP fluctuations in the simulated economy that are similar to those observed in the data. 48 It is informative to note that, in order to match an observed international GDP correlation of 0.27, the correlation of technology shocks is only 0.189, with cross-country propagation through trade making up for the gap between technology and GDP correlations. 49 In this sense, through the lens of our model, propagation through trade explains about a third of international comovement.
Finally, we set a common value for auto-correlation of shocks so that the GDP series generated by the model is exactly 0.8, which is the average GDP auto-correlation in the data. One last detail regarding the simulation is that we parameterize the variance of the shocks to the Rest-of-the-World based on median GDP value in the data and the RoW covariance terms are set to 0. Table   3 reports the list of parameters. All targeted moments are perfectly matched. 
Baseline Experiment
To assess the model ability to replicate the correlation between trade and GDP-comovement, we simulate a sequence of 5,000 shocks (identical across each configuration) and record the correlation of logged and HP-filtered GDP as well as the average index of logged trade proximity in intermediate inputs and final goods. As the objective is to use within country-pair variations, we then recalibrate the spending shares ω I i (j) and ω I i (j) for all country-pairs i and j with different targets for trade proximity across countries, decreasing and increasing the targeted imports in intermediate inputs relative to GDP by 10% and then decreasing and increasing the targeted imports in final goods relative to GDP by 10% (this amounts to 5 experiments, including the baseline simulation). 50 This gives rise to a panel dataset of 14 × 13/2 = 91 country-pairs (excluding RoW) for each of the 5 configurations, hence a total of 455 observations. 51 . We then use this simulated dataset to estimate the model-implied TC slope, controlling for country-pair fixed effects, as we did in the empirical analysis. Table 4 shows the results. 
Decomposition -Role of the ingredients
To assess the role of each ingredient in the quantitative results, we then turn off one by one the key elements of the model, namely movements in the number of firms supplying each market and price distorsions. Results are gathered in table 5. The sole addition of price distortions to an otherwise standard IRBC model with I/O linkages increases the trade comovement slope for inputs from 0.007 to 0.024, while the amplification coming through the fluctuation in the mass of firms increases the slope further to 0.051. 52 Turning to the implied GDP correlation, adding price distortions and adjustments along the extensive margins imply an overall non negligeable increase in the average GDP correlation by 5.8 percentage points relative to the model featuring only I/O linkages. Notice that those findings are robust to a higher Armington elasticity of ρ F = 1.05. Overall, the key insight emerging from this analysis is that adding GVC to an otherwise standard IRBC model is not sufficient to solve the TCP, as shown in Johnson (2014) . However, a model combining GVC with markups and extensive adjustments can provide the first quantitative solution to the TCP.
Solow Residual and Technology
In section 3, we showed how the introduction of two elements, extensive margin adjustments and market power, creates a link between foreign shocks and domestic productivity (usually measured as the the Solow Residual), even with fixed technology. More precisely, our model predicts that an increase in trade flows in input synchronizes Solow residual (SR) fluctuations across countries. Defining SR as: table 6 the relationship between SR and trade intensity in inputs and final goods as estimated from the data and in our simulations. Both in the data and in our baseline calibration, an increase of trade in inputs is associated with an increase in SR comovement by a factor of 6 relative to trade in final goods. Quantitatively, our model is able to reproduce a realistic trade-SR slope. As expected, this association is absent in a model without markups and extensive margin adjustments and is decreasing in σ. Using our simulations, we can also compare the cyclical properties of Z and SR. When measuring productivity as the change in GDP that is not explained by movements of capital and labor, fluctuations in SR do not only capture changes in technology, but also capture fluctuations of profits and adjustments along the extensive margin. As a result, the baseline implied average SR correlation of about 0.246 is much larger than the one implied by the underlying technology process (Z) (0.189 in all experiments). The difference simply reflects the endogenous synchronization of SR through trade, due to profits and extensive margin movements. SR is also much more volatile and less auto-correlated than Z, with a ratio of standard deviations larger than 3,
showing that SR is potentially a poor proxy for calibrating technology shocks.
Robustness checks and business cycle properties
Our results are robust to a number of alternative specifications. Changing the value of parameters γ i does not change the implied slope. In contrast, ν has a more significant impact on the magnitude of the overall trade comovement slope, while preserving the relative importance of final goods versus intermediate inputs.
We also test the model with ρ F = 0.95. As expected, in that case, trade in final goods generates more GDP comovements as compared to the benchmark. The level of trade frictions in the calibrated steady state {τ ij , f c ij , f E ij } do not affect the implied TC slope. Regardless of the initial level of those trade frictions, increasing trade proximity is associated with the same reaction for GDP comovement. We also conduct robustness on the specified technology processes {Z i }. We first use the observed estimated covariance matrix of standard TFP data computed as the Solow residual in Penn World Tables ( ∑) . While this approach is sometimes used in the literature, it leads to overshooting the level of cross-country GDP correlation. Results regarding the TC slope remain similar to the benchmark calibration. In order to better assess the implications of the trade channel, we also simulate the model under the counterfactual assumption that technology shocks are uncorrelated across countries and set the off-diagonal elements of the covariance-variance matrix to zero (i.e. cov(Z i,t , Z j,t ) = 0, ∀i = j).
Under all those alternative specifications, the implied TC slope is large and significant, with a much larger association with trade in intermediate inputs. We provide all the detailed results in table 7 .
Finally, we report business cycle properties in table 8. By comparing the first three columns, we find that adding extensive margin and price distortions leads to an increase in investment and 
Model Mechanisms and Empirical Relevance
In this section, we further investigate the role of firms' entry/exit and markups in the model and test their empirical relevance.
The Role of Extensive Margin of Trade
We first study the role of extensive margin (EM) and intensive margin (IM) fluctuations on the correlation between trade and GDP comovement. We conduct two empirical tests. First, in line Compared to Liao and Santacreu (2015) , we use a different identification strategy and a broader set of countries over a longer period. 55 Second, we use the recent Exporter Dynamics Database (EDD) from the World Bank with measures for the EM and IM that directly report the number of active exporters as well as the average trade value per exporter. This allows us to directly test if the average and the volatility of the number of exporters is associated with higher GDP synchronization. As in section 2, we aim to handle the heterogeneity between countries that are closer each other, and who experience common macro policies using fixed effects.
EM-IM HK decomposition.
Building on Feenstra and Markusen (1994) and Hummels and Klenow (2005) (HK), we use data from the NBER United Nations Trade Data covering the period from 1962 to 2000 and the UN COMTRADE data for the period from 2001 to 2014. We use the (i, j) , the margins from i to j and from j to i. We then compute the average and the standard deviation of those measures within each time window and run:
Results are gathered in table 9 (columns (1) and (2)) and show that the correlation between the extensive margin of trade and GDP comovement is positive and significant for the two specifications. This result is particularly striking given that most of the variation in trade is explained by variations along the intensive margin. 58,59 56 In the online appendix A.4.5, we also show that our results are consistent with a finer HS (6-digits) classification. 57 See in Appendix for more details on the HK decomposition. 58 Performing a Shapley value decomposition of total trade on the intensive and extensive margins, one finds that only one fourth of the total variance is explained by the variation of the extensive margin. Those results are in line with the similar analysis in Liao and Santacreu (2015) . We first estimate the role of the EM using as indicator the number of new exporters net of exiting firms between country i and country j, normalized by the total number of exporters. For the IM, we use the natural logarithm of the average value added per exporter. On the contrary, we find that the IM correlates negatively with GDP correlation. 62 We then investigate in column (4) whether more variability along the extensive and intensive margins are associated with more GDP correlation within the considered time-windows. We regress:
Corr GDP ijt = β 1 ln(std nb exp ijt ) + β 2 ln std value exporter ijt
Results feature a positive and significant relationship between variations in the number of exporters and GDP correlation, while variations along the intensive margin is negatively correlated with GDP comovement. This again suggests a potential key role of the extensive margin in generating GDP comovement as opposed to the variation along the intensive margin.
The role of the EM and IM in the model. In order to capture the respective role of EM and the European Union (1970, 1980, 1990) . 60 OECD GDP at quarterly frequency is not available for all the countries. We therefore reduce the sample. Further details are provided in the online appendix A.1 and robustnesses are conducted in the online appendix A.4. 61 For instance, the database contains information about exports from Belgium to many destinations, but there is no information about Belgium's imports. It is therefore not possible to compute symmetric measures. 62 We point out that those results are robust to the period excluding the crisis (1997 -2006) and to alternative measures, such as the number of new entrants surviving at longer horizons (one, two or three years) and using FD GDP correlations as shown in a supplementary appendix A.4. IM in the model, we perform similar analysis on our simulated dataset. The extensive margin is constructed as the number of firms producing goods in a specific international submarket (i, j), while the intensive margin is computed as the average production by exporter, such as:
where the index t refers to different configurations (i.e. to different steady-states where only trade proximity as been changed). 63 We then estimate in column (5) of table 9 the relative correlation of those measures (averaged and log transformed as in (32)) with changes in GDP comovement in the five configurations described in section 6. Moreover, to investigate the importance of each margin's volatility , we also compute the standard deviation of those measures as ln(std(EM) ijt ) and ln(std(I M) ijt ) in each configuration and regress those measures on GDP correlation for each country-pairs in column (6) of table 9. Consistent with our empirical findings, both average EM and the volatility of EM fluctuations are associated with a significant increase in GDP correlation. Finally, we also show in columns (7) and (8) the relationship between measures using the HK decomposition and SR comovement and we report the corresponding results using the model in columns (9) and (10). 64 Consistent with previous findings, SR comovement is positively correlated with the extensive margin in the data and in the model. 
The Role of Markups
In the benchmark model, we made the assumption of homogeneous micro elasticities of substitution between goods across countries with σ i = 5, ∀i. In this section, we first test the implication of higher (i.e. lower σ i ) and lower (i.e. higher σ i ) price distorsions on the trade comovement slope.
We then relax the homogeneous assumption and introduce heterogenous market power across countries. This allows us to test the direct implications of price distortions on GDP comovement through trade. To do so, we simulate the model with heterogenous σ i estimated from the data using two different estimates. We first use Price Cost Margin (PCM) as an estimate of markups within each industry, which measures the difference between revenue and variable cost. Second, we use direct markup estimates from De Loecker and Eeckhout (2018) . 65 In each experiment, we center the heterogenous markups {σ 1 , ..., σ N } around the baseline value σ = 5. Table 10 presents the results when we implement the two different estimates. where markups are high experience a larger decrease in GDP when experiencing an increase in their terms-of-trade. For this, we compute the correlation of GDP with the terms of trade and regress this correlation on markups estimates, such that:
Table 11 gathers the results for the two measures of markup estimates and the implied slope in the model. 67 We first show the results of pooled cross-section analysis and then perform fixed effect regression and add time dummies to control for time-window specific factors that might affect the correlation of GDP and terms-of-trade. We also run the exact same regression with the model generated data using σ i σ i −1 as markup index and using variations in σ i . Results using the model generated data show that countries with higher markups also experience a larger decrease in their GDP when the relative price of their import rises, consistent with observed data. 
Conclusion
This paper analyzes the relationship between international trade and business cycle synchronization across countries. We start by refining previous empirical studies and show that higher trade in intermediate input is associated with an increase in GDP comovement, while trade in final good is found insignificant. Motivated by this new fact, we propose a model of trade and business cycle with (i) global value chains, (2) monopolistic pricing and (3) firms' entry/exit. All elements are necessary for foreign shocks to have a first order impact on domestic productivity 67 Data on real GDP and terms of trade at the annual frequency are both taken from the OECD database and are HP filtered to capture business cycle frequencies. We also use first difference data and results are consistent with our findings using HP-filter, as shown in the supplementary appendix A.5.2. through trade linkages. The propagation of technological shocks across countries depends on the worldwide network of input-output linkages, which emphasize the importance of going beyond two-country models to understand international GDP comovement. We calibrate this model to 14 countries and assess its ability to replicate the empirical findings. Overall, the quantitative exercise suggests that the model is able to generate a realistic trade comovement slope, offering the first quantitative solution for the Trade Comovement Puzzle. Consistent with new data, both adjustments along the extensive margin and price distortions explain this result. Together, those elements give rise to a disconnect between aggregate technology and the Solow Residual.
Where I jm is the set of observable categories in which j has a positive shipment to m and I is the set of all categories exported by the reference country. We normalize both measures by the sum of GDP of the two countries.
A.2 Markup measures
Markups. In section 7, we used two different markup index estimates. We first used aggregated micro markups estimated by De Loecker and Eeckhout (2018) . They use micro data of 70,000 firms in 134 countries from 1980 to 2016 and estimate aggregate average markups using a costbased approach. This method defines markups as the ratio of the output price to the marginal costs, and therefore relies solely on information from the financial statements of firms (sales value and cost of goods sold). Aggregating all firms specific markups for each country, De Loecker and Eeckhout (2018) provide a detailed and comparable measure of market power between countries.
The sample that we use from their estimates includes 29 countries from 1980 to 2016. 68
Second, we use Price Cost Margin (PCM) as an estimate of markups within each industry using data from 22 countries from 1971 to 2010. 69 Introduced by Collins and Preston (1969) and widely used in the literature, PCM is the difference between revenue and variable cost (the sum of labor and material expenditures, over revenue): PCM = Sales−Labor exp.−Material exp.
Sales
Data at the industry level come from the OECD STAN database, an unbalanced panel covering 107 sectors for 34 countries between 1970 and 2010. Due to missing data for many countries in the earliest years, we restrict the analysis for 22 countries. 70 We compute PCM for each industrycountry-year and then construct an average of PCM within each country-year by taking the sales-weighted average of PCM over each industry. Finally, the average PCM for a given time window is simply the mean of country-year PCM over all time periods.
A.3 Trade comovement slope with financial controls
We provide additional robustness of the trade comovement slope using financial controls. To do this, we construct two additional indexes capturing the financial interconnection of two countries.
First, we construct an index of financial integration (FI) using Foreign Direct Investment (FDI) data, as follows: FI ijt = from the Bank for International Settlement to construct an index of financial proximity (FP) between a country i and j: FP ijt = C i→j,t +C j→i,t GDP it +GDP jt , where here C i→j,t refers to total cross-border claims from country i to country j. Table 12 summarizes the results with financial controls. Except for the specification using correlation of first difference GDP together with financial proximity index, the results are shown to be robust to the inclusion of financial controls. Using a larger sample including high and low income countries, World Bank (2019) show consistent findings. Notes: * p<0.1; * * p<0.05; * * * p<0.01. In parenthesis: std. deviation.
A.4 Trade comovement slope using Solow Residual correlation
The Solow Residual in the data is constructed using the PWT9.1 using the variables of real GDP (rgdpo), real capital stock (rnna), total employment (emp) and the index of human capital per employee (hc), such that: SR ij = log(rgdpo) − αlog(rnna) − (1 − α)log(emp * hc), with α = 1/3.
With this method, we can compute the SR for up to 592 country-pairs over 4 time-windows. 
A.5 Sensitive analysis of main empirical results
We provide in table 14 sensitive analysis concerning our main results of the trade-comovement slope. Details of those results are provided in the supplementary appendix. Notes: * p<0.1; * * p<0.05; * * * p<0.01. In parenthesis: std. deviation. 
Proof: For simplicity, we write the proof in the Cobb-Douglas case with σ i = σ and γ i = γ, although it extends immediately to a more general CES case, and we omit the time subscript.
First, since firms charge a constant markup σ/(σ − 1), variable profits are a fraction 1/σ of total revenues and total profits net of fixed costs for all firms in i are
is the sum of fixed cost payment from all firms from country i serving market j. Then, note that total fixed cost payment for all firms in country i is:
For all i, j, total revenues (sales) from i to j can be written as:
Next, using the expression for ϕ i,j , we get
Combining those expressions, we get
Using this expression of ∑ j FC i→j in the definition of profits completes the proof.
