Coloured stochastic vertex models and their spectral theory by Borodin, Alexei & Wheeler, Michael
Coloured stochastic vertex models
and their spectral theory
Alexei Borodin 1 and Michael Wheeler 2
1 Department of Mathematics, MIT, Cambridge, USA, and Institute for Information
Transmission Problems, Moscow, Russia. E-mail: borodin@math.mit.edu
2 School of Mathematics and Statistics, The University of Melbourne, Parkville, Victoria,
Australia. E-mail: wheelerm@unimelb.edu.au
ar
X
iv
:1
80
8.
01
86
6v
1 
 [m
ath
.PR
]  
6 A
ug
 20
18
Abstract. This work is dedicated to sln+1-related integrable stochastic vertex models;
we call such models coloured. We prove several results about these models, which include
the following:
(1) We construct the basis of (rational) eigenfunctions of the coloured transfer-matrices
as partition functions of our lattice models with certain boundary conditions. Simi-
larly, we construct a dual basis and prove the corresponding orthogonality relations
and Plancherel formulae.
(2) We derive a variety of combinatorial properties of those eigenfunctions, such as
branching rules, exchange relations under Hecke divided-difference operators, (skew)
Cauchy identities of different types, and monomial expansions.
(3) We show that our eigenfunctions are certain (non-obvious) reductions of the nested
Bethe Ansatz eigenfunctions.
(4) For models in a quadrant with domain-wall (or half-Bernoulli) boundary conditions,
we prove a matching relation that identifies the distribution of the coloured height
function at a point with the distribution of the height function along a line in an
associated colour-blind (sl2-related) stochastic vertex model. Thanks to a variety
of known results about asymptotics of height functions of the colour-blind models,
this implies a similar variety of limit theorems for the coloured height function of
our models.
(5) We demonstrate how the coloured-uncoloured match degenerates to the coloured (or
multi-species) versions of the ASEP, q-PushTASEP, and the q-boson model.
(6) We show how our eigenfunctions relate to non-symmetric Cherednik–Macdonald
theory, and we make use of this connection to prove a probabilistic matching result by
applying Cherednik–Dunkl operators to the corresponding non-symmetric Cauchy
identity.
Contents
Chapter 1. Introduction 6
1.1. Preface 6
1.2. The model 8
1.3. The transfer-matrix and its eigenfunctions 10
1.4. Plancherel theory 11
1.5. Summation identities, recursive relations, monomial expansions 12
1.6. Matching distributions 15
1.7. Matching for interacting particle systems 18
1.8. Asymptotics 19
1.9. A word about extensions 20
1.10. Acknowledgments 20
Chapter 2. Rank-n vertex models 21
2.1. Stochastic Uq( ̂sln+1) R-matrix 21
2.2. Higher-spin L and M -matrices 23
2.3. Intertwining equations 27
2.4. Colour-blindness results 28
2.5. Stochastic weights 31
Chapter 3. Row operators and non-symmetric rational functions 33
3.1. Space of states and row operators 33
3.2. Commutation relations 34
3.3. Coloured compositions 38
3.4. The rational non-symmetric functions fµ and gµ 39
3.5. Permuted boundary conditions 43
3.6. Pre-fused functions 43
Chapter 4. Branching rules and summation identities 46
4.1. Skew functions fµ/ν and gµ/ν 46
4.2. Branching rules 48
4.3. Summation identities of Mimachi–Noumi type 49
4.4. Symmetric rational function Gµ/ν 50
4.5. Cauchy identities 52
Chapter 5. Recursive properties and symmetries 54
5.1. Factorization of fδ 54
5.2. Hecke algebra and its polynomial representation 54
5.3. Exchange relations for fµ 55
5.4. Symmetry in (xi, xi+1) for µi = µi+1 62
5.5. Relationship between fµ and fσδ 64
5.6. Relationship between fµ and gµ 65
3
5.7. Relationship between fσδ and gµ 67
5.8. Exchange relations for gµ 68
5.9. Reduction to non-symmetric Hall–Littlewood polynomials 68
5.10. Eigenrelation for the non-symmetric Hall–Littlewood polynomials 71
Chapter 6. Monomial expansions: permutation graphs 75
6.1. Warm-up: F -matrices for two-site spin chains 75
6.2. N -site R-matrices 77
6.3. Permutation graphs 78
6.4. Reversed permutation graphs 79
6.5. F -matrices for spin chains of generic length 79
6.6. Column operators 81
6.7. Monomial expansions 81
Chapter 7. Monomial expansions: degenerations of nested Bethe vectors 88
7.1. Bethe vector blocks 88
7.2. Bethe vector components 90
7.3. Symmetrization formula for the Bethe vector components 91
7.4. Degenerations 94
7.5. Symmetrization formula for fµ 95
Chapter 8. Orthogonality 98
8.1. Scalar product 98
8.2. Orthogonality of fµ and g∗ν 100
Chapter 9. Plancherel isomorphisms 106
9.1. Extending to compositions with negative parts 106
9.2. Function spaces 107
9.3. Forward transform G and inverse transform F 108
9.4. Plancherel isomorphisms 109
9.5. An integral formula for Gµ/ν 111
Chapter 10. Matching distributions 114
10.1. Path distributions in the stochastic six-vertex model, P6v(I,J ) 114
10.2. Coloured path distributions in the quadrant, Pcol(I,J ) 115
10.3. Coloured Hall–Littlewood processes and the distribution PcHL(I,J ) 117
10.4. Equivalence of P6v(I,J ) and Pcol(I,J ) 119
10.5. Equivalence of P6v(I,J ) and PcHL(I,J ) 126
Chapter 11. Alternative proof of Theorem 10.5.1 via Cherednik–Dunkl operators 130
11.1. The distribution P6v(I) 130
11.2. The distribution PcHL(I) 131
11.3. A simpler match of distributions 131
11.4. Setting up notations 132
11.5. Expectations from the action of Y˜i on the Cauchy kernel 132
11.6. Integral expression for expectations 133
11.7. Matching with the six-vertex model height function 136
11.8. Reduction to non-symmetric Hall–Littlewood measures 137
11.9. Matching the underlying distributions 137
11.10. Hall–Littlewood difference operators 138
11.11. Restoring the subset J 139
4
11.12. A match between Cherednik–Dunkl and Macdonald difference operators 140
Chapter 12. Reduction to one-dimensional systems of particles 142
12.1. Higher spin vertex model with inhomogeneous spins 142
12.2. Higher spin partition functions ZM,N (I,J ) and XM,N (I,J ) 142
12.3. Reduction to ASEP 145
12.4. Reduction to q-bosons 150
12.5. Reduction to q-PushTASEP 154
Appendix A. Matching with [Kua17] 158
Appendix B. Fusion 159
B.1. Row-vertices 159
B.2. M -fused vertices 159
B.3. Stacking M -fused vertices 162
B.4. Evaluation of M -fused vertices and analytic continuation 164
Appendix C. Three intertwining equations 166
C.1. Bosnjak–Mangazeev solution of the Yang–Baxter equation 166
C.2. First intertwining equation, (2.3.1) 168
C.3. Second intertwining equation, (2.3.2) 169
C.4. Third intertwining equation, (2.3.3) 170
C.5. Gauge transformations 170
Index 172
Bibliography 174
5
CHAPTER 1
Introduction
1.1. Preface
Exactly solvable models of Statistical Mechanics is a very well developed subject with an il-
lustrious history that spans Mathematics, Physics, and Chemistry. Its traditional goals have been
analyzing thermodynamic equilibrium in various models of Statistical Mechanics, like in Onsager’s
1944 solution of the two-dimensional Ising model [Ons44], see also Baxter’s book [Bax07]; and
providing a convenient algebraic formalism for studying integrable systems in Quantum Mechanics
in and out of equilibrium, cf. Jimbo–Miwa’s book [JM94].
A novel direction has been added in more recent years (although the pioneering work of Gwa–
Spohn [GS92] goes back to 1992) – applying the same solvability mechanisms to Markovian sys-
tems, that can also be often viewed as models of Statistical Mechanics from an out-of-equilibrium
perspective. Those include certain classes of interacting particles systems, with the Asymmetric
Simple Exclusion Process, or ASEP, as a ubiquitous example, and directed polymers in random
media, with the celebrated Kardar–Parisi–Zhang (KPZ) stochastic partial differential equation as
a representative example.
The first wave of these Markovian integrable systems started in late 1990s with the papers of
Johansson [Joh00] and Baik–Deift–Johansson [BDJ99], and the key to their solvability, or inte-
grability, was in (highly non-obvious) reductions to what physicists would call free-fermion models
– probabilistic systems, many of whose observables are expressed in terms of determinants and
Pfaffians.1
The second wave of integrable Markovian systems started in late 2000s, and their reliance on
the methods developed for integrable models of Statistical and Quantum Mechanics was much more
apparent. For example, looking at the earlier papers of the second wave we see that: (a) The
pioneering work of Tracy–Widom [TW08b, TW08a, TW09] on the ASEP was based on the fa-
mous idea of Bethe [Bet31] of looking for eigenfunctions of a quantum many-body system in the
form of superposition of those for noninteracting bodies (coordinate Bethe Ansatz); (b) The work of
O’Connell [O’C12] and Borodin–Corwin [BC14] on semi-discrete Brownian polymers utilized prop-
erties of eigenfunctions of the Macdonald–Ruijsenaars quantum integrable system – the celebrated
Macdonald polynomials and their degenerations; (c) The physics papers of Dotsenko [Dot10] and
Calabrese–Le Doussal–Rosso [CLDR10], and a later work of Borodin–Corwin–Sasamoto [BCS14]
used a duality trick to show that certain observables of infinite-dimensional models solve finite-
dimensional quantum many-body systems that are, in their turn, solvable by the coordinate Bethe
Ansatz.
It turned out that all the above examples, as well as many others, can be united under a single
umbrella – integrable stochastic vertex models.
Such a unification was first realized by Corwin–Petrov [CP16] on the basis of [Bor17a] under
the name of stochastic higher spin six vertex model, see [BP15] for a lecture style exposition. Its
1The two-dimensional Ising model mentioned above would also be called ‘free-fermion’ in the physics literature,
although it is ‘less solvable’ than the models of [Joh00, BDJ99] and their relatives. Statistical mechanical models
of similar level of free-fermion solvability are dimer models with explicitly known coupling functions.
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existence was due to the fact that all these models were governed by the same algebraic structure
– the quantum affine group Uq(ŝl2). This was later extended to the level of the elliptic quantum
group Eτ,η(sl2) in [Bor17b], [Agg18], which produced dynamic stochastic vertex models.
The natural next step in the ladder is the quantum groups of higher rank, and stochastic vertex
models corresponding to those have been introduced by Kuniba–Mangazeev–Maruyama–Okado in
[KMMO16]. In a certain degeneration, these models reproduce multi-species exclusion processes
that have been around at least since the 1990s. A dynamic extension was given by Kuniba in
[Kun17].
Of course, one does not just want to define more and more general models; one wants to analyze
their behaviour in various large time and space limits and put it in the framework of universality
classes.
For sl2-related models, a few powerful approaches have been developed. Free-fermionic reduc-
tions work well for the models from the first wave and a few of those from the second wave, see
[BG12] for a survey of the former and [Bor16], [BO17], [BBCW17] for the latter. Direct analysis
of integral representations of the Markov kernels (a.k.a. transfer-matrices) is sometimes possible,
for either the Markovian system itself, like in [TW08b, TW08a, TW09], or for certain dual-
ity functionals (usually the q-moments) that evolve in time in a similar fashion, like in [BCS14],
[BCG16]. Both lead to exact characterization of the large time behaviour in numerous examples. A
Plancherel theory for Fourier-like bases of eigenfunctions of such Markov kernels has been developed
in [BCPS15a], [BCPS15b], [BP16], and derivation of the q-moments from Cauchy (reproducing
kernel) identities for such functions was the central topic of [BP16], [Bor17b]. The q-moments can
also be obtained from the eigenaction of Macdonald difference operators on Macdonald symmetric
polynomials [BC14], [BBW16].
For the models related to sln+1 with n > 2, the progress has been much more modest. The only
asymptotic result that we are aware of is a very recent announcement in [CdGHS18] of a computa-
tion of the probability of two groups of particles of different species to completely change their order
at large times (the result is also matched to an earlier prediction by Spohn [Spo14]). Further, to
our knowledge, the only algebraic advances towards possible asymptotics appeared in recent works
of Kuan, where for certain models duality functionals have been constructed (see [Kua17] and
references therein) and integral representations for transfer-matrices have been derived [Kua18];
and in a paper by Takeyama [Tak15], which contains a combinatorial formula for eigenfunctions of
the Markov kernel for a multi-species q-boson model.
The primary goal of the present work is to advance the analysis of the sln+1-related stochastic
vertex models. We call such models coloured, because they consist of paths of different colours (that
correspond to different species, in more conventional terminology). We concentrate on the rainbow
sector, where the colours of all paths are pairwise distinct – on one hand, it is simpler algebraically,
and on the other hand, rainbow stochastic model collapse onto more degenerate ones by forgetting
some of the colour distinctions.
Here are our main results.
• We construct the basis of (rational) eigenfunctions of the coloured transfer-matrices as partition
functions of our lattice models with certain boundary conditions. Similarly, we construct a dual
basis and prove the corresponding orthogonality relations and Plancherel formulas. This yields an
explicit integral representation of the transfer-matrices that, in particular, sheds some light on the
nature of the integral representations obtained in [CdGHS18].
• We derive a variety of combinatorial properties of these eigenfunctions, such as branching rules,
exchange relations under Hecke divided-difference operators, (skew) Cauchy identities of different
types, and monomial expansions. At the particular value s = 0 of the spin parameter s, the
eigenfunctions turn into non-symmetric Hall–Littlewood polynomials, and, consequently, we call
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them the non-symmetric spin Hall–Littlewood functions. We also show that the non-symmetric
spin Hall–Littlewood functions are certain (non-obvious) reductions of the nested Bethe Ansatz
eigenfunctions, also known as the weight functions.
• For the coloured stochastic vertex model in a quadrant with a domain-wall (or half-Bernoulli)
boundary condition, we prove a matching relation that identifies the distribution of the coloured
height function at a point (that encodes the colours of the paths that pass through or below this
point) with the distribution of the height function along a line in an associated colour-blind (sl2-
related) stochastic vertex model. Thanks to a variety of known (proved or conjectural) results about
asymptotics of height functions of the colour-blind models, this implies a similar variety of (proved
or conjectural) limit theorems for the coloured height function of our models. We also demonstrate
how this coloured-uncoloured match degenerates to the coloured (or multi-species) versions of the
ASEP, q-PushTASEP, and the q-boson model.
• Another matching relation that we prove identifies the one-point distribution of the coloured
height function with the multi-point distribution of zeros of compositions distributed according
to an ascending non-symmetric Hall–Littlewood process. This is the first appearance of the non-
symmetric Cherednik–Macdonald theory in a probabilistic setup, and we make use of it by proving
the match by applying Cherednik–Dunkl operators to the corresponding non-symmetric Cauchy
identity.
Let us now describe our results in more detail.
1.2. The model
The vertex models that we consider in the present work assign weights to finite collections of
finite paths drawn on a square grid. Each vertex for which there exists a path that enters and exits
it produces a weight that depends on the configuration of all the paths that go through this vertex.
The total weight for a collection of paths is the product of weights of the vertices that the paths
traverse. (Thus, we tacitly assume the normalization in which the weight of an empty vertex is
always equal to 1.)
Our paths are going to be coloured, i.e., each path carries a colour that is a number between 1
and n, where n > 1 is a fixed parameter. We will usually assume that each horizontal edge of the
underlying square grid can carry no more than one path, while vertical edges can be occupied by
multiple paths. Thus, the states of the horizontal edges can be encoded by an integer between 0
and n, with 0 denoting an edge that is not occupied by a path, while the states of the vertical edges
can be encoded by n-dimensional (nonnegative-valued) vectors which specify the number of times
each colour {1, . . . , n} appears at that edge. We will also mostly restrict ourselves to the situation
when for each colour there is no more than one path of this colour in any path collection; in this
case the vectors assigned to vertical edges will be length-n binary strings.
Our paths will always travel upward in the vertical direction, and in the horizontal direction a
path can travel rightward or leftward, depending on the region of the grid it is in; this choice will
always be explicitly specified.
Vertex weights in the regions of rightward travel are denoted as
Lx,q,s(I, j;K, `) ≡ Lx(I, j;K, `) = j `
I
K
, 0 6 j, ` 6 n, I,K ∈ {0, 1, 2, . . . }n, (1.2.1)
where the vectors I = (I1, . . . , In), K = (K1, . . . ,Kn) are chosen such that Ii (resp., Ki) gives the
number of paths of colour i present at the bottom (resp., top) edge of the vertex. The explicit
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values of the weights (1.2.1) are summarized by the table below:
0 0
I
I
i i
I
I
0 i
I
I−i
1− sxqI[1,n]
1− sx
(x− sqIi)qI[i+1,n]
1− sx
x(1− qIi)qI[i+1,n]
1− sx
i 0
I
I+i
i j
I
I+−ij
j i
I
I+−ji
1− s2qI[1,n]
1− sx
x(1− qIj )qI[j+1,n]
1− sx
s(1− qIi)qI[i+1,n]
1− sx
(1.2.2)
where we assume that 1 6 i < j 6 n. Here q is the quantization parameter, s is the spin parameter,
and x is the spectral parameter ; the notation I[k,n] stands for
∑n
a=k Ia. These weights correspond to
the image of the universal R-matrix for the quantum affine group Uq(ŝln+1) in the tensor product
of its vector representation (horizontal edges) and a Verma module (vertical edges), with the spin
parameter encoding its highest weight. At s = q−
N
2 with N ∈ Z>1, it is easy to see that the
above weights will prevent the appearance of vertical edges occupied by more than N paths; in
representation theoretic language this corresponds to finite-dimensional irreducible quotients of the
Verma modules that are equivalent to symmetric powers of the vector representation. In particular,
N = 1 forbids multiple occupation for vertical edges, and the above weights turn into a version of
the Uq(ŝln+1) R-matrix in its defining, or fundamental, representation.
The key property of the above weights is that they satisfy the Yang–Baxter equation; we give a
detailed account of it in Chapter 2.
A simple gauge transformation
L˜x(I, j;K, `) := (−s)1`>1 · Lx(I, j;K, `) (1.2.3)
makes the weights (1.2.1), (1.2.2) stochastic, in the sense that for any fixed states of the incoming
edges, the sum over all possible states of the outgoing edges is always equal to 1. Thus, if the pa-
rameters are chosen so that the modified weights are nonnegative, they can be viewed as Markovian
transition probabilities. A stochastic normalization of the weights in the sln+1 case first appeared
in [KMMO16]; in Appendix A, we document the precise link between our notation and the one
used in [Kua17, Section 3.5].
In the regions of leftward travel, we will use a different set of weights denoted as
Mx,q,s(I, j;K, `) ≡Mx(I, j;K, `) = ` j
I
K
, 0 6 j, ` 6 n, I,K ∈ {0, 1, 2, . . . }n, (1.2.4)
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and defined by
Mx−1,q−1,s−1(I, j;K, `) = (−s)1`>1−1j>1 · Lx,q,s(I, j;K, `). (1.2.5)
The stochastic modification takes the form M˜x(I, j;K, `) := (−s)−1j>1 ·Mx(I, j;K, `).
1.3. The transfer-matrix and its eigenfunctions
Consider the total weight (i.e., the partition function) for paths that start vertically in a pre-
scribed configuration, end vertically in another prescribed configuration one row higher, and can
move horizontally (leftward) in between. This can be illustrated pictorially as
Gµ/ν(x) = x←
· · ·· · ·· · ·B(2)B(1)B(0)
· · ·· · ·· · ·A(2)A(1)A(0)
00 (1.3.1)
Here x is the spectral parameter used for the weights (1.2.4) in this picture, µ = (µ1, . . . , µn) is
a composition of length n, or a string of nonnegative integers, that gives the starting positions
for paths of colours 1, . . . , n, respectively, ν = (ν1, . . . , νn) is the composition that gives the final
positions of the same paths, and the vectors A(k),B(k) are used to encode µ and ν in the grid:
A(k) =
n∑
j=1
1µj=kej , B(k) =
n∑
j=1
1νj=kej , k ∈ Z>0 , (1.3.2)
with ej denoting the j-th Euclidean unit vector.
The partition function Gµ/ν(x) is the transfer-matrix. As (1.2.3) and (1.2.5) show, it is simply
related to the matrix of transition probabilities for a Markov chain (provided that the parameters
are chosen in such a way that all entries are nonnegative).
Let us now describe our spectral representation of the transfer-matrix.
For a composition µ and n complex parameters x1, . . . , xn, consider another partition function
fµ(x1, . . . , xn) corresponding to the picture below:
fµ(x1, . . . , xn) =
x1 →
x2 →
...
...
xn →
· · ·· · ·· · ·000
· · ·· · ·· · ·A(2)A(1)A(0)
0
0
...
...
0
1
2
...
...
n
(1.3.3)
Here A(k)’s encode µ in the same way as in (1.3.2), and the numbers 1, . . . , n next to rightward
arrows on the left say that paths of colours 1, . . . , n enter through the left boundary in the 1st, . . . ,
n-th row, respectively (all horizontal travel is rightward). Further, the symbols x1, . . . , xn say that
we use those spectral parameters in the corresponding rows to compute the weights (1.2.1). The
zeros on the bottom and on the right mean that no paths enter and exit there.
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Proposition 1.3.1. (Special case of Proposition 4.5.1) Assume x1, . . . , xn, y ∈ C are such that∣∣∣∣ xi − s1− sxi · y − s1− sy
∣∣∣∣ < 1, for all 1 6 i 6 n. (1.3.4)
Then for any composition ν = (ν1, . . . , νn) of length n one has the identity∑
µ
fµ(x1, . . . , xn)Gµ/ν(y) =
n∏
i=1
1− qxiy
q(1− xiy) · fν(x1, . . . , xn), (1.3.5)
where the summation is taken over all length-n compositions µ = (µ1, . . . , µn).
Equation (1.3.5) shows that fµ’s are algebraic eigenfunctions of the transfer-matrix Gµ/ν . How-
ever, since we are in infinite-dimensional space (with basis parameterized by compositions of length
n), we need some sort of spectral analysis to have any hope of using fµ’s for studying the Markov
evolution. This is precisely what we explain next.
1.4. Plancherel theory
We need to define functional spaces on which our Fourier-like transform with kernel fµ(x1, . . . , xn)
will act. For the clarity of exposition, we choose the smallest possible spaces; they could be extended
by a natural completion procedure but we will not pursue this here.
Let Cn denote the space of complex-valued, finitely supported functions on Zn, and let Ln denote
the space of all functions Φ : Cn → C such that (a) Φ(x1, . . . , xn) is a Laurent polynomial in the
variables (xi − s)/(1− sxi), 1 6 i 6 n, and (b) limxi→∞Φ(x1, . . . , xn) = 0 for all 1 6 i 6 n.
We also need the dual functions gµ(x1, . . . , xn), which can be defined as
gµ˜(x
−1
n , . . . , x
−1
1 ; q
−1, s−1) = cµ(q, s)
n∏
i=1
xi · fµ(x1, . . . , xn; q, s), µ˜ = (µn, . . . , µ1), (1.4.1)
where the multiplicative constant cµ(q, s) is given by
cµ(q, s) =
sn(q − 1)nqinv(µ˜)∏
j>0(s
2; q)mj(µ)
, inv(µ˜) = #{i < j : µ˜i > µ˜j} = #{i < j : µi 6 µj}, (1.4.2)
with the standard q-Pochhammer definitions
(a; q)m := (1− a)(1− qa) · · · (1− qm−1a), m > 1, (a; q)0 := 1,
and with mj(µ) := #{1 6 k 6 n : µk = j} for all j > 0; as well as their alternative normalization
g∗µ(x1, . . . , xn) := q
n(n+1)/2(q − 1)−n · gµ(x1, . . . , xn).
The functions gµ(x1, . . . , xn) can also be constructed as suitable partition functions, similarly to
(1.3.3), cf. (3.4.10) below.
The functions fµ and gµ naturally extend to compositions µ with arbitrary (not necessarily
nonnegative) parts via
fµ+(k,...,k)(x1, . . . , xn) =
n∏
i=1
(
xi − s
1− sxi
)k
fµ(x1, . . . , xn), k ∈ Z, (1.4.3)
and similarly for gµ. One checks that fµ, gµ ∈ Ln for any µ ∈ Zn.
We can now define a forward transform G : Cn → Ln and an inverse transform F : Cn → Ln as
G[α](x1, . . . , xn) =
∑
µ∈Zn
α(µ)g∗µ(x1, . . . , xn),
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F[Φ](µ) =
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
xj − xi
xj − qxi fµ(x¯1, . . . , x¯n)Φ(x1, . . . , xn),
where {C1, . . . , Cn} are closed, pairwise non-intersecting, positively oriented contours in the complex
plane such that they all surround the point s, and the contours Ci and q · Ci are both contained
within contour Ci+1 for all 1 6 i 6 n− 1, where q ·Ci denotes the image of Ci under multiplication
by q. An illustration of such contours is given in Figure 1 below.
Theorem 1.4.1. (Theorem 9.4.1 below) The maps F ◦G : Cn → Cn and G ◦ F : Ln → Ln both
act as the identity; we have
F ◦G = id ∈ End(Cn), G ◦ F = id ∈ End(Ln). (1.4.4)
Unraveling the first of the relations (1.4.4) shows that {fµ} and {g∗ν} form biorthonormal bases
in Ln, cf. Theorem 8.2.1 below. For versions of Theorem 1.4.1 in the colour-blind (sl2-related) case,
see [BCPS15a], [BCPS15b], [BP16] and references therein.
As a corollary of Theorem 1.4.1, one obtains a spectral decomposition of the transfer-matrix:
Gµ/ν(y) =
q−n
(2pi
√−1)n
∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
xj − xi
xj − qxi
n∏
i=1
xi − qy
xi − y fν(x¯1, . . . , x¯n)g
∗
µ(x1, . . . , xn).
(1.4.5)
For µ = (µ1 > · · · > µn) and ν = (ν1 6 · · · 6 νn) this can be substantially simplified; see Remark
9.5.2 below, showing a certain connection with the recent work [CdGHS18].
While Theorem 1.4.1 is easy to state, it was certainly not easy to prove, and understanding
structural properties of the functions fµ is key. Let us summarize some of these properties.
1.5. Summation identities, recursive relations, monomial expansions
The functions fµ, gµ, and their skew variants (defined as partition functions of the form (1.3.3),
but with possibly nonempty set of paths entering through the bottom boundary), satisfy a host of
summation identities that can be found in Chapter 4 below. One of those identities is (1.3.5) above.
Let us reproduce another one of them here, because of its importance for (1.4.4), and also because
it is strikingly similar to an identity of Mimachi–Noumi for non-symmetric Macdonald polynomials
[MN98].
Theorem 1.5.1. (Theorem 4.3.1 below) Let (x1, . . . , xn) and (y1, . . . , yn) be two sets of complex
parameters such that ∣∣∣∣ xi − s1− sxi · yj − s1− syj
∣∣∣∣ < 1, for all 1 6 i, j 6 n. (1.5.1)
Then ∑
µ
fµ(x1, . . . , xn)g
∗
µ(y1, . . . , yn) =
n∏
i=1
1
1− xiyi
∏
n>i>j>1
1− qxiyj
1− xiyj , (1.5.2)
where the summation is over all compositions µ (with nonnegative coordinates).
The similarity with non-symmetric Macdonald polynomials is not a coincidence – we prove,
in Theorem 5.9.4 below, that at the value s = 0 of our spin parameter, the functions fµ coincide
with the non-symmetric Macdonald polynomials in the Hall–Littlewood specialization (Macdonald’s
q-parameter vanishes, and Macdonald’s t-parameter coincides with our quantization parameter).
Furthermore, colour-blindness results of Section 2.4 easily show that if one sums fµ’s over all possible
choices of colours of the top outgoing edges (equivalently, one can sum over all compositions µ of
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length n whose entries, when ordered, give the same partition), one recovers the symmetric spin
Hall–Littlewood functions introduced in [Bor17a]; this is Proposition 3.4.4 in the text.
Because of these coincidences, we call our fµ’s the non-symmetric spin Hall–Littlewood functions.
The connection to non-symmetric Macdonald theory was originally a surprise to us, largely
because, to our best knowledge, the non-symmetric Macdonald polynomials (with any values of
their parameters) were not known to have partition function representations as in (1.3.3). We
establish the connection through the following two statements.
The first one is the base for a recursion:
Proposition 1.5.2. (Proposition 5.1.1 below) Let δ = (δ1 6 · · · 6 δn) be an anti-dominant
composition. The corresponding non-symmetric spin Hall–Littlewood function fδ is completely fac-
torized:
fδ(x1, . . . , xn) =
∏
j>0(s
2; q)mj(δ)∏n
i=1(1− sxi)
n∏
i=1
(
xi − s
1− sxi
)δi
, mj(δ) = #{k ∈ {1, . . . , n} : δk = j}, j > 0.
(1.5.3)
The second one is the recursion itself:
Theorem 1.5.3. (a part of Theorem 5.3.1 below) Let µ = (µ1, . . . , µn) be a length-n composition
with µi < µi+1 for some 1 6 i 6 n− 1. Then
Ti · fµ(x1, . . . , xn) = f(µ1,...,µi+1,µi,...,µn)(x1, . . . , xn), (1.5.4)
where
Ti ≡ q − xi − qxi+1
xi − xi+1 (1− si), 1 6 i 6 n− 1, (1.5.5)
with elementary transpositions si · h(x1, . . . , xn) := h(x1, . . . , xi+1, xi, . . . , xn), are the Demazure–
Lusztig operators of the polynomial representation of the Hecke algebra of type An−1.
The combination of (1.5.3) and (1.5.4) provides an algorithm for evaluating fµ’s, but does not
yield a closed formula. We offer two rather different formulas for the fµ’s; both represent them as
sums of factorized (monomial) expressions with certain coefficients. The appearance of factorized
monomials in both expansions below follows from (1.5.3).
The first monomial expression that we give plays a key role in our proof of Theorem 1.4.1.
Theorem 1.5.4. (combination of Theorem 5.5.1, Theorem 6.7.1, and Proposition 6.7.6 below)
Fix a composition µ, and let δ = (δ1 6 · · · 6 δn) and σ ∈ Sn be an anti-dominant composition and
a minimal-length permutation such that µi = δσ(i), 1 6 i 6 n. Then
fµ(x
−1
1 , . . . , x
−1
n ; q
−1, s−1) = s−nq−inv(µ)
n∏
i=1
xi
×
∑
κ∈Sn
∏
16a<b6n
xκ(b) − qxκ(a)
xκ(b) − xκ(a)
Zσκ (x1, . . . , xn)fδ(xκ(1), . . . , xκ(n); q, s), (1.5.6)
where inv(µ) = #{i < j : µi > µj}, and the coefficients Zσκ can be determined as follows. For any
permutation ρ ∈ Sn with further notation ρ˜(i) = n − ρ(i) + 1, Zσρ˜ (yn, . . . , y1) equals the partition
function in a square region of size n×n with domain wall boundary conditions corresponding to the
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following picture:
Zσρ˜ (yn, . . . , y1) :=
σ(n) · · · · · · σ(2) σ(1)
0 · · · · · · 0 0
0
...
...
0
0
n
...
...
2
1
yρ(n)
...
...
yρ(2)
yρ(1)
y1 · · · · · · yn−1 yn
(1.5.7)
in which the i-th horizontal line (counted from the top) carries rapidity yρ(i), left external edge state
0 and right external edge state i, while the j-th vertical line (counted from the left) carries rapidity
yj, bottom external edge state σ(n − j + 1) and top external edge state 0. Here no edge can be
occupied by more than one path, with the vertex weights summarized by the table below:
i i
i
i
i i
j
j
i j
j
i
1
q(1− z)
1− qz
1− q
1− qz
j j
i
i
j i
i
j
1− z
1− qz
(1− q)z
1− qz
(1.5.8)
where 0 6 i < j 6 n, and the spectral parameter z is equal to the ratio of the rapidities on the
vertical and horizontal lines that cross at the corresponding vertex.
Our second monomial expansion has its origin in the nested Bethe Ansatz. We prove that the
non-symmetric spin Hall–Littlewood functions are appropriate specializations of the off-shell nested
Bethe vectors also known as the weight functions. The specializations reduce the number of free
variables from n(n + 1)/2 to n. Combined with a known symmetrization formula for the nested
Bethe vectors, see [TV13] and references therein, we obtain the following statement.
Theorem 1.5.5. (Theorem 7.5.1 below) Fix a composition µ = (µ1, . . . , µn) and let δ = (δ1 6
· · · 6 δn) be its anti-dominant reordering. Define a vector γ(µ) via
γ(µ) = (γ1, γ2, . . . , γn) = wµ · (1, 2, . . . , n),
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where wµ ∈ Sn is the minimal-length permutation such that wµ · µ = δ. Further, define a sequence
of vectors of decreasing lengths by
p(1) = γ(µ), p(i+1) = p(i)\{i}, 1 6 i 6 n− 1,
as well as n− 1 strictly increasing integer sequences a(2), . . . , a(n) that, as sets, are given by a(i) =
{1 6 b 6 n− i+ 2 : p(i−1)b > i}. The non-symmetric spin Hall–Littlewood functions are given by
fµ(xn, . . . , x1) =
∑
σ(1)∈Sn
· · ·
∑
σ(n−1)∈S2
fδ
(
xσ(1)(1), . . . , xσ(1)(n)
) ∏
16i<j6n
qxσ(1)(i) − xσ(1)(j)
xσ(1)(i) − xσ(1)(j)
×
n∏
b=2
ψ{
a
(b)
1 ,...,a
(b)
n−b+1
}(σ(b)·(x1, . . . , xn−b+1);σ(b−1)·(x1, . . . , xn−b+2)) ∏
16i<j6n−b+1
qxσ(b)(i) − xσ(b)(j)
xσ(b)(i) − xσ(b)(j)
,
where by agreement σ(n) denotes the trivial permutation σ(n) = (1) ∈ S1, and
ψ{a1,...,am} (x1, . . . , xm; y1, . . . , yM ) =
m∏
i=1
(1− q)yai
xi − qyai
ai−1∏
j=1
xi − yj
xi − qyj
 , ∀ 1 6 m 6M.
While Theorem 1.5.5 is not used in the rest of the work, we view it as an important bridge
between what we do and the more traditional spectral approach to the higher rank vertex models
in finite volume that proceeds through the nested Bethe Ansatz.
1.6. Matching distributions
While we fully expect the spectral representation (1.4.5) and the non-symmetric spin Hall–
Littlewood functions to be effective for asymptotic analysis of coloured vertex models, we do not
attempt to do that in the present work. Instead, we focus on another approach that has been quite
successful recently in the case of the colour-blind models, cf. [Bor16], [BBW16], [BBCW17]. More
concretely, we look for distributional matching of observables in different models. Surprisingly, we
find a matching that allows one to extract probabilistic and asymptotic information for coloured
models from that for the colour-blind ones. As the latter ones are well-studied, one can immediately
carry over the known results and conjectures to the coloured situation, cf. Section 1.8 below.
Our first matching statement concerns the partition functions associated with the following
pictures:
Ik<· · ·<I1
yM· · · · · ·y1
xN
...
x2
x1
J`
<
...
<
J1
N
2
1
Ik}<· · ·<{I1positions
yM· · · · · ·y1
x1
x2
...
xN
colours {J1, . . . , J`}
The picture on the left is for the partition function in the (stochastic) colour-blind model on an
M × N rectangle with no more than one path on each edge, row rapidities x1, . . . , xN (numbered
top-to-bottom), column rapidities y1, . . . , yM (numbered left-to-right), and vertex weights given
by (1.5.8) with n = 1 and with the spectral parameter z equal to xiyj , where xi and yj are the
rapidities of the vertex’s row and column. The boundary conditions are specified by requiring
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Figure 1. A simulation of the stochastic coloured model in a quadrant with domain
wall boundary conditions (courtesy of L. Petrov).
that paths enter through every horizontal edge along the left boundary and exit through positions
I = {I1 < · · · < Ik} on the top boundary and positions J = {J1 < · · · < J`} on the right boundary.
We denote this partition function by P6v(I,J ).
The picture on the right is for the partition function in the (stochastic) coloured model on a
similar rectangle with n = N colours, no more than one path on each edge, row rapidities x1, . . . , xN
numbered bottom-to-top, column rapidities y1, . . . , yM (numbered left-to-right), and vertex weights
given by (1.5.8) with n = N and with the spectral parameter z equal to xiyj , where xi and yj are
the rapidities of the vertex’s row and column. The boundary conditions are specified by requiring
that a path of colour i, 1 6 i 6 N , enters through the horizontal edge in row i (with rapidity xi) on
the left boundary. We also fix the positions (but not the colours) of the paths that exit through the
top boundary to be given by I, exactly as for the colour-blind case, and we fix colours (but not the
positions) of the paths that exit through the right boundary to be given by J = {J1 < · · · < J`}.
We denote this partition function by Pcol(I,J ). See Figure 1 for a simulation of the coloured model.
Theorem 1.6.1. (Theorem 10.4.1 below) For any integers M,N > 1, and two integer sets
I = {1 6 I1 < · · · < Ik 6 M} and J = {1 6 J1 < · · · < J` 6 N}, the following equality of
distributions holds:
P6v(I,J ) = Pcol(I,J ). (1.6.1)
This statement also allows for fusion, leading to multiple paths occupying vertical edges; see
Theorem 12.2.1.
A weaker version of the result (1.6.1) was previously obtained in [FW13]. This earlier result
applied to the situation in which M = N , I = {1, . . . , N}, and where the set J is empty, so that
all coloured paths exit the partition function Pcol({1, . . . , N},∅) via its top boundary; see Remark
10.4.2.
The weights (1.5.8) are stochastic, which means that the partition function P6v(I,J ) can be
viewed as the probability, for a Markovian process of propagating paths that entered through the left
boundary, to exit the rectangle at prescribed locations. Similarly, the partition function Pcol(I,J )
is the probability for similarly constructed Markovian coloured paths to (a) exit through positions
I on top of the rectangle, and (b) have the set of colours of the paths that exit through the right
boundary equal to J .
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The proof of Theorem 10.4.1 that we give is a non-trivial recursive argument (of the type broadly
used in [FW13, WZJ16]) that may not look particularly illuminating. As a matter of fact, the way
we first encountered this matching went through a correspondence with a third partition function
related to coloured Hall–Littlewood processes; let us define it.
Having two positive integers M,N > 1, a composition µ = (µ1, . . . , µM ) of length M , and a
Gelfand–Tsetlin pattern (sequence of interlacing2 partitions) λ =
{
λ(1)  · · ·  λ(N) = ∅} of length
N − 1, associate to this pair of objects the weight
WM,N (µ,λ) = Eµ˜(yM , . . . , y1) ·Qµ+/λ(1)(x1) ·
N∏
j=2
Qλ(j−1)/λ(j)(xj) ·
N∏
i=1
M∏
j=1
1− xiyj
1− qxiyj . (1.6.2)
HereQ’s are symmetric (skew) Hall–Littlewood polynomials, E’s are non-symmetric Hall–Littlewood
polynomials, µ+ is the nondecreasing ordering of µ, and (µ˜1, . . . , µ˜M ) = (µM , . . . , µ1).
For 0 6 xi, yj < 1, this defines a probability measure; the weights (1.6.2) are nonnegative, and
they add up to one: ∑
µ
∑
λ
WM,N (µ,λ) ≡ 1. (1.6.3)
This summation follows from the fact that symmetrization of non-symmetric Hall–Littlewood poly-
nomials yields the symmetric ones, and the Cauchy identity for the symmetric Hall–Littlewood
polynomials.
Define the zero set z(µ) of the composition (µ1, . . . , µM ) as z(µ) = {1 6 i 6 M : µi = 0}, and
a further set
ζ(µ,λ) = {1 6 j 6 N : `(λ(j−1))− `(λ(j)) = 0}, λ(0) ≡ µ+,
which measures the differences between lengths of neighbouring partitions in the extended Gelfand–
Tsetlin pattern µ+  λ(1)  · · ·  λ(N−1)  λ(N) = ∅. Further, we define (with notation I¯ =
{1, . . . ,M} \ I)
PcHL(I,J ) =
∑
µ
∑
λ
WM,N (µ,λ) · 1z(µ)=I¯ · 1ζ(µ,λ)=J ,
which is the distribution of the random variables z(µ), ζ(µ,λ) in the pair (µ,λ) sampled with
respect to the coloured Hall–Littlewood process (1.6.2).
Theorem 1.6.2. (Theorem 10.5.1 below) For any integers M,N > 1, and two integer sets
I = {1 6 I1 < · · · < Ik 6 M} and J = {1 6 J1 < · · · < J` 6 N}, the following equality of
distributions holds:
P6v(I,J ) = PcHL(I,J ). (1.6.4)
Together with Theorem 1.6.1, this also implies
Pcol(I,J ) = PcHL(I,J ). (1.6.5)
We give a proof of (1.6.4) by a graphical argument involving the Yang–Baxter equation. There
is also a parallel proof of (1.6.5) that uses graphical arguments and exchange relations similar to
(1.5.4), but we leave it out of this paper. Instead, we offer a second proof of (1.6.4) based on
different ideas. More exactly, using the results of [KN98], we compute averages of observables
of the coloured Hall–Littlewood process by applying Cherednik–Dunkl operators to a version of
the Cauchy summation identity (1.6.3), match them to the corresponding observables of P6v(I,J )
(known thanks to [BP16, BBW16]), and prove that the resulting sets of observables are rich enough
2We write ν  κ or κ ≺ ν if and only if the partitions ν and κ interlace, i.e., ν1 > κ1 > ν2 > κ2 > · · · .
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to identify the measures. We hope that this approach might be extendable to understanding joint
distributions of colours of paths passing under multiple locations of the lattice (as opposed to the
single vertex (M,N) in the definition of Pcol(I,J )).
1.7. Matching for interacting particle systems
The distributional match of Theorems 1.6.1 and 12.2.1 can be followed through various degen-
erations of the involved stochastic vertex models. In Chapter 12 we give detailed descriptions of
how such degenerations work for three continuous time Markov chains – the ASEP, a system of
q-bosons, and an interacting particle system with bounded occupancy of each site that generalizes
the system known as the PushTASEP (or long-range TASEP). Let us give a brief description of the
ASEP result.
Consider a system of particles on the one-dimensional lattice Z with no more than a single
particle per site. Assume that the particles have colours that are positive integers (several particles
may have the same colour, and not all colours need to be utilized). The empty sites, that are also
commonly called holes, can be naturally identified with particles of colour 0, in which case every
site of the lattice is occupied by a particle of a nonnegative colour.
The coloured ASEP is a continuous time Markov process on the space of such systems of
particles. A (somewhat informal) description of the Markovian evolution is as follows: each particle
is equipped with a left and a right exponential clock of rates q and 1, respectively; all the clocks in
the system are independent. When the left (resp., right) clock of a particle rings, it checks if the
site immediately to the left (resp., right) of its current location is occupied by a particle of a smaller
colour. If it is, then these two particles are swapped, and if not, then nothing happens.
If all particles of the system are of a single colour (not counting the holes), then this evolution
reduces to the usual uncoloured ASEP. Note that the uncoloured ASEP is also the projection of
the coloured one when the distinctions between the colours (apart from 0) are being ignored. More
generally, one can always reduce the number of colours in the coloured ASEP by ignoring distinctions
between colours in any interval. If particles of only two nonzero colours are present in the system,
then the particles of the smaller colour behave as second class particles, in the conventional ASEP
terminology.
We will be concerned with the (half-)Bernoulli initial condition (at time t = 0) defined as
follows. Choose p ∈ (0, 1], and for each i = 1, 2, . . . , place a particle of colour i at location (−i) with
probability p, independently over all i. For p = 1 all the sites −1,−2, . . . are going to be occupied
by particles of colours 1, 2, . . . , respectively. We refer to the latter case as the step initial condition.
Let us now state the matching result.
Fix an arbitrary integer P (reference position) and two sets of pairwise distinct integers I =
{I1 < · · · < Ik 6 P} and J = {1 6 J1 < · · · < J`}. Consider the following probabilities:
PASEP(I,J ;P, t)
= Prob
{
there is a particle at each of the locations I1, . . . , Ik;P + J1, . . . , P + J`
}
,
PmASEP(I,J ;P, t)
= Prob
{ there is a particle at each of the locations I1, . . . , Ik, and
there is a particle of each of the colours J1, . . . , J` to the right of location P
}
.
Theorem 1.7.1. (Theorem 12.3.5 below) Consider the coloured ASEP with the half-Bernoulli
initial condition, as defined above. Then for all time t > 0, any integer P ∈ Z, and arbitrary integer
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sets I = {I1 < · · · < Ik 6 P} and J = {1 6 J1 < · · · < J`}, we have
PASEP(I,J ;P, t) = PmASEP(I,J ;P, t).
One can show that in the case of step initial condition (p = 1) and I = ∅, Theorem 1.7.1 also
follows from [AAV11, Theorem 1.4]. This does not seem to extend to arbitrary p and I, however.
Matching results for the coloured q-bosons and the PushTASEP-like coloured system that are
somewhat similar to Theorem 1.7.1, and that are also derived from the vertex model matching of
Theorems 1.6.1 and 12.2.1, are given in Sections 12.4–12.5 below (see Theorems 12.4.2 and 12.5.2,
respectively).
1.8. Asymptotics
The matching of Theorem 1.6.1 and its extensions gives rise to a host of asymptotic statements
for the coloured models via the corresponding asymptotics of the colour-blind ones. Let us survey
the latter ones very quickly.
It is convenient to speak in terms of the height functions that count the number of paths/particles
to the right (or left) of a given location in the two-dimensional space time. For coloured models, one
can speak of a coloured height function that counts the number of paths/particles to the right of a
specified location, but only takes into account paths/particles whose colour does not exceed a certain
cut-off. This turns the height function into a random function of three variables rather than two.
The matching statements thus provide identities between the distributions of the coloured height
functions on certain one-dimensional sections of the three-dimensional physical space, and those of
the uncoloured height functions on one-dimensional sections of the two-dimensional physical space.
The large time/space/colour asymptotics for the models considered in the present work can be
of (at least) four different types; in terms of the colour-blind models, they correspond to:
(1) A local limit regime with observed space locations at finite distance from each other and
the limiting object typically being a product of Bernoulli measures or their generalization
(local equilibrium).
(2) Global Gaussian random field asymptotics with observation points ranging over the whole
active region of the physical space, in the case of symmetric models (q = 1), or weakly
asymmetric ones (q → 1) with relatively small, but still diverging scaling of space/time.
(3) In the weakly asymmetric case, intermediate space/time scaling and appropriate meso-
scopic distances between observation points yield limiting random polymers in random
media, e.g., the KPZ equation.
(4) In the asymmetric case (q 6= 1 is fixed), or the weakly asymmetric case at large scales,
mesoscopic distances between observation points produce a broadly universal limiting ob-
ject known as the KPZ fixed point.
Note that in order to use the matching for deriving a non-trivial coloured result from an un-
coloured one, one needs to know process level convergence of the uncoloured height function as
the one-point distributions match trivially. This substantially reduces the number of rigorously
known results; there are, however, widely believed conjectures and heuristic arguments wherever
the one-point convergence is known.
For (1), the very first result is the behaviour of the particle of colour 1 in the coloured TASEP,
and our matching result says that it is asymptotically equivalent to the colour-blind TASEP density.
This is a celebrated result of Ferrari–Kipnis [FK95] about the second class particle in a rarefaction
fan. Its extensions to many colours for the ASEP with step initial condition have been investigated
by Amir–Angel–Valko [AAV11] via a matching result that is not far from (the ASEP degeneration
of) ours. For a single second class particle, a recent work by Balázs–Nagy [BN17] proves results
for more general (continuous time) processes, again by a suitable matching.
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For (2), the asymptotic behaviour of the uncoloured height function is a deterministic law of
large numbers (hydrodynamic limit) given by a first order PDE, and Gaussian fluctuations around
it are given by a solution of a stochastic PDE that is a classical second order PDE with a white noise
inhomogeneity, cf. De Masi–Presutti–Scacciatelli [DMPS89], Dittrich–Gärtner [DG91], Borodin–
Gorin [BG18], Shen–Tsai [ST18] and references therein. No coloured results or conjectures have
been previously known.
For (3), the uncoloured height function converges to the logarithm of the partition function for a
finite temperature directed polymer in a Gaussian random medium, see, Bertini–Giacomin [BG97]
and [ACQ11] for the ASEP and the continuum polymer (equivalently, the KPZ equation), Borodin–
Corwin [BC14] for the q-TASEP and the O’Connell–Yor (semi-discrete) polymer, Corwin–Tsai
[CT17] and Corwin–Ghosal–Shen–Tsai [CGST18] for the stochastic six vertex and the continuum
polymer. No coloured results or conjectures have been previously known.
For (4), only for the TASEP and PushTASEP (as well as for a few closely related, determinan-
tal models) process level convergence results have been rigorously established, cf. Borodin–Ferrari
[BF08], Matetski–Quastel–Remenik [MQR17]; conjectures, however, are broadly available, cf. Cor-
win [Cor12], Spohn [Spo12], Corwin–Dimitrov [CD17]. No coloured results have been previously
known. The only available coloured predictions have been made by Spohn [Spo14], but it remains
unclear whether they are applicable to any of the models covered by our matchings.
It would be extremely interesting to access any of the outlined asymptotic results without
employing the matching, but rather through utilizing the spectral analysis of the transfer-matrices
described above. We leave this to a future work.
1.9. A word about extensions
The algebraic formalism of the present work should be readily extendable to:
• Inhomogeneous lattice models, similarly to what was done in [BP16] in the colour-blind
case;
• The spin q-Whittaker functions, similarly to what was done in [BW17] in the colour-blind
case;
• Elliptic and trigonometric IRF (Interaction-Round-a-Face) or SOS (Solid-On-Solid) mod-
els, similarly to what was done in [Bor17b], [Agg18] in the colour-blind case.
We chose to leave these more general scenarios out of the scope of this paper that, as it is, ended
up pretty long.
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CHAPTER 2
Rank-n vertex models
2.1. Stochastic Uq( ̂sln+1) R-matrix
The higher-spin vertex model that we consider in this paper can be obtained from the Uq(ŝln+1)
R-matrix under the fusion procedure. To begin, let us recall the form of this R-matrix [Jim86].
The Uq(ŝln+1) R-matrix acts in a tensor product Wa⊗Wb of two (n+ 1)-dimensional vector spaces,
and takes the form
Rab(z) =
n∑
i=0
(
Rz(i, i; i, i)E
(ii)
a ⊗ E(ii)b
)
(2.1.1)
+
∑
06i<j6n
(
Rz(j, i; j, i)E
(ii)
a ⊗ E(jj)b +Rz(i, j; i, j)E(jj)a ⊗ E(ii)b
)
+
∑
06i<j6n
(
Rz(j, i; i, j)E
(ij)
a ⊗ E(ji)b +Rz(i, j; j, i)E(ji)a ⊗ E(ij)b
)
where E(ij)c ∈ End(Wc) denotes the (n+1)×(n+1) elementary matrix with a 1 at position (i, j) and
0 everywhere else, acting in Wc ∼= Cn+1. The matrix entries are rational functions of the spectral
parameter z and the quantization parameter q; they are given by
Rz(i, i; i, i) = 1, i ∈ {0, 1, . . . , n}, (2.1.2)
Rz(j, i; j, i) =
q(1− z)
1− qz , Rz(i, j; i, j) =
1− z
1− qz
Rz(j, i; i, j) =
1− q
1− qz , Rz(i, j; j, i) =
(1− q)z
1− qz
 i, j ∈ {0, 1, . . . , n}, i < j. (2.1.3)
All other matrix entries Rz(i, j; k, `) which do not fall into a category listed above are by definition
equal to 0. The model described above differs slightly from the one listed in [Jim86], since its
entries Rz(j, i; j, i) and Rz(i, j; i, j) are not symmetric for i 6= j. The asymmetric form that we use
preserves the integrability of the model, and makes it stochastic:
Proposition 2.1.1. The R-matrix (2.1.1) satisfies the Yang–Baxter equation and unitarity
relations
Rab(y/x)Rac(z/x)Rbc(z/y) = Rbc(z/y)Rac(z/x)Rab(y/x), (2.1.4)
Rab(y/x)Rba(x/y) = 1, (2.1.5)
which hold as identities in End(Wa ⊗Wb ⊗Wc) and End(Wa ⊗Wb), respectively.
Proposition 2.1.2. For any fixed i, j ∈ {0, 1, . . . , n} there holds
n∑
k=0
n∑
`=0
Rz(i, j; k, `) = 1. (2.1.6)
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Equivalently, all rows of the matrix (2.1.1) sum to 1.
We shall denote the entries of the R-matrix pictorially using vertices. A vertex is the intersection
of an oriented horizontal and vertical line, with a state variable i ∈ {0, 1, . . . , n} assigned to each of
the connected horizontal and vertical line segments. The R-matrix entries are identified with such
vertices as shown below:
Rz(i, j; k, `) = j `
i
k
, i, j, k, ` ∈ {0, 1, . . . , n}, (2.1.7)
where the marked angle assumes the value of the spectral parameter1, i.e., it is equal to z. One can
interpret the above figure as the propagation of coloured lattice paths through a vertex: each edge
label i > 1 represents a coloured path superimposed over that edge, while the case i = 0 indicates
that no path is present. The incoming paths are those situated at the left and bottom edges of
the vertex; those at the right and top are called outgoing. The weight of the vertex, Rz(i, j; k, `),
vanishes identically unless the total flux of colours through the vertex is preserved, i.e., unless the
ensemble of incoming colours is the same as the ensemble of outgoing colours. This gives rise to five
categories of vertices:
i i
i
i
i i
j
j
i j
j
i
1
q(1− z)
1− qz
1− q
1− qz
j j
i
i
j i
i
j
1− z
1− qz
(1− q)z
1− qz
(2.1.8)
where we assume that 0 6 i < j 6 n. These are the pictorial representations of the five types of
weights in (2.1.2), (2.1.3).
1We will use both of the terms spectral parameter and rapidity in this work, but for slightly different purposes.
The variable attached to a lattice line will be termed “rapidity” whereas the argument of an R-matrix, which is the
ratio of the two rapidities passing through that vertex, will be termed “spectral parameter”.
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Having set up these vertex notations, the relations of Propositions 2.1.1 and 2.1.2 then have
simple graphical interpretations. The Yang–Baxter equation (2.1.4) becomes
∑
06k1,k2,k36n
i1
k1
j1
i2
k2
j2
i3
k3
j3
x→
y →
↑
z
=
∑
06k1,k2,k36n
i1
k1
j1
i2
k2
j2
i3
k3
j3
x→
y →
↑
z
for all fixed indices i1, i2, i3, j1, j2, j3 ∈ {0, 1, . . . , n}; the unitarity relation (2.1.5) becomes
∑
06k1,k26n
i1
k1
j1
i2
k2
j2
x→
↑
y
= 1,
for all fixed indices i1, i2, j1, j2 ∈ {0, 1, . . . , n}; and the stochasticity relation (2.1.6) reads
n∑
k=0
n∑
`=0
j `
i
k
= 1,
for all fixed indices i, j ∈ {0, 1, . . . , n}. We will use these graphical identities frequently throughout
the text.
2.2. Higher-spin L and M-matrices
We now generalize the lattice model discussed in Section 2.1, by lifting it to a higher-spin setting.
In this more general model, horizontal edges continue to have a finite-dimensional state-space: the
edge is either empty (state 0), or it is occupied by a path of colour 1 6 i 6 n, and accordingly
horizontal edges of the lattice continue to be assigned a single index 0 6 i 6 n, which encodes their
state.
On the other hand, vertical edges can now be occupied by any number of paths, of any colour.
Vertical edges are thus assigned vector labels I = (I1, . . . , In), where Ii > 0 denotes the number of
paths of colour i situated at that edge. A completely empty vertical edge is encoded by the vector
I = (0, . . . , 0) = 0. A generic vertex in this model is shown below:
Lx,q,s(I, j;K, `) ≡ Lx(I, j;K, `) = j `
I
K
, j, ` ∈ {0, 1, . . . , n}, I,K ∈ Nn, (2.2.1)
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where N = {0, 1, 2, . . . }.2 The vertex in (2.2.1) is drawn using a thick vertical line; this is to
distinguish it from the ordinary R-matrix vertex (2.1.7) and to indicate that many lattice paths can
now occupy vertical edges.
Before stating the vertex weights explicitly, we develop some useful vector notation. For all
1 6 i 6 n, let ei denote the i-th Euclidean unit vector. For any vector I = (I1, . . . , In) ∈ Nn and
indices i, j ∈ {1, . . . , n} we define
I+i = I + ei, I
−
i = I − ei, I+−ij = I + ei − ej , |I| =
n∑
k=1
Ik, I[i,j] =
j∑
k=i
Ik,
where in the final case it is assumed that i 6 j; by agreement, we choose I[i,j] = 0 for i > j. In
terms of these notations, we tabulate the vertex weights for our higher-spin lattice model below:
0 0
I
I
i i
I
I
0 i
I
I−i
1− sxqI[1,n]
1− sx
(x− sqIi)qI[i+1,n]
1− sx
x(1− qIi)qI[i+1,n]
1− sx
i 0
I
I+i
i j
I
I+−ij
j i
I
I+−ji
1− s2qI[1,n]
1− sx
x(1− qIj )qI[j+1,n]
1− sx
s(1− qIi)qI[i+1,n]
1− sx
(2.2.2)
where the indices i, j take any values i, j ∈ {1, . . . , n}, and where it is assumed that i < j.
Remark 2.2.1. At n = 1, the vector state I collapses to a single integer state, and the model
reduces to the higher-spin vertex model studied in [Bor17a, BP16, BP15]. Namely, one recovers
a model with weights
0 0
I
I
• 1 1
I
I
• 0 1
I
I − 1
• 1 0
I
I + 1
•
1− sxqI
1− sx
(x− sqI)
1− sx
x(1− qI)
1− sx
1− s2qI
1− sx
(2.2.3)
where I ∈ N (we no longer employ boldface in the n = 1 case, since all edge states consist of a
single component). To emphasize the difference between the general-rank (2.2.2) and rank-1 vertices
2To avoid having to specify nonnegative integers by the set Z>0, we define the natural numbers N to include 0.
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(2.2.3), where there is potential for confusion, we include a dot when drawing the latter. We shall
also write a generic vertex in the rank-1 model (2.2.3) as follows:
L•x(I, j;K, `) = j `
I
K
• , j, ` ∈ {0, 1}, I,K ∈ N. (2.2.4)
The Boltzmann weights (2.2.3) are precisely the same as the “conjugated” weights wcu used in [BP15,
Section 2, Figure 5].
Remark 2.2.2. For general n, the model (2.2.2) was considered in [KMMO16, BM16] and
[GdGW17], where the vertex weights were obtained under a certain tensor product of represen-
tations of the universal Uq(ŝln+1) R-matrix. It also appeared in [Kua17]; in Appendix A, we
document the precise link between the notation used in [Kua17, Section 3.5] and our own notation.
In our constructions we will also make use of a second set of vertex weights, which we call dual
vertices. A generic dual vertex has the form
Mx,q,s(I, j;K, `) ≡Mx(I, j;K, `) = ` j
I
K
, j, ` ∈ {0, 1, . . . , n}, I,K ∈ Nn, (2.2.5)
where the horizontal line is now oriented from right to left. The dual weights are tabulated explicitly
below:
0 0
I
I
i i
I
I
i 0
I
I−i
q−I[1,n] − sx
1− sx
(xq−Ii − s)q−I[i+1,n]
1− sx
(1− q−Ii)q−I[i+1,n]
1− sx
0 i
I
I+i
j i
I
I+−ij
i j
I
I+−ji
x(s2 − q−I[1,n])
1− sx
s(q−Ij − 1)q−I[j+1,n]
1− sx
x(q−Ii − 1)q−I[i+1,n]
1− sx
(2.2.6)
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In the table above we again assume that i, j ∈ {1, . . . , n} with i < j. In the case n = 1, the weights
(2.2.6) reduce to
0 0
I
I
• 1 1
I
I
• 1 0
I
I − 1
• 0 1
I
I + 1
•
q−I − sx
1− sx
(xq−I − s)
1− sx
1− q−I
1− sx
x(s2 − q−I)
1− sx
(2.2.7)
and in analogy with (2.2.4), we write a generic rank-1 dual vertex as
M•x(I, j;K, `) = ` j
I
K
• , j, ` ∈ {0, 1}, I,K ∈ N. (2.2.8)
The dual weights (2.2.6) and those listed in (2.2.2) are not independent of each other; the two
sets of vertices are related via certain symmetries which are given in Proposition 2.2.3. These
symmetries have a natural interpretation: (2.2.9) describes reflection of the vertex (2.2.5) about its
vertical axis, while (2.2.10) is related to reflection about the horizontal axis (and reversal of the
orientation arrows on both lines).
Proposition 2.2.3. The vertex weights (2.2.2) and (2.2.6) are related via the following trans-
formations:
Mx¯,q¯,s¯(I, j;K, `) = (−s)1`>1−1j>1 · Lx,q,s(I, j;K, `), (2.2.9)
Mx¯,q¯,s¯(I˜, ˜; K˜, ˜`) =
(−sxqI[1,`−1])1`>1 (−sxqK[j+1,n])−1j>1 (s2; q)|K|
(s2; q)|I|
n∏
i=1
(q; q)Ii
(q; q)Ki
· Lx,q,s(K, `; I, j),
(2.2.10)
where we use bars as a shorthand for reciprocation of variables; namely, x¯ := x−1, q¯ := q−1 and
s¯ := s−1. We have also defined the conjugate ˜` of an index ` ∈ {0, 1, . . . , n} by
˜` :=
{
0, ` = 0,
n− `+ 1, ` > 1, (2.2.11)
and the conjugate of the vector I = (I1, . . . , In) by
I˜ = (I˜1, . . . , I˜n) := (In, . . . , I1), (2.2.12)
which is simply the vector I read in reverse.
Proof. The first symmetry (2.2.9) is readily apparent by reciprocating all variables present in
(2.2.6), reflecting each vertex about its central vertical line, then comparing against the entries of
the table (2.2.2). The second symmetry (2.2.10) requires a case-by-case check, the details of which
we omit. 
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2.3. Intertwining equations
We will make use of three extensions of the Yang–Baxter equation (2.1.4) to the higher-spin
setting. There is one equation for the exchange of two L-matrices under the action of R, another for
the exchange of two M -matrices, and finally an equation of mixed-type which allows the exchange
of L and M . Collectively, we refer to these as the intertwining equations. They are the foundation
for the commutation relations between the operators used to build the rows of our two-dimensional
lattice, and are responsible in turn for almost all of the properties enjoyed by the rational functions
fµ and gν (to be introduced later).
Proposition 2.3.1. For any fixed integers i1, i2, i3, j1, j2, j3 ∈ {0, 1, . . . , n} and vectors I,J ∈
Nn, the vertex weights (2.1.2), (2.1.3), (2.2.2) and (2.2.6) satisfy the relations∑
06k1,k26n
∑
K∈Nn
Ry/x(i2, i1; k2, k1)Lx(I, k1;K, j1)Ly(K, k2;J , j2) =∑
06k1,k26n
∑
K∈Nn
Ly(I, i2;K, k2)Lx(K, i1;J , k1)Ry/x(k2, k1; j2, j1), (2.3.1)
∑
06k1,k36n
∑
K∈Nn
Lx(I, i1;K, k1)Rq¯x¯z¯(i3, k1; k3, j1)Mz(K, k3;J , j3) =∑
06k1,k36n
∑
K∈Nn
Mz(I, i3;K, k3)Rq¯x¯z¯(k3, i1; j3, k1)Lx(K, k1;J , j1), (2.3.2)
∑
06k2,k36n
∑
K∈Nn
My(I, i2;K, k2)Mz(K, i3;J , k3)Ry/z(k3, k2; j3, j2) =∑
06k2,k36n
∑
K∈Nn
Ry/z(i3, i2; k3, k2)Mz(I, k3;K, j3)My(K, k2;J , j2). (2.3.3)
Translating the equations (2.3.1)–(2.3.3) into vertex form using the identifications (2.1.7), (2.2.1)
and (2.2.5), they take the form
∑
06k1,k26n
∑
K∈Nn
i1
k1
j1
i2
k2
j2
I
K
J
x→
y →
=
∑
06k1,k26n
∑
K∈Nn
i1
k1
j1
i2
k2
j2
I
K
J
x→
y →
(2.3.4)
with marked angle equal to y/x,
∑
06k1,k36n
∑
K∈Nn
j3
k3
i3
i1
k1
j1
I
K
J
z ←
x→
=
∑
06k1,k36n
∑
K∈Nn
j3
k3
i3
i1
k1
j1
I
K
J
z ←
x→
(2.3.5)
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with marked angle equal to q¯x¯z¯,
∑
06k2,k36n
∑
K∈Nn
j2
k2
i2
j3
k3
i3
I
K
J
y ←
z ←
=
∑
06k2,k36n
∑
K∈Nn
j2
k2
i2
j3
k3
i3
I
K
J
y ←
z ←
(2.3.6)
with marked angle equal to y/z.
Proof. There are several different ways to establish the relations (2.3.1)–(2.3.3). One proof
goes through representations of quantized affine algebra Uq(ŝln+1), as in [GdGW17]. Alternatively,
one can analyze all possible cases of the fixed indices in (2.3.1)–(2.3.3), and perform a direct check
of all identities that arise. A more constructive proof is to start from the Yang–Baxter equation and
perform fusion, replacing one of the vector spaces in (2.1.4) by a symmetric tensor representation
of integer weight J, followed by the analytic continuation qJ 7→ s−2 [Bor17a]. This leads to each of
the three possibilities (2.3.1)–(2.3.3), depending on which of the spaces Wa,Wb,Wc one chooses to
single out for replacement. In Appendix B, we outline how this procedure works in the first case,
(2.3.1).
Yet another approach is outlined in Appendix C. It is based on the fact that all three identities
(2.3.1)–(2.3.3) are in fact special cases of a master Yang–Baxter equation obtained in [BM16]. 
2.4. Colour-blindness results
In this section we examine a further important feature of the model (2.2.2). It is a property which
has been observed in a number of earlier publications [FW13, GdGW17, Kua17], and used to
different effects within those works. This property allows certain linear combinations of higher-rank
partition functions to be computable as rank-1 partition functions; i.e., the linear combinations
end up being equivalent to partition functions in the model (2.2.2) with n = 1. In the present
work, partition functions which have this property will be termed colour-blind. The source of the
colour-blindness can be traced back to Proposition 2.4.2, below.
Definition 2.4.1. For any integer k ∈ {0, 1, . . . , n} define its colour-blind projection
θ(k) := 1k>1 =
{
0, k = 0,
1, k > 1.
Similarly, for compositions K = (K1, . . . ,Kn) ∈ Nn we define a projection onto N via their weight:
|K| :=
n∑
i=1
Ki. (2.4.1)
Finally, for any k ∈ N, write the preimage of k under the map (2.4.1) as follows:
W(k) := {K ∈ Nn : |K| = k},
which is simply the set of all length-n compositions of weight k.
Proposition 2.4.2. Let 0 6 j 6 n and I = (I1, . . . , In) be fixed incoming left and bottom edge
states of the vertex (2.2.1). Fix a further nonnegative integer k ∈ N. Then for any such j, I and k
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the following identities hold:
∑
K∈W(k)
 j 0
I
K
 = θ(j) 0
|I|
k
• , (2.4.2)
∑
K∈W(k)
∑
16`6n
 j `
I
K
 = θ(j) 1
|I|
k
• , (2.4.3)
where the vertex weights on the left hand side of (2.4.2) and (2.4.3) are given by (2.2.2), while those
on the right hand side are given by (2.2.3).
Proof. Let us begin with the proof of (2.4.2), and split it into the cases j = 0 and 1 6 j 6 n.
For j = 0, the left hand side of (2.4.2) is given by
∑
K∈W(k)
 0 0
I
K
 =
 0 0
I
I
1k=|I| = 1− sxq
|I|
1− sx · 1k=|I|, (2.4.4)
where the trivialization of the sum is due to the fact that necessarily K = I, or the vertex in the
summand of (2.4.4) vanishes. Meanwhile, for j = 0, the right hand side of (2.4.2) reads
0 0
|I|
k
• = 1− sxq
|I|
1− sx · 1k=|I|. (2.4.5)
Equating (2.4.4) and (2.4.5) we obtain the j = 0 case of (2.4.2). The 1 6 j 6 n case is no more
difficult; for 1 6 j 6 n, the left hand side of (2.4.2) is given by
∑
K∈W(k)
 j 0
I
K
 =
 j 0
I
I+j
1k=|I|+1 =
1− s2q|I|
1− sx · 1k=|I|+1, (2.4.6)
with the reduction of the sum again coming from the conservation requirement K = I + ej = I+j .
For 1 6 j 6 n we have θ(j) = 1, and the right hand side of (2.4.2) is then given by
1 0
|I|
k
• = 1− s
2q|I|
1− sx · 1k=|I|+1. (2.4.7)
Matching (2.4.6) and (2.4.7) we prove the 1 6 j 6 n case of (2.4.2).
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The proof of (2.4.3) is slightly more involved, since the left hand side features an extra sum-
mation; it turns out that this sum telescopes. We again divide the proof into the cases j = 0 and
1 6 j 6 n. For j = 0, the left hand side of (2.4.3) takes the form
∑
K∈W(k)
∑
16`6n
 0 `
I
K
 =
∑
16`6n
 0 `
I
I−`
1k=|I|−1 (2.4.8)
=
∑
16`6n
x(1− qI`)qI[`+1,n]
1− sx · 1k=|I|−1 =
x(1− q|I|)
1− sx · 1k=|I|−1
where we eliminated the sum over K using the conservation requirement K = I − e` = I−` . On
the other hand, for j = 0 the right hand side of (2.4.3) is equal to
0 1
|I|
k
• = x(1− q
|I|)
1− sx · 1k=|I|−1, (2.4.9)
which agrees with the expression obtained in (2.4.8), completing the proof of (2.4.3) for j = 0.
Finally, when 1 6 j 6 n, the left hand side of (2.4.3) reads
∑
K∈W(k)
∑
16`6n
 j `
I
K
 =
∑
16`6n
 j `
I
I+−j`
1k=|I|, (2.4.10)
due to the conservation requirement K = I + ej − e` = I+−j` . The weights in (2.4.10) are then
naturally grouped into three categories: those with edge states j < `, j = `, and j > `. Splitting
the sum (2.4.10) accordingly, we find that the sub-summations can be telescoped:
∑
K∈W(k)
∑
16`6n
 j `
I
K
 (2.4.11)
=
 ∑
j<`6n
x(1− qI`)qI[`+1,n]
1− sx +
(x− sqIj )qI[j+1,n]
1− sx +
∑
16`<j
s(1− qI`)qI[`+1,n]
1− sx
1k=|I|
=
(
x(1− qI[j+1,n])
1− sx +
(x− sqIj )qI[j+1,n]
1− sx +
s(1− qI[1,j−1])qI[j,n]
1− sx
)
1k=|I| =
x− sq|I|
1− sx · 1k=|I|.
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Comparing with the right hand side of (2.4.3) for 1 6 j 6 n,
1 1
|I|
k
• = x− sq
|I|
1− sx · 1k=|I|, (2.4.12)
we observe the required agreement between (2.4.11) and (2.4.12). 
Remark 2.4.3. The colour-blindness results (2.4.2) and (2.4.3) can be written algebraically as∑
K∈W(k)
Lx(I, j;K, 0) = L
•
x(|I|, θ(j); k, 0), (2.4.13)∑
K∈W(k)
∑
16`6n
Lx(I, j;K, `) = L
•
x(|I|, θ(j); k, 1). (2.4.14)
These relations also extend to the dual vertex weights (2.2.6) and (2.2.7); namely, one has∑
K∈W(k)
Mx(I, j;K, 0) = M
•
x(|I|, θ(j); k, 0), (2.4.15)∑
K∈W(k)
∑
16`6n
Mx(I, j;K, `) = M
•
x(|I|, θ(j); k, 1), (2.4.16)
which can be easily deduced by applying the symmetry (2.2.9) to (2.4.13) and (2.4.14).
2.5. Stochastic weights
As stated, the vertex models (2.2.2) and (2.2.6) are not stochastic, but they can be brought into
stochastic form via a simple gauge transformation:
Proposition 2.5.1. Define modified versions of the vertices (2.2.1) and (2.2.5), given by
L˜x(I, j;K, `) := (−s)θ(`)Lx(I, j;K, `), M˜x(I, j;K, `) := (−s)−θ(j)Mx(I, j;K, `), (2.5.1)
i.e., the vertex (2.2.1) receives an extra factor of (−s) if ` > 0, and similarly for the vertex (2.2.5).
The modified weights satisfy the stochasticity equations∑
K∈Nn
∑
06`6n
L˜x(I, j;K, `) = 1,
∑
K∈Nn
∑
06`6n
M˜x(I, j;K, `) = 1, (2.5.2)
for all fixed values of 0 6 j 6 n and I ∈ Nn.
Proof. By virtue of the symmetry (2.2.9) and the definitions (2.5.1), it can be seen that the
stochasticity relation for M˜x(I, j;K, `) is equivalent to the stochasticity of L˜x(I, j;K, `). Focusing
therefore on the first of the equations (2.5.2), we write the left hand side as
∑
K∈Nn
∑
06`6n
L˜x(I, j;K, `) =
∑
k∈N
 ∑
K∈W(k)
Lx(I, j;K, 0)− s
∑
K∈W(k)
∑
16`6n
Lx(I, j;K, `)
 , (2.5.3)
where we have refined the sum over K by the weight |K|, and split the sum over ` into the cases
` = 0 and 1 6 ` 6 n. We can now use Proposition 2.4.2 to compute the sums on the right hand
side of (2.5.3); they are precisely the identities (2.4.2) and (2.4.3). Hence,∑
K∈Nn
∑
06`6n
L˜x(I, j;K, `) =
∑
k∈N
L•x(|I|, θ(j); k, 0)− s
∑
k∈N
L•x(|I|, θ(j); k, 1), (2.5.4)
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where the right hand side sums are taken over vertices in the rank-1 model (2.2.3). By conservation
of paths, the first sum is non-vanishing only at k = |I| + θ(j), while the second survives only at
k = |I|+ θ(j)− 1. Substituting the weights (2.2.3) into (2.5.4), we find that
∑
K∈Nn
∑
06`6n
L˜x(I, j;K, `) =

1− sxq|I|
1− sx −
sx(1− q|I|)
1− sx = 1, θ(j) = 0,
1− s2q|I|
1− sx −
s(x− sq|I|)
1− sx = 1, θ(j) = 1.

Remark 2.5.2. It is straightforward to show that the transformed weights (2.5.1) continue
to obey the intertwining relations (2.3.1)–(2.3.3) if one performs the replacements Lx 7→ L˜x and
Mx 7→ M˜x, meaning that the integrability of the models is preserved. In fact, it is actually the
weights (2.5.1) that one obtains by applying the fusion procedure to the starting R-matrix (2.1.1);
the overall factors of (−s) and (−s−1) can then be dropped to obtain the models (2.2.2) and (2.2.6).
We refer the reader to Appendices B and C for more details.
The main reason for introducing the non-stochastic versions Lx and Mx of the weights is for
consistency with [Bor17a, BP16, BP15, BW17]; if one preferred, one could work exclusively
with the stochastic weights L˜x and M˜x in everything that follows.
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CHAPTER 3
Row operators and non-symmetric rational functions
3.1. Space of states and row operators
Let V be the infinite-dimensional vector space obtained by taking the linear span of all n-tuples
of nonnegative integers:
V = Span{|I〉} = Span{|i1, . . . , in〉}i1,...,in∈N.
The vector space V is the basic ingredient that allows us to translate between a lattice model
description of partition functions and a purely algebraic one. It is convenient to consider an infinite
tensor product of such spaces,
V = V0 ⊗ V1 ⊗ V2 ⊗ · · · ,
where each Vi denotes a copy of V . Let
⊗∞
k=0 |Ik〉k be a finite state in V, i.e., assume that there
exists N ∈ N such that Ik = 0 for all k > N ; in what follows only such states are considered. We
define two families of linear operators acting on the finite states (their action on linear combinations
of such states in V is then deduced by linearity):
Ci(x) :
∞⊗
k=0
|Ik〉k 7→
∑
J0,J1,...∈Nn
 x→ i 0
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
J2
I2
J1
I1
J0
I0

∞⊗
k=0
|Jk〉k , 0 6 i 6 n,
(3.1.1)
Bi(x) :
∞⊗
k=0
|Ik〉k 7→
∑
J0,J1,...∈Nn
 x← i 0
· · ·
· · ·
· · ·
· · ·
· · ·
· · ·
J2
I2
J1
I1
J0
I0

∞⊗
k=0
|Jk〉k , 0 6 i 6 n,
(3.1.2)
where the expansion coefficients in the sums are one-row partition functions in the higher-spin
vertex models defined in Section 2.2, on a semi-infinite lattice. It is easy to see that these partition
functions are well defined and are completely factorized over the Boltzmann weights (2.2.2) and
(2.2.6), for any fixed finite state
⊗∞
k=0 |Jk〉k in the summations (3.1.1) and (3.1.2). Indeed, once
the state (J0,J1,J2, . . . ) at the base of these partition functions is fixed, one finds that all internal
horizontal edges assume a unique state (by conservation of lattice paths) and that only finitely
many vertices have a Boltzmann weight not equal to 1 (since sufficiently far to the right, only
empty vertices occur).
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3.2. Commutation relations
We proceed to derive the necessary commutation relations between the row operators introduced
in Section 3.1. They can all be recovered by iteration of the local intertwining equations (2.3.4)–
(2.3.6), as we now show.
Theorem 3.2.1. Fix two nonnegative integers i, j such that 0 6 i, j 6 n. The row operators
(3.1.1) satisfy the exchange relations
Ci(x)Ci(y) = Ci(y)Ci(x), (3.2.1)
q Ci(x)Cj(y) = x− qy
x− y Cj(y)Ci(x)−
(1− q)x
x− y Cj(x)Ci(y), i < j, (3.2.2)
Ci(x)Cj(y) = x− qy
x− y Cj(y)Ci(x)−
(1− q)y
x− y Cj(x)Ci(y), i > j. (3.2.3)
Proof. Start by writing an (N + 1)-site version of the intertwining equation (2.3.4),
∑
06k1,k26n
∑
K0,...,KN∈Nn
· · ·
i1
k1
j1
i2
k2
j2
I0
K0
J0
IN
KN
JN
x→
y →
=
∑
06k1,k26n
∑
K0,...,KN∈Nn
· · ·i1
k1
j1
i2
k2
j2
I0
K0
J0
IN
KN
JN
x→
y →
(3.2.4)
which holds for any N > 0, and fixed indices i1, i2, j1, j2, (I0, . . . , IN ), (J0, . . . ,JN ). The proof
of (3.2.4) follows by N + 1 applications of the local relation (2.3.4) and is standard in quantum
integrable models (see, for example, [JM94]); we will not repeat it here.
The proof of (3.2.1) follows by making the choice i1 = i2 = i and j1 = j2 = 0 in (3.2.4). On
the left hand side, one finds that the summation over k1, k2 is trivialized: necessarily, k1 = k2 = i,
since this is the only choice for which the R-vertex remains non-vanishing. The resulting R-vertex
is of the type (2.1.2), with weight 1, allowing us to suppress it. A similar argument applies to the
right hand side of (3.2.4): the summation over k1, k2 is restricted to k1 = k2 = 0, with the resulting
R-vertex again being of the type (2.1.2). We therefore find the relation
∑
K0,...,KN∈Nn
· · ·
i 0
i 0
I0
K0
J0
IN
KN
JN
y →
x→
=
∑
K0,...,KN∈Nn
· · ·i 0
i 0
I0
K0
J0
IN
KN
JN
x→
y →
(3.2.5)
which holds independently of the value of N . The rows in the relation (3.2.5) are stable under
the limit N →∞, assuming that (I0, . . . , IN ), (J0, . . . ,JN ) converge to finite states in V, at which
point we recognise precisely the matrix elements of the commutation relation (3.2.1).
Equations (3.2.2) and (3.2.3) follow by making a different choice of the free indices in (3.2.4),
namely, i1 = i, i2 = j with i 6= j and j1 = j2 = 0. Performing this specialization in (3.2.4) leads
to a more involved relation than in the last case. The sum over k1, k2 on the right hand side of the
equation continues to be restricted to k1 = k2 = 0, as previously, while the sum on the left hand
side now gives rise to two possible terms. We thus obtain the relation
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∑
K0,...,KN∈Nn
 · · ·
i
i
0
j
j
0
I0
K0
J0
IN
KN
JN
x→
y →
+ · · ·
i
j
0
j
i
0
I0
K0
J0
IN
KN
JN
x→
y →

=
∑
K0,...,KN∈Nn
· · ·i 0
j 0
I0
K0
J0
IN
KN
JN
x→
y →
in which the two R-vertices appearing on the left hand side are given by (2.1.3). Replacing these
vertices by the rational functions in x, y that they represent, and again taking N →∞ in a stable
way, we recover the matrix elements of the equations
q(1− y/x)
(1− qy/x)Ci(x)Cj(y) +
(1− q)
(1− qy/x)Cj(x)Ci(y) = Cj(y)Ci(x), i < j,
(1− y/x)
(1− qy/x)Ci(x)Cj(y) +
(1− q)y/x
(1− qy/x)Cj(x)Ci(y) = Cj(y)Ci(x), i > j.
After rearrangement, these become precisely (3.2.2) and (3.2.3), respectively.

Remark 3.2.2. The commutation relations of Theorem 3.2.1 are familiar in the algebraic Bethe
Ansatz approach to solvable lattice models; see [Fad96, KBI93]. The first relation (3.2.1) just
expresses the fact that operators of the same type commute, regardless of their rapidity arguments.
The second and third relations (3.2.2), (3.2.3) are of the same form as identities used to compute
the action of a transfer matrix on a Bethe vector (see, for example, [Fad96, Section 4]).
We will use these relations to derive properties of the non-symmetric rational functions fµ, such
as symmetry under the interchange of two variables (via (3.2.1)) or their transformations under the
action of Hecke divided-difference operators (via (3.2.2) and (3.2.3)).
Theorem 3.2.3. Fix two nonnegative integers i, j such that 0 6 i, j 6 n, and complex parameters
x, y such that ∣∣∣∣ x− s1− sx · y − s1− sy
∣∣∣∣ < 1. (3.2.6)
The row operators (3.1.1) and (3.1.2) obey the following commutation relations:
Ci(x)Bi(y) = 1− q
−1
1− xy
∑
k<i
Bk(y)Ck(x) + Bi(y)Ci(x)− (1− q)xy
1− xy
∑
k>i
Bk(y)Ck(x), (3.2.7)
Ci(x)Bj(y) = 1− qxy
1− xy Bj(y)Ci(x), i < j, (3.2.8)
q Ci(x)Bj(y) = 1− qxy
1− xy Bj(y)Ci(x), i > j. (3.2.9)
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Proof. As in the proof of Theorem 3.2.1, we begin by writing an (N + 1)-site version of the
appropriate intertwining equation, in this case (2.3.5):
∑
06k1,k26n
∑
K0,...,KN∈Nn
· · ·j2
k2
i2
i1
k1
j1
I0
K0
J0
IN
KN
JN
y ←
x→
=
∑
06k1,k26n
∑
K0,...,KN∈Nn
· · ·
j2
k2
i2
i1
k1
j1
I0
K0
J0
IN
KN
JN
y ←
x→
(3.2.10)
where the R-vertex on either side of the equation carries spectral parameter q¯x¯y¯.
Let us commence with the proof of (3.2.8) and (3.2.9). These identities follow from (3.2.10) by
choosing the external indices to be i1 = i, j2 = j with i 6= j, and i2 = j1 = 0. Since i 6= j, one finds
that the right hand side of (3.2.10) reduces to a single term, as k1 = i, k2 = j are the only possible
choices giving a non-vanishing R-vertex. The left hand side of (3.2.10) does not reduce to a unique
term, but it does simplify to a single sum, since we require k1 = k2 by conservation arguments.
Putting all of this together, we arrive at the identity
∑
06k6n
∑
K0,...,KN∈Nn
· · ·j
k
0
i
k
0
I0
K0
J0
IN
KN
JN
y ←
x→
=
∑
K0,...,KN∈Nn
· · ·
j
j
0
i
i
0
I0
K0
J0
IN
KN
JN
y ←
x→
(3.2.11)
valid for any N > 0. Next we will consider the infinite volume limit of (3.2.11), when it simplifies
further. This simplification is analogous to the infinite volume commutation relations obtained in
[Bor17a, BP16, WZJ16]. Namely, as N →∞ one finds that all terms corresponding to 1 6 k 6 n
on the left hand side of (3.2.11) become vanishingly small, yielding k = 0 as the only surviving term.
To see how this works, consider padding the arbitrary states (I0, . . . , IN ) and (J0, . . . ,JN ) to the
right by M zero vectors, as a precursor to taking M →∞. The left hand side of (3.2.11) becomes
∑
06k6n
∑
K0,...,KN+M∈Nn
· · ·j
k
0
i
k
0
I0
K0
J0
IN
KN
JN
0
0
0
0
0
0
0
0
KN+1 · · · KN+M
?
?
y ←
x→
(3.2.12)
and for k > 1 we observe a trivialization of the “padded” region in (3.2.12): since k > 1 corresponds
with a lattice path of colour k being ejected/injected at the right edges of the lattice, these paths
must originate somewhere. Given the empty states at the bottom and top of the padded region, we
see that the paths of colour k must arise at the positions marked ?. This, in turn, completely satu-
rates the horizontal edges in the padded region by paths. As a consequence, all of the vertical edge
states KN+1, . . . ,KN+M are forced to assume the value 0. We can then compute the contribution
of the padded region using the vertex weights (2.2.2) and (2.2.6): it produces an overall factor of(
x− s
1− sx ·
y − s
1− sy
)M
,
which vanishes asM →∞, due to the assumption (3.2.6). It follows that, as (I0, . . . , IN ), (J0, . . . ,JN )
converge to finite states in V, only the term k = 0 produces a non-zero contribution to the left hand
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side of (3.2.11). We can then read off the following relations:
Ci(x)Bj(y) = q(1− q¯x¯y¯)
(1− x¯y¯) Bj(y)Ci(x), i < j,
Ci(x)Bj(y) = (1− q¯x¯y¯)
(1− x¯y¯) Bj(y)Ci(x), i > j,
which rearrange to yield (3.2.8) and (3.2.9).
The proof of (3.2.7) is analogous. One begins by choosing the edge states in (3.2.10) to be
i1 = j2 = i and i2 = j1 = 0, and it then reads
∑
06k6n
∑
K0,...,KN∈Nn
· · ·i
k
0
i
k
0
I0
K0
J0
IN
KN
JN
y ←
x→
=
∑
06k6n
∑
K0,...,KN∈Nn
· · ·
i
k
0
i
k
0
I0
K0
J0
IN
KN
JN
y ←
x→
(3.2.13)
In contrast with the proof of (3.2.8) and (3.2.9), we are forced to maintain a sum over k on the
right hand side of (3.2.13): this is due to the fact that now i1 = j2 = i, meaning that the path of
colour i is already conserved through the R-vertex on the right hand side, allowing its remaining
(bottom and right) edges to be summed freely. One then transitions to infinite volume, in the
same way as outlined above. The left hand side of (3.2.13) again reduces to a single non-vanishing
term; conversely, the right hand side remains a sum over n+ 1 terms, each coming with a factor to
be determined from the Boltzmann weights (2.1.3). Computing each of these terms, one finds the
matrix elements of the equation
Ci(x)Bi(y) = (1− q)q¯x¯y¯
(1− x¯y¯)
i−1∑
k=0
Bk(y)Ck(x) + Bi(y)Ci(x) + (1− q)
(1− x¯y¯)
n∑
k=i+1
Bk(y)Ck(x),
which is just (3.2.7).

Remark 3.2.4. Commutation relations (3.2.8) and (3.2.9) play a key role in this work; we
shall use them to derive summation identities for the rational functions fµ, gµ. We have included
the relation (3.2.7) mainly for completeness; although we do not make use of it in subsequent
calculations, we feel that it is nevertheless important to note that the commutation between Ci(x)
and Bi(y) is not simple (in the case of matching indices, i). Indeed, it is this relation alone which
ensures that Cauchy-type identities with factorized kernels are somewhat rare in the higher-rank
setting.
Theorem 3.2.5. Fix two nonnegative integers i, j such that 0 6 i, j 6 n. The row operators
(3.1.2) satisfy the exchange relations
Bi(x)Bi(y) = Bi(y)Bi(x), (3.2.14)
q Bi(x)Bj(y) = y − qx
y − x Bj(y)Bi(x)−
(1− q)x
y − x Bj(x)Bi(y), i < j, (3.2.15)
Bi(x)Bj(y) = y − qx
y − x Bj(y)Bi(x)−
(1− q)y
y − x Bj(x)Bi(y), i > j. (3.2.16)
Proof. The proof proceeds in essentially the same way as the proof of Theorem 3.2.1, so we will
omit most of its details. The starting point is an (N + 1)-site version of the intertwining equation
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(2.3.6):
∑
06k1,k26n
∑
K0,...,KN∈Nn
· · ·
j1
k1
i1
j2
k2
i2
I0
K0
J0
IN
KN
JN
x←
y ←
=
∑
06k1,k26n
∑
K0,...,KN∈Nn
· · ·j1
k1
i1
j2
k2
i2
I0
K0
J0
IN
KN
JN
x←
y ←
(3.2.17)
which gets specialized to j1 = j2 = i, i1 = i2 = 0 for the proof of (3.2.14), and to j1 = i, j2 = j,
i1 = i2 = 0 for the proof of (3.2.15) and (3.2.16).

3.3. Coloured compositions
Definition 3.3.1. Let λ = (λ1, . . . , λn) be a composition of length n and weight m, i.e., such
that
∑n
i=1 λi = m. Denote the partial sums of λ by
∑k
i=1 λi = `k. We introduce the set Sλ of
λ-coloured compositions as follows:
Sλ =
{
µ = (µ1 > · · · > µ`1 |µ`1+1 > · · · > µ`2 | · · · |µ`n−1+1 > · · · > µ`n)
}
. (3.3.1)
That is, the elements of Sλ are length-m compositions µ, which have been subdivided into blocks
of length λk, 1 6 k 6 n. These blocks demarcate the colouring of µ. Within any given block, the
parts of µ have the same colouring and are weakly decreasing.
Example 3.3.2. Let n = 5 and λ = (1, 0, 3, 0, 2). Then
Sλ =
{
µ = (µ1| · |µ2 > µ3 > µ4| · |µ5 > µ6)
}
,
where blocks of length zero are indicated by a dot.
Remark 3.3.3. Two special cases of λ-coloured compositions will be particularly important for
our purposes. The first is when λ = (n, 0, . . . , 0). In this case, compositions µ ∈ Sλ consist of a
single block whose parts are weakly decreasing; i.e., one simply recovers partitions. As we shall see,
reducing to this case will allow us to recover the symmetric rational functions Fµ, Gµ previously
studied in [Bor17a, BP16, BP15].
The second of these is when λ = (1, 1, . . . , 1) = (1n). In this situation, compositions µ ∈ Sλ
consist of n blocks, each of a different colour. Since all blocks have unit length, the parts of µ are
not bound by any inequalities; accordingly, one recovers the set of all length-n compositions. We
will sometimes refer to these as rainbow compositions, and in writing them we will omit the bars
used in (3.3.1) to separate colours.
Let µ ∈ Sλ be a λ-coloured composition, with `k denoting the partial sums of λ, as above. We
associate to each such µ a vector |µ〉λ ∈ V, defined as follows:
|µ〉λ :=
∞⊗
k=0
|A(k)〉k , A(k) =
n∑
j=1
Aj(k)ej , Aj(k) = #{i : µi = k, `j−1 + 1 6 i 6 `j},
(3.3.2)
where by agreement `0 = 0. In other words, the component Aj(k) enumerates the number of parts
in the j-th block of µ which are equal to k. From this one can define vector subspaces V(λ) which
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provide a natural grading of V:
V =
∞⊕
m=0
⊕
λ∈W(m)
V(λ), V(λ) := SpanC
{
|µ〉λ
}
µ∈Sλ
, (3.3.3)
where the direct sum is taken over all compositions λ of length n. The grading (3.3.3) splits V into
subspaces with fixed particle content: V(λ) is the linear span of all states consisting of λi particles
of type i, for all 1 6 i 6 n. We refer to these subspaces as sectors of V.
Remark 3.3.4. Let us return to the two special cases considered in Remark 3.3.3 and study
them in the state-vector language introduced above. When λ = (n, 0, . . . , 0), µ is a partition and
the components Aj(k) in (3.3.2) are given by
A1(k) = #{i : µi = k} ≡ mk(µ), Aj(k) = 0, ∀ 2 6 j 6 n,
where mk(µ) are the multiplicities of the partition µ. The resulting vectors |µ〉(n,0,...,0) are precisely
the partition states used in the algebraic construction of the Hall–Littlewood polynomials [Tsi06,
WZJ16] and the higher-spin rational symmetric functions which generalize them [Bor17a, BP16,
BP15].
When λ = (1n), µ is a generic composition, and the components Aj(k) in (3.3.2) are given by
Aj(k) =
{
1, µj = k,
0, otherwise.
(3.3.4)
The resulting vectors |µ〉(1n) span the rainbow sector V(1n) ⊂ V; we will use it almost exclusively
in this work. We often write the basis elements of V(1n) as |µ〉(1n) ≡ |µ〉, dropping the unnecessary
subscript.
Example 3.3.5. Let n = 4, λ = (1, 1, 1, 1) and µ = (2, 0, 2, 1). We find that
|µ〉 =
∞⊗
k=0
|A(k)〉k , A(0) = e2, A(1) = e4, A(2) = e1 + e3, A(k) = 0, ∀ k > 3,
or more explicitly,
|µ〉 = |0, 1, 0, 0〉0 ⊗ |0, 0, 0, 1〉1 ⊗ |1, 0, 1, 0〉2 ⊗ |0, 0, 0, 0〉3 ⊗ · · · .
3.4. The rational non-symmetric functions fµ and gµ
We now come to the definition of the non-symmetric functions which are the principal subject of
this work. They depend on an indexing composition µ = (µ1, . . . , µm) of length m, and are rational
functions in the parameters q, s, as well as the alphabet (x1, . . . , xm).
Definition 3.4.1 (Generic-sector rational functions). Let λ = (λ1, . . . , λn) be a composition
of weight m, and fix a λ-coloured composition µ = (µ1, . . . , µm) ∈ Sλ. Write `k =
∑k
i=1 λi for the
k-th partial sum of λ. We define a family of non-symmetric rational functions as matrix elements
of products of the row operators (3.1.1):
fµ(λ;x1, . . . , xm) := 〈∅|
(
`1∏
i=1
C1(xi)
) `2∏
i=`1+1
C2(xi)
 · · ·
 `n∏
i=`n−1+1
Cn(xi)
 |µ〉λ , (3.4.1)
where |µ〉λ ∈ V(λ) is given by (3.3.2) and 〈∅| ∈ V∗ denotes the (dual) vacuum state
〈∅| =
∞⊗
k=0
〈0|k , (3.4.2)
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which is completely devoid of particles.
Apart from specifying the sector to which |µ〉λ belongs, λ plays a further role in the expectation
value (3.4.1): λk counts the number of Ck operators present. In view of the commutativity (3.2.1)
of operators with a common subscript, we see that λ then encodes the partial symmetries of the
functions (3.4.1) in the alphabet (x1, . . . , xm). Namely, fµ(λ;x1, . . . , xm) is individually symmetric
in each of the subsets of variables (x`k−1+1, . . . , x`k), 1 6 k 6 n.
Remark 3.4.2. When λ = (n, 0, . . . , 0), only C1 operators appear in (3.4.1) and it becomes a
purely rank-1 quantity, which is symmetric in the full alphabet (x1, . . . , xn). In fact, one finds that
fµ(λ;x1, . . . , xn) = F
c
µ(x1, . . . , xn), λ = (n, 0, . . . , 0),
where µ is a partition and Fcµ(x1, . . . , xn) denotes a symmetric spin Hall–Littlewood function, as
defined in [BP15, Section 4]:
Fcµ(x1, . . . , xn) =
• • • • • •
• • • • • •
• • • • • •
• • • • • •
• • • • • •
x1 →
x2 →
...
...
xn →
· · ·· · ·· · ·000
· · ·· · ·· · ·m2m1m0
0
0
...
...
0
1
1
...
...
1
, mi ≡ mi(µ). (3.4.3)
Definition 3.4.3 (Non-symmetric spin Hall–Littlewood functions). Fix a rainbow composition
µ = (µ1, . . . , µn). The non-symmetric spin Hall–Littlewood function fµ(x1, . . . , xn) is defined as the
λ = (1n) specialization of (3.4.1):
fµ(x1, . . . , xn) := 〈∅| C1(x1)C2(x2) · · · Cn(xn) |µ〉 , (3.4.4)
where |µ〉 ∈ V(1n) and 〈∅| ∈ V∗ is as defined in (3.4.2). Notice that we drop λ from the arguments
of fµ as its value is now determined; this also distinguishes the non-symmetric spin Hall–Littlewood
functions notationally from (3.4.1).
As we will show in Chapter 5, the functions (3.4.4) generalize the non-symmetric Hall–Littlewood
polynomials [DL06] via the inclusion of the parameter s; accordingly, we refer to them as non-
symmetric spin Hall–Littlewood functions. They are the “maximally asymmetric” members of the
general family (3.4.1): since no Ck operator appears twice in (3.4.4), they are not in general preserved
under permutations of the variables (x1, . . . , xn), although partial symmetries may still exist. In this
sense, the symmetric rational functions of [Bor17a, BP16, BP15] live at one end of the spectrum
of functions introduced in Definition 3.4.1, while the non-symmetric functions (3.4.4) are situated
at the other extreme.
The functions fµ(λ;x1, . . . , xm) admit a convenient description as partition functions in the
vertex model (2.2.2). We will focus on this graphical description in the case of the rainbow sector
λ = (1n). To recover the desired partition function, one simply replaces each Ci(xi) operator in
(3.4.4) by its interpretation as a row of vertices, with left-to-right ordering in (3.4.4) corresponding
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to bottom-to-top ordering of rows in the partition function. We obtain the expression
fµ(x1, . . . , xn) =
x1 →
x2 →
...
...
xn →
· · ·· · ·· · ·000
· · ·· · ·· · ·A(2)A(1)A(0)
0
0
...
...
0
1
2
...
...
n
(3.4.5)
where the state A(k) at the top of the k-th column is the k-th vector in the infinite tensor product
formula for |µ〉λ, as given by (3.3.2), (3.3.4). The vertices in the i-th row of the lattice (counted
from the bottom) carry their own spectral parameter xi, as indicated.
Proposition 3.4.4. Fix a partition ν, let Fcν(x1, . . . , xn) denote a symmetric spin Hall–Littlewood
function, as given by (3.4.3), and fµ(x1, . . . , xn) its non-symmetric analogue (3.4.5). We then have
the symmetrization identity ∑
µ:µ+=ν
fµ(x1, . . . , xn) = F
c
ν(x1, . . . , xn), (3.4.6)
with the sum taken over all compositions µ with dominant reordering µ+ = ν.
Proof. The summation
∑
µ:µ+=ν effectively sums over all ways of colouring the n paths that
leave the partition function (3.4.5) via its top edges, while keeping fixed the positions where paths
leave. Such a summation is precisely the sort which gives rise to the colour-blindness phenomenon
of Proposition 2.4.2. The result (3.4.6) then follows by successive application of the relations (2.4.2),
(2.4.3). 
Definition 3.4.5 (Dual generic-sector rational functions). Let λ = (λ1, . . . , λn) be a composi-
tion of weight m, and fix a λ-coloured composition µ = (µ1, . . . , µm) ∈ Sλ. Write `k =
∑k
i=1 λi for
the k-th partial sum of λ. Define a further family of non-symmetric rational functions, this time as
matrix elements of products of the row operators (3.1.2):
gµ(λ;x1, . . . , xm) := 〈µ|λ
(
`1∏
i=1
B1(xi)
) `2∏
i=`1+1
B2(xi)
 · · ·
 `n∏
i=`n−1+1
Bn(xi)
 |∅〉 , (3.4.7)
where 〈µ|λ ∈ V∗(λ) is the dual of the vector (3.3.2), and |∅〉 ∈ V denotes the vacuum state
|∅〉 =
∞⊗
k=0
|0〉k . (3.4.8)
Definition 3.4.6 (Dual non-symmetric spin Hall–Littlewood functions). Fix a rainbow com-
position µ = (µ1, . . . , µn). The dual non-symmetric spin Hall–Littlewood function gµ(x1, . . . , xn) is
defined as the λ = (1n) specialization of (3.4.7):
gµ(x1, . . . , xn) := 〈µ| B1(x1)B2(x2) · · · Bn(xn) |∅〉 , (3.4.9)
where 〈µ| ∈ V∗(1n) and |∅〉 ∈ V is as defined in (3.4.8).
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Similarly to above, the functions gµ(λ;x1, . . . , xm) also admit a description as partition func-
tions, now in the vertex model (2.2.6). Let us again focus on this graphical description in the case
of the rainbow sector, λ = (1n). Replacing each Bi(xi) operator in (3.4.9) by the appropriate row
of vertices, as dictated by (3.1.2), we find that
gµ(x1, . . . , xn) =
x1 ←
x2 ←
...
...
xn ←
· · ·· · ·· · ·000
· · ·· · ·· · ·A(2)A(1)A(0)
0
0
...
...
0
1
2
...
...
n
(3.4.10)
where the state A(k) at the bottom of the k-th column is given by (3.3.2), (3.3.4).
Remark 3.4.7. Both of the partition functions (3.4.5) and (3.4.10) are manifestly sums of non-
vanishing terms. One can view the states {1, . . . , n} on the left edges of (3.4.5) as incoming lattice
paths of each of the n possible colours, while the composition state at the top of (3.4.5) represents
the departure of these paths from the lattice. Since the total flux of paths through the lattice
is conserved, each global configuration in (3.4.5) can be decomposed into a union of single vertex
configurations, with path conservation being respected at every individual vertex. This ensures that
the weight of any such global configuration will be non-zero. A similar argument applies to (3.4.10).
Both partition functions are meaningful, despite being defined on a semi-infinite lattice, since in
any configuration of the lattice paths in (3.4.5) and (3.4.10), the only vertices which occur infinitely
many times are 0 0
0
0
and 0 0
0
0
, both having weight 1.
Example 3.4.8. Let n = 2 and µ = (2, 1). The vector |µ〉 is given by
|µ〉 =
∞⊗
k=0
|A(k)〉k , A(0) = 0, A(1) = e2, A(2) = e1, A(k) = 0, ∀ k > 3,
or more explicitly, |µ〉 = |0, 0〉0 ⊗ |0, 1〉1 ⊗ |1, 0〉2 ⊗ |0, 0〉3 ⊗ · · · . Calculating fµ(x1, x2) from its
representation (3.4.5) as a partition function consisting of two rows, we find two possible lattice
configurations:
x1 →
x2 →
· · ·(0, 0)(1, 0)(0, 1)(0, 0)
· · ·(0, 0)(0, 0)(0, 0)(0, 0)
1
2
0
0
x1 →
x2 →
· · ·(0, 0)(1, 0)(0, 1)(0, 0)
· · ·(0, 0)(0, 0)(0, 0)(0, 0)
1
2
0
0
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where the blue (darker) line represents a path of colour 1 and the green (lighter) line represents a
path of colour 2. Summing the weights of the two configurations, one obtains fµ(x1, x2) explicitly:
fµ(x1, x2) =
(
x1 − s
1− sx1
)2( 1− s2
1− sx1
)(
x2 − s
1− sx2
)(
1− s2
1− sx2
)(
1− sqx2
1− sx2
)
+
(
x1 − s
1− sx1
)(
1− s2
1− sx1
)(
x2 − s
1− sx2
)(
s(1− q)
1− sx2
)(
1− s2
1− sx2
)
.
3.5. Permuted boundary conditions
As we have defined them, the non-symmetric spin Hall–Littlewood functions (3.4.4) feature a
product of Ci operators with strictly increasing index i, as one reads from left to right. At the level
of the partition function (3.4.5), this means that the paths of colour 1 6 i 6 n come in sequentially
as one reads the left boundary edges from bottom to top.
It will sometimes be useful to relax this ordering, allowing the colours to enter the lattice (3.4.5)
via any permutation of {1, . . . , n}. To this effect, we make the following definition:
Definition 3.5.1. Let µ = (µ1, . . . , µn) be a rainbow composition and fix a permutation σ ∈ Sn.
The σ-permuted non-symmetric spin Hall–Littlewood functions fσµ (x1, . . . , xn) and gσµ(x1, . . . , xn)
are defined as follows:
fσµ (x1, . . . , xn) := 〈∅| Cσ(1)(x1)Cσ(2)(x2) · · · Cσ(n)(xn) |µ〉 , (3.5.1)
gσµ(x1, . . . , xn) := 〈µ| Bσ(1)(x1)Bσ(2)(x2) · · · Bσ(n)(xn) |∅〉 , (3.5.2)
where |µ〉 ∈ V(1n), 〈µ| ∈ V∗(1n) and |∅〉 ∈ V, 〈∅| ∈ V∗ are as defined in (3.4.8), (3.4.2).
Remark 3.5.2. The permuted functions (3.5.1) and (3.5.2) are in the same vein as the “permuted
basement Macdonald polynomials” recently introduced in [Ale16, Section 6].
3.6. Pre-fused functions
As detailed in Appendix B, the higher-spin model (2.2.2) can be obtained from the fundamental
vertex model (2.1.8) via the fusion procedure. It therefore turns out to be possible to define a
partition function in the model (2.1.8) which, under appropriate specializations and analytic con-
tinuation, becomes proportional to the partition function (3.4.5) which defines fµ. This will be an
important definition, since it expedites the proof of many of the subsequent properties of fµ; we
refer to this as a “pre-fused” version of fµ.
Consider an infinite set {J0, J1, J2, . . . } of positive integers. The precise value of these integers
is unimportant; they only need to be sufficiently large, and in what follows we essentially treat them
as variables. We work on a semi-infinite lattice consisting of n rows, where the i-th row (counted
from the bottom of the lattice) carries the rapidity xi. The columns of the lattice are arranged into
“bundles” of cardinality Jk, k > 0. Within the k-th bundle, the j-th column (counted from the left)
carries the rapidity y(k)j , 1 6 j 6 Jk.
Let us now fix the boundary conditions of this lattice. As in the construction of (3.4.5), we place
an incoming path of colour i on the left external edge of the i-th row, while all right external edges
(situated infinitely far from the origin) are chosen to be unoccupied. The bottom external edges
of the lattice are also chosen to be empty. By conservation of lattice paths, the colours {1, . . . , n}
must therefore emerge somewhere from the top external edges of the lattice. We will allow each
colour to exit the lattice via any bundle; the only restriction that we impose is that within each
bundle the outgoing colours are ordered increasingly. In other words, if the outgoing states of the
k-th bundle are denoted by the set A(k) = {a(k)1 , . . . , a(k)Jk }, we must have 0 6 a
(k)
1 6 · · · 6 a(k)Jk 6 n.
See Figure 1 for an example of this construction.
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x1
x2
x3
x4
x5
543 21
1
2
3
4
5
Figure 1. A partition function in the model (2.1.8) for n = 5, with columns grouped
into bundles of cardinality Jk, k > 0. On the example, {J0, J1, J2, J3, J4, . . . } =
{4, 3, 4, 3, 4, . . . }. The outgoing states at the top of the lattice can be read off as
A(0) = {0, 0, 0, 3}, A(1) = {0, 0, 1}, A(2) = {0, 0, 2, 4}, A(3) = {0, 0, 5}, while all
subsequent bundles are unoccupied. Notice that the outgoing colours in each bundle
satisfy the required increasing property.
Definition 3.6.1. Fix a composition µ = (µ1, . . . , µn) and an infinite set of positive integers
{J0, J1, J2, . . . } with Jk > mk(µ), for all k > 0. A configuration C mapping (1, . . . , n) to (µ1, . . . , µn),
written C : (1, . . . , n) 7→ (µ1, . . . , µn), is an ensemble of up-right paths in the model (2.1.8), with
a path of colour i beginning at the coordinate (−1, i) and such that i ∈ A(µi). By specifying via
which bundle colour i leaves the lattice, we determine its precise outgoing coordinate uniquely, in
view of the ordering property mentioned above.
The weight of a configuration C, writtenWC(x1, . . . , xn;Y ), is the product of Boltzmann weights
(2.1.8) assigned to each vertex in C. We define a non-symmetric function Fµ(x1, . . . , xn;Y ) as
follows:
Fµ (x1, . . . , xn;Y ) =
∑
C:(1,...,n)7→(µ1,...,µn)
WC (x1, . . . , xn;Y ) , (3.6.1)
where
Y =
(
y(0), y(1), y(2), . . .
)
denotes the union of all sets of vertical rapidities. We refer to (3.6.1) as the pre-fused version of the
non-symmetric spin Hall–Littlewood function fµ.
More generally, for σ ∈ Sn, we define
Fσµ (x1, . . . , xn;Y ) =
∑
C:(σ−1(1),...,σ−1(n)) 7→(µ1,...,µn)
WC (x1, . . . , xn;Y ) , (3.6.2)
summed over configurations mapping (σ−1(1), . . . , σ−1(n)) to (µ1, . . . , µn); this refers to ensembles
of up-right paths with a path of colour i beginning at the coordinate (−1, σ−1(i)) and such that
i ∈ A(µi).
Theorem 3.6.2. Let Fµ(x1, . . . , xn;Y ) be as defined in (3.6.1). We specialize the sets of vertical
rapidities to geometric progressions in q with base s:
y
(k)
j = sq
Jk−j , 1 6 j 6 Jk, k > 0. (3.6.3)
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Let the image of Fµ under these specializations be denoted F∗µ. F∗µ depends rationally on the set
of parameters {qJ0 , qJ1 , qJ2 , . . . }, but is otherwise independent of the value of {J0, J1, J2, . . . }. We
may analytically continue in these variables, performing the replacements qJk 7→ s−2, leading to the
relation
F∗µ
(
x1, . . . , xn; q
J0 , qJ1 , . . .
) ∣∣∣
qJ0 ,qJ1 ,...=s−2
=
(−s)|µ|(1− q)n∏
k>0(s
−2; q−1)mk
fµ(x1, . . . , xn), (3.6.4)
where mk ≡ mk(µ), the multiplicity of part k in µ.
Proof. The proof combines several ingredients from Appendix B. The k-th bundle of the lattice
should be viewed as a stack of n row-vertices of width Jk. The vertical spectral parameters within
this bundle are specialized as in (3.6.3), which are the correct values for the fusion procedure.
Furthermore, note that the bottom edges of the bundle are unoccupied by particles (which can
be viewed as a trivial sum over all states in the empty sector), while the top edges are occupied
by particles whose colours are ordered increasingly. We may therefore apply equation (B.3.3) to
replace each row-vertex in the bundle by a Jk-fused vertex, as given by (B.4.1) with M = Jk; this
replacement is accompanied by an overall multiplicative factor of (1− q)mk/(qJk ; q−1)mk , which can
be found as an artefact of the normalization in (B.3.3).
The final step is the analytic continuation qJk 7→ s−2, which sends each Jk-fused vertex to a
stochastic L˜x matrix; see (B.4.7). These can be replaced by their non-stochastic counterparts Lx
(2.2.2), at the expense of the factor (−s)(# horizontal unit steps by paths). Using the fact that the total
number of unit horizontal steps in each lattice configuration is precisely |µ|, while ∑k>0mk = n,
the result (3.6.4) is then immediate. 
Remark 3.6.3. It is possible to construct a more general version of the functions fµ, by choosing
geometric progressions
y
(k)
j = skykq
Jk−j , 1 6 j 6 Jk, k > 0, (3.6.5)
in place of (3.6.3). This leads to a version of the model (2.2.2) with inhomogeneous spins sk and
vertical rapidities yk; see Sections 12.1–12.2.
One can also define pre-fused versions of gµ and gσµ but we will not do it here, since it turns out
to be unnecessary for our purposes.
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CHAPTER 4
Branching rules and summation identities
4.1. Skew functions fµ/ν and gµ/ν
By allowing slightly more general classes of expectation values than in the definitions (3.4.1)
and (3.4.7), one can define skew versions of the previous non-symmetric rational functions.
Definition 4.1.1 (Generic-sector skew rational functions). Let m,m′ be two integers such that
m > m′ > 0. Fix two compositions λ = (λ1, . . . , λn) of weight m and κ = (κ1, . . . , κn) of weight m′
with λi > κi for all 1 6 i 6 n. Denote the partial sums of their difference λ− κ by
∆j =
j∑
i=1
(λi − κi), 1 6 j 6 n. (4.1.1)
From these, we fix a λ-coloured composition µ = (µ1, . . . , µm) and a κ-coloured composition ν =
(ν1, . . . , νm′). We define skew versions of the functions (3.4.1) as follows:
fµ/ν(λ− κ;x1, . . . , xm−m′) := 〈ν|κ
(
∆1∏
i=1
C1(xi)
)
· · ·
 ∆n∏
i=∆n−1+1
Cn(xi)
 |µ〉λ , (4.1.2)
where |µ〉λ ∈ V(λ) and 〈ν|κ ∈ V∗(κ). The reduction from the skew functions (4.1.2) to their
non-skew counterparts (3.4.1) is obtained by taking m′ = 0 (so that κ = (0n) and ν = ∅).
Definition 4.1.2 (Rainbow-sector skew rational functions). Select a pair of rainbow composi-
tions µ = (µ1, . . . , µm) and ν = (ν1, . . . , νm′), where m > m′ > 0. We introduce a skew-version of
the non-symmetric spin Hall–Littlewood function (3.4.4) as follows:
fµ/ν(x1, . . . , xm−m′) := 〈ν| Cm′+1(x1)Cm′+2(x2) . . . Cm(xm−m′) |µ〉 , (4.1.3)
where |µ〉 ∈ V(1m0n−m) and 〈ν| ∈ V∗(1m′0n−m′). These functions can be considered as the special
case λ = 1m0n−m, κ = 1m′0n−m′ of the more general functions (4.1.2); in other words, λ and κ are
both chosen to be single-column partitions, with λ ⊃ κ.
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Translating the expectation value (4.1.3) into graphical language, we obtain the following par-
tition function:
fµ/ν(x1, . . . , xm−m′) =
x1 →
x2 →
...
...
xm−m′ →
· · ·· · ·· · ·B(2)B(1)B(0)
· · ·· · ·· · ·A(2)A(1)A(0)
0
0
...
...
0
m′ + 1
m′ + 2
...
...
m
(4.1.4)
where the states at the top and bottom of the lattice are given by
A(k) =
n∑
j=1
Aj(k)ej , Aj(k) = 1µj=k, B(k) =
n∑
j=1
Bj(k)ej , Bj(k) = 1νj=k. (4.1.5)
In the special case m′ = 0 (and m = n) the composition ν has length zero, i.e., ν = ∅, and all
Bj(k) ≡ 0. We recover in this case the partition function expression (3.4.5) for fµ(x1, . . . , xn).
Definition 4.1.3 (Dual generic-sector skew rational functions). Let m,m′ be two integers such
thatm > m′ > 0. Fix two compositions λ = (λ1, . . . , λn) of weightm and κ = (κ1, . . . , κn) of weight
m′ with λi > κi for all 1 6 i 6 n, and let the partial sums of their difference be given by (4.1.1).
Fix a λ-coloured composition µ = (µ1, . . . , µm) and a κ-coloured composition ν = (ν1, . . . , νm′). We
define
gµ/ν(λ− κ;x1, . . . , xm−m′) := 〈µ|λ
(
∆1∏
i=1
B1(xi)
)
· · ·
 ∆n∏
i=∆n−1+1
Bn(xi)
 |ν〉κ , (4.1.6)
where |ν〉κ ∈ V(κ) and 〈µ|λ ∈ V∗(λ).
Definition 4.1.4 (Dual rainbow-sector skew rational functions). Fix two rainbow compositions
µ = (µ1, . . . , µm) and ν = (ν1, . . . , νm′), where m > m′ > 0. We introduce a skew-version of the
dual non-symmetric spin Hall–Littlewood function (3.4.9) as follows:
gµ/ν(x1, . . . , xm−m′) := 〈µ| Bm′+1(x1)Bm′+2(x2) . . .Bm(xm−m′) |ν〉 , (4.1.7)
where |ν〉 ∈ V(0m1n−m) and 〈µ| ∈ V∗(0m′1n−m′). These functions can be considered as the special
case λ = 0m′1n−m′ , κ = 0m1n−m of the more general functions (4.1.6).
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Converting (4.1.7) into vertex-model formalism, we obtain the partition function
gµ/ν(x1, . . . , xm−m′) =
x1 ←
x2 ←
...
...
xm−m′ ←
· · ·· · ·· · ·B(2)B(1)B(0)
· · ·· · ·· · ·A(2)A(1)A(0)
0
0
...
...
0
m′ + 1
m′ + 2
...
...
m
(4.1.8)
where the states at the bottom and top of the lattice are given by (4.1.5). Similarly to above, setting
m′ = 0 and m = n reproduces the partition function representation (3.4.10) of gµ(x1, . . . , xn).
4.2. Branching rules
Proposition 4.2.1. Fix two integers m > m′ > 0 and let µ ∈ S(1m0n−m), ν ∈ S(1m′0n−m′ ) be
rainbow compositions. Then for any integer p such that m′ < p < m, one has the branching identity
fµ/ν(x1, . . . , xm−m′) =
∑
α
fα/ν(x1, . . . , xp−m′)fµ/α(xp−m′+1, . . . , xm−m′), (4.2.1)
where the sum is taken over all rainbow compositions α ∈ S(1p0n−p). Similarly, taking µ ∈ S(0m′1n−m′ ),
ν ∈ S(0m1n−m) and p such that m′ < p < m, one has
gµ/ν(x1, . . . , xm−m′) =
∑
β
gµ/β(x1, . . . , xp−m′)gβ/ν(xp−m′+1, . . . , xm−m′), (4.2.2)
where the sum is taken over all rainbow compositions β ∈ S(0p1n−p).
Proof. Starting from the expectation value (4.1.3), we insert a resolution of the identity be-
tween the operators Cp(xp−m′) and Cp+1(xp−m′+1). In doing so, we may restrict the summation to
the sector S(1p0n−p). We obtain
fµ/ν(x1, . . . , xm−m′)
=
∑
α∈S(1p0n−p)
〈ν| Cm′+1(x1) . . . Cp(xp−m′) |α〉 〈α| Cp+1(xp−m′+1) . . . Cm(xm−m′) |µ〉 ,
and the result (4.2.1) is now immediate by converting the expectation values back into their func-
tional form. The proof of (4.2.2) follows by similar considerations applied to (4.1.7).

Corollary 4.2.2. Fix a rainbow composition µ ∈ S(1n). For any 1 6 p < n one has the
branching relations
fµ(x1, . . . , xn) =
∑
α
fα(x1, . . . , xp)fµ/α(xp+1, . . . , xn),
gµ(x1, . . . , xn) =
∑
β
gµ/β(x1, . . . , xp)gβ(xp+1, . . . , xn),
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where the first sum is over rainbow compositions α ∈ S(1p0n−p), and the second is over rainbow
compositions β ∈ S(0p1n−p).
Proof. These relations follow as the m′ = 0, m = n reduction of (4.2.1) and (4.2.2), when ν
is replaced by the empty composition ∅. 
4.3. Summation identities of Mimachi–Noumi type
Throughout the rest of the paper, the following alteration of the normalization of gµ will be
convenient:
g∗µ(x1, . . . , xn) :=
qn(n+1)/2
(q − 1)n · gµ(x1, . . . , xn). (4.3.1)
Theorem 4.3.1. Let (x1, . . . , xn) and (y1, . . . , yn) be two sets of complex parameters such that∣∣∣∣ xi − s1− sxi · yj − s1− syj
∣∣∣∣ < 1, for all 1 6 i, j 6 n. (4.3.2)
The non-symmetric spin Hall–Littlewood functions satisfy the identity∑
µ
fµ(x1, . . . , xn)g
∗
µ(y1, . . . , yn) =
n∏
i=1
1
1− xiyi
∏
n>i>j>1
1− qxiyj
1− xiyj , (4.3.3)
where the summation is over all compositions µ.
Proof. We start by defining the expectation value
En(x1, . . . , xn; y1, . . . , yn) = 〈∅| C1(x1) . . . Cn(xn)B1(y1) . . .Bn(yn) |∅〉 .
Inserting a complete set of states
∑
µ |µ〉 〈µ| between the final C operator and the first B operator,
we see that
En(x1, . . . , xn; y1, . . . , yn) =
∑
µ
〈∅| C1(x1) . . . Cn(xn) |µ〉 〈µ| B1(y1) . . .Bn(yn) |∅〉
=
∑
µ
fµ(x1, . . . , xn)gµ(y1, . . . , yn). (4.3.4)
On the other hand, making repeated use of the commutation relation (3.2.9) (which we are able
to do in view of the assumption (4.3.2) on the rapidities, cf. (3.2.6)), we can transfer the operator
B1(y1) to the left through n− 1 of the C operators:
En(x1, . . . , xn; y1, . . . , yn)
= q−n+1
n∏
i=2
(
1− qxiy1
1− xiy1
)
〈∅| C1(x1)B1(y1)C2(x2) . . . Cn(xn)B2(y2) . . .Bn(yn) |∅〉 . (4.3.5)
We turn our attention to the first piece of this expectation value, namely the quantity 〈∅| C1(x1)B1(y1).
Employing another commutation relation, (3.2.7), we have
〈∅| C1(x1)B1(y1) = 1− q
−1
1− x1y1 〈∅| B0(y1)C0(x1) + 〈∅| B1(y1)C1(x1)−
(1− q)x1y1
1− x1y1
n∑
k=2
〈∅| Bk(y1)Ck(x1).
(4.3.6)
Now we observe the following properties of the B and C operators when acting on the dual vacuum
state 〈∅|:
〈∅| B0(y) = 〈∅| C0(x) = 〈∅| , 〈∅| Bk(y) = 0, ∀ k > 1. (4.3.7)
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These relations follow trivially from the graphical interpretation of the row operators, and conser-
vation of lattice paths through a vertex. Making use of the actions (4.3.7) on the right hand side
of (4.3.6), we recover the simplified relation 〈∅| C1(x1)B1(y1) = (1− q−1)/(1− x1y1) 〈∅|, which can
now be substituted into (4.3.5) to yield
En(x1, . . . , xn; y1, . . . , yn)
= q−n
(
q − 1
1− x1y1
) n∏
i=2
(
1− qxiy1
1− xiy1
)
〈∅| C2(x2) . . . Cn(xn)B2(y2) . . .Bn(yn) |∅〉 . (4.3.8)
The final expectation value in (4.3.8) depends on the colours {2, . . . , n}, with colour 1 never making
an appearance. Shifting the value of all colours down by 1 leaves the expectation value invariant;
we thus recover the recurrence
En(x1, . . . , xn; y1, . . . , yn) = q−n
(
q − 1
1− x1y1
) n∏
i=2
(
1− qxiy1
1− xiy1
)
En−1(x2, . . . , xn; y2, . . . , yn), (4.3.9)
whose solution is
En(x1, . . . , xn; y1, . . . , yn) = q−n(n+1)/2(q − 1)n
n∏
i=1
1
1− xiyi
∏
n>i>j>1
1− qxiyj
1− xiyj . (4.3.10)
Matching (4.3.4) and (4.3.10) yields the claim, (4.3.3).

4.4. Symmetric rational function Gµ/ν
We will also consider a family of symmetric rational functions Gµ/ν , indexed by a pair of rainbow
compositions µ, ν. These can be considered as coloured refinements of certain symmetric functions
considered in [Bor17a, BP15], as we explain below.
Definition 4.4.1. Let µ = (µ1, . . . , µn) and ν = (ν1, . . . , νn) be a pair of rainbow compositions,
and fix any positive integer p. We introduce the symmetric rational function1
Gµ/ν(x1, . . . , xp) := 〈µ| B0(x1) . . .B0(xp) |ν〉 , (4.4.1)
where |ν〉 ∈ V(1n) and 〈µ| ∈ V∗(1n). In the special case ν = 0n, we shall write
Gµ/0n(x1, . . . , xp) ≡ Gµ(x1, . . . , xp).
1The function (4.4.1) is symmetric in the alphabet (x1, . . . , xp), in view of the commutativity (3.2.14) of the B0
operators.
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Graphically speaking, the function Gµ/ν is given by the partition function
Gµ/ν(x1, . . . , xp) =
x1 ←
x2 ←
...
...
xp ←
· · ·· · ·· · ·B(2)B(1)B(0)
· · ·· · ·· · ·A(2)A(1)A(0)
0
0
...
...
0
0
0
...
...
0
(4.4.2)
where the states at the bottom and the top of the lattice are given by (4.1.5). The difference between
this partition function, and that of (4.1.8), is that the particles which enter the lattice from its base
must all exit from the top boundary, and not via the left boundary as can occur in (4.1.8).
Remark 4.4.2. One can consider colour-blind projections of (4.4.2), obtained by treating all
paths as having the same colour. In that situation, the coloured compositions µ, ν become partitions
µ = (µ1 > · · · > µn > 0) and ν = (ν1 > · · · > νn > 0), and one can define
G•µ/ν(x1, . . . , xp) :=
• • • • • •
• • • • • •
• • • • • •
• • • • • •
• • • • • •
x1 ←
x2 ←
...
...
xp ←
· · ·· · ·· · ·m2(ν)m1(ν)m0(ν)
· · ·· · ·· · ·m2(µ)m1(µ)m0(µ)
0
0
...
...
0
0
0
...
...
0
(4.4.3)
where the states at the bottom and top of the lattice in (4.4.2) are replaced byA(k) 7→ mk(µ)e1 and
B(k) 7→ mk(ν)e1, for all k ∈ N. The vertices within the lattice (4.4.3) are the rank-1 counterparts
of the dual weights (2.2.6), given by (2.2.7). In the special case ν = 0n (all particles leave the lattice
via the top of the 0-th column), we write
G•µ/0n(x1, . . . , xp) ≡ G•µ(x1, . . . , xp).
The partition function (4.4.3) appeared previously in [Bor17a, BP15]. In the notation of those
works, one has
G•µ/ν(x1, . . . , xp) = q
−np · Gµ/ν(x1, . . . , xp). (4.4.4)
Proposition 4.4.3. Let µ = (µ1, . . . , µn) be a length-n composition and let µ+ denote its
partition ordering. The coloured partition function (4.4.2) and its uncoloured counterpart (4.4.3)
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are equal when ν = 0n, i.e., one has
Gµ(x1, . . . , xp) = G
•
µ+(x1, . . . , xp), ∀ p > 1. (4.4.5)
More generally, summing over all length-n compositions ν = (ν1, . . . , νn) with fixed partition ordering
ν+ = κ, one has ∑
ν:ν+=κ
Gµ/ν(x1, . . . , xp) = G
•
µ+/κ(x1, . . . , xp), ∀ p > 1. (4.4.6)
Proof. These identities follow by repeated application of the colour-blindness relations (2.4.15)
and (2.4.16). Let us sketch how the proof works in the case of (4.4.5). One begins by isolating the
top-left vertex of the lattice (4.4.2), in the case ν = 0n. In any given configuration of the lattice, it
has the form
Mxp(I, j; 1
n, 0) = 0 j
I
1n
, j ∈ {0, 1, . . . , n}, I ∈ Nn. (4.4.7)
By direct comparison with the dual rank-1 weights (2.2.7), one sees that
Mxp(I, j; 1
n, 0) = M•xp(|I|, θ(j);n, 0),
for any j ∈ {0, 1, . . . , n} and I ∈ Nn. This relation serves as the trigger for deducing the colour-
blindness of the whole lattice. 
4.5. Cauchy identities
Finally we turn to summation identities which arise by pairing the non-symmetric spin Hall–
Littlewood functions with the symmetric functions (4.4.1). They are close relatives of Cauchy-type
relations for the spin Hall–Littlewood functions obtained in [Bor17a, BP15].
Proposition 4.5.1. Let (x1, . . . , xn) and (y1, . . . , yp) be two sets of complex parameters satis-
fying the constraints (4.3.2), and fix a composition ν = (ν1, . . . , νn) of length n. Then one has the
identity ∑
µ
fµ(x1, . . . , xn)Gµ/ν(y1, . . . , yp) =
n∏
i=1
p∏
j=1
1− qxiyj
q(1− xiyj) · fν(x1, . . . , xn), (4.5.1)
where the summation is taken over all length-n compositions µ = (µ1, . . . , µn).
Proof. The proof proceeds along similar lines to that of Theorem 4.3.1. We define the expec-
tation value
Eν(x1, . . . , xn; y1, . . . , yp) = 〈∅| C1(x1) . . . Cn(xn)B0(y1) . . .B0(yp) |ν〉 , (4.5.2)
which after insertion of the identity
∑
µ |µ〉 〈µ| between Cn(xn) and B0(y1) is given by
Eν(x1, . . . , xn; y1, . . . , yp) =
∑
µ
fµ(x1, . . . , xn)Gµ/ν(y1, . . . , yp).
Alternatively, by repeated use of the commutation relation (3.2.9) and the action (4.3.7) of B0 on
the dual vacuum 〈∅|, one clearly has
Eν(x1, . . . , xn; y1, . . . , yp) = q−np
n∏
i=1
p∏
j=1
1− qxiyj
1− xiyj · 〈∅| B0(y1) . . .B0(yp)C1(x1) . . . Cn(xn) |ν〉
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= q−np
n∏
i=1
p∏
j=1
1− qxiyj
1− xiyj · 〈∅| C1(x1) . . . Cn(xn) |ν〉
= q−np
n∏
i=1
p∏
j=1
1− qxiyj
1− xiyj · fν(x1, . . . , xn).

Remark 4.5.2. If one sums equation (4.5.1) over all compositions ν = (ν1, . . . , νn) with fixed
partition ordering ν+ = κ, then by a combination of (4.4.6), (4.4.4) and (3.4.6) one recovers∑
λ
Fcλ(x1, . . . , xn)Gλ/κ(y1, . . . , yp) =
n∏
i=1
p∏
j=1
1− qxiyj
1− xiyj · F
c
κ(x1, . . . , xn),
with the sum ranging over all partitions λ. This is then equivalent to the skew Cauchy identity of
[Bor17a, Equation (4.7)] [BP15, Equation (4.16)].
Corollary 4.5.3. The ν = 0n case of equation (4.5.1) reads∑
µ
fµ(x1, . . . , xn)Gµ(y1, . . . , yp) =
∑
µ
fµ(x1, . . . , xn)G
•
µ+(y1, . . . , yp) (4.5.3)
=
(s2; q)n∏n
i=1(1− sxi)
n∏
i=1
p∏
j=1
1− qxiyj
q(1− xiyj) ,
with the summation taken over all compositions µ = (µ1, . . . , µn).
Proof. The first line of (4.5.3) follows from the colour-blindness property (4.4.5); the second
uses (4.5.1) and the direct evaluation of f0n(x1, . . . , xn). Indeed, in the case ν = 0n, fν(x1, . . . , xn)
is given by a partition function consisting of a single non-trivial column, and is therefore factorized.
One can read off its value as f0n(x1, . . . , xn) = (s2; q)n
∏n
i=1(1 − sxi)−1, and the statement then
follows. 
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CHAPTER 5
Recursive properties and symmetries
The rational functions fµ and gµ, as well as their permuted versions fσµ and gσµ , have a rich
interrelationship. The goal of this chapter is to document their various properties, and to prove them
directly from the lattice definitions (3.4.5) and (3.4.10) of the functions. The heart of the chapter
will be to examine the transformations of fµ and gµ under Hecke divided-difference operators.
The exchange relations obtained (once supplemented by a suitable initial condition) allow us to
conclude, in Section 5.9, that fµ and gµ degenerate to non-symmetric Hall–Littlewood polynomials
when s = 0.
5.1. Factorization of fδ
The non-symmetric spin Hall–Littlewood functions are rather complicated combinatorial ob-
jects, expressible as a sum over many lattice configurations (3.4.5). There is, however, one case
in which they are particularly simple; namely, when the indexing composition µ is chosen to be
anti-dominant, meaning that its parts are weakly increasing.
Proposition 5.1.1. Let δ = (δ1 6 · · · 6 δn) be an anti-dominant composition. The correspond-
ing non-symmetric spin Hall–Littlewood function fδ is completely factorized:
fδ(x1, . . . , xn) =
∏
j>0(s
2; q)mj(δ)∏n
i=1(1− sxi)
n∏
i=1
(
xi − s
1− sxi
)δi
, (5.1.1)
where mj(δ) is the number of parts of δ equal to j.
Proof. This is most easily seen from the partition function representation (3.4.5) of fδ. Since
δ has increasing parts, the colours {1, . . . , n} exit the top of the partition function (3.4.5) in an
ordered fashion: there will be a path of colour i outgoing in column δi of the lattice, where the
horizontal coordinates of the outgoing paths have the ordering δ1 6 · · · 6 δn (see Figure 1).
The path of colour n travels at least as far, horizontally, as any other path to reach its outgoing
destination; in so doing, it saturates the horizontal edges of the n-th row of the lattice all the way up
to the column δn. This forbids the other paths of colours {1, . . . , n−1} from taking a horizontal step
in the n-th row of the lattice, meaning that this row is frozen to a unique configuration. Reading
off the Boltzmann weights of this frozen row, we obtain the recurrence
f(δ1,...,δn)(x1, . . . , xn) =
1− s2qmδn (δ)−1
1− sxn
(
xn − s
1− sxn
)δn
· f(δ1,...,δn−1)(x1, . . . , xn−1),
which is easily solved to yield (5.1.1).

5.2. Hecke algebra and its polynomial representation
Let us recall the definition of the Hecke algebra of type An−1. It is the algebra generated by a
family T1, . . . , Tn−1, modulo the relations
(Ti − q)(Ti + 1) = 0, 1 6 i 6 n− 1, TiTi+1Ti = Ti+1TiTi+1, 1 6 i 6 n− 2, (5.2.1)
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δ4 = 5δ2 = δ3 = 3δ1 = 1
1
2
3
4
Figure 1. In the case of an anti-dominant composition δ, the colours {1, . . . , n}
leave the top of the lattice (3.4.5) in the same order (read left to right) as they
entered it (read bottom to top). This leads to a unique lattice configuration and the
total factorization of fδ. In the above example, one has n = 4, δ = (1, 3, 3, 5).
as well as the commutativity property
[Ti, Tj ] = 0, ∀ i, j such that |i− j| > 1. (5.2.2)
A well known representation of this algebra is its polynomial representation, which makes use of
Demazure–Lusztig operators. Introduce firstly the simple transpositions si, acting on arbitrary
functions h of the alphabet (x1, . . . , xn):
si · h(x1, . . . , xn) := h(x1, . . . , xi+1, xi, . . . , xn), 1 6 i 6 n− 1.
Making use of these, one finds [DL06, and references therein] that the identification
Ti 7→ q − xi − qxi+1
xi − xi+1 (1− si), 1 6 i 6 n− 1, (5.2.3)
provides a faithful representation of the relations (5.2.1), (5.2.2).1 This representation is termed
“polynomial” due to the fact that the operators (5.2.3) act stably on polynomials, although in our
setting we will be acting on rational functions in (x1, . . . , xn). At all times, in writing Ti we shall
mean its operator form (5.2.3), rather than a generator of the abstract algebra.
It is easy to construct the inverses of the Hecke generators (5.2.3). To do that we define
T̂i := Ti − q + 1 = 1− xi − qxi+1
xi − xi+1 (1− si), 1 6 i 6 n− 1, (5.2.4)
and rewrite the first (quadratic) relation in (5.2.1) in terms of T̂i. We find that
(T̂i − 1)(Ti + 1) = 0 =⇒ T̂iTi − Ti + T̂i − 1 = 0 =⇒ T̂iTi = q =⇒ T̂i = qT−1i .
In the coming sections we examine the action of the operators (5.2.3) and (5.2.4) on fµ and gµ.
5.3. Exchange relations for fµ
The goal of this section is to prove the following theorem:
1Note that the operators (5.2.3) act to the right. This is in contradistinction with some authors, who prefer that
Hecke generators act on the other side.
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Theorem 5.3.1. Fix a composition µ = (µ1, . . . , µn) and consider the corresponding non-
symmetric spin Hall–Littlewood function fµ(x1, . . . , xn). This function transforms under the action
of (5.2.3) and (5.2.4) according to the rules
Ti · fµ(x1, . . . , xn) = fsi·µ(x1, . . . , xn), if µi < µi+1, (5.3.1)
T̂i · fµ(x1, . . . , xn) = f (i,i+1)µ (x1, . . . , xn). (5.3.2)
The first relation (5.3.1) holds for integers i such that µi < µi+1, with si ·µ denoting the permutation
(µ1, . . . , µi+1, µi, . . . , µn) of the parts of µ. The second relation (5.3.2) is valid for all 1 6 i 6 n, with
f
(i,i+1)
µ denoting a permuted non-symmetric spin Hall–Littlewood function (3.5.1) corresponding to
the permutation σ = (i, i+ 1).
In spite of their visual similarity, the relations (5.3.1) and (5.3.2) express rather different trans-
formative properties of the functions fµ. The second identity (5.3.2) involves the permutation of
the colours i and i + 1 at the left boundary of the partition function (3.4.5), and because of its
local nature, is easily proved. Conversely, the first identity (5.3.1) involves the permutation of the
colours i and i + 1 at the top boundary of (3.4.5), which is (in general) a non-local change. The
proof of (5.3.1) is, therefore, much more involved.
Proof. We begin by calculating the left hand side of (5.3.1) more explicitly:
Ti · fµ(x1, . . . , xn) = qfµ(x1, . . . , xn)− xi − qxi+1
xi − xi+1 (1− si)fµ(x1, . . . , xn)
=
(q − 1)xi
xi − xi+1 fµ(x1, . . . , xn) +
xi − qxi+1
xi − xi+1 fµ(x1, . . . , xi+1, xi, . . . , xn). (5.3.3)
Replacing the functions fµ by their corresponding expectation values (3.4.4), equation (5.3.3) be-
comes
Ti · fµ(x1, . . . , xn) = (q − 1)xi
xi − xi+1 〈∅| · · · Ci(xi)Ci+1(xi+1) · · · |µ〉
+
xi − qxi+1
xi − xi+1 〈∅| · · · Ci(xi+1)Ci+1(xi) · · · |µ〉 , (5.3.4)
where we refrain from writing the Cj operators for j 6= i, i + 1, since they play no role in the
subsequent argument. In the final expectation value in (5.3.4), the order of the variables xi, xi+1 is
reversed; we can now use the commutation relation (3.2.3) with i 7→ i+ 1, j 7→ i, y = xi+1, x = xi
to restore the sequential ordering. Doing so, we find that
Ti · fµ(x1, . . . , xn) = (q − 1)xi
xi − xi+1 〈∅| · · · Ci(xi)Ci+1(xi+1) · · · |µ〉+ 〈∅| · · · Ci+1(xi)Ci(xi+1) · · · |µ〉
+
(1− q)xi+1
xi − xi+1 〈∅| · · · Ci(xi)Ci+1(xi+1) · · · |µ〉 ,
which after combining the first and third terms reduces to
Ti · fµ(x1, . . . , xn) = (q − 1) 〈∅| · · · Ci(xi)Ci+1(xi+1) · · · |µ〉+ 〈∅| · · · Ci+1(xi)Ci(xi+1) · · · |µ〉
= (q − 1)fµ(x1, . . . , xn) + f (i,i+1)µ (x1, . . . , xn). (5.3.5)
This is the crucial identity behind the proof of Theorem 5.3.1. Using the fact that T̂i = Ti − q + 1,
we rearrange (5.3.5) to obtain an immediate proof of (5.3.2). On the other hand, to complete the
proof of (5.3.1), we need to show that
(q − 1)fµ(x1, . . . , xn) + f (i,i+1)µ (x1, . . . , xn) = fsi·µ(x1, . . . , xn), µi < µi+1. (5.3.6)
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Our strategy will be to prove this statement at the level of the pre-fused non-symmetric spin Hall–
Littlewood functions introduced in Definition 3.6.1; this turns out to be quite a bit easier than a
direct proof of (5.3.6).2 Namely, we shall prove that
(q − 1)Fµ (x1, . . . , xn;Y ) + F (i,i+1)µ (x1, . . . , xn;Y ) = Fsi·µ (x1, . . . , xn;Y ) , µi < µi+1, (5.3.7)
where Fµ(x1, . . . , xn;Y ) denotes the partition function (3.6.1) and F (i,i+1)µ (x1, . . . , xn;Y ) its per-
muted version (3.6.2), in the case of the permutation σ = (i, i+ 1).
We proceed towards the proof of (5.3.7) with an important auxiliary definition and result. Let
us focus on the four types of vertices in the model (2.1.7) in which paths of colour i and i + 1 are
the incoming states of a vertex (and its outgoing states, by conservation). We recall their weights
below:
i i
i+ 1
i+ 1
i+ 1 i+ 1
i
i
i i+ 1
i+ 1
i
i+ 1 i
i
i+ 1
q(1− z)
1− qz
1− z
1− qz
1− q
1− qz
(1− q)z
1− qz
(5.3.8)
Definition 5.3.2. Let (z0, . . . , zk) be k + 1 arbitrary (complex) parameters. We introduce the
sum
pk(a, b; c, d) :=
∑
i1,...,ik∈{a,b}
∑
j1,...,jk∈{a,b}
Rz0(a, b; i1, j1)Rz1(j1, i1; i2, j2) . . . Rzk(jk, ik; c, d). (5.3.9)
The function pk(a, b; c, d) admits the following graphical description, and can be interpreted as a
multi-vertex extension of the original model:
pk(a, b; c, d) =
∑
i1,...,ik∈{a,b}
∑
j1,...,jk∈{a,b}
z0
z1
. .
.
zk
b j1
a
i1
i2
j2
ik
jk
c
d
(5.3.10)
in which the indices on all internal edges are summed over the values {a, b}.
Proposition 5.3.3. The function pk(a, b; c, d) vanishes unless either (a, b) = (c, d) or (a, b) =
(d, c). In the case a = b = c = d, one has pk(a, a; a, a) = 1. Further, for a < b, one has the relations
(q − 1) · pk(a, b; a, b) + pk(b, a; a, b) = pk(a, b; b, a), (5.3.11)
pk(b, a; b, a) = q · pk(a, b; a, b), (5.3.12)
which hold for all k > 0.
2The reason why the proof is easier in the fundamental model (2.1.7), as opposed to the higher-spin version (2.2.1),
is purely technical: our subsequent arguments are simplified by allowing at most one path to occupy horizontal and
vertical lattice edges, which is not a valid assumption in the model (2.2.1).
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Proof. Since the states (a, b) are the sole incoming colours in the partition function pk(a, b; c, d),
and the states (c, d) are correspondingly the sole outgoing colours, it follows that pk(a, b; c, d) van-
ishes unless (a, b) = (c, d) or (a, b) = (d, c). Similarly, the partition function pk(a, a; a, a) has all
incoming and outgoing colours equal to the value a; this freezes each vertex in the sum (5.3.10) to
a vertex of the form (2.1.2), with weight 1.
Let us now proceed to (5.3.11) and (5.3.12), which we prove by induction on k. Beginning with
the case k = 0, i.e., the vertex model (2.1.7) itself, one checks that indeed
(q − 1) · p0(a, b; a, b) + p0(b, a; a, b) = (q − 1) 1− z0
1− qz0 +
1− q
1− qz0 =
z0(1− q)
1− qz0 = p0(a, b; b, a),
p0(b, a; b, a) =
q(1− z0)
1− qz0 = q · p0(a, b; a, b),
for a < b. This proves the relations (5.3.11) and (5.3.12) for k = 0. Now assume that they hold
when k = m, for some m > 0. Using the definition (5.3.9) of pm+1(a, b; a, b) and pm+1(b, a; a, b), we
decompose explicitly the summations over im+1 and jm+1. This produces the following recurrences:
pm+1(a, b; a, b) =
(
1− q
1− qzm+1
)
pm(a, b; a, b) +
(
1− zm+1
1− qzm+1
)
pm(a, b; b, a), (5.3.13)
pm+1(b, a; a, b) =
(
1− q
1− qzm+1
)
pm(b, a; a, b) +
(
1− zm+1
1− qzm+1
)
pm(b, a; b, a). (5.3.14)
We compute (q−1)·pm+1(a, b; a, b)+pm+1(b, a; a, b), as a linear combination of the right hand sides of
(5.3.13) and (5.3.14). From there, we can replace pm(b, a; a, b) by pm(a, b; b, a)+(1−q) ·pm(a, b; a, b)
(by virtue of (5.3.11) at k = m), and pm(b, a; b, a) by q ·pm(a, b; a, b) (by virtue of (5.3.12) at k = m).
After simplifying, one obtains
(q − 1) · pm+1(a, b; a, b) + pm+1(b, a; a, b)
= q
(
1− zm+1
1− qzm+1
)
pm(a, b; a, b) + zm+1
(
1− q
1− qzm+1
)
pm(a, b; b, a) = pm+1(a, b; b, a),
with the final equality being a valid recurrence for pm+1(a, b; b, a), that can also be deduced by
decomposing the sums over im+1 and jm+1 in its definition (5.3.9). This proves that (5.3.11) holds
for k = m+ 1.
To complete the proof we need to show, further, that (5.3.12) holds for k = m + 1. We begin
by writing down the recurrence
pm+1(b, a; b, a) = q
(
1− zm+1
1− qzm+1
)
pm(b, a; a, b) + zm+1
(
1− q
1− qzm+1
)
pm(b, a; b, a),
which holds by similar considerations to those used to derive the recurrences above. Performing the
replacements pm(b, a; a, b) 7→ pm(a, b; b, a)+(1−q) ·pm(a, b; a, b) and pm(b, a; b, a) 7→ q ·pm(a, b; a, b),
as previously, after simplification we read the relation
pm+1(b, a; b, a) = q
(
1− q
1− qzm+1
)
pm(a, b; a, b) + q
(
1− zm+1
1− qzm+1
)
pm(a, b; b, a) = q · pm+1(a, b; a, b),
with the final equality being precisely that of (5.3.13). This proves that (5.3.12) holds for k = m+1,
and both identities (5.3.11), (5.3.12) now hold for arbitrary k values, by induction.

Let us return to the partition function Fµ(x1, . . . , xn;Y ) and apply the result (5.3.11). We will
seek a refinement of (3.6.1), where we specify a collection of vertices in the lattice where the paths
of colours i and i+ 1 must cross or touch.
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Definition 5.3.4. Fix an integer k > 0 and let {(j1, `1), . . . , (jk, `k)} be a set of lattice co-
ordinates, such that 0 6 j1 < · · · < jk and 1 6 `1 < · · · < `k 6 n. We introduce the set
Si((j1, `1), . . . , (jk, `k)) of all lattice configurations such that one of the four vertices (5.3.8) is present
at each of the points {(j1, `1), . . . , (jk, `k)}, and at no other places in the lattice. By agreement,
when k = 0, Si(∅) is the set of all configurations such that the four vertices (5.3.8) are not present
anywhere in the lattice. From this we define
Fµ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
:=
∑
C:(1,...,n)7→(µ1,...,µn)
C∈Si((j1,`1),...,(jk,`k))
WC (x1, . . . , xn;Y ) , (5.3.15)
Fσµ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
:=
∑
C:(σ−1(1),...,σ−1(n))7→(µ1,...,µn)
C∈Si((j1,`1),...,(jk,`k))
WC (x1, . . . , xn;Y ) .
(5.3.16)
The functions (5.3.15) and (5.3.16) are clear refinements of (3.6.1) and (3.6.2), in the sense that
Fµ(x1, . . . , xn;Y ) =
n∑
k=0
∑
j1<···<jk
`1<···<`k
Fµ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
, (5.3.17)
Fσµ (x1, . . . , xn;Y ) =
n∑
k=0
∑
j1<···<jk
`1<···<`k
Fσµ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
, (5.3.18)
where it is obviously sufficient to restrict the number k of crossings/touchings of the paths i and
i+ 1 to at most n. Now we come to the key observation:
Proposition 5.3.5. Fix two integers 1 6 i 6 n − 1 and k > 1, a set of lattice coordinates
{(j1, `1), . . . , (jk, `k)} as in Definition 5.3.4, and a composition µ such that µi < µi+1. Then we
have the following trio of equal quantities:
Fµ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
pk−1(i, i+ 1; i, i+ 1)
=
F (i,i+1)µ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
pk−1(i+ 1, i; i, i+ 1)
=
Fsi·µ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
pk−1(i, i+ 1; i+ 1, i)
, (5.3.19)
where the functions in the numerators are as given by Definition 5.3.4, while the functions in the
denominators are given by (5.3.9) with z0, . . . , zk−1 identified with the spectral parameters of the
vertices (j1, `1), . . . , (jk, `k). In the case k = 0 one has, more simply,
Fµ,i
(
x1, . . . , xn;Y ;∅
)
= 0, (5.3.20)
F (i,i+1)µ,i
(
x1, . . . , xn;Y ;∅
)
= Fsi·µ,i
(
x1, . . . , xn;Y ;∅
)
. (5.3.21)
Proof. Our proof is inspired by the typical approach to the Lindström–Gessel–Viennot Lemma
(see, for example, [AZHE10, Chapter 32]). We refine the function Fµ,i(x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k))
even further. Namely we fix the configurations of the paths of colours {1, . . . , i − 1, i + 2, . . . , n}
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Figure 2. Top panel: An example for n = 6, in which the configurations of paths
3, 4, 5, 6 are pre-determined, as is the set of edges covered by paths 1, 2; collectively
we refer to these choices as the data D. Bottom panel: With these restrictions, just
four lattice configurations are possible; adding the weights of the four configurations,
one obtains p2(1, 2; 1, 2) times a factor which depends only on D.
completely, to some given choice; we also specify the full collection of edges within the lattice which
must be covered by paths of colours i or i + 1. Collectively, we refer to all of these choices as
edge data D. Specifying D exhausts all extraneous degrees of freedom and leaves us with a sum
over 2k−1 terms; they arise from the choice of two possible configurations at the intersection points
(j1, `1), . . . , (jk−1, `k−1) of paths i and i+ 1.3 See Figure 2 for an illustration.
Computing the resulting sum of 2k−1 terms, we find that it is equal to pk−1(i, i+ 1; i, i+ 1)WD,
where the factor WD depends on our choice of D. Indeed, the sum almost precisely replicates that
of (5.3.10), the only difference being that the intersection points between paths i and i+ 1 can now
be spread through the lattice.
One can impose a similar refinement of the functions F (i,i+1)µ,i (x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k))
and Fsi·µ,i(x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)). We again fix the configurations of the paths of colours
{1, . . . , i− 1, i+ 2, . . . , n} completely and the full collection of edges within the lattice which must
be covered by paths of colours i or i + 1, choosing precisely the same data D as above.4 This
reduces both to a sum of 2k−1 terms; they can be computed as pk−1(i + 1, i; i, i + 1)WD and
pk−1(i, i+ 1; i+ 1, i)WD, respectively. Crucially, the overall factor WD is the same in all three cases.
This establishes the result (5.3.19) at the fully refined level; to prove (5.3.19) as stated, one only
needs to sum over all possible edge data D.
The final two statements (5.3.20) and (5.3.21) are very easily proved. If µi < µi+1, there is no
possible configuration in Fµ,i(x1, . . . , xn;Y ;∅), as the paths i and i+ 1 need to cross somewhere in
the lattice to reach their final destinations; this yields (5.3.20). For the proof of (5.3.21), we define
an involution on configurations in F (i,i+1)µ,i (x1, . . . , xn;Y ;∅) that maps them to configurations in
Fsi·µ,i(x1, . . . , xn;Y ;∅); the involution is achieved by swapping the colours of the paths i and i+ 1.
Since the paths i and i+1 are by assumption non-intersecting, it is straightforward to conclude that
3Note that there is no choice at the final intersection point (jk, `k), since the outgoing coordinates of the paths
are fixed, which uniquely determines what happens at the final crossing/touching of paths i and i+ 1.
4We are able to choose exactly the same data D because both of these partition functions differ from
Fµ,i(x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)) only by permuting the incoming/outgoing positions of the paths i and i+ 1.
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performing this involution on any configuration C preserves its Boltzmann weight. The statement
(5.3.21) follows. 
We are now in the position to prove (5.3.7). Using the refined formulae (5.3.17) and (5.3.18),
we compute
(q − 1)Fµ (x1, . . . , xn;Y ) + F (i,i+1)µ (x1, . . . , xn;Y ) = F (i,i+1)µ,i
(
x1, . . . , xn;Y ;∅
)
+
n∑
k=1
∑
j1<···<jk
`1<···<`k
Fµ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)[
q − 1 + pk−1(i+ 1, i; i, i+ 1)
pk−1(i, i+ 1; i, i+ 1)
]
, (5.3.22)
where we have split the sum into its k = 0 and k > 1 constituents, used (5.3.20) to eliminate
(q−1)Fµ,i(x1, . . . , xn;Y ;∅), and combined terms inside the final summation using the first equality
in (5.3.19). Now we employ the identity (5.3.21) to the first term in (5.3.22), and the relation
(5.3.11) to the summand; the result is
(q − 1)Fµ (x1, . . . , xn;Y ) + F (i,i+1)µ (x1, . . . , xn;Y ) = Fsi·µ,i
(
x1, . . . , xn;Y ;∅
)
+
n∑
k=1
∑
j1<···<jk
`1<···<`k
Fµ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)pk−1(i, i+ 1; i+ 1, i)
pk−1(i, i+ 1; i, i+ 1)
. (5.3.23)
Finally, we use the second equality in (5.3.19) to rewrite the above summation, leading to
(q − 1)Fµ (x1, . . . , xn;Y ) + F (i,i+1)µ (x1, . . . , xn;Y )
= Fsi·µ,i
(
x1, . . . , xn;Y ;∅
)
+
n∑
k=1
∑
j1<···<jk
`1<···<`k
Fsi·µ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
, (5.3.24)
where the final expression is nothing but the refined version of Fsi·µ (x1, . . . , xn;Y ), cf. (5.3.17).
This completes the proof of (5.3.7), and consequently (via an application of Theorem 3.6.2) that of
(5.3.6), concluding the proof of Theorem 5.3.1.

Example 5.3.6. It is easy to check, directly, that (5.3.6) holds in the i = 1, n = 2 case. Since
µ1 < µ2, one finds that the partition function representation of f(µ1,µ2)(x1, x2) consists of a unique
configuration:
f(µ1,µ2)(x1, x2) =
x1 →
x2 →
µ2<µ1
1
2
0
0
=
(
x1 − s
1− sx1
)µ1 ( 1− s2
1− sx1
)(
x2 − s
1− sx2
)µ2 ( 1− s2
1− sx2
)
,
where we have used the Boltzmann weights (2.2.2) to write the final expression. On the other hand,
the order of the left incoming colours is permuted in f (1,2)(µ1,µ2)(x1, x2). Its partition function admits
a total of µ2 − µ1 + 1 configurations:
f
(1,2)
(µ1,µ2)
(x1, x2) =
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x1 →
x2 →
µ2<µ1
2
1
0
0 +
∑
µ1<k6µ2 x1 →
x2 →
µ2<µ1 k 6
2
1
0
0
=
(
x1 − s
1− sx1
)µ1 ( 1− s2
1− sx1
)(
x2 − s
1− sx2
)µ2−1( 1− s2
1− sx2
)
x2(1− q)
1− sx2 +
∑
µ1<k6µ2
Wk(µ1, µ2),
where we do not write the weights in the sum over k explicitly, but abbreviate the weight of each
configuration by Wk(µ1, µ2). Summing the two terms on the left hand side of (5.3.6) using the
above formulae, after some simplification we obtain
(q − 1)f(µ1,µ2)(x1, x2) + f (1,2)(µ1,µ2)(x1, x2) =(
x1 − s
1− sx1
)µ1 ( 1− s2
1− sx1
)(
x2 − s
1− sx2
)µ2−1( 1− s2
1− sx2
)
s(1− q)
1− sx2 +
∑
µ1<k6µ2
Wk(µ1, µ2). (5.3.25)
Turning to the right hand side of (5.3.6), we again see that its partition function representation
gives rise to µ2 − µ1 + 1 configurations:
f(µ2,µ1)(x1, x2) =
x1 →
x2 →
µ2<µ1
1
2
0
0 +
∑
µ1<k6µ2 x1 →
x2 →
µ2<µ1 k 6
1
2
0
0
=
(
x1 − s
1− sx1
)µ1 ( 1− s2
1− sx1
)(
x2 − s
1− sx2
)µ2−1( 1− s2
1− sx2
)
s(1− q)
1− sx2 +
∑
µ1<k6µ2
W˜k(µ1, µ2), (5.3.26)
where we abbreviate the weights of the configurations in the sum over k, this time by W˜k(µ1, µ2).
Now one can easily see thatWk(µ1, µ2) = W˜k(µ1, µ2) for all k, since the only difference between such
configurations is switching the colours of the paths. Given that the paths in these configurations do
not cross each other or touch, the colour of the paths is irrelevant, and all weights can be calculated
using rank-1 vertices. We find that (5.3.25) and (5.3.26) are equal, completing the check of (5.3.6).
5.4. Symmetry in (xi, xi+1) for µi = µi+1
Theorem 5.4.1. Let µ = (µ1, . . . , µn) be a composition such that µi = µi+1, for some 1 6 i 6
n− 1. Then one has the symmetry
fµ(x1, . . . , xn) = fµ(x1, . . . , xi+1, xi, . . . , xn). (5.4.1)
Proof. We need to show that when µi = µi+1, one has the equality of expectation values
〈∅| · · · Ci(xi)Ci+1(xi+1) · · · |µ〉 = 〈∅| · · · Ci(xi+1)Ci+1(xi) · · · |µ〉 , (5.4.2)
where we omit writing the operators Cj for j 6= i, i+1. Using the commutation relation (3.2.3) with
j 7→ i, i 7→ i+ 1 and x 7→ xi, y 7→ xi+1, we find that (5.4.2) becomes
〈∅| · · · Ci(xi)Ci+1(xi+1) · · · |µ〉 = xi − xi+1
xi − qxi+1 〈∅| · · · Ci+1(xi)Ci(xi+1) · · · |µ〉
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+
(1− q)xi+1
xi − qxi+1 〈∅| · · · Ci(xi)Ci+1(xi+1) · · · |µ〉 ,
or after further rearrangement,
〈∅| · · · Ci(xi)Ci+1(xi+1) · · · |µ〉 = 〈∅| · · · Ci+1(xi)Ci(xi+1) · · · |µ〉 .
Hence the symmetry (5.4.1) is equivalent to the statement
fµ(x1, . . . , xn) = f
(i,i+1)
µ (x1, . . . , xn), when µi = µi+1, (5.4.3)
which is what we will seek to prove. As in the proof of Theorem 5.3.1, we will work at the pre-fused
level. According to Definition 3.6.1 of the function Fµ(x1, . . . , xn;Y ), when µi = µi+1, both of the
paths i and i + 1 exit the lattice via the same bundle A(µi). By the ordering assumption on the
paths within the bundle A(µi), path i + 1 is positioned one step to the right of i at the top of the
lattice. We conclude that the paths i and i + 1 have to cross at least once within the partition
function Fµ(x1, . . . , xn;Y ), and accordingly we can write it in refined form
Fµ(x1, . . . , xn;Y ) =
n∑
k=1
∑
j1<···<jk
`1<···<`k
Fµ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
, µi = µi+1, (5.4.4)
where the sum is taken over k > 1.
Proposition 5.4.2. Fix two integers 1 6 i 6 n− 1 and k > 1, and a set of lattice coordinates
{(j1, `1), . . . , (jk, `k)} as in Definition 5.3.4. One has the relation
Fµ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
pk−1(i, i+ 1; i, i+ 1)
=
F (i,i+1)si·µ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
pk−1(i+ 1, i; i+ 1, i)
. (5.4.5)
Proof. This is proved by the same reasoning as in the proof of Proposition 5.3.5; indeed, the
right hand side of (5.4.5) can be considered as the fourth natural object in the string of equalities
(5.3.19). 
Using the result (5.4.5) in (5.4.4), and simplifying by employing the identity (5.3.12), we find
that
Fµ(x1, . . . , xn;Y ) =
n∑
k=1
∑
j1<···<jk
`1<···<`k
F (i,i+1)si·µ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)pk−1(i, i+ 1; i, i+ 1)
pk−1(i+ 1, i; i+ 1, i)
= q−1
n∑
k=1
∑
j1<···<jk
`1<···<`k
F (i,i+1)si·µ,i
(
x1, . . . , xn;Y ; (j1, `1), . . . , (jk, `k)
)
= q−1F (i,i+1)si·µ (x1, . . . , xn;Y ).
We have established that
Fµ(x1, . . . , xn;Y ) = q−1F (i,i+1)si·µ (x1, . . . , xn;Y ),
where the partition function on the right hand side is the same as that on the left hand side, up to
the switching of colours i and i + 1. This is the pre-fused version of (5.4.3). Applying the fusion
procedure of Theorem 3.6.2 to Fµ(x1, . . . , xn;Y ) results in fµ(x1, . . . , xn), while applying the same
procedure to F (i,i+1)si·µ (x1, . . . , xn;Y ) gives q · f (i,i+1)µ (x1, . . . , xn). The extra factor of q arises from
the fact that the colours i and i+1 are no longer ordered sequentially at the top of the lattice in the
partition function F (i,i+1)si·µ (x1, . . . , xn;Y ); the sequential ordering can be restored at the expense of
a factor of q, as seen in the q-exchangeability result of Proposition B.2.2.

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5.5. Relationship between fµ and fσδ
Theorem 5.5.1. Let δ = (δ1 6 · · · 6 δn) be an anti-dominant composition, fix a composition
µ = (µ1, . . . , µn) with µ+ = δ+, and let σ ∈ Sn be the minimal-length permutation such that
µi = δσ(i), ∀ 1 6 i 6 n. (5.5.1)
We have the following relationship between the functions (3.4.4) and their permuted analogues
(3.5.1):
fµ(x1, . . . , xn; q, s) = s
nq`(σ)
∏
j>0
qmj(δ)(mj(δ)−1)/2
n∏
i=1
x−1i · fσδ (x−11 , . . . , x−1n ; q−1, s−1), (5.5.2)
where `(σ) denotes the length of σ, `(σ) = #{i < j : σ(i) > σ(j)}, and mj(δ) = #{i : δi = j} is the
multiplicity of the part j in δ.
Proof. Choose any reduced-word decomposition of the permutation σ:
σ = si`(σ) · · · si1 , (5.5.3)
where i1, . . . , i`(σ) ∈ {1, . . . , n − 1} and si = (i, i + 1) is a simple transposition. From this, define
the following product of the Hecke generators (5.2.3):
Tσ := Ti`(σ) · · ·Ti1 . (5.5.4)
Note that the definition (5.5.4) is meaningful without specifying which reduced-word decomposition
(5.5.3) one uses for the permutation σ. Indeed, the relation TiTi+1Ti = Ti+1TiTi+1 in the Hecke
algebra (5.2.1) ensures that the product (5.5.4) depends only on the permutation σ, and not the
decomposition into transpositions that one chooses.5
Remark 5.5.2. In accordance with our conventions, both (5.5.3) and (5.5.4) act towards the
right. Hence, the first transposition in σ corresponds with the rightmost operator in these products.
For example, for σ = (2, 3, 1) = (2, 3)(1, 2) one has Tσ = T2T1.
Now by repeated application of equation (5.3.1), we are able to write
fµ(x1, . . . , xn; q, s) = Tσ · fδ(x1, . . . , xn; q, s) (5.5.5)
with σ the minimal-length permutation such that (5.5.1) holds. We now transform the right hand
side of this equation. First, notice the following symmetry of the Hecke generators (5.2.3) and
(5.2.4):
Ti(x, q) = q − xi − qxi+1
xi − xi+1 (1− si) = q
(
1− x
−1
i − q−1x−1i+1
x−1i − x−1i+1
(1− si)
)
= q · T̂i(x−1, q−1) (5.5.6)
where we write the starting generator as Ti(x, q) and the final generator as T̂i(x−1, q−1), to emphasize
that the dependence on the parameters (xi, xi+1; q) is reciprocated in the final operator. It follows
that we can write
fµ(x1, . . . , xn; q, s) = q
`(σ) · T̂σ(x−1, q−1) · fδ(x1, . . . , xn; q, s), (5.5.7)
where
T̂σ(x
−1, q−1) := T̂i`(σ)(x
−1, q−1) · · · T̂i1(x−1, q−1),
5Any two reduced-word decompositions (5.5.3) of σ are related by the Coxeter relations sisi+1si = si+1sisi+1 and
sisj = sjsi, |i− j| > 1, without the need of the relation s2i = id; this is a non-trivial result known as Tits’ Theorem
[Hum92, Section 5.13].
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with i1, . . . , i`(σ) ∈ {1, . . . , n− 1} labelling the reduced-word decomposition (5.5.3). Now using the
explicit factorization (5.1.1) of fδ, we deduce the symmetry
fδ(x1, . . . , xn; q, s) = s
n
∏
j>0
qmj(δ)(mj(δ)−1)/2
n∏
i=1
x−1i · fδ(x−11 , . . . , x−1n ; q−1, s−1), (5.5.8)
which is valid for all anti-dominant compositions δ = (δ1 6 · · · 6 δn). Substituting (5.5.8) into
(5.5.7), the operator T̂σ(x−1, q−1) now acts on a function depending on the reciprocated variables
(x−11 , . . . , x
−1
n ; q
−1). Furthermore, the product
∏n
i=1 x
−1
i is symmetric and commutes with the action
of T̂σ(x−1, q−1). The result (5.5.2) follows immediately, by repeated application of (5.3.2). 
Remark 5.5.3. Equation (5.5.2) can also be stated as
fµ(x1, . . . , xn; q, s) = s
nqinv(µ)
n∏
i=1
x−1i · fσδ (x−11 , . . . , x−1n ; q−1, s−1) (5.5.9)
by grouping powers of q, where we have introduced the composition inversion number inv(µ) :=
#{i < j : µi > µj}.
5.6. Relationship between fµ and gµ
Proposition 5.6.1. Let µ = (µ1, . . . , µn) be a composition, and let µ˜ = (µn, . . . , µ1) be the
same composition read in reverse. We have the following relationship between the functions fµ and
gµ˜:
gµ˜(x
−1
n , . . . , x
−1
1 ; q
−1, s−1) = cµ(q, s)
n∏
i=1
xi · fµ(x1, . . . , xn; q, s), (5.6.1)
where the multiplicative constant cµ(q, s) is given by
cµ(q, s) =
sn(q − 1)nqinv(µ˜)∏
j>0(s
2; q)mj(µ)
, inv(µ˜) = #{i < j : µ˜i > µ˜j} = #{i < j : µi 6 µj}. (5.6.2)
Proof. Consider the partition function expression for gµ˜(x−1n , . . . , x
−1
1 ; q
−1, s−1), as given by
(3.4.10). A path of colour i leaves via the left edge of the i-th row (counted from the bottom), and
enters via the bottom edge of column µ˜i = µn−i+1, for all 1 6 i 6 n. Equivalently, one could say
that a path of colour ı˜ = n− i+1 leaves via the left edge of the i-th row (counted from the top), and
enters via the bottom edge of column µ˜n−i+1 = µi. Recalling the definitions (2.2.11) and (2.2.12)
of conjugation, we conclude that
gµ˜(x
−1
n , . . . , x
−1
1 ; q
−1, s−1) =
x−1n ←
...
...
x−12 ←
x−11 ←
· · ·· · ·· · ·0˜0˜0˜
· · ·· · ·· · ·A˜(2)A˜(1)A˜(0)
0˜
...
...
0˜
0˜
n˜
...
...
2˜
1˜
(5.6.3)
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where each vertex within the lattice is given by (2.2.6) with parameters (x, q, s) 7→ (x−1, q−1, s−1),
and the vector states at the bottom are given by A˜(k) =
∑n
j=1
(
1µj=k
)
en−j+1.
Next, we will make use of the symmetry (2.2.10). We start by translating (2.2.10) into graphical
form, absorbing each of the factors present on its right hand side into the definition of a new type
of vertex:
˜` ˜
I˜
K˜
(x−1, q−1, s−1)
=
` j
K
I
(x, q, s)
(5.6.4)
where the vertex on the left hand side is given by (2.2.6) with parameters (x, q, s) 7→ (x−1, q−1, s−1),
while the non-vanishing vertex weights on the right hand side are given explicitly in the table below
(they are not the same as in (2.2.2), even though we use the same symbols to denote the vertices):
0 0
I
I
i i
I
I
0 i
I+i
I
1− sxqI[1,n]
1− sx
(x− sqIi)qI[1,i−1]
1− sx
−s−1(1− s2qI[1,n])
1− sx
i 0
I−i
I
i j
I+−ji
I
j i
I+−ij
I
−sx(1− qIi)qI[1,i−1]
1− sx
x(1− qIi)qI[1,i−1]
1− sx
s(1− qIj )qI[1,j−1]
1− sx
(5.6.5)
with 1 6 i < j 6 n. Applying the relation (5.6.4) to the partition function (5.6.3), we immediately
find that
gµ˜(x
−1
n , . . . , x
−1
1 ; q
−1, s−1) =
x1 →
x2 →
...
...
xn →
· · ·· · ·· · ·000
· · ·· · ·· · ·A(2)A(1)A(0)
0
0
...
...
0
1
2
...
...
n
(5.6.6)
66
where the vertices within the lattice take the form (5.6.5), and the vector states at the top are given
by A(k) =
∑n
j=1
(
1µj=k
)
ej . The partition function (5.6.6) has exactly the same form as that used
to define fµ(x1, . . . , xn; q, s); the only difference is that it is comprised of the vertices (5.6.5), rather
than those tabulated in (2.2.2).
To complete the proof, one needs to show that each configuration in the partition function (5.6.6)
receives the same Boltzmann weight as the corresponding configuration in (3.4.5), modulo the overall
multiplicative factor cµ(q, s)
∏n
i=1 xi. This can be achieved by applying gauge transformations to
the lattice (3.4.5), which effectively multiply it by the factor cµ(q, s)
∏n
i=1 xi, and then factorizing
those gauge transformations locally over the individual vertices to produce the weights (5.6.5). The
key relation underpinning this procedure is the following:
sx(q − 1)qinv(µ˜)−inv(ν˜)∏
j>0
(s2; q)mj(ν)
(s2; q)mj(µ)
 ·
· · ·· · ·· · ·A(2)A(1)A(0)
· · ·· · ·· · ·B(2)B(1)B(0)
0p
=
· · ·· · ·· · ·A(2)A(1)A(0)
· · ·· · ·· · ·B(2)B(1)B(0)
0p
valid for any integer p > 1 and pair of compositions ν = (ν1, . . . , νp−1), µ = (µ1, . . . , µp), where
we have defined the states B(k) =
∑p−1
j=1
(
1νj=k
)
ej and A(k) =
∑p
j=1
(
1µj=k
)
ej . This identity is
readily checked using the form of the weights (2.2.2) and (5.6.5); applying it over the n rows of the
partition function (3.4.5) yields the result (5.6.1).

5.7. Relationship between fσδ and gµ
Proposition 5.7.1. Let µ = (µ1, . . . , µn) be a composition and µ˜ = (µn, . . . , µ1) its reverse
ordering. Denote the anti-dominant ordering of µ by δ = (δ1 6 · · · 6 δn), and let σ ∈ Sn be
the minimal-length permutation such that µi = δσ(i) for all 1 6 i 6 n. We have the following
relationship between the functions fσδ and gµ˜:
gµ˜(xn, . . . , x1) =
(q − 1)nq−n(n+1)/2∏
j>0(s
2; q)mj(µ)
· fσδ (x1, . . . , xn). (5.7.1)
Proof. From (5.6.1) we know that
fµ(x1, . . . , xn; q, s) =
q−inv(µ˜)
∏
j>0(s
2; q)mj(µ)
sn(q − 1)n
n∏
i=1
x−1i · gµ˜(x−1n , . . . , x−11 ; q−1, s−1), (5.7.2)
and comparing this against (5.5.9), after some rearrangement we obtain
gµ˜(x
−1
n , . . . , x
−1
1 ; q
−1, s−1)
=
s2n(q − 1)n∏
j>0(s
2; q)mj(µ)
qn(n−1)/2
∏
j>0
qmj(µ)(mj(µ)−1)/2 · fσδ (x−11 , . . . , x−1n ; q−1, s−1).
The result (5.7.1) follows by reciprocating everywhere xi, q and s and massaging the factors.
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5.8. Exchange relations for gµ
Theorem 5.8.1. Fix a composition µ = (µ1, . . . , µn) and consider the corresponding dual non-
symmetric spin Hall–Littlewood function gµ(xn, . . . , x1) (with a reversed alphabet). This function
transforms under the action of (5.2.3) and (5.2.4) according to the rules
Tn−i · gµ(xn, . . . , x1) = g(i,i+1)µ (xn, . . . , x1), (5.8.1)
T̂n−i · gµ(xn, . . . , x1) = gsi·µ(xn, . . . , x1), µi > µi+1, (5.8.2)
where g(i,i+1)µ denotes a permuted dual non-symmetric spin Hall–Littlewood function (3.5.2) in the
case of the permutation σ = (i, i+ 1).
Proof. We begin with the proof of (5.8.2), which is a simple consequence of the relation (5.6.1)
between the non-symmetric spin Hall–Littlewood functions and their duals, together with (5.3.1).
Using (5.6.1) (with all variables reciprocated), we see that
T̂n−i · gµ(xn, . . . , x1; q, s) = cµ˜(q−1, s−1)
n∏
i=1
x−1i · T̂n−i · fµ˜(x−11 , . . . , x−1n ; q−1, s−1),
where µ˜ = (µn, . . . , µ1), and where we have used the fact that the symmetric product
∏n
i=1 x
−1
i
commutes with the action of the operator T̂n−i. Now we use (5.5.6) to replace T̂n−i ≡ T̂n−i(x, q) by
qTn−i(x−1, q−1), leading to
T̂n−i · gµ(xn, . . . , x1; q, s) = qcµ˜(q−1, s−1)
n∏
i=1
x−1i · Tn−i(x−1, q−1) · fµ˜(x−11 , . . . , x−1n ; q−1, s−1)
= qcµ˜(q
−1, s−1)
n∏
i=1
x−1i · fsn−i·µ˜(x−11 , . . . , x−1n ; q−1, s−1),
where we have employed (5.3.1) to deduce the final equality, using the fact that µ˜n−i < µ˜n−i+1,
since µ˜n−i = µi+1 and µ˜n−i+1 = µi. Finally, we notice that qcµ˜(q−1, s−1) = csn−i·µ˜(q−1, s−1), in
view of the inversion-type factor in (5.6.2). We conclude that
T̂n−i · gµ(xn, . . . , x1; q, s) = csn−i·µ˜(q−1, s−1)
n∏
i=1
x−1i · fsn−i·µ˜(x−11 , . . . , x−1n ; q−1, s−1)
= gsi·µ(xn, . . . , x1; q, s),
using (5.6.1) to restore the dual non-symmetric Hall–Littlewood function at the final step.
The proof of (5.8.1) goes along very similar lines to that of (5.3.2), this time making use of
the algebraic definitions (3.4.9) and (3.5.2) of gµ and g
(i,i+1)
µ , as well as the commutation relation
(3.2.16).

5.9. Reduction to non-symmetric Hall–Littlewood polynomials
To conclude the chapter, we show that the functions fµ and gµ are indeed s-deformations of
non-symmetric Hall–Littlewood polynomials; they reduce to the latter at s = 0. This is done in
two steps: the first is to demonstrate that non-symmetric Hall–Littlewood polynomials satisfy the
same recursion relations as those given in (5.3.1) and (5.8.2); the second is to establish appropriate
initial conditions.
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The non-symmetric Hall–Littlewood polynomials are limiting cases of non-symmetric Macdonald
polynomials, whose general theory we briefly recall [Che95b, Mac95a, KN98, MN98, Mar99].6
Let us begin by defining slightly different versions of Hecke generators, obtained by switching xi ↔
xi+1 in (5.2.3):
T˜i := q − qxi − xi+1
xi − xi+1 (1− si), T˜
−1
i = q
−1
(
1− qxi − xi+1
xi − xi+1 (1− si)
)
, 1 6 i 6 n− 1. (5.9.1)
Extend the Hecke algebra generated by {T˜1, . . . , T˜n−1} by a generator ω, defined as follows:
ω := sn−1 . . . s1τ1, (5.9.2)
where τ1 denotes a p-shift operator with action τ1 · h(x1, . . . , xn) = h(px1, x2, . . . , xn) on arbitrary
functions h. The resulting extended Hecke algebra has an Abelian subalgebra generated by the
Cherednik–Dunkl operators Yi, which are given by
Yi := T˜i · · · T˜n−1ωT˜−11 · · · T˜−1i−1, [Yi, Yj ] = 0. (5.9.3)
In view of their commutativity, these operators can be jointly diagonalized. For generic values of
p and q, the non-symmetric Macdonald polynomials Eµ(x1, . . . , xn; p, q) are the unique family of
polynomials which satisfy the properties
Eµ(x1, . . . , xn; p, q) = x
µ +
∑
ν<µ
cµ,ν(p, q)x
ν , xµ :=
n∏
i=1
xµii , cµ,ν(p, q) ∈ Q(p, q), (5.9.4)
YiEµ(x1, . . . , xn; p, q) = yi(µ; p, q)Eµ(x1, . . . , xn; p, q), ∀ 1 6 i 6 n, µ ∈ Nn, (5.9.5)
with eigenvalues given by
yi(µ; p, q) = p
µiqρi(µ)+n−i, ρi(µ) = −#{j 6= i : µj > µi} −#{j < i : µj = µi}. (5.9.6)
Proposition 5.9.1. [Sah96][Kno97, Theorem 4.2] Let µ be any composition such that µi <
µi+1. The non-symmetric Macdonald polynomials have the following recursive property:
Esi·µ(x1, . . . , xn; p, q) = q
−1
(
T˜i +
1− q
1− yi+1(µ)/yi(µ)
)
Eµ(x1, . . . , xn; p, q), (5.9.7)
where we abbreviate the eigenvalues (5.9.6) by yi(µ; p, q) ≡ yi(µ).
We shall be interested in two limits of the non-symmetric Macdonald polynomials; namely, when
p → 0 and p → ∞. Both limits can be freely taken (the coefficients cµ,ν(p, q) in equation (5.9.4)
are well-behaved at both of these values of p); the resulting polynomials, Eµ(x1, . . . , xn; 0, q) and
Eµ(x1, . . . , xn;∞, q−1), will be referred to as non-symmetric Hall–Littlewood polynomials and dual
non-symmetric Hall–Littlewood polynomials, respectively.
Proposition 5.9.2. Let µ = (µ1, . . . , µn) be a composition. The non-symmetric Hall–Littlewood
polynomials and their duals satisfy the following recursion relations:
TiE(µn,...,µ1)(xn, . . . , x1; 0, q) = E(µn,...,µi,µi+1,...,µ1)(xn, . . . , x1; 0, q), µi < µi+1, (5.9.8)
T̂n−iE(µn,...,µ1)(x1, . . . , xn;∞, q−1) = E(µn,...,µi,µi+1,...,µ1)(x1, . . . , xn;∞, q−1), µi > µi+1.
(5.9.9)
6Note that we use (p, q) as parameters in our Macdonald polynomials, in place of the traditional (q, t); this is
because q is already in use throughout the paper, and it is Macdonald’s t parameter which matches our q.
69
Proof. Both equations (5.9.8) and (5.9.9) are, up to relabellings and changes of variables,
limits of the recursion (5.9.7) for the non-symmetric Macdonald polynomials.
For the proof of (5.9.8), we start from (5.9.7) with i 7→ n − i and send p → 0. Since by
assumption µn−i < µn−i+1, the ratio of eigenvalues yn−i+1(µ)/yn−i(µ) contains a positive power of
p, and this ratio therefore vanishes when p→ 0. It follows that
Esn−i·µ(x1, . . . , xn; 0, q) = q
−1
(
T˜n−i + 1− q
)
Eµ(x1, . . . , xn; 0, q), µn−i < µn−i+1. (5.9.10)
Now reverse the order of the alphabet (x1, . . . , xn) and the composition (µ1, . . . , µn) in (5.9.10),
giving
E(µn,...,µi,µi+1,...,µ1)(xn, . . . , x1; 0, q) = q
−1 (Ti + 1− q)E(µn,...,µ1)(xn, . . . , x1; 0, q), µi > µi+1.
(5.9.11)
Finally, noting that q−1(Ti + 1− q) = T−1i , the relation (5.9.8) follows by interchanging µi ↔ µi+1
in (5.9.11).
For the proof of (5.9.9), start from (5.9.7) with the replacements i 7→ n− i, p 7→ p−1, q 7→ q−1
and send p → 0. This time, since µn−i < µn−i+1, the ratio yn−i+1(µ; p−1, q−1)/yn−i(µ; p−1, q−1)
contains a negative power of p, which diverges as p→ 0. We therefore find that
Esn−i·µ(x1, . . . , xn;∞, q−1) = qT˜n−i(x, q−1)Eµ(x1, . . . , xn;∞, q−1), µn−i < µn−i+1, (5.9.12)
where the q dependence of the Hecke generator (5.9.1) has been inverted. Reversing the order of
the composition (µ1, . . . , µn) in (5.9.12), we obtain
E(µn,...,µi,µi+1,...,µ1)(x1, . . . , xn;∞, q−1) = qT˜n−i(x, q−1)E(µn,...,µ1)(x1, . . . , xn;∞, q−1), µi > µi+1,
(5.9.13)
and the result (5.9.9) can now be deduced, in view of the fact that
qT˜n−i(x, q−1) = q
(
q−1 − q
−1xn−i − xn−i+1
xn−i − xn−i+1 (1− sn−i)
)
= 1− xn−i − qxn−i+1
xn−i − xn−i+1 (1− sn−i) = T̂n−i.

Proposition 5.9.3. Let λ = (λ1 > · · · > λn > 0) be a partition and δ = (0 6 δ1 6 · · · 6 δn)
an anti-dominant composition. The non-symmetric Hall–Littlewood polynomials have the following
factorized initial conditions:
Eλ(x1, . . . , xn; 0, q) =
n∏
i=1
xλii , Eδ(x1, . . . , xn;∞, q−1) =
n∏
i=1
xδii . (5.9.14)
Proof. Both of these expressions can be readily deduced from the explicit combinatorial for-
mula for the non-symmetric Macdonald polynomials obtained in [HHL08, Theorem 3.5.1]. 
We are now ready to state the relationship between the functions fµ, gµ and the non-symmetric
Hall–Littlewood polynomials:
Theorem 5.9.4. For any composition µ = (µ1, . . . , µn), there holds
fµ(x1, . . . , xn; q, s)
∣∣∣
s=0
= Eµ˜(xn, . . . , x1; 0, q), (5.9.15)
g∗µ(x1, . . . , xn; q, s)
∣∣∣
s=0
= Eµ˜(xn, . . . , x1;∞, q−1), (5.9.16)
where µ˜ = (µn, . . . , µ1), and g∗µ denotes the renormalized version (4.3.1) of gµ.
70
Proof. We begin by checking (5.9.15) when µ is anti-dominant, i.e., the case µ = (µ1 6 · · · 6
µn). Using (5.1.1), we see that
fµ(x1, . . . , xn; q, s)
∣∣∣
s=0
=
n∏
i=1
xµii , µ = (µ1 6 · · · 6 µn),
which matches precisely with Eµ˜(xn, . . . , x1; 0, q) as given by (5.9.14). Now by studying (5.3.1)
(at s = 0) and (5.9.8), it is clear that fµ(x1, . . . , xn; q, 0) and Eµ˜(xn, . . . , x1; 0, q) satisfy the same
recursion, allowing the parts µi < µi+1 of the composition µ to be exchanged. Since an arbitrary
composition µ can always be realized as a string of such simple transpositions acting on its anti-
dominant ordering, we conclude that (5.9.15) holds generally.
The proof of (5.9.16) is analogous. First, by combining equations (5.1.1) and (5.6.1), it is easily
shown that
g∗λ(x1, . . . , xn; q, s) =
n∏
i=1
1
1− sxi
(
xi − s
1− sxi
)λi
, λ = (λ1 > · · · > λn), (5.9.17)
which is the analogue of the factorization (5.1.1) in the case of the dual functions gµ. This equation
can then be used to check (5.9.16) when µ is dominant, i.e., the case µ = (µ1 > · · · > µn). Com-
paring (5.8.2) (at s = 0) and (5.9.9), one sees that g∗µ(x1, . . . , xn; q, 0) and Eµ˜(xn, . . . , x1;∞, q−1)
satisfy the same recursion, allowing the parts µi > µi+1 of µ to be exchanged. We conclude that
(5.9.16) holds in general, using the same line of reasoning as above. 
5.10. Eigenrelation for the non-symmetric Hall–Littlewood polynomials
In the previous section we showed that the function fµ reduces, at s = 0, to a non-symmetric
Hall–Littlewood polynomial. Our goal in this section is to make use of this fact to derive the
eigenrelation for the non-symmetric Hall–Littlewood polynomials, when acted upon by the p = 0
case of the Cherednik–Dunkl operators (5.9.3).
Theorem 5.10.1. For any composition µ = (µ1, . . . , µn), one has the eigenrelation
Yi
∣∣∣
p=0
Eµ(x1, . . . , xn; 0, q) = yi(µ; 0, q)Eµ(x1, . . . , xn; 0, q), (5.10.1)
where
yi(µ; 0, q) =

0, µi > 1,
q#{j>i:µj=0}−i+1, µi = 0.
(5.10.2)
Proof. Let us begin by recasting this statement in terms of the non-symmetric spin Hall–
Littlewood functions at s = 0. Making use of (5.9.15), we see that (5.10.1) translates to the relation(
Tn−i · · ·T1ω˜T−1n−1 · · ·T−1n−i+1
)
fµ˜(x1, . . . , xn)
∣∣∣
s=0
= yi(µ; 0, q)fµ˜(x1, . . . , xn)
∣∣∣
s=0
, (5.10.3)
with µ˜ = (µn, . . . , µ1), and where we have defined the operator ω˜ with action
ω˜ · h(x1, . . . , xn) := h(x2, . . . , xn, 0)
on arbitrary functions h of the alphabet (x1, . . . , xn). Transferring the string of operators Tn−i · · ·T1
to the right hand side of (5.10.3), and replacing all inverse Hecke generators T−1k by q
−1T̂k, we then
read
ω˜T̂n−1 · · · T̂n−i+1fµ˜(x1, . . . , xn)
∣∣∣
s=0
=
(
1µi=0q
#{j>i:µj=0}+i−n
)
T̂1 · · · T̂n−ifµ˜(x1, . . . , xn)
∣∣∣
s=0
,
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which can be brought into a nicer form by performing the replacement i 7→ n− i+ 1 and dropping
the tilde from µ˜, since it ends up being irrelevant in the final expression:
ω˜T̂n−1 · · · T̂ifµ(x1, . . . , xn)
∣∣∣
s=0
=
(
1µi=0q
#{j<i:µj=0}−i+1
)
T̂1 · · · T̂i−1fµ(x1, . . . , xn)
∣∣∣
s=0
=
(
1µi=0q
−#{j<i:µj>0}
)
T̂1 · · · T̂i−1fµ(x1, . . . , xn)
∣∣∣
s=0
. (5.10.4)
We will now prove (5.10.4) directly, for all compositions µ and 1 6 i 6 n.
Making use of the algebraic expression (3.4.4) for fµ, as well as repeated actions (5.3.2) of the
Hecke generators T̂k, we see that the left and right hand sides of (5.10.4) can be computed as follows:
ω˜T̂n−1 · · · T̂ifµ(x1, . . . , xn)
∣∣∣
s=0
= ω˜ 〈∅| C1(x1) . . . Ci−1(xi−1)Ci+1(xi) . . . Cn(xn−1)Ci(xn) |µ〉
∣∣∣
s=0
= 〈∅| C1(x2) . . . Ci−1(xi)Ci+1(xi+1) . . . Cn(xn)Ci(0) |µ〉
∣∣∣
s=0
, (5.10.5)
T̂1 · · · T̂i−1fµ(x1, . . . , xn)
∣∣∣
s=0
= 〈∅| Ci(x1)C1(x2) . . . Ci−1(xi)Ci+1(xi+1) . . . Cn(xn) |µ〉
∣∣∣
s=0
. (5.10.6)
Let us now compare (5.10.5) and (5.10.6) as partition functions. Translating the right hand side of
equation (5.10.5) into graphical language, we find that
ω˜T̂n−1 · · · T̂ifµ(x1, . . . , xn)
∣∣∣
s=0
=
A
A−i
0
x2 → 1
xi → i− 1
xi+1 → i+ 1
xn → n
x1 = 0→ i
...
...
...
... (5.10.7)
where we have chosen a sample configuration of the lattice, and indicated the rapidity associated
to every row, as well as the colour which enters each row via its left boundary. The state A shown
at the top of the 0-th column is given by A =
∑n
k=1 1µk=0ek. Since both the parameter s and the
rapidity of the top row are set equal to 0, by consulting the weights (2.2.2) one sees that the only
allowed vertices in the top row of (5.10.7) are those of the form i 0
A−i
A
and 0 0
B
B
, where
the state B can be generic. This means that the partition function is non-vanishing only if µi = 0.
In the case where this holds, all vertices above the dotted line are frozen with weight 1, and we can
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delete them to obtain the equation
ω˜T̂n−1 · · · T̂ifµ(x1, . . . , xn)
∣∣∣
s=0
= 1µi=0 ·
A−i
x2 → 1
xi → i− 1
xi+1 → i+ 1
xn → n
...
...
...
...
(5.10.8)
where the partition function is now truncated to n−1 rows, and A−i =
∑n
k 6=i 1µk=0ek. This already
proves (5.10.4) in the situation µi > 1.
To complete the proof, we turn to the graphical representation of (5.10.6) when µi = 0. It takes
the form
T̂1 · · · T̂i−1fµ(x1, . . . , xn)
∣∣∣
s=0
=
A
x1 → i
x2 → 1
xi → i− 1
xi+1 → i+ 1
xn → n
...
...
...
...
(5.10.9)
where we have drawn the same sample configuration as in (5.10.7), but with the path of colour i
now incoming in the lowest row of the lattice, and all other paths shifted upwards by a single unit.
Because µi = 0 by assumption, the path of colour i is forced to make an upward turn as soon as
it enters the lattice, and then propagates straight to the top of the 0-th column. Given that the
trajectory of the i-th path is completely determined, we can consider the effect of deleting this path
altogether, and truncating the lattice above the dotted line in (5.10.9). We are able to perform
these operations and the partition function remains invariant, modulo an overall multiplicative
factor q#{j<i:µj>0}. The origin of this factor is easily explained: any path of colour j < i that
does not leave the lattice (5.10.9) through A must exit the 0-th column via a vertex of the form
j j
B
B
, where B denotes a generic state positioned along the 0-th column. Since this vertex
introduces the weight xjqB[j+1,n] (recalling that s = 0), it will have an extra factor of q when the
path i is retained in the lattice compared with when it is deleted. It follows that, when µi = 0, one
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has
T̂1 · · · T̂i−1fµ(x1, . . . , xn)
∣∣∣
s=0
= q#{j<i:µj>0} ·
A−i
x2 → 1
xi → i− 1
xi+1 → i+ 1
xn → n
...
...
...
...
(5.10.10)
where we have dropped the path of colour i and truncated to n − 1 rows, by deleting everything
below the dotted line. Matching (5.10.8) and (5.10.10) then yields the desired result (5.10.4) for
µi = 0.

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CHAPTER 6
Monomial expansions: permutation graphs
The goal of this chapter is to derive a summation formula for the non-symmetric spin Hall–
Littlewood functions fµ and gµ, expanding them in terms of the monomials
ξµ(x1, . . . , xn) :=
n∏
i=1
1
1− sxi
(
xi − s
1− sxi
)µi
. (6.0.1)
Such expansions are a typical result in the theory of the (symmetric) spin Hall–Littlewood functions,
see [Bor17a, BP16, BP15], and are essential in the proof of orthogonality statements.
The monomial expansions obtained in [Bor17a, BP16, BP15] consist of a single sum over
the symmetric group, with the coefficient of each monomial (6.0.1) being completely factorized. In
the case of the non-symmetric spin Hall–Littlewood functions, the situation is more complicated:
while they can also be expressed as single sum over the symmetric group, the coefficients of the
monomials (6.0.1) are not factorized, and need to be calculated combinatorially in terms of what we
call “permutation graphs”. Our formulas, listed in Corollary 6.7.2, are directly related to Takeyama’s
algebraic algorithm for constructing eigenfunctions of the multi-species q-boson system [Tak15].
6.1. Warm-up: F -matrices for two-site spin chains
Recall the definition (2.1.1) of the Uq(ŝln+1) R-matrix, and write it as R12(z) ∈ End(W1 ⊗W2)
(i.e., we label the auxiliary spaces numerically). A two-site F -matrix, F12(z) ∈ End(W1 ⊗W2), is
an invertible (n+ 1)2 × (n+ 1)2 matrix solution of the equation
F21(z¯)R12(z) = F12(z), z¯ := z
−1, (6.1.1)
where F21(z¯) = P12F12(z¯)P12, with P12 = R12(1) denoting the permutation operator on W1 ⊗W2.
Equivalently, one has
R12(z) = F
−1
21 (z¯)F12(z), (6.1.2)
thereby providing a factorization of the R-matrix. We will not be concerned with classifying all
possible solutions of (6.1.1), but instead focus on a particular solution, given below.
Proposition 6.1.1. [MdS00, ABFR00] A solution of (6.1.1) is given by
F12(z) =
 ∑
06k6l6n
E
(kk)
1 E
(ll)
2
+
 ∑
06k<l6n
E
(ll)
1 E
(kk)
2
R12(z), (6.1.3)
where E(kk)1 and E
(ll)
2 denote (n+ 1)× (n+ 1) elementary matrices, as in Section 2.1.
Proof. Calculating the left hand side of (6.1.1), we have
F21(z¯)R12(z) =
 ∑
06k6l6n
E
(kk)
2 E
(ll)
1
R12(z) +
 ∑
06k<l6n
E
(ll)
2 E
(kk)
1
R21(z¯)R12(z)
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= ∑
06k6l6n
E
(ll)
1 E
(kk)
2
R12(z) +
 ∑
06k<l6n
E
(kk)
1 E
(ll)
2
 , (6.1.4)
invoking the unitarity property R21(z¯)R12(z) = 1 of the R-matrices. Finally, we note the relation(
n∑
k=0
E
(kk)
1 E
(kk)
2
)
R12(z) =
(
n∑
k=0
E
(kk)
1 E
(kk)
2
)
, (6.1.5)
which arises from the fact that if we fix the two incoming states of the vertex (2.1.7) to the same
value k ∈ {0, 1, . . . , n} then the two outgoing states of the vertex must also assume the value k, and
the resulting vertex (2.1.2) has weight 1. Employing the relation (6.1.5) in (6.1.4), we transfer the
k = l terms from one sum to the other; the result is
F21(z¯)R12(z) =
 ∑
06k<l6n
E
(ll)
1 E
(kk)
2
R12(z) +
 ∑
06k6l6n
E
(kk)
1 E
(ll)
2
 = F12(z).

The F -matrix (6.1.3) is a Drinfeld twist [Dri86, MdS00], from the theory of quasi-triangular
Hopf algebras. It is invertible, with inverse given explicitly by
F−112 (z) =
 ∑
n>k>l>0
E
(kk)
1 E
(ll)
2
+R21(z¯)
 ∑
n>k>l>0
E
(ll)
1 E
(kk)
2
∆12(z), (6.1.6)
where ∆12(z) is a diagonal (n+ 1)2 × (n+ 1)2 matrix of the form
∆12(z) =
∑
06k,l6n
bk,l(z)E
(kk)
1 E
(ll)
2 , bk,l(z) :=

1, k = l,
1− qz¯
1− z¯ , k < l,
1− qz
1− z , k > l.
(6.1.7)
Combining the matrices (6.1.3) and (6.1.6) in equation (6.1.2) yields an explicit (upper · diagonal ·
lower) factorization of the R-matrix, whose main value is in the following result:
Proposition 6.1.2. Fix complex parameters x1, x2 and a linear operator Q12(x1, x2) ∈ End(W1⊗
W2) which satisfies the equation
R12(x2/x1)Q12(x1, x2) = Q21(x2, x1)R12(x2/x1), Q21(x2, x1) = P12Q12(x2, x1)P12. (6.1.8)
Define a “twisted” version of Q12 as follows:
Q˜12(x1, x2) := F12(x2/x1)Q12(x1, x2)F
−1
12 (x2/x1).
Then Q˜12(x1, x2) is symmetric under simultaneous exchange of its variables and spaces; i.e., one
has
Q˜12(x1, x2) = Q˜21(x2, x1). (6.1.9)
Proof. Start from (6.1.8) and apply the factorization (6.1.2) of the R-matrix, which yields
F−121 (x1/x2)F12(x2/x1)Q12(x1, x2) = Q21(x2, x1)F
−1
21 (x1/x2)F12(x2/x1),
and after some rearrangement,
F12(x2/x1)Q12(x1, x2)F
−1
12 (x2/x1) = F21(x1/x2)Q21(x2, x1)F
−1
21 (x1/x2),
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which is precisely the claim (6.1.9). 
6.2. N-site R-matrices
In what follows we require a natural N -site analogue of the R-matrix (2.1.1) which we shall
denote by Rσρ , where σ, ρ ∈ SN . It reduces to (2.1.1) at N = 2 by choosing σ = (2, 1) and
ρ = (1, 2):
R2112 := R12(x2/x1) ∈ End(W1 ⊗W2).
Slightly more generally, we may keep N generic, choose σ = si = (1, . . . , i + 1, i, . . . , N) and
ρ = id = (1, . . . , N):
Rsiid := Ri(i+1)(xi+1/xi) ∈ End(W1 ⊗ · · · ⊗WN ),
where the R-matrix acts non-trivially only on the Wi ⊗Wi+1 subspace of W1 ⊗ · · · ⊗WN . We then
extend the construction to generic permutations σ and ρ by setting
Rσσ := 1, R
si◦σ
σ := Rσ(i)σ(i+1)
(
xσ(i+1)/xσ(i)
)
, ∀ σ ∈ SN ,
as well as by making the recursive definition
Rsi◦σρ := R
si◦σ
σ R
σ
ρ , ∀ σ, ρ ∈ SN . (6.2.1)
The recursion (6.2.1) allows one to build Rσρ for arbitrary permutations σ, ρ ∈ SN , starting from
the identity Rρρ: all that is needed is a word decomposition of σ ◦ ρ−1 into simple transpositions.
Note that the definition (6.2.1) is unambiguous without specifying the precise word decomposition;
any word decomposition of σ ◦ ρ−1 (even non-reduced ones) will yield the same result, by virtue
of the Yang–Baxter and unitarity relations for the two-site R-matrix (2.1.1). The resulting N -site
R-matrix Rσρ depends, in principle, on the full alphabet (x1, . . . , xN ).
Example 6.2.1. Let N = 3 and take σ = s2 ◦ s1 ◦ s2 = (3, 2, 1), ρ = id = (1, 2, 3). By repeated
use of (6.2.1) we have
Rs2◦s1◦s2id = R
s2◦s1◦s2
s1◦s2 R
s1◦s2
id = R
s2◦s1◦s2
s1◦s2 R
s1◦s2
s2 R
s2
id ,
or in terms of one-line notation for the permutations,
R321123 = R
321
312R
312
123 = R
321
312R
312
132R
132
123 = R12(x2/x1)R13(x3/x1)R23(x3/x2). (6.2.2)
Notice that we could have also used the decomposition σ = s1 ◦ s2 ◦ s1 = (3, 2, 1), leading instead
to the product
Rs1◦s2◦s1id = R
s1◦s2◦s1
s2◦s1 R
s2◦s1
id = R
s1◦s2◦s1
s2◦s1 R
s2◦s1
s1 R
s1
id ,
whose one-line form reads
R321123 = R
321
231R
231
123 = R
321
231R
231
213R
213
123 = R23(x3/x2)R13(x3/x1)R12(x2/x1). (6.2.3)
The consistency of the two results (6.2.2) and (6.2.3) is precisely the Yang–Baxter equation (2.1.4).
Alternatively, one may define
Rρsi◦ρ := Rρ(i+1)ρ(i)
(
xρ(i)/xρ(i+1)
)
, ∀ ρ ∈ SN ,
and then perform the recursion on the lower index instead, leading to the definition
Rσsi◦ρ := R
σ
ρR
ρ
si◦ρ, ∀ σ, ρ ∈ SN . (6.2.4)
It is clear that the two definitions (6.2.1) and (6.2.4) are consistent with one another, since they
both lead to word decompositions of Rσρ , and every such decomposition produces the same answer.
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iσ(6)
iσ(5)
iσ(4)
iσ(3)
iσ(2)
iσ(1)
j6
j5
j4
j3
j2
j1
i6
i5
i4
i3
i2
i1
jσ(6)
jσ(5)
jσ(4)
jσ(3)
jσ(2)
jσ(1)
Figure 1. Examples in the case N = 6. Each crossing of lattice lines is to be
interpreted as a vertex (2.1.7). Left panel: the permutation graph associated to
σ = (1, 6, 5, 4, 2, 3), interpreted as the partition function X σ1...N (i1, . . . , iN ; j1, . . . , jN ).
Right panel: the reversed permutation graph for σ = (2, 5, 1, 4, 3, 6), interpreted as
the partition function X 1...Nσ (i1, . . . , iN ; j1, . . . , jN ).
Example 6.2.2. Let N = 4 and take σ = s1 ◦ s3 = (2, 1, 4, 3), ρ = s2 = (1, 3, 2, 4). Using the
recursive definition (6.2.1), we obtain
Rs1◦s3s2 = R
s1◦s3
s3 R
s3
s2 = R
s1◦s3
s3 R
s3
idR
id
s2 ,
while the alternative definition (6.2.4) yields
Rs1◦s3s2 = R
s1◦s3
id R
id
s2 = R
s1◦s3
s3 R
s3
idR
id
s2 ,
which is the same result.
6.3. Permutation graphs
In this section we focus on N -site R-matrices of the form Rσid ≡ Rσ1...N . We denote the compo-
nents of Rσ1...N ∈ End(W1 ⊗ · · · ⊗WN ) by Rσ1...N (i1, . . . , iN ; j1, . . . , jN ), where ik, jk ∈ {0, 1, . . . , n}
for all 1 6 k 6 N . In other words, if |j1, . . . , jN 〉 denotes a canonical basis state in W1 ⊗ · · · ⊗WN ,
then
Rσ1...N |j1, . . . , jN 〉 =
∑
i1,...,iN
Rσ1...N (i1, . . . , iN ; j1, . . . , jN ) |i1, . . . , iN 〉 . (6.3.1)
It is useful to think of the components of Rσ1...N as certain partition functions in the vertex model
(2.1.8), as follows. Let σ ∈ SN be a permutation. Draw a column of N nodes, attaching to them
the labels {j1, . . . , jN}, where the k-th node (counted from the bottom) receives label jk. To its left,
draw a second column of N nodes, attaching to them the labels {i1, . . . , iN}, where the k-th node
(again, counted from the bottom) receives label iσ(k). Now connect the node labelled ik to that
labelled jk via a line oriented from left to right, and carrying rapidity variable xk, doing this for all
1 6 k 6 N in such a way that no three or more lines intersect at a point. The spectral parameter
at each crossing is set to the ratio of rapidities of the corresponding lines, with the numerator being
the rapidity of the line that is lower before (on the left of) the crossing. In this way one obtains
a partition function X σ1...N (i1, . . . , iN ; j1, . . . , jN ) in the model (2.1.8); its lattice is the collection
of line crossings induced by drawing the graph of σ, and its incoming/outgoing states (read from
bottom to top) are {iσ(1), . . . , iσ(N)}/{j1, . . . , jN}, respectively. One then has the relation
Rσ1...N (i1, . . . , iN ; j1, . . . , jN ) = X σ1...N (i1, . . . , iN ; j1, . . . , jN ). (6.3.2)
See Figure 1 (left panel) for an illustration of this construction.
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Example 6.3.1. Let N = 3 and σ = (3, 2, 1), as in Example 6.2.1. Following the prescription
described above, one has
R321123(i1, i2, i3; j1, j2, j3) =
iσ(3) = i1
iσ(2) = i2
iσ(1) = i3
j3
j2
j1
which is consistent with the decomposition R321123 = R321312R312132R132123, given in (6.2.2).
6.4. Reversed permutation graphs
In this section we focus on N -site R-matrices of the form Ridσ ≡ R1...Nσ . The components of
the matrix R1...Nσ can also be realized via a partition function in the model (2.1.8). One essentially
repeats the graphical construction outlined above, drawing two columns of nodes; the difference is
that this time the k-th node in the left column receives label ik, while the k-th node in the right
column is labelled jσ(k). Connecting up ik and jk for all 1 6 k 6 N produces a partition function
X 1...Nσ (i1, . . . , iN ; j1, . . . , jN ), and one then has
R1...Nσ (i1, . . . , iN ; j1, . . . , jN ) = X 1...Nσ (i1, . . . , iN ; j1, . . . , jN ), (6.4.1)
in direct analogy with (6.3.2). See Figure 1 (right panel) for an example of this construction.
6.5. F -matrices for spin chains of generic length
Following [ABFR00], we now extend the results of Section 6.1 to a tensor product ofN auxiliary
spaces, i.e., to W1 ⊗ · · · ⊗WN . The starting point is to introduce an N -site analogue of equation
(6.1.1). Namely, we will seek solutions F1...N (x1, . . . , xN ) ∈ End(W1 ⊗ · · · ⊗WN ) of the equation
Fσ(1)...σ(N)
(
xσ(1), . . . , xσ(N)
)
Rσ1...N = F1...N (x1, . . . , xN ), σ ∈ SN , (6.5.1)
where
Fσ(1)...σ(N) (y1, . . . , yN ) := P
σ
1...NF1...N (y1, . . . , yN )P
σ−1
1...N , (6.5.2)
with permutation operators on W1 ⊗ · · · ⊗WN prescribed in the standard way,
P σ1...N : |v1〉1 ⊗ · · · ⊗ |vN 〉N 7→ |v1〉σ(1) ⊗ · · · ⊗ |vN 〉σ(N) , ∀ v1, . . . , vN ∈ {0, 1, . . . , n}.
Proposition 6.5.1. A solution of (6.5.1) is given by
F1...N (x1, . . . , xN ) =
∑
ρ∈SN
∑
(k1,...,kN )∈I(ρ)
(
N∏
i=1
E
(kiki)
ρ(i)
)
Rρ1...N , (6.5.3)
where the sum is over N -tuples in the set I(ρ), defined as
I(ρ) =
{
(0 6 k1 6 · · · 6 kN 6 n) : ki < ki+1 if ρ(i) > ρ(i+ 1)
}
.
Proof. We refer the reader to [ABFR00, MW12] for details. 
Proposition 6.5.2. The F -matrix (6.5.3) is lower triangular with non-zero diagonal entries;
its inverse is given by
F−11...N (x1, . . . , xN ) =
 ∑
ρ∈SN
∑
(k1,...,kN )∈I′(ρ)
R1...Nρ
(
N∏
i=1
E
(kiki)
ρ(i)
)∆1...N , (6.5.4)
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where the sum is over N -tuples in the set I ′(ρ), defined as
I ′(ρ) =
{
(n > k1 > · · · > kN > 0) : ki > ki+1 if ρ(i) < ρ(i+ 1)
}
,
and where ∆1...N is a diagonal matrix with components given by
∆1...N (i1, . . . , iN ; j1, . . . , jN ) =
N∏
a=1
δia,ja
∏
16a<b6N
bja,jb(xb/xa).
Proof. We refer the reader to [ABFR00, MW12] for details. 
Remark 6.5.3. It is easy to verify that the N -site F -matrices (6.5.3) and (6.5.4) reduce to
(6.1.3) and (6.1.6), respectively, at N = 2.
Although the F -matrix (6.5.3) and its inverse (6.5.4) have a seemingly very complicated form,
their components can be expressed via appropriate permutation graphs:
Proposition 6.5.4. Let (i1, . . . , iN ), (j1, . . . , jN ) be two sets of integers taking values in {0, 1, . . . , n},
and denote the components of the matrices (6.5.3) and (6.5.4) by F1...N (i1, . . . , iN ; j1, . . . , jN ) and
F−11...N (i1, . . . , iN ; j1, . . . , jN ), respectively. Then one has the relations
F1...N (i1, . . . , iN ; j1, . . . , jN ) = R
σ
1...N (i1, . . . , iN ; j1, . . . , jN ), (6.5.5)
F−11...N (i1, . . . , iN ; j1, . . . , jN ) = R
1...N
ρ (i1, . . . , iN ; j1, . . . , jN )
∏
16a<b6N
bja,jb(xb/xa), (6.5.6)
where σ, ρ ∈ SN are any permutations such that iσ(1) 6 · · · 6 iσ(N) and jρ(1) > · · · > jρ(N).
Proof. These relations follow immediately from the explicit form (6.5.3), (6.5.4) of the F -
matrices. 
Finally, we come to the N -site analogue of Proposition 6.1.2, which will be key in deriving our
monomial expansion of the non-symmetric spin Hall–Littlewood functions.
Proposition 6.5.5. Fix complex parameters x1, . . . , xN and a linear operator Q1...N (x1, . . . , xN ) ∈
End(W1 ⊗ · · · ⊗WN ) which satisfies the equation
Rσ1...NQ1...N (x1, . . . , xN ) = Qσ(1)...σ(N)
(
xσ(1), . . . , xσ(N)
)
Rσ1...N , for all σ ∈ SN . (6.5.7)
We define a twisted version of Q1...N by conjugating by the N -site F -matrix:
Q˜1...N (x1, . . . , xN ) := F1...N (x1, . . . , xN )Q1...N (x1, . . . , xN )F
−1
1...N (x1, . . . , xN ).
Then the operator Q˜1...N (x1, . . . , xN ) is completely symmetric under the simultaneous permutation
of its variables and spaces, i.e., one has
Q˜1...N (x1, . . . , xN ) = Q˜σ(1)...σ(N)
(
xσ(1), . . . , xσ(N)
)
, for all σ ∈ SN .
Proof. The result follows by replacing Rσ1...N in (6.5.7) by its factorized form,
Rσ1...N = F
−1
σ(1)...σ(N)F1...N ,
then rearrangement of the matrix multiplication, exactly as in the proof of Proposition 6.1.2. 
80
6.6. Column operators
Previously, we constructed the non-symmetric spin Hall–Littlewood functions by means of the
row operators considered in Section 3.1. We now introduce another algebraic formulation, in which
we decompose the partition function (3.4.5) not by rows, but by columns.
In what follows, let A ∈ Nn be a composition. Our key object will be the column operator
Q1...n(A) ∈ End(W1⊗· · ·⊗Wn),1 whose matrix elements are given as one-column partition functions
in the model (2.2.2). More precisely, as in (6.3.1) let |j1, . . . , jn〉 be a canonical basis state in
W1 ⊗ · · · ⊗Wn, and write the action of Q1...n(A) on this state as
Q1...n(A) |j1, . . . , jn〉 =
∑
i1,...,in
Q1...n(i1, . . . , in;A; j1, . . . , jn) |i1, . . . , in〉 .
Then we define the matrix elements Q1...n(i1, . . . , in;A; j1, . . . , jn) to be given by
Q1...n(i1, . . . , in;A; j1, . . . , jn) =
x1 →
x2 →
...
...
xn →
0
A
j1
j2
...
...
jn
i1
i2
...
...
in
ik, jk ∈ {0, 1, . . . , n}, ∀ 1 6 k 6 n.
(6.6.1)
In terms of these operators, we have
fµ(x1, . . . , xn) =
〈
1, . . . , n
∣∣∣ →∏
i>0
Q1...n (A(i))
∣∣∣0, . . . , 0〉, (6.6.2)
and more generally,
fσµ (x1, . . . , xn) =
〈
σ(1), . . . , σ(n)
∣∣∣ →∏
i>0
Q1...n (A(i))
∣∣∣0, . . . , 0〉, σ ∈ Sn. (6.6.3)
In both cases (6.6.2), (6.6.3), the index i increases as one reads the products from left to right, and
the compositions A(i) are given by A(i) =
∑
k:µk=i
ek. These formulae follow immediately from
the representation of fµ and fσµ as partition functions; for example, reading the partition function
(3.4.5) from its left boundary edges and proceeding column-by-column to the right, one recovers
precisely (6.6.2). Equation (6.6.3) follows similarly, except that the left boundary states are now a
permutation of (1, . . . , n), which is reflected in the use of the covector 〈σ(1), . . . , σ(n)|.
6.7. Monomial expansions
We come to the main goal of this chapter, namely expanding the non-symmetric spin Hall–
Littlewood functions in terms of the monomials (6.0.1).
1Throughout this section, we shall take N (the number of factors in the tensor product of vector spaces Wi)
equal to n, the rank of the vertex models in Sections 2.1 and 2.2.
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σ(6) = σ(ρ(1))
σ(5) = σ(ρ(5))
σ(4) = σ(ρ(3))
σ(3) = σ(ρ(2))
σ(2) = σ(ρ(6))
σ(1) = σ(ρ(4))
1
2
3
4
5
6
Figure 2. The partition function Zσρ (x1, . . . , x6) in the case ρ = (6, 3, 4, 1, 5, 2).
Theorem 6.7.1. Fix a permutation σ ∈ Sn and a composition δ = (δ1 6 · · · 6 δn). One has
the expansion
fσδ (x1, . . . , xn) =
∏
i>0
(s2; q)mi(δ)
∑
ρ∈Sn
∏
16a<b6n
(
xρ(b) − qxρ(a)
xρ(b) − xρ(a)
)
Zσρ (x1, . . . , xn)ξδ
(
xρ(1), . . . , xρ(n)
)
,
(6.7.1)
where Zσρ (x1, . . . , xn) is the partition function (depicted in Figure 2) obtained from the following
permutation graph:
• Draw two columns of n nodes, the left column bearing the labels σ(k) (with k increasing
from from bottom to top) and the right column bearing the labels k (with k increasing from
top to bottom);
• Connect the left node with label σ(ρ(k)) to the right node with label k, via a left-to-right
oriented line with rapidity xρ(k), for all 1 6 k 6 n;
• The spectral parameter at each crossing is the ratio of rapidities of the two intersecting
lines, with numerator corresponding to the one entering lower.
Proof. We start from the algebraic expression (6.6.3) for fσδ (x1, . . . , xn) with δ = (δ1 6 · · · 6
δn), and perform a series of elementary manipulations on it, which will turn it into an expansion in
the monomials (6.0.1). Let us firstly insert the identity matrix 1 = F−11...nF1...n to the left of the first
Q1...n operator. We obtain
fσδ (x1, . . . , xn) =
〈
σ(1), . . . , σ(n)
∣∣∣F−11...n(x1, . . . , xn)F1...n(x1, . . . , xn) →∏
i>0
Q1...n (A(i))
∣∣∣0, . . . , 0〉,
=
∑
ρ∈Sn
〈σ(1), . . . , σ(n)|F−11...n(x1, . . . , xn)|ρ−1(1), . . . , ρ−1(n)〉
×
〈
ρ−1(1), . . . , ρ−1(n)
∣∣∣F1...n(x1, . . . , xn) →∏
i>0
Q1...n (A(i))
∣∣∣0, . . . , 0〉, (6.7.2)
where the second equality follows from a further resolution of the identity inserted between the
F -matrix and its inverse.2 Next, we will simplify the second expectation value in (6.7.2). Using
(6.5.5), we may write
〈ρ−1(1), . . . , ρ−1(n)|1...nF1...n(x1, . . . , xn) = 〈1, . . . , n|ρ(1)...ρ(n)Rρ1...n, (6.7.3)
2Since the partition function fσδ (x1, . . . , xn) has one copy of each of the colours {1, . . . , n} entering via its left
boundary, and given that F−11...n conserves colours (as can be seen from the form (6.5.6) of its components), it is clear
that we can resolve the identity by summing over all permutations of {1, . . . , n}.
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where the two covectors appearing in this equation are simply rewritings of each other:
〈ρ−1(1), . . . , ρ−1(n)|1...n ≡
n⊗
i=1
〈
ρ−1(i)
∣∣
i
=
n⊗
i=1
〈i|ρ(i) ≡ 〈1, . . . , n|ρ(1)...ρ(n).
Making use of equation (6.7.3) in (6.7.2), we obtain
fσδ (x1, . . . , xn) =
∑
ρ∈Sn
〈σ(1), . . . , σ(n)|F−11...n(x1, . . . , xn)|ρ−1(1), . . . , ρ−1(n)〉
×
〈
1, . . . , n
∣∣∣
ρ(1)...ρ(n)
→∏
i>0
Qρ(1)...ρ(n)
(
A(i);xρ(1), . . . , xρ(n)
) ∣∣∣0, . . . , 0〉
ρ(1)...ρ(n)
,
(6.7.4)
where we have used the relation (6.5.7) in Proposition 6.5.5 to thread Rρ1...n through the infinite
product of Q1...n(A(i)) operators, converting them into the permuted form Qρ(1)...ρ(n)(A(i)), and
made use of the trivial relation
Rρ1...n|0, . . . , 0〉1...n = |0, . . . , 0〉ρ(1)...ρ(n)
to ultimately eliminate Rρ1...n. Now observe that (up to an irrelevant relabelling of the vector spaces
which participate) the second expectation value in (6.7.4) takes the form of the function f idδ ≡ fδ.
We have thus derived the identity
fσδ (x1, . . . , xn) =
∑
ρ∈Sn
〈σ(1), . . . , σ(n)|F−11...n(x1, . . . , xn)|ρ−1(1), . . . , ρ−1(n)〉 · fδ
(
xρ(1), . . . , xρ(n)
)
,
(6.7.5)
where fδ is given by (5.1.1) and has the explicit factorized form
fδ
(
xρ(1), . . . , xρ(n)
)
=
∏
i>0
(s2; q)mi(δ) · ξδ
(
xρ(1), . . . , xρ(n)
)
.
It remains to specify the surviving expectation value in (6.7.5) more precisely. We can calculate it,
using (6.4.1) and (6.5.6), in terms of a reversed permutation graph; the result is
〈σ(1), . . . , σ(n)|F−11...n(x1, . . . , xn)|ρ−1(1), . . . , ρ−1(n)〉
=
∏
16a<b6n
bρ−1(a),ρ−1(b)(xb/xa) · X 1...nρ◦ω (σ(1), . . . , σ(n); ρ−1(1), . . . , ρ−1(n)),
where ω := (n, . . . , 1) is the longest permutation in Sn. This can be written in a slightly nicer form
by noting that ∏
16a<b6n
bρ−1(a),ρ−1(b)(xb/xa) =
∏
16a<b6n
xρ(b) − qxρ(a)
xρ(b) − xρ(a)
, (6.7.6)
which is an easy consequence of the definition (6.1.7). Combining everything, and using the graphical
interpretation of X 1...nρ◦ω , we obtain the result (6.7.1).

Using (6.7.1) in conjunction with the relation (5.7.1), one can now write down a monomial
expansion for the function g∗µ. An analogous formula for fµ˜ can also be obtained using the relation
(5.5.9). We include both formulae for completeness, although it is the expression for g∗µ which will
be most important to us in our subsequent proof of orthogonality statements.
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Corollary 6.7.2. Fix a composition µ, and let δ be the unique anti-dominant composition and
σ ∈ Sn the minimal-length permutation such that µn−i+1 = δσ(i) for all 1 6 i 6 n. We then have
g∗µ(x1, . . . , xn) =
∑
ρ∈Sn
∏
16a<b6n
(
xρ(b) − qxρ(a)
xρ(b) − xρ(a)
)
Zσρ˜ (xn, . . . , x1; q)ξδ
(
xρ(1), . . . , xρ(n)
)
, (6.7.7)
where we have defined the conjugated permutation ρ˜ with parts ρ˜(i) := n− ρ(i) + 1. Similarly,
fµ˜(x1, . . . , xn) = q
inv(µ)
∏
j>0
(s2; q)mj(µ)
×
∑
ρ∈Sn
∏
16a<b6n
(
xρ(b) − qxρ(a)
xρ(b) − xρ(a)
)
Zσρ (x
−1
1 , . . . , x
−1
n ; q
−1)ξδ
(
xρ(1), . . . , xρ(n)
)
, (6.7.8)
where µ˜ = (µn, . . . , µ1) and inv(µ) = #{i < j : µi > µj}, as usual.
Remark 6.7.3. Note that equations (6.7.7) and (6.7.8) effectively separate the magnitudes of
the parts of µ from their ordering; the magnitudes affect the ξ monomials, while the ordering of the
parts affects the partition function Z.
Although (6.7.7) and (6.7.8) are explicit monomial expansions of g∗µ and fµ˜, they continue to
have a combinatorial flavour, due to the partition function present in their summands. Below we
give some important results about this partition function.
Proposition 6.7.4. Let σ, ρ ∈ Sn be two permutations. Then one has
Zσρ (x1, . . . , xn) = 0, if `(ρ) > `(σ); (6.7.9)
i.e., the partition function Zσρ (x1, . . . , xn) vanishes if ρ has more inversions than σ.
Proof. We prove this by a simple inductive argument. In the case of the longest permutation
ρ = ω = (n, . . . , 1), the permutation graph Zσω(x1, . . . , xn) is trivial: it consists of n non-crossing
lines which directly connect left label σ(n − i + 1) to right label i, for 1 6 i 6 n. Since the lines
do not cross anywhere, colour conservation leads to the constraint σ = ω, or else Zσω(x1, . . . , xn)
vanishes. Hence we see that (6.7.9) holds in the case `(ρ) = n(n− 1)/2.
Now assume that (6.7.9) holds for all permutations ρ such that `(ρ) = L, where 1 6 L 6
n(n − 1)/2 is some fixed positive integer. Let ρ′ be a permutation of length `(ρ′) = L − 1. It is
always possible to select integers 1 6 i 6 n− 1 and 1 6 j < k 6 n such that ρ′(j) = i, ρ′(k) = i+ 1
and ρ′ = si ◦ ρ, where ρ is a permutation with length `(ρ) = L.
We then consider the partition function Zσ′ρ′ (x1, . . . , xn), which can be subdivided as in Figure
3. The left half of this subdivision consists of a single vertex
σ′(i+ 1) σ(i)
σ′(i)
σ(i+ 1)
,
while the right half is equal to Zσρ (x1, . . . , xn), and by assumption vanishes unless `(σ) > L. Given
that the edge states σ′(1), . . . , σ′(n) and σ(1), . . . , σ(n) are separated only by the above vertex, and it
admits two possible cases, namely σ′(i) = σ(i), σ′(i+1) = σ(i+1) or σ′(i) = σ(i+1), σ′(i+1) = σ(i),
we clearly have the bounds `(σ′) − 1 6 `(σ) 6 `(σ′) + 1. It follows that Zσ′ρ′ (x1, . . . , xn) vanishes
unless `(σ′) > L− 1, which is the required inductive step. We conclude that (6.7.9) holds generally.

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σ′(n)
...
σ′(ρ′(k))
σ′(ρ′(j))
...
σ′(1)
σ(n)
...
σ(ρ(j))
σ(ρ(k))
...
σ(1)
1...
j
...
...
k...
n
Figure 3. The partition function Zσ′ρ′ (x1, . . . , xn), explicitly showing the decompo-
sition ρ′ = si ◦ ρ, with summation taken over the intermediate states σ(1), . . . , σ(n).
Proposition 6.7.5. All poles of Zσρ˜ (xn, . . . , x1) are known explicitly; one has
Zσρ˜ (xn, . . . , x1) =
∏
a<b:ρ(a)>ρ(b)
1
xρ(b) − qxρ(a)
Pσρ (x1, . . . , xn), (6.7.10)
where Pσρ (x1, . . . , xn) is a homogeneous polynomial of total degree `(ρ). The degree of Pσρ (x1, . . . , xn)
in the individual variable xi is sufficiently small such that limxi→∞ Zσρ˜ (xn, . . . , x1) exists, for all
1 6 i 6 n.
Proof. Given that we have exactly one copy of each of the colours {1, . . . , n} entering/leaving
the n lines which constitute Zσρ˜ (xn, . . . , x1), there cannot be any vertices of the form i i
i
i
for
all 0 6 i 6 n. All vertices are therefore of the form (2.1.3), which have a common denominator.
It follows that, for each pair of integers 1 6 i < j 6 n, Zσρ˜ (xn, . . . , x1) contains a common factor
of (1 − qxj/xi)−1 if and only if the lines bearing the rapidities xi, xj cross. The crossings of the
lines are easy to determine; for a < b the lines with rapidities xn−ρ˜(a)+1 and xn−ρ˜(b)+1 cross if and
only if ρ˜(a) < ρ˜(b), or said another way, the lines with rapidities xρ(a) and xρ(b) cross if and only if
ρ(a) > ρ(b). The statement (6.7.10) follows immediately.
The second part of the proposition, namely the degree statement, follows from the fact that
individual vertex weights within the lattice satisfy such a limiting criterion; the whole partition
function must also, therefore, satisfy it. 
The final result of this chapter gives a representation of the coefficients Zσρ˜ as partition functions
of “domain-wall” type:
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Proposition 6.7.6. Let (x1, . . . , xn), (y1, . . . , yn) be two sets of variables, and fix a permutation
σ ∈ Sn. We define the following partition function in the model (2.1.8):
Zσ(xn, . . . , x1; y1, . . . , yn) :=
σ(n) · · · · · · σ(2) σ(1)
0 · · · · · · 0 0
0
...
...
0
0
n
...
...
2
1
yn
...
...
y2
y1
x1 · · · · · · xn−1 xn
(6.7.11)
in which the i-th horizontal line (counted from the top) carries rapidity yi, left external edge state 0
and right external edge state i, while the j-th vertical line (counted from the left) carries rapidity xj,
bottom external edge state σ(n− j + 1) and top external edge state 0; the spectral parameter of each
vertex is the ratio of the vertical and horizontal rapidities. Fixing a further permutation ρ ∈ Sn,
one then has the relation
Zσρ˜ (xn, . . . , x1) = Z
σ
(
xn, . . . , x1; y1 = xρ(1), . . . , yn = xρ(n)
)
. (6.7.12)
Proof. The proof makes use of a basic property of the R-matrix (2.1.1); namely, when its
spectral parameter is set to 1, it reduces to a permutation matrix. More precisely, analyzing the
matrix entries (2.1.2) and (2.1.3), we see that both Rz(j, i; j, i) and Rz(i, j; i, j) vanish at z = 1,
while all remaining entries assume the value 1 at z = 1. From a graphical point of view, this can
be understood as a “splitting” of the vertex:
R1(i, j; k, `) = 1i=` · 1j=k = j `
i
k
, i, j, k, ` ∈ {0, 1, . . . , n}. (6.7.13)
Applying the specializations listed in (6.7.12) to the partition function (6.7.11), one sees that they
induce a splitting of the vertex at the intersection of the i-th horizontal line and the ρ(i)-th vertical
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line, for all 1 6 i 6 n:
Zσ
(
xn, . . . , x1;xρ(1), . . . , xρ(n)
)
=
σ(n) · · · · · · σ(2) σ(1)
0 · · · · · · 0 0
0
...
...
0
0
n
...
...
2
1
xρ(n)
...
...
xρ(2)
xρ(1)
x1 · · · · · · xn−1 xn
(6.7.14)
The split lattice (6.7.14) can then be factorized into two disjoint pieces, by making repeated use
of the unitarity relation (2.1.5). Indeed, as long as the beginning and endpoint of each line is held
fixed, the braid relations (2.1.4), (2.1.5) allow us to freely reposition the lines in (6.7.14). We thus
read off the factorization
Zσ
(
xn, . . . , x1;xρ(1), . . . , xρ(n)
)
=
×
σ(n) · · · · · · σ(2) σ(1)
0 · · · · · · 0 0
0
...
...
0
0
n
...
...
2
1
xρ(n)
...
...
xρ(2)
xρ(1)
x1 · · · · · · xn−1 xn
(6.7.15)
The partition function on the left has no colours flowing through it at all, since only 0 states enter
and exit; accordingly, it factorizes into a product of the vertices (2.1.2), and has weight 1. The
remaining partition function is precisely Zσρ˜ (xn, . . . , x1) (note that the list of variables is reversed).

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CHAPTER 7
Monomial expansions: degenerations of nested Bethe vectors
The nested Bethe Ansatz is a generalization of the standard algebraic Bethe Ansatz to the
setting of higher-rank spin-chains. Just as in the case of the XXZ spin-12 Heisenberg chain (based
on Uq(ŝl2)), one of the primary goals in the Uq(ŝln+1) Heisenberg spin-chain is to diagonalize the
transfer matrix of the model. This is done in three basic steps: 1. Identifying a family of monodromy
matrix operators which satisfy the Yang–Baxter algebra; 2. Constructing states within the physical
space of the model, called Bethe vectors, which are obtained via the action of the monodromy
matrix operators on a highest weight vector; 3. Proving that the Bethe vectors thus constructed
are genuine eigenstates of the transfer matrix. This is done by means of the commutation relations
of the Yang–Baxter algebra, and by assuming that certain variables which parametrize the Bethe
vectors satisfy the Bethe equations.
The goal of this chapter is to study the basic combinatorial structure of the nested Bethe
vectors, and to give explicit symmetrization formulae for their components, the wavefunctions.
Our motivation is to show that the non-symmetric spin Hall–Littlewood functions (3.4.4) can be
recovered as a reduction of certain specific wavefunctions. While interesting in its own right, we also
inherit from this correspondence an explicit symmetrization-type identity for the functions fµ. Our
approach is somewhat tangential to the usual nested Bethe Ansatz, since we neither make reference
to the transfer matrix of the Uq(ŝln+1) spin-chain, nor to the Bethe equations.
For more information on the nested Bethe Ansatz and the algebraic structure of the Bethe
vectors, we refer the reader to [BR08, TV13].
7.1. Bethe vector blocks
We begin by introducing certain partition functions in the model (2.1.8) which we refer to as
blocks. These partition functions are used in the construction of the components of the nested
Bethe vectors. In what follows we fix n + 1 nonnegative integers {N0, N1, . . . , Nn} which satisfy
N0 > N1 > · · · > Nn, and n + 1 sets of complex variables {x(0), x(1), . . . , x(n)} with cardinalities
given by |x(i)| = Ni. For all 0 6 i 6 n− 1, the block Z(i) is defined as follows:
Z(i)
(
x(i)/x(i+1); k(i+1), k(i)
)
:=
k
(i)
Ni· · ·· · ·k(i)1
x
(i+1)
Ni+1
→ k(i+1)Ni+1
...
...
x
(i+1)
1 → k(i+1)1
x
(i)
Ni
↑
i· · ·· · ·
x
(i)
1
↑
i
i
...
...
i
(7.1.1)
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where the vectors k(j) =
(
k
(j)
1 , . . . , k
(j)
Nj
)
, j ∈ {0, 1, . . . , n} label the states at the left and top edges
of the lattice, and it is assumed that
k(j)a ∈ {j, j + 1, . . . , n}, ∀ 1 6 a 6 Nj . (7.1.2)
The a-th horizontal line (counted from the top) carries the rapidity x(i+1)a , while the b-th vertical
line (counted from the left) comes with rapidity x(i)b . The spectral parameter assigned to the vertex
at the intersection of the a-th horizontal and b-th vertical line is assumed to be x(i)b /x
(i+1)
a .
Let us introduce a further set of indices m(j)i with i, j ∈ {0, 1, . . . , n}, which are the colour
multiplicities of the vector k(j):
m
(j)
i = #{a : k(j)a = i}.
In view of the restriction (7.1.2) we clearly have m(j)i = 0 for all i < j, while colour-conservation
through the lattice (7.1.1) imposes the relations
m
(i)
i = Ni −Ni+1, m(j)i = m(j+1)i , i > j. (7.1.3)
The conditions (7.1.3) are necessary to ensure that the partition function (7.1.1) is non-vanishing.
Proposition 7.1.1. After setting x(i+1)a = x
(i)
a for all 1 6 a 6 Ni+1, the block Z(i) has the
following reductive property:
Z(i)
∣∣∣
x
(i+1)
1 =x
(i)
1
· · ·
∣∣∣
x
(i+1)
Ni+1
=x
(i)
Ni+1
=
Ni+1∏
a=1
(
1
k
(i)
a =k
(i+1)
a
) ∏
Ni+1<b6Ni
(
1
k
(i)
b =i
)
. (7.1.4)
Proof. We shall again employ the “splitting” property of an R-vertex when its spectral param-
eter is set to 1. Making use of (6.7.13) in the definition (7.1.1) of Z(i), we see that
Z(i)
∣∣∣
x
(i+1)
1 =x
(i)
1
· · ·
∣∣∣
x
(i+1)
Ni+1
=x
(i)
Ni+1
=
k
(i)
Ni· · ·· · ·k(i)1
x
(i)
Ni+1
→ k(i+1)Ni+1
...
...
x
(i)
1 → k(i+1)1
x
(i)
Ni
↑
i· · ·· · ·
x
(i)
1
↑
i
i
...
...
i
(7.1.5)
where the vertex splitting happens at each of the Ni+1 locations where horizontal and vertical
rapidities coincide. Now by successive applications of the unitarity relation (2.1.5) of the model, it
is easy to see that all lines which form the shape can be dissociated entirely from lines with the
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shape . The partition function (7.1.5) can thus be factorized into two pieces:
Z(i)
∣∣∣
x
(i+1)
1 =x
(i)
1
· · ·
∣∣∣
x
(i+1)
Ni+1
=x
(i)
Ni+1
=
×
Ni+1<b6Ni︷︸︸︷
k
(i)
b
k
(i)
Ni+1· · ·k(i)1
k
(i+1)
Ni+1
...
...
k
(i+1)
1
x
(i)
Ni
↑
i· · ·· · ·
x
(i)
1
↑
i
i
...
...
i
The first of these pieces just enforces the condition that k(i)a = k
(i+1)
a for all 1 6 a 6 Ni+1, while the
second piece is a partition function whose incoming states are all equal to i. By colour conservation
arguments, this constrains all outgoing states of the second lattice to be equal to i, and the resulting
partition function is frozen into a product of vertices (2.1.2) of weight 1. Collecting all of these facts
together, we recover the right hand side of (7.1.4).

7.2. Bethe vector components
In this section we give the generic form of the nested Bethe vectors of the Uq(ŝln+1) Heisenberg
spin-chain of length N0. They depend on n sets of “auxiliary” rapidities {x(1), . . . , x(n)}, with
cardinalities |x(i)| = Ni, as well as on a set of “quantum” or “inhomogeneity” parameters x(0) ≡
(y1, . . . , yN0). Fixing a vector of nonnegative integers k(0) =
(
k
(0)
1 , . . . , k
(0)
N0
)
∈ {0, 1, . . . , n}N0 , the
components of the nested Bethe vectors are given by
Ψ
(
x(1), . . . , x(n); k(0)
)
=
∑
k(1)
· · ·
∑
k(n)
Z(n−1)
(
x(n−1)/x(n); k(n), k(n−1)
)
· · ·Z(1)
(
x(1)/x(2); k(2), k(1)
)
Z(0)
(
x(0)/x(1); k(1), k(0)
)
(7.2.1)
where the summation is over vectors k(i) ∈ {i, i+1, . . . , n}Ni , and each block Z(i) is given by (7.1.1).
Note that the final sum over k(n) is in fact trivial: in view of the restriction (7.1.2) placed on the
elements of the vectors k(i), one sees that k(n) = (n, . . . , n) necessarily. Furthermore, by virtue of
the restrictions (7.1.3) one finds that the colour multiplicities of the vectors k(0), k(1), . . . , k(n−1) are
completely determined, and in particular one has
m
(0)
i = Ni −Ni+1, i ∈ {0, 1, . . . , n}. (7.2.2)
It is easy to translate the expression (7.2.1) into graphical form. Indeed, by replacing each block
Z(i) appearing in (7.2.1) by its partition function representation (7.1.1), we arrive at a picture of
the type shown in Figure 1.
90
0
k
(1)
1
1
0k
(1)
2
1
0k
(1)
3
1
0
k
(1)
4
1
1k
(2)
1
2
1k
(2)
2
2
1
k
(2)
3
2
23
23
k
(0)
1
0
k
(0)
2
0
k
(0)
3
0
k
(0)
4
0
k
(0)
5
0
Figure 1. The graphical form of the Bethe vectors in the case n = 3. Here the
set cardinalities are chosen to be (N0, N1, N2, N3) = (5, 4, 3, 2). The vector k(0)
selects the components of the Bethe vector, and in this case has colour multiplicities
m(0) = m(1) = m(2) = 1, m(3) = 2. The vectors k(1) and k(2) are situated on internal
edges, and are summed over all possible values.
7.3. Symmetrization formula for the Bethe vector components
In models solvable by the coordinate Bethe Ansatz, it is well known that the components of
Bethe vectors can be written explicitly in terms of summations over the symmetric group. The goal
of this section will be to write down such a symmetrization formula for the Bethe vector components
(7.2.1). We begin with some auxiliary definitions.
Definition 7.3.1. Let k(0) =
(
k
(0)
1 , . . . , k
(0)
N0
)
be a vector of integers labelling the components
of a Bethe vector (7.2.1), with colour multiplicities m(0)i = Ni−Ni+1 for all i ∈ {0, 1, . . . , n}. Define
a series of subvectors p(i) =
(
p
(i)
1 , . . . , p
(i)
Ni
)
, obtained from k(0) by deleting all elements k(0)b < i.
By agreement, we take p(0) ≡ k(0). For all 1 6 i 6 n, we introduce ordered coordinate sets
a(i) =
{
a
(i)
1 < · · · < a(i)Ni
}
given by
a(i) = {b : p(i−1)b > i}. (7.3.1)
Example 7.3.2. Let (N0, N1, N2, N3) = (5, 4, 3, 1) and k(0) = (2, 1, 3, 0, 2). In this case we have
p(0) = (2, 1, 3, 0, 2), p(1) = (2, 1, 3, 2), p(2) = (2, 3, 2),
and accordingly, the coordinate sets are given by
a(1) = {1, 2, 3, 5}, a(2) = {1, 3, 4}, a(3) = {2}.
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Definition 7.3.3 (Single particle wavefunction). Let M > 1 be a positive integer. Fix an-
other integer a ∈ {1, . . . ,M} and a set of variables (y1, . . . , yM ). We introduce a single particle
wavefunction as follows:
ψa (x; y1, . . . , yM ) =
(1− q)ya
x− qya
a−1∏
j=1
(
x− yj
x− qyj
)
. (7.3.2)
We also define a multivariate extension of this. For any set of integers {a1, . . . , am} such that
1 6 a1 < · · · < am 6M , and two sets of variables (x1, . . . , xm) and (y1, . . . , yM ), we write
ψ{a1,...,am} (x1, . . . , xm; y1, . . . , yM ) =
m∏
i=1
ψai (xi; y1, . . . , yM ) =
m∏
i=1
(1− q)yai
xi − qyai
ai−1∏
j=1
(
xi − yj
xi − qyj
) .
(7.3.3)
Theorem 7.3.4. Fix a vector of integers k(0) =
(
k
(0)
1 , . . . , k
(0)
N0
)
∈ {0, 1, . . . , n}N0 and asso-
ciate to it coordinate sets a(1), . . . , a(n), in the same way as in Definition 7.3.1. The Bethe vector
components (7.2.1) are given by the explicit formula
Ψ
(
x(1), . . . , x(n); k(0)
)
=
∑
σ(1)∈SN1
· · ·
∑
σ(n)∈SNn
σ(1) · · ·σ(n) ·
 n∏
b=1
ψ{
a
(b)
1 ,...,a
(b)
Nb
} (x(b)1 , . . . , x(b)Nb ;x(b−1)1 , . . . , x(b−1)Nb−1 ) ∏
16i<j6Nb
qx
(b)
i − x(b)j
x
(b)
i − x(b)j
 , (7.3.4)
where the permutation σ(b) is understood to act on the set of variables x(b); i.e., one has
σ(b) · h
(
x
(b)
1 , . . . , x
(b)
Nb
)
= h
(
x
(b)
σ(b)(1)
, . . . , x
(b)
σ(b)(Nb)
)
,
where h denotes an arbitrary function.
Proof. We will not give the full details of this proof, as it is rather technical, and instead
sketch the basic method behind it. The three essential ideas are: 1. The assumption that the
formula holds in the rank-(n − 1) case, for some n > 2; 2. Recursion relations that explicitly
relate Ψ
(
x(1), . . . , x(n); p(0)
)
and Ψ
(
x(2), . . . , x(n); p(1) − 1) via a sequence of interpolating points in
the variables x(0), where p(1) − 1 ≡
(
p
(1)
1 − 1, . . . , p(1)N1 − 1
)
; 3. Showing that (7.3.4) satisfies these
recursion relations, thus establishing the formula for rank-n, and in general, by induction on n.
Let us say a few words about each of these. When n = 1, equation (7.3.4) becomes
Ψ
(
x(1); k(0)
)
=
∑
σ(1)∈SN1
σ(1)·
ψ{
a
(1)
1 ,...,a
(1)
N1
} (x(1)1 , . . . , x(1)N1 ;x(0)1 , . . . , x(0)N0) ∏
16i<j6N1
qx
(1)
i − x(1)j
x
(1)
i − x(1)j

where N0 > N1 and a(1)1 < · · · < a(1)N1 are the coordinates of ones in the vector k(0) ∈ {0, 1}N0 .
This is a classical Bethe Ansatz formula for the rank-1 wavefunctions; there are many references to
such an expression in the literature, but we note that in our present conventions it can be recovered
from [BP16, Equations (4.22), (4.23)] under the identifications M = N1, µM−i+1 = a
(1)
i − 1,
uM−i+1 = x
(1)
i , ξk = q
−1/2/x(0)k+1, sk = q
−1/2. Hence the assumption 1 is indeed valid.
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As far as 2 is concerned, the strategy is to start from (7.2.1) and begin setting the variables x(0)
a
(1)
i
to appropriate values. To ease notation in what follows, let us write ui := x
(0)
a
(1)
i
for each 1 6 i 6 N1.
We set up the following chain of progressively specialized functions:
Υ0 := Ψ
(
x(1), . . . , x(n); k(0)
)
, Υi := Υi−1
∣∣∣
ui=x
(1)
i
for all 1 6 i 6 N1. (7.3.5)
These functions have the following properties, which descend from the definition (7.2.1) of the Bethe
vector components:
(a) For all 1 6 i 6 N1, the quantity
N1∏
`=i
(
x
(1)
` − qui
)
·Υi−1 (7.3.6)
is a polynomial in ui of degree 6 N1 − i+ 1, and has symmetric dependence on
(
x
(1)
i , . . . , x
(1)
N1
)
;
(b) In addition to the recursion (7.3.5), one has the vanishing property
Υi−1
∣∣∣
ui=0
= 0, ∀ 1 6 i 6 N1; (7.3.7)
(c) After specializing all variables ui, the block Z(0) is eliminated from (7.2.1) and one recovers a
rank-(n− 1) quantity. More specifically, there holds
ΥN1 =
N0∏
j 6∈a(1)
N1∏
i=βj+1
x
(1)
i − x(0)j
x
(1)
i − qx(0)j
∑
k(2)
· · ·
∑
k(n)
Z(n−1)
(
x(n−1)/x(n); k(n), k(n−1)
)
× · · ·Z(1)
(
x(1)/x(2); k(2), p(1)
)
, (7.3.8)
where we have defined βj = #{i : a(1)i < j} and with the summation taken over all vectors
k(i) ∈ {i, i+ 1, . . . , n}Ni , as previously. Now by shifting the entries of all vectors p(1), k(i) down by
1 (which leaves (7.3.8) invariant), we obtain the relation
ΥN1 =
N0∏
j 6∈a(1)
N1∏
i=βj+1
x
(1)
i − x(0)j
x
(1)
i − qx(0)j
·Ψ
(
x(2), . . . , x(n); p(1) − 1
)
, (7.3.9)
where dependence on the alphabet x(1) is now implicit in the right hand side.
The properties (a), (b) and (c) uniquely characterize Ψ
(
x(1), . . . , x(n); k(0)
)
, assuming that
Ψ
(
x(2), . . . , x(n); p(1) − 1) is already known. This can be seen by induction on the index i in Υi.
Using (7.3.9) as the basis for this induction, we may assume that Υi is already uniquely determined
for some 1 6 i 6 N1. Then the renormalized version (7.3.6) of Υi−1 is a polynomial in ui of degree
6 N1 − i + 1, and invoking its symmetry in
(
x
(1)
i , . . . , x
(1)
N1
)
, together with (7.3.5) and (7.3.7), we
know its value at N1−i+2 points. Hence, Υi−1 is also uniquely determined. This argument extends
all the way to Υ0, by induction on i.
Finally, it is not difficult to deal with item 3, since the explicit formula (7.3.4) can be readily
degenerated as in (7.3.5), while respecting the properties (a), (b) and (c).

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7.4. Degenerations
In this section we will show how the pre-fused functions (3.6.1) introduced in Section 3.6 can be
recovered as reductions of the Bethe vector components (7.2.1). Following the language of Section
7.1, we will take the top cardinality N0 to be unbounded (this corresponds with the fact that the
lattice used to construct Fµ is unbounded in the horizontal direction), and group the resulting semi-
infinite block Z(0) into bundles with cardinalities Ji, i > 0. The alphabet x(0) will be identified with
the union Y = y(0) ∪ y(1) ∪ y(2) ∪ · · · , where y(i) =
(
y
(i)
1 , . . . , y
(i)
Ji
)
is the set of variables associated
with the i-th bundle of the lattice, in exactly the same way as in Section 3.6.
For the remaining cardinalities, we shall make the choice Ni = n− i+ 1, 1 6 i 6 n. By (7.2.2)
this constrains the colour multiplicities of k(0) to be m(0)i = 1 for all 1 6 i 6 n, and accordingly,
each colour i appears exactly once along the top boundary of Z(0). These exiting colours will be
assumed to be ordered in increasing fashion within each bundle of the lattice, following the same
prescription as in Section 3.6.
Proposition 7.4.1. Let Ψ(x(1), . . . , x(n); k(0)) be the function (7.2.1) with N0 unbounded, Ni =
n − i + 1 for all 1 6 i 6 n and x(0) = Y , as above. Fix a composition µ and following the same
rules as in Section 3.6, associate to it a collection of sets {A(0),A(1), . . . }, where i ∈ A(µi) for
all 1 6 i 6 n, |A(j)| = Jj and each set A(j) is in increasing order. Let Fµ(x1, . . . , xn;Y ) be the
pre-fused function (3.6.1). We will consider the specialization of variables
x
(1)
j = · · · = x(n−j+1)j = xj , 1 6 j 6 n, (7.4.1)
which sends each of the n(n + 1)/2 variables x(i)j to a member of the alphabet (x1, . . . , xn), and
denote it by τ . We claim that
Ψ
(
x(1), . . . , x(n); k(0) = A(0) ∪ A(1) ∪ · · ·
) ∣∣∣
τ
= Fµ(xn, . . . , x1;Y ), (7.4.2)
where we note that the alphabet appearing in Fµ is reversed.
Proof. The reduction (7.4.2) has a natural graphical interpretation; see Figure 2.1
The proof makes repeated use of the reductive property (7.1.4), applied to the formula (7.2.1).
Indeed, one can see that the specialization (7.4.1) achieves the aim of identifying horizontal and
vertical rapidities within each of the blocks Z(1), . . . , Z(n−1) present in (7.2.1), meaning that each
block reduces according to (7.1.4). We thus read the equation
Ψ
(
x(1), . . . , x(n); k(0)
) ∣∣∣
τ
=
∑
k(1)
· · ·
∑
k(n)
n−1∏
i=1
(
1
k
(i)
n−i+1=i
) n−i∏
a=1
(
1
k
(i)
a =k
(i+1)
a
)
Z(0)
(
Y/x(1); k(1), k(0)
)
,
(7.4.3)
which takes an even simpler form than the reduction (7.1.4) in view of the fact that Ni = n−i+1 for
all 1 6 i 6 n, and where we have used the fact that x(0) = Y . All of the sums present in (7.4.3) now
trivialize: k(n) =
(
k
(n)
1
)
= (n) by agreement, and the indicator functions ensure that the remaining
vectors k(i) are also uniquely determined as k(i) =
(
k
(i)
1 , k
(i)
2 , . . . , k
(i)
n−i+1
)
= (n, n− 1, . . . , i), for all
1 6 i 6 n. One therefore recovers the result
Ψ
(
x(1), . . . , x(n); k(0)
) ∣∣∣
τ
= Z(0)
(
Y/x(1); (n, . . . , 1), k(0)
)
. (7.4.4)
1Note that the reduction (7.4.2) is different from that described in the proof of Theorem 7.3.4. The former
proceeds by eliminating the blocks Z(n−1), . . . , Z(1) in that order; the latter eliminates the blocks in the opposite
order.
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03
1
02
1
01
1
13
2
12
2
23
k
(0)
1
0
k
(0)
2
0
k
(0)
3
0
k
(0)
4
0
k
(0)
5
0
Figure 2. The graphical interpretation of the reduction (7.4.2), in the case n = 3.
Specializing rapidities according to (7.4.1) causes vertex splitting at n(n−1)/2 points;
these splittings are sufficient to freeze the configurations of all blocks Z(1), . . . , Z(n−1),
and we recover equation (7.4.4).
Finally, noting that x(1)j = xj for all 1 6 j 6 n, after choosing k(0) = A(0) ∪ A(1) ∪ · · · the block
Z(0) on the right hand side of (7.4.4) has precisely the form of Fµ(xn, . . . , x1;Y ). 
7.5. Symmetrization formula for fµ
Equipped with the results (7.3.4) and (7.4.2), we are now in the position to obtain a symmetriza-
tion formula for the non-symmetric spin Hall–Littlewood functions. All that is needed for this is to
perform the required principal specializations and analytic continuation, as described in Theorem
3.6.2, of equation (7.4.2).
Theorem 7.5.1. Fix a composition µ = (µ1, . . . , µn) and let δ = (δ1 6 · · · 6 δn) be its anti-
dominant reordering. Associate to this a vector γ(µ), where
γ(µ) = (γ1, γ2, . . . , γn) = wµ · (1, 2, . . . , n),
with wµ ∈ Sn the minimal-length permutation such that wµ · µ = δ. Let us define, further, the
vectors
p(1) = γ(µ), p(i+1) = p(i)\{i}, 1 6 i 6 n− 1,
as well as n− 1 strictly increasing integer sequences a(2), . . . , a(n), given by (7.3.1). Then the non-
symmetric spin Hall–Littlewood functions are given by the sum formula
fµ(xn, . . . , x1) =
∑
σ(1)∈Sn
· · ·
∑
σ(n−1)∈S2
fδ
(
xσ(1)(1), . . . , xσ(1)(n)
) ∏
16i<j6n
qxσ(1)(i) − xσ(1)(j)
xσ(1)(i) − xσ(1)(j)
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×
n∏
b=2
ψ{
a
(b)
1 ,...,a
(b)
n−b+1
}(σ(b)·(x1, . . . , xn−b+1);σ(b−1)·(x1, . . . , xn−b+2)) ∏
16i<j6n−b+1
qxσ(b)(i) − xσ(b)(j)
xσ(b)(i) − xσ(b)(j)
,
(7.5.1)
where by agreement σ(n) denotes the trivial permutation σ(n) = (1) ∈ S1.
Proof. We will make the specializations y(i)j = sq
Ji−j , together with analytic continuation
qJi 7→ s−2, of equation (7.4.2). By virtue of (3.6.4), we know that this converts the right hand side
of (7.4.2) to
(−s)|µ|(1− q)n∏
k>0(s
−2; q−1)mk
fµ(xn, . . . , x1), mk ≡ mk(µ),
which is our desired final form, up to overall normalization.
Let us now investigate what happens to the left hand side of (7.4.2). We begin with the generic
expression (7.3.4) with Ni = n− i+ 1 and separate the b = 1 case of the product in the summand
from the 2 6 b 6 n cases, yielding
Ψ
(
x(1), . . . , x(n);A(0) ∪ A(1) ∪ · · ·
) ∣∣∣
τ
=
∑
σ(1)∈Sn
· · ·
∑
σ(n−1)∈S2
ψ{
a
(1)
1 ,...,a
(1)
n
}(σ(1) · (x1, . . . , xn);Y ) ∏
16i<j6n
qxσ(1)(i) − xσ(1)(j)
xσ(1)(i) − xσ(1)(j)
×
n∏
b=2
ψ{
a
(b)
1 ,...,a
(b)
n−b+1
}(σ(b)·(x1, . . . , xn−b+1);σ(b−1)·(x1, . . . , xn−b+2)) ∏
16i<j6n−b+1
qxσ(b)(i) − xσ(b)(j)
xσ(b)(i) − xσ(b)(j)
.
(7.5.2)
All dependence on the alphabet Y =
(
y
(0)
1 , . . . , y
(0)
J0
)
∪
(
y
(1)
1 , . . . , y
(1)
J1
)
∪ · · · enters via the function
ψ{a(1)1 ,...,a(1)n }
, and accordingly it is this function that we need to study in order to perform the
required principal specializations and analytic continuation. We lighten the notation slightly, by
writing {a(1)1 , . . . , a(1)n } ≡ {a1, . . . , an} in everything that follows below.
Analyzing the single particle wavefunction (7.3.2), assuming that a = J0 + J1 + · · ·+ Jk−1 +K
with 1 6 K 6 Jk (so that the coordinate a corresponds with the K-th element of the k-th bundle),
we have
ψa(x;Y ) =
k−1∏
i=0
Ji∏
j=1
(
x− y(i)j
x− qy(i)j
)
·
K−1∏
j=1
(
x− y(k)j
x− qy(k)j
)
(1− q)y(k)K
x− qy(k)K
. (7.5.3)
Taking the principal specializations (3.6.3), this turns into
ψa(x;Y )
∣∣∣
y
(i)
j 7→sqJi−j
=
k−1∏
i=0
Ji∏
j=1
(
x− sqJi−j
x− sqJi−j+1
)
·
K−1∏
j=1
(
x− sqJk−j
x− sqJk−j+1
)
(1− q)sqJk−K
x− sqJk−K+1 ,
=
k−1∏
i=0
(
x− s
x− sqJi
)
· (1− q)sq
Jk−K
x− sqJk .
More generally, in the case of the n-variable extension (7.3.3) of (7.3.2), we have
ψ{a1,...,an}(x1, . . . , xn;Y )
∣∣∣
y
(i)
j 7→sqJi−j
=
n∏
j=1
δj−1∏
i=0
(
xj − s
xj − sqJi
)
· (1− q)sq
Jδj−Kj
xj − sqJδj
 ,
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where we assume that aj = J0 + J1 + · · · + Jδj−1 + Kj with 1 6 Kj 6 Jδj , for each 1 6 j 6 n.
If we assume that when several of the coordinates aj are members of the same bundle they must
be situated as far right as possible within that bundle, we can simplify the previous expression as
follows:
ψ{a1,...,an}(x1, . . . , xn;Y )
∣∣∣
y
(i)
j 7→sqJi−j
= (1− q)nsn
∏
k>0
qmk(δ)(mk(δ)−1)/2
n∏
j=1
δj−1∏
i=0
(
xj − s
xj − sqJi
)
· 1
xj − sqJδj
 ,
where mk(δ) denotes, as usual, the multiplicity of part k within the anti-dominant composition
(δ1 6 · · · 6 δn). Finally we analytically continue in the variables qJi , sending qJi 7→ s−2 for all
i > 0, which results in the equation
ψ{a1,...,an}(x1, . . . , xn;Y )
∣∣∣
y
(i)
j 7→sqJi−j
∣∣∣
qJi 7→s−2
= (−1)|δ|+n(1− q)ns|δ|+2n
∏
k>0
qmk(δ)(mk(δ)−1)/2
n∏
j=1
(
xj − s
1− sxj
)δj 1
1− sxj ,
or in terms of the function (5.1.1),
ψ{a1,...,an}(x1, . . . , xn;Y )
∣∣∣
y
(i)
j 7→sqJi−j
∣∣∣
qJi 7→s−2
= (−1)|δ|+n(1− q)ns|δ|+2n
∏
k>0
qmk(δ)(mk(δ)−1)/2
fδ(x1, . . . , xn)∏
k>0(s
2; q)mk(δ)
= (1− q)n(−s)|δ| fδ(x1, . . . , xn)∏
k>0(s
−2; q−1)mk(δ)
.
Substituting this result into (7.5.2) leads to the desired formula (7.5.1), after cancelling off spurious
normalization factors.

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CHAPTER 8
Orthogonality
8.1. Scalar product
We begin by introducing the scalar product used in the statement of our orthogonality results.
Definition 8.1.1 (Admissible contours). Let {C1, . . . , Cn} be a collection of contours in the
complex plane, and fix two complex parameters q, s ∈ C. We say that the set {C1, . . . , Cn} is
admissible with respect to (q, s) if the following conditions are met:
• The contours {C1, . . . , Cn} are closed, positively oriented and pairwise non-intersecting.
• The contours Ci and q · Ci are both contained within contour Ci+1 for all 1 6 i 6 n − 1,
where q · Ci denotes the image of Ci under multiplication by q.
• All contours surround the point s.
An illustration of such admissible contours is given in Figure 1.
In all the cases below where we integrate rational functions over {C1, . . . , Cn}, the integrals can
also be computed as sums of residues of the integrand inside the contours. Such sums also make
sense for values of parameters that prevent admissible contours existing, and thus the integrals could
also be defined via the residue sums. Therefore, in what follows we tacitly assume that we perform
such a replacement should the admissible contours not exist.
Definition 8.1.2 (Scalar product). Let Ψ : Cn → C and Φ : Cn → C be arbitrary functions in
n complex variables (x1, . . . , xn), and let q, s ∈ C be two fixed complex parameters. We introduce
0
CnC2C1
• • •
•
s sq
· · ·
sqn−1
Figure 1. Admissible contours {C1, . . . , Cn} with respect to (q, s).
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a scalar product (with the usual notation x¯i = x−1i )
〈Ψ,Φ〉q,s :=
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
Ψ(x¯1, . . . , x¯n)Φ(x1, . . . , xn),
(8.1.1)
where the set of integration contours {C1, . . . , Cn} is admissible with respect to (q, s).
One of the key properties of the scalar product (8.1.1) is that it renders the Hecke generators
(5.2.3) and their reversed-variable versions (5.9.1) adjoint to each other:
Proposition 8.1.3. Let Ψ(x1, . . . , xn) and Φ(x1, . . . , xn) be two rational functions which are
non-singular at the values qxi = xj for all i 6= j. There holds
〈Tk ·Ψ,Φ〉q,s = 〈Ψ, T˜k · Φ〉q,s, ∀ 1 6 k 6 n− 1, (8.1.2)
where Tk and T˜k are Hecke generators given by (5.2.3) and (5.9.1), respectively.
Proof. Begin with the left hand side of (8.1.2), writing explicitly the action of Tk:
〈Tk ·Ψ,Φ〉q,s =
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
×
[
(q − 1)x¯k
x¯k − x¯k+1 Ψ(x¯1, . . . , x¯n) +
x¯k − qx¯k+1
x¯k − x¯k+1 Ψ(x¯1, . . . , x¯k+1, x¯k, . . . , x¯n)
]
Φ(x1, . . . , xn). (8.1.3)
Opening the brackets inside the integrand, we write this as a sum of two integrals:
〈Tk ·Ψ,Φ〉q,s = I1(k) + I2(k),
where we have defined
I1(k) =
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
×
∏
16i<j6n
(
xj − xi
xj − qxi
)
Ψ(x¯1, . . . , x¯n)
[
(q − 1)xk+1
xk+1 − xk
]
Φ(x1, . . . , xn),
I2(k) =
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
×
∏
16i<j6n
(
xj − xi
xj − qxi
)
Ψ(x¯1, . . . , x¯k+1, x¯k, . . . , x¯n)
[
xk+1 − qxk
xk+1 − xk
]
Φ(x1, . . . , xn).
Because of the presence of its extra rational factor, the integrand of I2(k) is clearly non-singular
at qxk = xk+1. This means that we can freely move the contours Ck and Ck+1 past each other,
without crossing any singularities. Interchanging these contours and relabelling Ck ↔ Ck+1, as well
as xk ↔ xk+1, we find that
I2(k) =
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
×
∏
16i<j6n
(
xj − xi
xj − qxi
)
Ψ(x¯1, . . . , x¯n)
[
xk+1 − qxk
xk+1 − xk
]
Φ(x1, . . . , xk+1, xk, . . . , xn).
Now we recombine I1(k) and I2(k) to a single integral, yielding
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〈Tk ·Ψ,Φ〉q,s =
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
Ψ(x¯1, . . . , x¯n)
×
[
(q − 1)xk+1
xk+1 − xk Φ(x1, . . . , xn) +
xk+1 − qxk
xk+1 − xk Φ(x1, . . . , xk+1, xk, . . . , xn)
]
. (8.1.4)
The term in brackets within the integrand is nothing but the expanded form of T˜k · Φ(x1, . . . , xn);
it follows that the right hand side of (8.1.4) is equal to 〈Ψ, T˜k · Φ〉q,s, completing the proof. 
8.2. Orthogonality of fµ and g∗ν
The main result of this chapter follows below. We prove that the functions fµ and g∗ν are
orthonormal with respect to the scalar product of Definition 8.1.2. This result extends a previ-
ously known orthogonality statement on the non-symmetric Hall–Littlewood polynomials [Che95a,
MN98] to arbitrary values of the spin parameter s.
Theorem 8.2.1. Let µ = (µ1, . . . , µn) and ν = (ν1, . . . , νn) be two compositions. We have the
following orthonormality of non-symmetric spin Hall–Littlewood functions:
〈fµ, g∗ν〉q,s = 1µ=ν , (8.2.1)
or more explicitly,(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
fµ(x¯1, . . . , x¯n)g
∗
ν(x1, . . . , xn) = 1µ=ν . (8.2.2)
Proof. The proof of (8.2.2) is in three stages. The first (and most difficult) stage is a direct
proof of (8.2.2) in the case µ = δ = (δ1 6 · · · 6 δn), with ν 6= δ but otherwise arbitrary, when the
integral must vanish. The second stage is the proof of (8.2.2) in the case µ = ν = δ = (δ1 6 · · · 6 δn),
when the integral must produce the correct normalization. In the third stage, we use the results of
the first two steps to infer that (8.2.2) holds for general µ, ν.
Step 1: The case µ = δ, ν 6= δ.
We will attempt to compute 〈fδ, g∗ν〉q,s directly. We do this making use of two of our earlier
results; the explicit factorized form (5.1.1) of fδ, and the expansion (6.7.7) of g∗ν in terms of the
monomials (6.0.1). Substituting (5.1.1) and (6.7.7) into the scalar product (8.2.2), we obtain
Kδ · 〈fδ, g∗ν〉q,s =
∑
ρ∈Sn
∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)(
xρ(j) − qxρ(i)
xρ(j) − xρ(i)
)
× Zσρ˜ (xn, . . . , x1)ξδ(x¯1, . . . , x¯n)ξ(xρ(1), . . . , xρ(n)), (8.2.3)
with ρ˜(i) := n−ρ(i)+1 for all 1 6 i 6 n. Here we have collected all irrelevant multiplicative factors
into the constant
Kδ :=
(2pi
√−1)n∏
i>0(s
2; q)mi(δ)
,
and ν is expressed in terms of the unique anti-dominant composition  = (1 6 · · · 6 n) and
minimal-length permutation σ ∈ Sn such that
νn−i+1 = σ(i), ∀ 1 6 i 6 n.
Our strategy will be to show that every term in the sum over ρ ∈ Sn in (8.2.3) vanishes in its
own right, unless ν = δ. In order to achieve this, it is necessary to identify all potential poles in
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the integrand of (8.2.3). Recalling the structure (6.7.10) of the singularities in Zσρ˜ and using the
vanishing property (6.7.9), we see that
Kδ · 〈fδ, g∗ν〉q,s =
∑
ρ∈Sn:`(ρ˜)6`(σ)
∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)(
xρ(j) − qxρ(i)
xρ(j) − xρ(i)
)
×
∏
i<j:ρ(i)>ρ(j)
(
1
xρ(j) − qxρ(i)
)
Pσρ (x1, . . . , xn)ξδ(x¯1, . . . , x¯n)ξ(xρ(1), . . . , xρ(n)),
where Pσρ (x1, . . . , xn) is the polynomial specified at the end of Proposition 6.7.5, or after simple
rearrangement of the factors in the integrand,
Kδ · 〈fδ, g∗ν〉q,s =
∑
ρ∈Sn:`(ρ˜)6`(σ)
sgn(ρ)
∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
i<j:ρ(i)>ρ(j)
(
1
xρ(i) − qxρ(j)
)
× Pσρ (x1, . . . , xn)ξδ(x¯1, . . . , x¯n)ξ(xρ(1), . . . , xρ(n)). (8.2.4)
To proceed further, we need the following result:
Lemma 8.2.2. Let {C1, . . . , Cn} be a collection of integration contours as in Definition 8.1.1,
and fix two anti-dominant compositions δ, , as well as a permutation ρ ∈ Sn. In addition, let
P(x1, . . . , xn) be a polynomial in (x1, . . . , xn) of sufficiently small degree such that
lim
xa→∞
[
P(x1, . . . , xn)∏
i<j:ρ(i)>ρ(j)
(
xρ(i) − qxρ(j)
)] exists for all 1 6 a 6 n. (8.2.5)
We then have∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
P(x1, . . . , xn)∏
i<j:ρ(i)>ρ(j)
(
xρ(i) − qxρ(j)
)ξδ(x¯1, . . . , x¯n)ξ(xρ(1), . . . , xρ(n)) = 0, (8.2.6)
unless δ =  and ρ is chosen such that δρ(i) = δi for all 1 6 i 6 n.
Proof. This lemma has a similar flavour to analogous statements in [BCPS15a, BP15]. A
full proof requires a non-trivial combinatorial argument related to permutations, which can be found
in [BCPS15a]; for our purposes it will be sufficient to quote from that previous work.
To illustrate, let us begin by considering what happens to the integral (8.2.6) when ρ = id =
(1, . . . , n). In that case the product over i < j : ρ(i) > ρ(j) is empty and the polynomial P is
constrained, by its degree restrictions (8.2.5), to be a constant, so the integral reduces to the form∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
ξδ(x¯1, . . . , x¯n)ξ(x1, . . . , xn) =
∮
C1
dx1 · · ·
∮
Cn
dxn
n∏
i=1
(xi − s)i−δi−1
(1− sxi)i−δi+1 . (8.2.7)
This can be considered as n independent integrations; for i 6= j, we can freely deform the contours
Ci and Cj past each other, since there are no longer any cross-terms which are singular under such
exchanges. If for some 1 6 i 6 n one has i > δi, the integrand of (8.2.7) is non-singular at xi = s,
and shrinking Ci to that point, the integral vanishes. On the other hand if for the same i one has
i < δi, the integrand of (8.2.7) is non-singular at xi = s−1, and shrinking Ci to that point (noting
that the pole at infinity has zero residue1), the integral is again null. We conclude that (8.2.7) is
non-vanishing only if δ = .
The argument is similar for generic ρ: once again we would like to shrink each contour Ci to
surround either xi = s or xi = s−1, but this time we must be mindful of potential singularities
arising at the points xρ(a) = qxρ(b), a < b.
1Shrinking takes place on C ∪ {∞}, i.e., on the Riemann sphere.
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• Let us suppose that for some 1 6 a 6 n we have ρ(a) < min(ρ(a + 1), . . . , ρ(n)). Then
one can easily see that none of the factors (xρ(a) − qx1), . . . , (xρ(a) − qxρ(a)−1) are present
in the product
∏
i<j:ρ(i)>ρ(j)(xρ(i) − qxρ(j)). This means that the contour Cρ(a) can be
moved past the contours C1, . . . , Cρ(a)−1 without crossing any singularities, and shrunk to
the point xρ(a) = s. By similar reasoning as above, we then see that (8.2.6) vanishes unless
a 6 δρ(a).
• Alternatively, let us suppose that for some 1 6 b 6 n one has ρ(b) > max(ρ(1), . . . , ρ(b−1)).
Then none of the factors (xn − qxρ(b)), . . . , (xρ(b)+1 − qxρ(b)) are present in the product∏
i<j:ρ(i)>ρ(j)(xρ(i) − qxρ(j)). This allows the contour Cρ(b) to be moved past the contours
Cρ(b)+1, . . . , Cn without crossing any singularities2, and shrunk to the point xρ(b) = s−1.
The integration over xρ(b) can then be directly performed, and we conclude that (8.2.6)
vanishes unless b > δρ(b).
To summarize, we have shown that the integral in (8.2.6) vanishes unless δ,  and ρ ∈ Sn are chosen
such that
ρ(a) < min(ρ(a+ 1), . . . , ρ(n)) =⇒ a 6 δρ(a), ρ(b) > max(ρ(1), . . . , ρ(b− 1)) =⇒ b > δρ(b).
(8.2.8)
This boils the non-vanishing of (8.2.6) down to the purely combinatorial question of classifying
solutions of (8.2.8). It turns out that the only possible solutions of the constraints (8.2.8) are to
choose δ =  and ρ such that δρ(i) = δi, i.e., ρ must live in the following subgroup of Sn:
ρ ∈ Sm0(δ) ×Sm1(δ) × · · · ×Smδn (δ). (8.2.9)
The statement of this fact also appeared in [BP15, Section 7]; for its proof, we refer the reader to
[BCPS15a, Section 3]. This completes the proof of equation (8.2.6).

Applying the result of Lemma 8.2.2 to equation (8.2.4), we see that the right hand side vanishes
unless δ = . This tells us that ν must at the least be a permutation of the parts of δ. Further
to this, even when δ = , we require that δρ(i) = δi in order for the permutation ρ to contribute
to the sum (8.2.4). We now show that if ν 6= δ, there are no permutations ρ in the sum (8.2.4)
which satisfy this criterion. To do that, note that any permutation ρ in the subgroup (8.2.9) has
the length constraint
`(ρ) 6
δn∑
i=0
mi(δ)(mi(δ)− 1)/2, (8.2.10)
and accordingly, the length of the corresponding conjugated permutation ρ˜ must satisfy
`(ρ˜) > n(n− 1)/2−
δn∑
i=0
mi(δ)(mi(δ)− 1)/2 =
∑
06i<j6δn
mi(δ)mj(δ). (8.2.11)
On the other hand, given that σ is the minimal permutation such that νn−i+1 = δσ(i), an upper
bound (worst case scenario) on the length of σ is determined by considering the case ν = δ, when
δn−i+1 = δσ(i) for all 1 6 i 6 n. From this, we see that
`(σ) 6
∑
06i<j6δn
mi(δ)mj(δ). (8.2.12)
2It is straightforward to check that the pole at infinity again has zero residue, which is ensured by the existence
of the limits (8.2.5).
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Using the inequalities (8.2.11) and (8.2.12), we see that the only permutations ρ and σ which respect
the constraint `(ρ˜) 6 `(σ) of the sum (8.2.4) are the maximal possible ones; ρ being the longest
element in (8.2.9) and σ the shortest permutation which arranges δ in decreasing order. However,
this case coincides precisely with the case ν = δ. We conclude, finally, that
〈fδ, g∗ν〉q,s = 0, δ = (δ1 6 · · · 6 δn), ν 6= δ. (8.2.13)
Step 2: The case µ = ν = δ.
The next step of the proof is to fix the normalization of our scalar product (8.2.2), which we do
by computing 〈fδ, g∗δ 〉q,s. For this purpose we do not resort to the monomial expansion (6.7.7) of
g∗δ , but instead make use of the summation identity (4.3.3) of Mimachi–Noumi type. From (8.2.13),
we know that(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
fδ(x¯1, . . . , x¯n)g
∗
ν(x1, . . . , xn) = (1δ=ν)κδ(q, s),
(8.2.14)
for all compositions ν, with the constant κδ(q, s) as yet undetermined. Let us multiply (8.2.14) by
fν(y1, . . . , yn), where the variables (y¯1, . . . , y¯n) are assumed to lie outside of the integration contours,
and sum over all ν. Computing this sum using (4.3.3)3, we obtain the equation(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)(
1− qxiyj
1− xiyj
) n∏
i=1
(
1
1− xiyi
)
fδ(x¯1, . . . , x¯n)
= κδ(q, s)fδ(y1, . . . , yn), (8.2.15)
or replacing fδ by its factorized expression (5.1.1), one has more explicitly
κδ(q, s) =
n∏
i=1
(1− syi)δi+1
(yi − s)δi
×
(
1
2pi
√−1
)n ∮
C1
dx1 · · ·
∮
Cn
dxn
∏
16i<j6n
(
xj − xi
xj − qxi
)(
1− qxiyj
1− xiyj
) n∏
i=1
(1− sxi)δi
(1− xiyi)(xi − s)δi+1 .
(8.2.16)
Equation (8.2.16) can now be used to determine κδ(q, s). The integrals on the right hand side of
(8.2.16) can be easily computed, starting with the contour Cn and working towards C1. Indeed, we
can shrink the contour Cn (in the Riemann sphere) to surround the single pole at xn = y¯n (with
negative orientation); this works because the residue of the integrand at xn = ∞ is zero, and no
other potential singularities are crossed during the shrinking. Computing the residue at xn = y¯n
leads to a nice telescoping of the factors in the integrand; we obtain
κδ(q, s) =
n−1∏
i=1
(1− syi)δi+1
(yi − s)δi ·
(
1
2pi
√−1
)n−1 ∮
C1
dx1 · · ·
∮
Cn−1
dxn−1
×
∏
16i<j6n−1
(
xj − xi
xj − qxi
)(
1− qxiyj
1− xiyj
) n−1∏
i=1
(1− sxi)δi
(1− xiyi)(xi − s)δi+1 .
3The assumption that (y¯1, . . . , y¯n) lie outside of the integration contours is consistent with the convergence
criteria (4.3.2); hence the use of (4.3.3) is justified.
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The remaining integrals can then be computed sequentially in exactly the same way, leading to the
final result
κδ(q, s) = 1, for all δ = (δ1 6 · · · 6 δn).
We have thus shown that
〈fδ, g∗δ 〉q,s = 1, δ = (δ1 6 · · · 6 δn). (8.2.17)
Step 3: Generic µ, ν.
In the last stage of the proof, we combine the previously established facts (8.2.13) and (8.2.17),
together with the adjointness property (8.1.2) of the Hecke generators with respect to the scalar
product. Turning to the case of generic compositions µ, ν we write, as usual,
µi = δσ(i), ∀ 1 6 i 6 n, (8.2.18)
where δ is an anti-dominant composition and σ ∈ Sn is the minimal-length permutation for which
these relations are obeyed. Next, we use the recursive property (5.3.1) of the non-symmetric spin
Hall–Littlewood functions to write
〈fµ, g∗ν〉q,s = 〈Tσ · fδ, g∗ν〉q,s, (8.2.19)
where δ and σ are as given by (8.2.18), and Tσ = Ti`(σ) · · ·Ti1 is a product of Hecke generators
corresponding to a reduced-word decomposition of σ; see equations (5.5.3) and (5.5.4). Making use
of the adjointness relation (8.1.2), (8.2.19) becomes
〈fµ, g∗ν〉q,s = 〈fδ, T˜σ · g∗ν〉q,s, with T˜σ = T˜i1 · · · T˜i`(σ) . (8.2.20)
Hence we return to the situation where the first argument of the scalar product is fδ, when we know
how to compute it.
Now let P` denote the proposition that
〈fδ, T˜σ · g∗ν〉q,s = 1σ·δ=ν , (8.2.21)
where ` ≡ `(σ) is the length of the permutation appearing in (8.2.18). We have already shown that
P0 is true, by virtue of (8.2.13) and (8.2.17). When ` = 1, we have σ = si for some 1 6 i 6 n− 1,
and P1 becomes the statement that
〈fδ, T˜i · g∗ν〉q,s = 1si·δ=ν , δi < δi+1, (8.2.22)
where we can eliminate the possibility that δi = δi+1, since in that case δσ(i) = δi, contradicting the
minimality requirement of σ.
In order to prove (8.2.22), we derive three relations involving the action of Hecke generators T˜i
on g∗α, α ∈ Nn. Consider the recursion (5.8.2) with xj 7→ xn−j+1 for all 1 6 j 6 n, when it explicitly
reads (
1− xi+1 − qxi
xi+1 − xi (1− si)
)
g∗α(x1, . . . , xn) = g
∗
si·α(x1, . . . , xn), αi > αi+1. (8.2.23)
Recalling the definition (5.9.1) of T˜i and its inverse, we recognise (8.2.23) in the form
q · T˜−1i · g∗α(x1, . . . , xn) = g∗si·α(x1, . . . , xn), αi > αi+1,
or equivalently,
T˜i · g∗α(x1, . . . , xn) = q · g∗si·α(x1, . . . , xn), αi < αi+1. (8.2.24)
Equation (8.2.24) can be used to evaluate the action of T˜i on g∗α in the case αi < αi+1, however we
also need to know how to act in the cases αi = αi+1 and αi > αi+1. In the case αi = αi+1, g∗α is
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symmetric under the interchange of xi and xi+1. Acting by (1− si) will thus annihilate g∗α, and it
follows that
T˜i · g∗α(x1, . . . , xn) = q · g∗α(x1, . . . , xn), αi = αi+1. (8.2.25)
To deduce what happens in the case αi > αi+1, we act on (8.2.24) by a further application of
T˜i. The reversed Hecke generators (5.9.1) satisfy the same quadratic relation as the one stated in
(5.2.1): namely, (T˜i − q)(T˜i + 1) = 0. This allows us to compute
T˜ 2i · g∗α(x1, . . . , xn) = (q − 1)T˜i · g∗α(x1, . . . , xn) + q · g∗α(x1, . . . , xn) = q · T˜i · g∗si·α(x1, . . . , xn).
where αi < αi+1. Using once again (8.2.24) to calculate T˜i · g∗α, and relabelling αi ↔ αi+1, after
further simplification we obtain
T˜i · g∗α(x1, . . . , xn) = (q − 1)g∗α(x1, . . . , xn) + g∗si·α(x1, . . . , xn), αi > αi+1. (8.2.26)
Coming back to the proof of P1, we combine (8.2.24), (8.2.25) and (8.2.26) to write
T˜i · g∗ν =
 q · g
∗
si·ν , νi 6 νi+1,
(q − 1) · g∗ν + g∗si·ν , νi > νi+1.
(8.2.27)
Thanks to the validity ofP0, the only function which pairs non-trivially with fδ in the scalar product
(8.2.22) is g∗δ . Accordingly, we use (8.2.27) to compute
〈fδ, T˜i · g∗ν〉q,s = q · 1δ=si·ν · 1νi6νi+1 + (q − 1) · 1δ=ν · 1νi>νi+1 + 1δ=si·ν · 1νi>νi+1 . (8.2.28)
In the case νi 6 νi+1, si · ν can never equal δ, since the former is either not anti-dominant or has its
i-th and (i+ 1)-th parts equal, both of which are contradictory to our assumptions on δ. Similarly,
when νi > νi+1, ν cannot be equal to δ. The only possible non-zero outcome on the right hand side
of (8.2.28) is for νi > νi+1 and si · ν = δ, when we recover precisely (8.2.22).
The general case P` can be proved by induction on `, where the inductive step takes a very
similar form to the calculation laid out in (8.2.28).

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CHAPTER 9
Plancherel isomorphisms
The goal of this chapter is to develop a Plancherel theory based on the properties of the
non-symmetric spin Hall–Littlewood functions. Much of the material extends previous results
[BCPS15a, Bor17a, BP16, BP15], obtained in the context of the symmetric spin Hall–Littlewood
functions, to the non-symmetric setting.
Setting up this Plancherel theory involves finding a transform G that maps functions valued
on the discrete set Zn to functions of the continuous variables (x1, . . . , xn), as well as an inverse
transform F which pulls functions on (x1, . . . , xn) back to functions on Zn; we require that the two
maps compose as the identity. The tools which allow us to define such transforms are the summation
identity (4.3.3), the orthogonality relation (8.2.2), as well as a way of extending the definition of fµ
and gµ to compositions with negative parts (see Section 9.1).
9.1. Extending to compositions with negative parts
Proposition 9.1.1. Fix a positive integer k, and let kn = (k, . . . , k) be the composition with n
equal parts of size k. Then for any composition µ ∈ Nn, the non-symmetric spin Hall–Littlewood
functions satisfy the shift property
fµ+kn(x1, . . . , xn) =
n∏
i=1
(
xi − s
1− sxi
)k
fµ(x1, . . . , xn), (9.1.1)
g∗µ+kn(x1, . . . , xn) =
n∏
i=1
(
xi − s
1− sxi
)k
g∗µ(x1, . . . , xn). (9.1.2)
Proof. Let us take the partition function representation (3.4.5) of fµ(x1, . . . , xn), and shift all
parts of the composition µ by k. At the level of the partition function, this shifting corresponds
to translating the outgoing coordinates of all lattice paths right by k units. After performing this
operation, one sees that the k leftmost columns of the partition function are frozen to vertices of
the form i i
0
0
. Since these vertices have the Boltzmann weight (xi − s)/(1− sxi) (they occur
in the i-th row of the lattice), it follows that the k leftmost columns produce the overall common
factor
∏n
i=1(xi− s)k/(1− sxi)k. The remaining columns reproduce fµ(x1, . . . , xn) as previously; we
thus deduce the relation (9.1.1).
The proof of (9.1.2) follows in an analogous way by shifting the paths in the partition function
representation (3.4.10) of gµ(x1, . . . , xn) (see also (4.3.1)). 
The relations (9.1.1) and (9.1.2) allow us to extend the definition of the non-symmetric spin
Hall–Littlewood functions to compositions with negative parts. To do so, one only needs to relax
the constraint that µ ∈ Nn to the situation µ ∈ Zn. Proposition 9.1.1 shows that the following
definition is unambiguous.
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Definition 9.1.2. Let µ be a composition in Zn, and choose a positive integer k such that
µ+ kn ∈ Nn. We let
fµ(x1, . . . , xn) :=
n∏
i=1
(
1− sxi
xi − s
)k
fµ+kn(x1, . . . , xn), (9.1.3)
g∗µ(x1, . . . , xn) :=
n∏
i=1
(
1− sxi
xi − s
)k
g∗µ+kn(x1, . . . , xn). (9.1.4)
9.2. Function spaces
Before giving the Fourier-like transforms, let us firstly define the spaces on which they will act.
It would be possible to relax the constraints on these spaces, to allow our transforms to act on a
wider class of functions, but we shall refrain from making the most general statements available.
Definition 9.2.1 (Finitely supported functions on compositions). We say that a function
α : Zn → C is finitely supported if there exists a positive integer N such that α(µ) = 0 for all
compositions µ ∈ Zn with max(µ) > N or min(µ) < −N . We denote the space of such functions
by Cn.
Definition 9.2.2 (Laurent polynomial space). We let Ln denote the space of all functions
Φ : Cn → C such that
• Φ(x1, . . . , xn) is a Laurent polynomial in each of the variables
xi − s
1− sxi , 1 6 i 6 n; (9.2.1)
• Φ(x1, . . . , xn) satisfies the vanishing constraints
lim
xi→∞
Φ(x1, . . . , xn) = 0, for all 1 6 i 6 n. (9.2.2)
As functions of µ, neither of the non-symmetric spin Hall–Littlewood functions fµ or g∗µ live in
the space Cn, since the composition µ can be made to have arbitrarily large parts, and neither fµ
or g∗µ will vanish. However, as functions of (x1, . . . , xn), they both live in Ln, as we now show.
Proposition 9.2.3. Fixing a composition µ ∈ Zn, we have fµ(x1, . . . , xn), g∗µ(x1, . . . , xn) ∈ Ln.
Proof. Let us focus on proving this statement for fµ(x1, . . . , xn); the proof is similar in the
case of g∗µ(x1, . . . , xn). For the first of the properties (9.2.1), it suffices to demonstrate this at the
level of the Boltzmann weights (2.2.2). Using the identity
1
1− sx =
1
1− s2
(
1 + s · x− s
1− sx
)
,
we find that the six weights tabulated in (2.2.2) can be rewritten as
0 0
I
I
=
1
1− s2
(
1− s2qI[1,n] + s(1− qI[1,n]) · x− s
1− sx
)
,
i i
I
I
=
qI[i+1,n]
1− s2
(
s− sqIi + (1− s2qIi) · x− s
1− sx
)
,
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0 i
I
I−i
=
(1− qIi)qI[i+1,n]
1− s2
(
s+
x− s
1− sx
)
,
i 0
I
I+i
=
1− s2qI[1,n]
1− s2
(
1 + s · x− s
1− sx
)
,
i j
I
I+−ij
=
(1− qIj )qI[j+1,n]
1− s2
(
s+
x− s
1− sx
)
,
j i
I
I+−ji
=
s(1− qIi)qI[i+1,n]
1− s2
(
1 + s · x− s
1− sx
)
.
It follows that for µ ∈ Nn the function fµ(x1, . . . , xn), which is built directly out of these weights,
is a polynomial in (xi − s)/(1 − sxi) for each 1 6 i 6 n. Relaxing this to the case µ ∈ Zn using
(9.1.3), we clearly obtain the Laurent polynomial statement (9.2.1).
The second statement, (9.2.2), also follows from examination of the weights (2.2.2). Each of the
six weights (2.2.2) has a well defined limit as x→∞, and in particular,
i 0
I
I+i
tends to zero in
this limit. Using the partition function representation (3.4.5) of fµ(x1, . . . , xn), one readily sees that
every row of the lattice must contain at least one vertex of the form
i 0
I
I+i
, and accordingly the
partition function will vanish under any of the limits xi →∞, 1 6 i 6 n. This proves the property
(9.2.2).

9.3. Forward transform G and inverse transform F
Definition 9.3.1. Fix a function α ∈ Cn and let (x1, . . . , xn) be a collection of n complex
parameters. We define a forward transform G : Cn → Ln as follows:
G[α](x1, . . . , xn) :=
∑
µ∈Zn
α(µ)g∗µ(x1, . . . , xn), (9.3.1)
where the right hand side is in fact a finite sum, given the finiteness of the support of α. The fact
that the right hand side lives in Ln is manifest, given Proposition 9.2.3.
Definition 9.3.2. Fix a function Φ ∈ Ln, and let µ ∈ Zn be an integer composition. We define
an inverse transform F : Ln → Cn as follows:
F[Φ](µ) := 〈fµ,Φ〉q,s (9.3.2)
=
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
fµ(x¯1, . . . , x¯n)Φ(x1, . . . , xn),
where {C1, . . . , Cn} is an admissible set of contours, in the sense of Definition 8.1.1. The fact that
the right hand side of (9.3.2) lives in Cn needs some further explanation:
Proposition 9.3.3. With the same assumptions as in Definition 9.3.2, the right hand side of
equation (9.3.2) is a finitely supported function on compositions µ ∈ Zn.
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Proof. Let us begin by proving this in the case of anti-dominant compositions; namely, we
restrict to the situation µ = δ = (δ1 6 · · · 6 δn) ∈ Zn. Recall the explicit factorized form (5.1.1)
of fδ, and observe that this expression continues to hold for anti-dominant compositions δ ∈ Zn,
which is easily seen from the shift formula (9.1.3). We thus have
F[Φ](δ) =
∏
j>0
(s2; q)mj(δ)
(
1
2pi
√−1
)n
×
∮
C1
dx1 · · ·
∮
Cn
dxn
∏
16i<j6n
(
xj − xi
xj − qxi
) n∏
i=1
(1− sxi)δi
(xi − s)δi+1 Φ(x1, . . . , xn). (9.3.3)
Given that Φ ∈ Ln, there exists a sufficiently large positive integer M such that for all k > M the
expression
∏n
i=1(xi − s)k/(1− sxi)kΦ(x1, . . . , xn) is polynomial in the variables (xi − s)/(1− sxi),
1 6 i 6 n. Then for any anti-dominant composition δ with smallest part δ1 < −M , we see that the
integrand of (9.3.3) has no pole at x1 = s, and therefore the integration over contour C1 vanishes.
Similarly, by virtue of the fact that Φ ∈ Ln, there exists a sufficiently large positive integer N
such that for all k > N the expression
∏n
i=1(1− sxi)k/(xi − s)kΦ(x1, . . . , xn) is polynomial in the
variables (1− sxi)/(xi − s), 1 6 i 6 n. Then for any composition δ with largest part δn > N , the
integrand of (9.3.3) has no pole at xn = s−1. Shrinking the contour Cn to the point xn = s−1,
noting that there is no residue at infinity (this follows from the fact that Φ → 0 as xn → ∞), we
find that the integral again vanishes.
We conclude that that F[Φ](δ) is finitely supported on anti-dominant compositions δ. To pass
to generic compositions µ, let us recall the formulae (5.5.3)–(5.5.5). They continue to apply in the
case of compositions µ ∈ Zn, given that the product∏ni=1(1−sxi)k/(xi−s)k used to effect the shift
(9.1.3) is symmetric in (x1, . . . , xn), and therefore commutes with the action of Hecke generators.
Using (8.1.2) we can then write
F[Φ](µ) = 〈fµ,Φ〉q,s = 〈Tσ · fδ,Φ〉q,s = 〈fδ, T˜σ · Φ〉q,s, (9.3.4)
where Tσ = Ti`(σ) · · ·Ti1 and T˜σ = T˜i1 · · · T˜i`(σ) , σ is the minimal-length permutation such that
µi = δσ(i) for all 1 6 i 6 n, and where σ has the reduced-word decomposition (5.5.3). Now one
can verify that the action of any generator T˜i preserves the property of being in Ln; it follows that
T˜σ · Φ ∈ Ln, and accordingly, (9.3.4) vanishes unless δ is within a finite interval. This proves that
F[Φ](µ) = 0 unless µ has bounded parts. 
9.4. Plancherel isomorphisms
Theorem 9.4.1. The maps F ◦G : Cn → Cn and G ◦ F : Ln → Ln both act as the identity; i.e.,
there holds
F ◦G = id ∈ End(Cn), (9.4.1)
where the identity acts on the space Cn, and similarly,
G ◦ F = id ∈ End(Ln), (9.4.2)
where the identity acts on the space Ln.
Proof. We begin by proving the first of these statements, (9.4.1). Taking a finitely supported
function α ∈ Cn, we act on it with F ◦G, producing
F ◦G[α](µ) = F
[∑
ν∈Zn
α(ν)g∗ν(x1, . . . , xn)
]
(µ)
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=(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
fµ(x¯1, . . . , x¯n)
∑
ν∈Zn
α(ν)g∗ν(x1, . . . , xn).
We may interchange the (finite) summation and integration, leading to
F ◦G[α](µ)
=
∑
ν∈Zn
α(ν)
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
fµ(x¯1, . . . , x¯n)g
∗
ν(x1, . . . , xn).
(9.4.3)
To conclude, we would like to use the orthogonality relation (8.2.2) to collapse the summation in
(9.4.3) to a single term, namely ν = µ. The only potential point of subtlety is that the compositions
µ, ν in (9.4.3) now live in Zn, whereas (8.2.2) was proved only for the case µ, ν ∈ Nn. To resolve
this issue, note that there exists a positive integer k such that both µ+ kn, ν + kn ∈ Nn for all ν in
(9.4.3), due to the finiteness of the support of α. We may then apply the shift formulae (9.1.3) and
(9.1.4) to write
F ◦G[α](µ)
=
∑
ν∈Zn
α(ν)
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
fµ+kn(x¯1, . . . , x¯n)g
∗
ν+kn(x1, . . . , xn),
(9.4.4)
where we have made use of the cancellation
n∏
i=1
(
1− sx¯i
x¯i − s
)k (1− sxi
xi − s
)k
= 1.
We may then freely apply (8.2.2) to (9.4.4), yielding
F ◦G[α](µ) =
∑
ν∈Zn
α(ν)1µ=ν = α(µ),
which proves (9.4.1).
The proof of the second statement, (9.4.2), is slightly more intricate. Taking a function Φ ∈ Ln,
we act on it with G ◦ F, which yields
G ◦ F[Φ](y1, . . . , yn)
= G
( 1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
fµ(x¯1, . . . , x¯n)Φ(x1, . . . , xn)
 (y1, . . . , yn)
=
(
1
2pi
√−1
)n ∑
µ∈Zn
g∗µ(y1, . . . , yn)
∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
fµ(x¯1, . . . , x¯n)Φ(x1, . . . , xn).
Given that the n integrations return a finitely-supported function
α(µ) =
(
1
2pi
√−1
)n ∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
fµ(x¯1, . . . , x¯n)Φ(x1, . . . , xn) ∈ Cn,
we can truncate the summation over µ ∈ Zn, and instead sum each part µi over −k 6 µi <∞, for
an appropriately chosen positive integer k. Making this truncation, and switching the order of the
summation and integration, we read
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G ◦ F[Φ](y1, . . . , yn) =
(
1
2pi
√−1
)n
×
∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
)
Φ(x1, . . . , xn)
∑
µ:µ+kn∈Nn
fµ(x¯1, . . . , x¯n)g
∗
µ(y1, . . . , yn).
Assuming that the variables (y1, . . . , yn) are all enclosed within C1 (and hence all other contours),
we can ensure that ∣∣∣∣1− sxixi − s · yj − s1− syj
∣∣∣∣ < 1, ∀ 1 6 i, j 6 n,
which are the necessary convergence requirements for the sum inside the integrand.1 Applying the
shifts (9.1.3), (9.1.4) and the summation identity (4.3.3), we thus conclude that
G ◦ F[Φ](y1, . . . , yn) =
(
1
2pi
√−1
)n ∮
C1
dx1 · · ·
∮
Cn
dxn
×
∏
16i<j6n
(
xj − xi
xj − qxi
)
Φ(x1, . . . , xn)
n∏
i=1
(
xi − s
1− sxi
)k (1− syi
yi − s
)k 1
xi − yi
∏
n>i>j>1
xi − qyj
xi − yj .
We are finally able to directly compute the integrals, following a very similar procedure to the
computation in Step 2 of the proof of Theorem 8.2.1. Beginning with the integration over C1,
because of the fact that Φ(x1, . . . , xn) ∈ Ln, if k is large enough we easily see that the only pole
enclosed by C1 is at x1 = y1. Computing its residue, we see that
G ◦ F[Φ](y1, . . . , yn) =
(
1
2pi
√−1
)n−1 ∮
C2
dx2 · · ·
∮
Cn
dxn
×
∏
26i<j6n
(
xj − xi
xj − qxi
)
Φ(y1, x2, . . . , xn)
n∏
i=2
(
xi − s
1− sxi
)k (1− syi
yi − s
)k 1
xi − yi
∏
n>i>j>2
xi − qyj
xi − yj ,
after cancelling out some factors in the integrand. This computation can clearly be iterated over
the remaining contours; at each stage we only encounter a pole at xi = yi, whose residue can be
taken in the same way. The final answer is
G ◦ F[Φ](y1, . . . , yn) = Φ(y1, . . . , yn),
which completes the proof of (9.4.2).

9.5. An integral formula for Gµ/ν
The symmetric functions Gµ/ν introduced in Section 4.4 also have a natural extension to integer
compositions µ, ν ∈ Zn: it can be obtained simply by padding the partition function (4.4.2) on its
left with infinitely many empty columns. With this understanding of Gµ/ν , we observe that for all
µ ∈ Zn one has ∑
ν
(−s)|ν|−|µ|Gµ/ν(x1, . . . , xp) = 1,
where the sum is taken over all compositions ν ∈ Zn such that νi 6 µi, for all 1 6 i 6 n. Indeed, this
readily follows from repeated application of the stochasticity property (2.5.1), (2.5.2) of M˜x (where
the introduced factor (−s)|ν|−|µ| implements the required stochastic gauge transformation of Gµ/ν).
1Other values of (y1, . . . , yn) can be reached by analytic continuation, once the result is attained.
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Proceeding along similar lines to [BP15, Section 6], it is thus possible to view (−s)|ν|−|µ|Gµ/ν as a
multivariate Markov kernel, giving the transition probability from µ→ ν.
Now as an application of the preceding Plancherel theory, let us write down an integral formula
for the matrix entries Gµ/ν ; namely, we give its spectral decomposition. Our starting point is
the skew Cauchy identity (4.5.1) (extended to integer compositions), written with a reciprocated
alphabet (x¯1, . . . , x¯n):∑
κ
fκ(x¯1, . . . , x¯n)Gκ/ν(y1, . . . , yp) = q
−np
n∏
i=1
p∏
j=1
xi − qyj
xi − yj fν(x¯1, . . . , x¯n), (9.5.1)
where ν is an arbitrary composition. Fixing a further composition µ, we multiply both sides of
(9.5.1) by g∗µ(x1, . . . , xn) before integrating against the same measure and over the same contours
as in the definition of the scalar product (8.1.1).2 The result of the calculation is∑
κ
Gκ/ν(y1, . . . , yp)〈fκ, g∗µ〉q,s
=
q−np
(2pi
√−1)n
∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
) n∏
i=1
p∏
j=1
xi − qyj
xi − yj fν(x¯1, . . . , x¯n)g
∗
µ(x1, . . . , xn),
and using the orthogonality result (8.2.2) to collapse the sum on the left hand side,
Gµ/ν(y1, . . . , yp)
=
q−np
(2pi
√−1)n
∮
C1
dx1
x1
· · ·
∮
Cn
dxn
xn
∏
16i<j6n
(
xj − xi
xj − qxi
) n∏
i=1
p∏
j=1
xi − qyj
xi − yj fν(x¯1, . . . , x¯n)g
∗
µ(x1, . . . , xn),
(9.5.2)
where the integration contours C1, . . . , Cn are assumed to be admissible. Note that the steps we
have just followed can be viewed as nothing other than computing the action of F ◦G on Gµ/ν .
Appropriate limits of the (multivariate) transfer matrix (−s)|ν|−|µ|Gµ/ν lead to the generators
for a variety of continuous time Markov processes, such as the multi-species asymmetric simple
exclusion process (mASEP). We expect that the formula (9.5.2) would be very helpful to extract
expressions for averages of suitable observables in such processes, given appropriate initial data, such
as those recently obtained in [Kua18]. This is certainly an interesting topic for further investigation,
but we will not pursue it here.
Remark 9.5.1. If we choose µ = (µ1 > . . . > µn) and ν = 0n, then by virtue of (5.1.1) and
(5.9.17) the integral formula (9.5.2) simplifies to
Gµ(y1, . . . , yp) =
q−np(s2; q)n
(2pi
√−1)n
×
∮
C1
dx1 · · ·
∮
Cn
dxn
∏
16i<j6n
(
xj − xi
xj − qxi
) n∏
i=1
p∏
j=1
xi − qyj
xi − yj
n∏
i=1
1
(xi − s)(1− sxi)
(
xi − s
1− sxi
)µi
,
(9.5.3)
2Note that one is able to choose the contours C1, . . . , Cn such that the left hand side of (9.5.1) continues to
converge; a sufficient choice would be that of Figure 1, with all points (y1, . . . , yp) inside C1 and close to the point s,
when one has ∣∣∣∣1− sxixi − s · yj − s1− syj
∣∣∣∣ < 1, ∀ 1 6 i 6 n, 1 6 j 6 p.
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which matches the expression for Gµ(y1, . . . , yp) obtained in [BP15, Corollary 7.14], up to inversion
of integration variables and contours.
Remark 9.5.2. Another interesting, slightly more general reduction of (9.5.2) is obtained by
choosing µ = (µ1 > · · · > µn) and ν = (ν1 6 · · · 6 νn), when we have
Gµ/ν(y1, . . . , yp) =
q−np
(2pi
√−1)n
∏
j>0
(s2; q)mj(ν)
×
∮
C1
dx1 · · ·
∮
Cn
dxn
∏
16i<j6n
(
xj − xi
xj − qxi
) n∏
i=1
p∏
j=1
xi − qyj
xi − yj
n∏
i=1
1
(xi − s)(1− sxi)
(
xi − s
1− sxi
)µi−νi
.
(9.5.4)
Physically, (−s)|ν|−|µ|Gµ/ν gives the probability that particles {1, . . . , n} which enter the base of the
lattice (4.4.2) with coordinates µ1 > · · · > µn exit it with coordinates ν1 6 · · · 6 νn, i.e., it refers
to the event that the particles totally reverse their ordering. Similar examples of “total exchange”
probabilities in a two-species model were studied very recently in [CdGHS18].
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CHAPTER 10
Matching distributions
In this chapter we will begin by considering two different partition functions, in unfused vertex
models (meaning that there is at most one lattice path per horizontal and vertical edge). Our aim
is to prove a direct match between these quantities. To our best knowledge this correspondence is
new, and its conceptual origin remains mysterious to us.
Having established this result, it is straightforward to extend it to the higher-spin setting (by
fusion), and to then take degenerations to various one-dimensional interacting particle systems.
This will be the subject of Chapter 12.
10.1. Path distributions in the stochastic six-vertex model, P6v(I,J )
Our first random object arises in the stochastic six-vertex model. The stochastic six-vertex
model is recovered as the n = 1 version of the model (2.1.8), when the configuration space of an
edge becomes two-dimensional (the set of states is {unoccupied, occupied} or, equivalently, {0, 1}).
In this case, we obtain the weights tabulated below:
0 0
0
0
0 0
1
1
0 1
1
0
1
q(1− xy)
1− qxy
1− q
1− qxy
1 1
1
1
1 1
0
0
1 0
0
1
1
1− xy
1− qxy
(1− q)xy
1− qxy
(10.1.1)
where x−1 is the rapidity associated to the horizontal line, and y is the rapidity associated to the
vertical line. Notice that in this chapter we invert horizontal rapidities, to produce weights (10.1.1)
in which x and y appear on a symmetric footing.
We will consider the stochastic six-vertex model in a finite rectangular region of the first quad-
rant; namely, inside of the M ×N lattice whose vertices are labelled by coordinate pairs (i, j) with
1 6 i 6 M (horizontal coordinate) and 1 6 j 6 N (vertical coordinate). Edges are represented by
an arrow linking two vertices; (i, j)→ (i+ 1, j) indicates a horizontal edge, while (i, j)→ (i, j + 1)
denotes a vertical edge.
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ZM,N (I,J ) :=
Ik<· · ·<I1
yM· · · · · ·y1
xN
...
x2
x1
J`
<
...
<
J1
Figure 1. ZM,N (I,J ) is the weighted sum over all configurations in which paths
terminate at horizontal coordinates I = {I1, . . . , Ik} and vertical coordinates J =
{J1, . . . , J`}. Note that the index of rapidities assigned to horizontal lines increases
as one goes from top to bottom.
In view of the stochastic property (2.1.6) of the vertex weights (10.1.1), following [BCG16,
Section 2] one can construct a discrete-time Markov process in the quadrant. We firstly specify the
initial conditions for the process. Fix the left external horizontal edges of the quadrant, (0, j) →
(1, j) for all 1 6 j 6 N , to be occupied by incoming paths, and similarly, fix the bottom external
vertical edges, (i, 0) → (i, 1) for all 1 6 i 6 M , to be unoccupied; these are the so-called domain
wall boundary conditions. Next, assume that we already have a probability distribution on path
configurations restricted to the vertices (a, b) such that a+ b < k, for some k > 2. For each vertex
(i, j) such that i + j = k, a configuration on the vertices {(a, b)}a+b<k (together with the domain
wall boundary conditions) specifies the states on the left and bottom edges of the vertex (i, j).
That information allows us to fill out the right and top edges of the vertex, sampling from the
Bernoulli distribution induced by the weights (10.1.1). In this way we extend our distribution to
configurations on the vertices {(a, b)}a+b6k, and to the whole rectangular region, by induction on
k.
Let us now describe the discrete random variables that will be our focus. Fix two ordered sets
I = {1 6 I1 < · · · < Ik 6 M} and J = {1 6 J1 < · · · < J` 6 N}, whose cardinalities satisfy
|I|+ |J | = k + ` = N . We will be interested in the probability, P6v(I,J ), that a configuration of
the model on theM ×N lattice has an outgoing vertical path situated at the horizontal coordinates
I (counted from left to right) and an outgoing horizontal path situated at the vertical coordinates
J (counted from top to bottom).
This probability can be evaluated in terms of a partition function ZM,N (I,J ) in the M × N
quadrant, whose boundary conditions are chosen as follows: 1. There is an incoming horizontal path
at the edge (0, j) → (1, j) for all 1 6 j 6 N ; 2. The edge (i, 0) → (i, 1) is devoid of a path, for all
1 6 i 6M ; 3. There is an outgoing horizontal path at the edge (M,N−Ja+1)→ (M+1, N−Ja+1)
for all 1 6 a 6 `; 4. There is an outgoing vertical path at the edge (Ib, N) → (Ib, N + 1) for all
1 6 b 6 k. See Figure 1 for an illustration of ZM,N (I,J ). One has P6v(I,J ) = ZM,N (I,J ), and
in what follows we treat the distribution and partition function interchangeably.
10.2. Coloured path distributions in the quadrant, Pcol(I,J )
The second random object to be considered arises in the model (2.1.8) with n = N , where N
is (as before) the vertical dimension of the lattice. This is a higher-rank analogue of the stochastic
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six-vertex model, and we recall that one can group the possible types of vertices into five categories:
i i
i
i
i i
j
j
i j
j
i
1
q(1− xy)
1− qxy
1− q
1− qxy
j j
i
i
j i
i
j
1− xy
1− qxy
(1− q)xy
1− qxy
(10.2.1)
where 0 6 i < j 6 N . Notice that the completely unoccupied and completely occupied vertices
of (10.1.1) should be considered as a single type of a vertex, which is the reason that the vertices
(10.2.1) split into five categories, rather than six.
Similarly to the previous section, we consider the model (10.2.1) inside an M ×N lattice, and
define a coloured analogue of domain wall boundary conditions: for all 1 6 j 6 N , we choose the
left external edge (0, j) → (1, j) to be occupied by a path of colour j, while the external bottom
edge (i, 0)→ (i, 1) is unoccupied for all 1 6 i 6M . Since the model (10.2.1) continues to enjoy the
stochastic property (2.1.6), one can then define a discrete-time Markov process in the very same
way as previously; namely, by filling out the anti-diagonals of the lattice incrementally, sampling
from the distribution induced by the weights (10.2.1). Note, however, that we reverse the order of
the row rapidities (x1, . . . , xN ).
Turning to random variables within the model of coloured paths, we again fix two ordered sets
I = {1 6 I1 < · · · < Ik 6 M} and J = {1 6 J1 < · · · < J` 6 N}, whose cardinalities satisfy
|I| + |J | = k + ` = N . This time we will be interested in the probability, Pcol(I,J ), that a
configuration of coloured paths on the M × N lattice has outgoing vertical paths of any colour
situated at the horizontal coordinates I, and outgoing horizontal paths of colours J situated at any
vertical coordinates. More simply, we keep track of positions I of paths that leave the lattice via its
top edge, and the colours J of paths that leave the lattice via its right edge.
The probability Pcol(I,J ) can be evaluated via a partition function XM,N (I,J ), which is
defined as the sum over all configurations that satisfy the following constraints: 1. There is an
incoming horizontal path of colour j at the edge (0, j) → (1, j) for all 1 6 j 6 N ; 2. The edge
(i, 0)→ (i, 1) is devoid of a path, for all 1 6 i 6M ; 3. The collection of edges (M, j)→ (M + 1, j),
1 6 j 6 N , features a total of ` outgoing horizontal paths, of colours {J1, . . . , J`}; 4. There is an
outgoing vertical path, of unspecified colour, at the edge (Ib, N) → (Ib, N + 1) for all 1 6 b 6 k.
See Figure 2.
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XM,N (I,J ) :=
∑
colours at top
positions at right
N
2
1
Ik}<· · ·<{I1positions
yM· · · · · ·y1
x1
x2
...
xN
colours {J1, . . . , J`}
Figure 2. XM,N (I,J ) is the weighted sum over all configurations in which paths
terminate at horizontal coordinates I = {I1, . . . , Ik} along the top boundary and
the paths of colours J = {J1, . . . , J`} terminate at the right boundary. The index of
horizontal rapidities increases from bottom to top, which is the opposite convention
to the definition of ZM,N (I,J ).
In contrast to the uncoloured partition function ZM,N (I,J ), the constraints 1–4 do not specify
the boundaries of the lattice uniquely; the top and right boundaries should be considered as summed
over all configurations of paths which respect conditions 3 and 4. More precisely, the right boundary
is summed over all N !(N−`)! ways of distributing outgoing colours {J1, . . . , J`} along the N horizontal
edges, while the top boundary is summed over all k! ways of assigning the k remaining colours to
the edges (Ib, N)→ (Ib, N + 1), 1 6 b 6 k.
Analogously to the uncoloured case, one has Pcol(I,J ) = XM,N (I,J ), allowing us to think of
our probability distribution as a purely combinatorial quantity.
10.3. Coloured Hall–Littlewood processes and the distribution PcHL(I,J )
The third type of random object takes us back to the realm of non-symmetric Hall–Littlewood
polynomials. We begin by defining a class of probability measures in this setting, which can be
viewed as a refinement of ascending (symmetric) Hall–Littlewood processes. In what follows Pλ/ν(x)
and Qλ/ν(x) will denote skew Hall–Littlewood polynomials in one variable, given by
Pλ/ν(x) =

x|λ|−|ν|
∏
k:mk(λ)+1=mk(ν)
(
1− qmk(ν)) , λ  ν,
0, otherwise,
Qλ/ν(x) =

x|λ|−|ν|
∏
k:mk(λ)=mk(ν)+1
(
1− qmk(λ)) , λ  ν,
0, otherwise,
where λ  ν indicates the interlacing property λ1 > ν1 > λ2 > ν2 > · · · . As previously,
Eµ(y1, . . . , yM ) denotes the non-symmetric Hall–Littlewood polynomial associated to composition
(µ1, . . . , µM ), cf. Section 5.9.
Definition 10.3.1. Fix a positive integerN > 1. A Gelfand–Tsetlin pattern λ =
{
λ(1), . . . , λ(N)
}
of length N − 1 is a sequence of partitions such that
λ(1)  · · ·  λ(N−1)  λ(N) ≡ ∅.
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Because neighbouring partitions interlace in the above sequence, one has
`(λ(j))− `(λ(j+1)) ∈ {0, 1}, ∀ 1 6 j 6 N − 1,
where `(λ) denotes the length of a partition λ.
Proposition 10.3.2. Fix two positive integers M,N > 1, a composition µ = (µ1, . . . , µM ) of
length M and a Gelfand–Tsetlin pattern λ =
{
λ(1), . . . , λ(N)
}
of length N − 1. Associate to this
pair of objects the weight
WM,N (µ,λ) = Eµ˜(yM , . . . , y1) ·Qµ+/λ(1)(x1) ·
N∏
j=2
Qλ(j−1)/λ(j)(xj) ·
N∏
i=1
M∏
j=1
1− xiyj
1− qxiyj , (10.3.1)
where we recall that µ˜i = µM−i+1, 1 6 i 6M . This defines a probability measure; namely, one has
the sum-to-unity relation ∑
µ
∑
λ
WM,N (µ,λ) = 1,
and one can ensure that 0 6WM,N (µ,λ) 6 1 by choosing 0 6 xi < 1, 0 6 yj < 1 for all 1 6 i 6 N
and 1 6 j 6M .
Proof. The sum over Gelfand–Tsetlin patterns can be performed using the branching rule for
the Hall–Littlewood polynomials [Mac95b, Chapter III]:
Qλ(x1, . . . , xN ) =
∑
ν≺λ
Qλ/ν(x1)Qν(x2, . . . , xN ).
Using this identity N − 1 times, one obtains∑
µ
∑
λ=λ(1)···λ(N−1)∅
WM,N (µ,λ) =
∑
µ
Eµ˜(yM , . . . , y1)Qµ+(x1, . . . , xN ) ·
N∏
i=1
M∏
j=1
1− xiyj
1− qxiyj .
(10.3.2)
The latter sum can be taken using the fact that∑
µ:µ+=ν
Eµ˜(yM , . . . , y1) = Pν(yM , . . . , y1) = Pν(y1, . . . , yM ),
where Pν(y1, . . . , yM ) is the symmetric Hall–Littlewood polynomial associated to the partition ν.
Applying this symmetrization formula to (10.3.2), one obtains∑
µ
∑
λ
WM,N (µ,λ) =
∑
ν
Pν(y1, . . . , yM )Qν(x1, . . . , xN ) ·
N∏
i=1
M∏
j=1
1− xiyj
1− qxiyj = 1,
by the Cauchy identity for Hall–Littlewood polynomials [Mac95b, Chapter III]. Alternatively one
may compute (10.3.2) using the s = 0 case of the Cauchy identity (4.5.3); to do so, one should
substitute fµ(y1, . . . , yM )|s=0 = Eµ˜(yM , . . . , y1), G•µ+(x1, . . . , xN ) = q−MNQµ+(x1, . . . , xN ) into
that sum.

We refer to (10.3.1) as a coloured Hall–Littlewood process; it refines ascending Hall–Littlewood
processes by assigning a probability weight to compositions paired with Gelfand–Tsetlin patterns,
rather than partitions paired with Gelfand–Tsetlin patterns, as in the usual symmetric setting.
Replacing Eµ˜(yM , . . . , y1) by the symmetric Hall–Littlewood polynomial Pµ+(y1, . . . , yM ) returns
(10.3.1) to the standard ascending Hall–Littlewood process.
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In a similar vein to [BBW16], let us now define a class of observables associated to coloured
Hall–Littlewood processes. As usual, fix two positive integers M,N > 1 and two ordered sets
I = {1 6 I1 < · · · < Ik 6 M} and J = {1 6 J1 < · · · < J` 6 N}, whose cardinalities satisfy
|I|+ |J | = k + ` = N . We will also require the complement of the set I, defined as
I¯ = {1 6 I¯1 < · · · < I¯M−k 6M} = {1, . . . ,M}\I.
The observables that will interest us will be the zero set z(µ) of the composition (µ1, . . . , µM ),
defined as
z(µ) = {1 6 i 6M : µi = 0}, (10.3.3)
and a further set
ζ(µ,λ) = {1 6 j 6 N : `(λ(j−1))− `(λ(j)) = 0}, λ(0) ≡ µ+, λ(N) ≡ ∅, (10.3.4)
which records the instances where neighbouring partitions in the extended Gelfand–Tsetlin pattern
µ+  λ(1)  · · ·  λ(N−1)  ∅ have the same length. In particular, we define
PcHL(I,J ) =
∑
µ
∑
λ
WM,N (µ,λ) · 1z(µ)=I¯ · 1ζ(µ,λ)=J , (10.3.5)
which is the joint distribution of the random variables z(µ), ζ(µ,λ) in the pair (µ,λ) sampled with
respect to the coloured Hall–Littlewood process (10.3.1).
10.4. Equivalence of P6v(I,J ) and Pcol(I,J )
Theorem 10.4.1. Fix two integers M,N > 1 and two sets I = {1 6 I1 < · · · < Ik 6 M} and
J = {1 6 J1 < · · · < J` 6 N} whose cardinalities satisfy k + ` = N . The following equality of
distributions holds:
P6v(I,J ) = Pcol(I,J ). (10.4.1)
Remark 10.4.2. A weaker version of this theorem, in the special case M = N , I = {1, . . . , N},
J = ∅, was previously obtained in [FW13]. In that situation the proof goes through without
great difficulty, in view of the fact that one can invoke colour-blindness of the partition function
Pcol({1, . . . , N},∅) that arises for this choice of boundary conditions.
Proof. The proof of this result is long; we will split it into several steps.
A partial result.
We will begin by proving that, when k = M and ` = N −M > 0, one has
ZM,N (J ) = XM,N (J ), (10.4.2)
where we have introduced the notation
ZM,N (J ) := ZM,N ({1, . . . ,M},J ), XM,N (J ) := XM,N ({1, . . . ,M},J )
for the special case k = M , ` = N −M , in which necessarily I = {1, . . . ,M}. The proof of (10.4.2)
proceeds using Lagrange interpolation techniques for the analysis of partition functions in solvable
lattice models (see, for example, [FW13, WZJ16]). Namely, we will show that both partition
functions ZM,N (J ), XM,N (J ) satisfy a certain list of properties. Because these properties turn out
to be uniquely-determining, the two partition functions must be equal.
Properties of ZM,N (J ).
Let us start with the uncoloured partition function ZM,N (J ). It satisfies the following properties:
1.
∏M
j=1(1− qxNyj)ZM,N (J ) is a polynomial in xN of degree 6M .
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yM· · ·y1
xN
xN−1
...
x1
JN−M = N
<
...
<
J1
=
M∏
j=1
(
1− xNyj
1− qxNyj
)
ZM,N−1(J \{JN−M})
Figure 3. Reduction of ZM,N (J ) to ZM,N−1(J \{JN−M}) when JN−M = N . The
bottom row of the lattice is completely frozen, and can be deleted at the expense of
an overall multiplicative factor.
Proof of 1. The partition function ZM,N (J ) depends on xN only via the lowest row of the lattice.
Multiplying by the factor
∏M
j=1(1 − qxNyj) effectively normalizes the Boltzmann weights
in that row of the lattice, so that they become degree 1 polynomials in xN ; the claim is
then immediate.
2. ZM,N (J ) is symmetric in the variables (y1, . . . , yM ).
Proof of 2. This follows by a standard argument, identical to that used to prove the symmetry of the
domain wall partition function [Kor82] in its rapidity variables. The bottom edges of
the partition function ZM,N (J ) are devoid of paths; one can therefore attach an empty
R-vertex at the base of the lattice, which intertwines the a-th and (a+ 1)-th vertical lines,
for some 1 6 a 6 M − 1. Using the Yang–Baxter equation (2.1.4), this R-vertex can be
threaded through the lattice until it emerges from the top boundary. Since the top bound-
ary is completely saturated by paths, one can then delete the emerging completely occupied
R-vertex. The result of the computation is thus the switching of the a-th and (a + 1)-th
vertical lines; symmetry in (y1, . . . , yM ) follows by compositions of such transpositions.
3. If JN−M = N , one has
ZM,N (J ) =
M∏
j=1
(
1− xNyj
1− qxNyj
)
ZM,N−1(J \{JN−M}). (10.4.3)
Proof of 3. If JN−M = N , it means that a path leaves the lattice via the right external edge of the
lowest horizontal line. This path must necessarily enter the lattice via the left external
edge of the same line; configurations on this line are, therefore, completely frozen, and
result in the overall weight
∏M
j=1(1 − xNyj)/(1 − qxNyj) (see Figure 3). The remaining
N − 1 lines give rise to the partition function ZM,N−1(J \{JN−M}), and the factorization
(10.4.3) follows immediately.
4. If JN−M < N , ZM,N (J ) vanishes at xN = 0 and satisfies the recursion relation
ZM,N (J )
∣∣∣
xN=1/yM
= ZM−1,N−1(J ). (10.4.4)
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· · ·y1yM
1/yM
xN−1
...
x1
JN−M < N
<
...
<
J1
=
· · ·y1
xN−1
...
x1
JN−M < N
<
...
<
J1
Figure 4. Recursion relation for ZM,N (J ) when JN−M < N . After transferring
the vertical line carrying parameter yM to the far left, and setting xN = 1/yM , the
bottom horizontal and leftmost vertical lines freeze. The remaining non-trivial piece
computes precisely ZM−1,N−1(J ).
Proof of 4. If JN−M < N , the right external edge of the bottom horizontal line is unoccupied. It
follows that in any legal configuration of the bottom horizontal line, the vertex 1 0
0
1
must appear somewhere; since this vertex carries a weight proportional to xN , the vanishing
property is apparent.
To prove the recursion (10.4.4), one should first transfer the vertical lattice line carrying
the rapidity yM all the way to the left of the lattice; this transformation leaves ZM,N (J )
invariant due to its symmetry in (y1, . . . , yM ). Next, one studies the effect of setting
xN = 1/yM ; it affects the vertex present at the intersection of the bottom horizontal and
leftmost vertical lines, preventing it from taking the form 1 1
0
0
and thus forcing it to
take the form 1 0
0
1
with weight 1. The freezing of this vertex causes the entire bottom
horizontal and leftmost vertical lines to freeze to a unique configuration, with weight 1 (see
Figure 4). The recursion (10.4.4) follows immediately.
5. One has the initial condition
Z1,1(∅) =
(1− q)x1y1
1− qx1y1 . (10.4.5)
Proof of 5. Z1,1(∅) is nothing but the vertex 1 0
0
1
, whose weight is simply given by (10.4.5).
Properties of XM,N (J ).
Now let us move on to the coloured partition function XM,N (J ). We will show that it satisfies
the very same list of properties:
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1′.
∏M
j=1(1− qxNyj)XM,N (J ) is a polynomial in xN of degree 6M .
Proof of 1′. The partition function XM,N (J ) depends on xN via the top row of the lattice. Multiplying
by the factor
∏M
j=1(1−qxNyj) normalizes the Boltzmann weights in that row of the lattice,
so that they become degree 1 polynomials in xN ; the claim follows.
2′. XM,N (J ) is symmetric in the variables (y1, . . . , yM ).
Proof of 2′. This follows by a very similar argument to that used to establish property 2 of ZM,N (J ):
namely, the insertion of an R-vertex at the base of the a-th and (a + 1)-th columns,
followed by its transfer to the top of the lattice using the Yang–Baxter equation (2.1.4).
The top boundary of XM,N (J ) is summed over all possible ways of distributing the colours
{1, . . . , N}\J over theM available sites. This means that the R-vertex which emerges from
the top of the lattice has its two outgoing edges summed over all possible states; by the
stochasticity (2.1.6) of the R-vertex, this sum thus has weight 1 and can be deleted. The
symmetry property then goes through as before.
3′. If JN−M = N , one has
XM,N (J ) =
M∏
j=1
(
1− xNyj
1− qxNyj
)
XM,N−1(J \{JN−M}). (10.4.6)
Proof of 3′. If JN−M = N , the colour N is among those that exit the partition function XM,N (J )
via its right edge. To compute XM,N (J ), one should sum over all right external edges
where the path of colour N can exit the lattice. However, there is only one possible choice:
namely, the colour N must exit via the right external edge of the top horizontal line, since
it enters the lattice via the left external edge of the same line. This effectively freezes the
top row of XM,N (J ): the path of colour N saturates all horizontal edges within this row
of vertices, so that all paths (of smaller colour) which enter this row from below must pass
straight through it vertically (see Figure 5). The weight of this row is thus given by a
product of vertices of the form N N
i
i
, where 1 6 i < N ; hence it produces the overall
factor
∏M
j=1(1− xNyj)/(1− qxNyj), and the factorization (10.4.6) can now be deduced.
4′. If JN−M < N , XM,N (J ) vanishes at xN = 0 and satisfies the recursion relation
XM,N (J )
∣∣∣
xN=1/yM
= XM−1,N−1(J ). (10.4.7)
Proof of 4′. Setting xN = 1/yM causes the vertex in the top right corner of the partition function
XM,N (J ) to split, in the same way as in equation (6.7.13). We thus obtain the partition
function shown in Figure 6. This partition function can be simplified even further: this
can be seen from the fact that the M outgoing edges of its top row are summed over all
ways of permuting the colours in the set {1, . . . , N}\J over the M available sites, while
the N outgoing edges of its rightmost column are summed over all ways of assigning the
N −M colours J to the N available sites. The stochasticity (2.1.6) of the model then
allows us to delete the vertices in the top row and rightmost column, and we recover the
partition function XM−1,N−1(J ).
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∑
colours at top
positions at right
N
N − 1
1
yM· · ·y1
x1
...
xN−1
xN JN−M = N
J \{JN−M} =
M∏
j=1
(
1− xNyj
1− qxNyj
)
XM,N−1(J \{JN−M})
Figure 5. When JN−M = N , the colour N exits via the right edge of the partition
function XM,N (J ), and it must do so in the top row of the lattice. The top row thus
freezes into a product of vertices of the form RxNyj (i,N ; i,N), with 1 6 i < N and
1 6 j 6M .
∑
colours at top
positions at right
?
?
?
?
?
N
N − 1
1
? ?
?
yM· · ·y1
x1
...
xN−1
1/yM
colours
{1,...,N}\J
colours
J =
∑
colours at top
positions at right
?
?
?
?
N − 1
1
? ?
· · ·y1
x1
...
xN−1
colours
{1,...,N−1}\J
colours
J
Figure 6. Choosing xN = 1/yM causes the top right vertex of XM,N (J ) to split,
and the edges marked by ? are summed over permutations of the colours shown.
Making repeated use of the stochasticity property (2.1.6), we may suppress the ver-
tices of the top row and rightmost column, leading directly to the partition function
XM−1,N−1(J ).
5′. One has the initial condition
X1,1(∅) =
(1− q)x1y1
1− qx1y1 . (10.4.8)
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Proof of 5′. As in the case of Z1,1(∅), X1,1(∅) is equal to the rank-1 vertex 1 0
0
1
, whose weight is
given by (10.4.8).
Uniqueness.
We have established that ZM,N (J ) and XM,N (J ) obey the same list of properties; it remains to
demonstrate that this necessarily renders them equal for all 1 6 M 6 N . To do this, let us define
the difference of the previous two quantities:
∆M,N (J ) = ZM,N (J )−XM,N (J ), |J | = N −M.
By virtue of properties 5 and 5′, we clearly have ∆1,1(∅) = 0. This allows us to assume that there
exists an integer N > 2 such that ∆m,n(J ) = 0 for all 1 6 m 6 n 6 N − 1 and sets J with
|J | = n−m.
Now consider the quantity
∏m
j=1(1 − qxNyj)∆m,N (J ), where 1 6 m 6 N and |J | = N −m.
Properties 1 and 1′ tell us that this quantity is a polynomial in xN of degree 6 m. If JN−m = N ,
properties 3 and 3′ (together with the inductive assumption) imply that ∆m,N (J ) = 0 for all
1 6 m 6 N − 1.1
On the other hand, if JN−m < N , properties 4 and 4′ (as well as the symmetry of 2 and 2′)
determine
∏m
j=1(1 − qxNyj)∆m,N (J ) at m + 1 points; namely the points xN = 1/yj , 1 6 j 6 m
and xN = 0, and for all of these values it vanishes (again by the inductive assumption). Since a
non-trivial polynomial of degree 6 m cannot vanish at m + 1 distinct points2, we conclude that
∆m,N (J ) = 0 for all 1 6 m 6 N .
We have thus shown that ∆m,n(J ) = 0 for all 1 6 m 6 n 6 N and sets J with |J | = n −m;
this statement can be deduced in full generality by induction on N . This completes the proof of
(10.4.2).
General result.
So far we have proved that
Zk,N ({1, . . . , k},J ) = Xk,N ({1, . . . , k},J ), ∀ J = {1 6 J1 < · · · < JN−k 6 N}, 1 6 k 6 N,
(10.4.9)
where we have relabelled M 7→ k compared with (10.4.2). Now let us generalize the result (10.4.9)
slightly, by extending the horizontal size of the lattice used in the construction of Zk,N and Xk,N .
Proposition 10.4.3. For all k 6M 6 N and J = {1 6 J1 < · · · < JN−k 6 N} there holds
ZM,N ({M − k + 1, . . . ,M},J ) = XM,N ({M − k + 1, . . . ,M},J ). (10.4.10)
Proof. Examining the top edges of the partition function ZM,N ({M − k + 1, . . . ,M},J ), we
see that the first M − k of them are unoccupied by paths. This implies that the N paths which are
incoming from the left edges of this partition function must propagate horizontally for at least their
first M − k steps, and accordingly, the leftmost M − k columns of ZM,N ({M − k + 1, . . . ,M},J )
are frozen to a product of the vertices 1 1
0
0
. We thus infer the relation
ZM,N ({M − k + 1, . . . ,M},J ; y1, . . . , yM )
1Note that m cannot assume the value m = N in this case, since this would imply the set J is empty.
2We have tacitly assumed that the points in the set {y1, . . . , ym} ∪ {0} are pairwise distinct.
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=
N∏
i=1
M−k∏
j=1
1− xiyj
1− qxiyj · Zk,N ({1, . . . , k},J ; yM−k+1, . . . , yM ), (10.4.11)
where we have explicitly shown the dependence of both partition functions on their set of vertical
rapidities, since this alphabet is shifted by M − k on the right hand side.
By exactly the same reasoning, one can easily see that this relation also applies in the case of
the coloured partition function:
XM,N ({M − k + 1, . . . ,M},J ; y1, . . . , yM )
=
N∏
i=1
M−k∏
j=1
1− xiyj
1− qxiyj ·Xk,N ({1, . . . , k},J ; yM−k+1, . . . , yM ). (10.4.12)
Now the right hand sides of (10.4.11) and (10.4.12) can be matched, by virtue of (10.4.9), which
yields the result (10.4.10). 
Equation (10.4.10) now forms the basis for proving the general result (10.4.1). Indeed, we may
write (10.4.10) in the form
ZM,N (I,J ) = XM,N (I,J ), I = {I1, . . . , Ik} = {M − k + 1, . . . ,M}, (10.4.13)
in which the elements of I are constrained to assume their maximal possible values. We would like
to devise means to relax this constraint, and allow generic values for the set I.
Proposition 10.4.4. Let us denote by Tj(y) the Hecke generator (5.2.3) with (xj , xj+1) 7→
(yj , yj+1):
Tj(y) = q − yj − qyj+1
yj − yj+1 (1− sj), 1 6 j 6M − 1.
Fix the set I = {1 6 I1 < · · · < Ik 6 M} and let 1 6 i 6 k be a positive integer such that
Ii−1 < Ii − 1, where I0 = 0 by agreement. We then have the pair of relations
TIi−1(y) · ZM,N (I,J ) = ZM,N ({I1, . . . , Ii−1, Ii − 1, Ii+1, . . . , Ik},J ), (10.4.14)
TIi−1(y) ·XM,N (I,J ) = XM,N ({I1, . . . , Ii−1, Ii − 1, Ii+1, . . . , Ik},J ). (10.4.15)
Proof. Let us begin with the proof of (10.4.14). As with the proofs of other relations involving
Hecke generators (discussed throughout Chapter 5), the key step is to establish a suitable exchange
relation for operators used in the algebraic construction of ZM,N (I,J ). In particular, let us note
the following relation:
? ?
? ?
? ?
? ?
0 1
yj+1yj
0 0
xN
...
x1
+
? ?
? ?
? ?
? ?
0 1
yj+1yj
0 0
xN
...
x1
=
? ?
? ?
? ?
? ?
0 1
yj+1yj
0 0
xN
...
x1
(10.4.16)
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This identity is a direct consequence of the Yang–Baxter equation (2.1.4), and holds for any fixed
values of the external horizontal edges, marked by ? on both sides of (10.4.16). Observe that the
assumption Ii−1 < Ii − 1 ensures that the Ii-th top external edge of ZM,N (I,J ) is occupied by
a path, while the (Ii − 1)-th top external edge is unoccupied, allowing us to apply the relation
(10.4.16) to the (Ii − 1)-th and Ii-th columns of ZM,N (I,J ). Reading off the Boltzmann weight of
the diagonally inserted R-vertices in (10.4.16), we are thus led to the equation(
1− yj+1/yj
1− qyj+1/yj
)
· ZM,N ({I1, . . . , Ii−1, Ii − 1, Ii+1, . . . , Ik},J )
+
(
1− q
1− qyj+1/yj
)
· ZM,N (I,J ) = sj · ZM,N (I,J ), (10.4.17)
where we have identified j ≡ Ii − 1, and where sj interchanges yj and yj+1 in ZM,N (I,J ). After
rearrangement, one finds that (10.4.17) is equivalent to the desired identity (10.4.14).
The proof of (10.4.15) is almost identical: once again the assumption Ii−1 < Ii − 1 ensures
that the Ii-th top external edge of XM,N (I,J ) is occupied by a path, while the (Ii − 1)-th top
external edge is unoccupied; the difference being that in this case the Ii-th edge should be summed
over all possible colourings {1, . . . , N}\J . This summation effects little practical change of the
previous arguments. Indeed, one can write another version of the exchange relation (10.4.16) in
the coloured vertex model (10.2.1), in which the outgoing path at the top of the lattice is summed
over all possible colourings {1, . . . , N}\J . Since the Boltzmann weights of the diagonally inserted
R-vertices are invariant under such re-colourings of the occupied edges, we arrive at the identity(
1− yj+1/yj
1− qyj+1/yj
)
·XM,N ({I1, . . . , Ii−1, Ii − 1, Ii+1, . . . , Ik},J )
+
(
1− q
1− qyj+1/yj
)
·XM,N (I,J ) = sj ·XM,N (I,J ), (10.4.18)
with j ≡ Ii − 1. This can be rearranged to yield (10.4.15). 
Equations (10.4.14) and (10.4.15) allow us to inductively complete the proof of (10.4.1). We
have already demonstrated the equality (10.4.13) in the case of “maximal” I, and now assume that
ZM,N (I,J ) = XM,N (I,J ) for some I = {1 6 I1 < · · · < Ik 6 M} such that ∃ 1 6 i 6 k with
Ii−1 < Ii − 1. The left hand sides of (10.4.14) and (10.4.15) then match, and we obtain as a result
ZM,N ({I1, . . . , Ii−1, Ii − 1, Ii+1, . . . , Ik},J ) = XM,N ({I1, . . . , Ii−1, Ii − 1, Ii+1, . . . , Ik},J ).
(10.4.19)
We may now iterate this argument to yield the equality ZM,N (I,J ) = XM,N (I,J ) for all I. This
achieves the proof of (10.4.1).

10.5. Equivalence of P6v(I,J ) and PcHL(I,J )
Theorem 10.5.1. Fix two integers M,N > 1 and two sets I = {1 6 I1 < · · · < Ik 6 M} and
J = {1 6 J1 < · · · < J` 6 N} whose cardinalities satisfy k + ` = N . The following equality of
distributions holds:
P6v(I,J ) = PcHL(I,J ). (10.5.1)
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Proof. Our starting point will be the Cauchy summation formula (4.5.3), using slightly differ-
ent conventions for the alphabets and their cardinalities. We write
η(s) := qMN
∑
µ
fµ(y1, . . . , yM )G
•
µ+(x1, . . . , xN ) =
(s2; q)M∏M
j=1(1− syj)
N∏
i=1
M∏
j=1
1− qxiyj
1− xiyj . (10.5.2)
Recalling the definitions (10.3.3), (10.3.4) of z(µ) and ζ(µ,λ), we now refine the summation (10.5.2)
by defining
η(I,J ; s) := qMN
∑
µ
∑
λ
fµ(y1, . . . , yM )G
•
µ+/λ(1)
(x1) ·
N∏
j=2
G•
λ(j−1)/λ(j)(xj) · 1z(µ)=I¯ · 1ζ(µ,λ)=J ,
(10.5.3)
where the second sum is over all Gelfand–Tsetlin patterns λ = λ(1)  · · ·  λ(N−1)  ∅, fµ is given
by (3.4.5) as usual, and the one-variable functions G•
λ(j−1)/λ(j) are given by (4.4.3). Our interest in
the quantities (10.5.2) and (10.5.3) comes from the fact that, when s = 0, one has
η(I,J ; 0)
η(0)
= PcHL(I,J ), (10.5.4)
which is manifest from the definition (10.3.1), (10.3.5) of PcHL(I,J ) and the reductive properties
of fµ and G•λ(j−1)/λ(j) at s = 0; cf. Theorem 5.9.4 for the former, and Remark 4.4.2 and [Bor17a,
Section 8.1] for the latter.
Let us now separately analyze the two sums appearing in (10.5.3). In what follows, we take
κ = (κ1 > · · · > κk > 1) to be a fixed partition of length k. We have the relation
∑
µ:µ+=κ
(
1z(µ)=I¯
)
fµ(y1, . . . , yM ) =
y1 →
y2 →
...
...
yM →
· · ·· · ·· · ·000
colours I
at coordinates κ︷ ︸︸ ︷colours I¯︷︸︸︷
0
0
...
...
0
1
2
...
...
M
(10.5.5)
in which the colours I¯ = {I¯1, . . . , I¯M−k} leave via the top of the 0-th column, while the remaining
k colours I = {I1, . . . , Ik} exit the lattice with collective horizontal coordinates (κ1 > · · · > κk),
but with a sum taken over all possible ways of distributing the colours over those sites. If we now
set s = 0, we find that the configuration of the 0-th column in (10.5.5) becomes completely frozen:
to see this, note that any colour i ∈ I (which enters the 0-th column via the i-th left edge of the
column) does not exit the column via its top edge. It must therefore leave the column via one of
the i-th, (i + 1)-th, . . . , or M -th right edges. However, we can also rule out the possibility that
it leaves the column via the j-th right edge, for i + 1 6 j 6 M , since this would give rise to the
vertex
j i
A
A+−ji
for some state A ∈ Nn, which has a vanishing Boltzmann weight at s = 0. We
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conclude that the colours I must each propagate horizontally straight across the 0-th column, while
the colours I¯ exit via the top of the column; the weight of the whole column (recall that s is set
to 0) can be computed as
∏
i∈I yi. Suppressing the frozen 0-th column and drawing the partition
function from its 1st column onwards, we conclude that
∑
µ:µ+=κ
(
1z(µ)=I¯
)
fµ(y1, . . . , yM )
∣∣∣
s=0
=
∏
i∈I
yi ·
y1 →
y2 →
...
...
yM →
· · ·· · ·000
colours I
at coordinates κ︷ ︸︸ ︷
0
0
...
...
0
1 · 11∈I
2 · 12∈I
...
...
M · 1M∈I
(10.5.6)
where the state that enters the left edge of the i-th row is now i if i ∈ I, and 0 otherwise. Because
the states at the top of the lattice (10.5.6) are summed over all ways of distributing the colours I
over the sites (κ1 > · · · > κk), we can now invoke the colour-blindness results outlined in Section
2.4; namely, we can replace each of the vertices in the lattice (10.5.6) by their rank-1 counterparts
(2.2.3) evaluated at s = 0. This yields the expression
∑
µ:µ+=κ
(
1z(µ)=I¯
)
fµ(y1, . . . , yM )
∣∣∣
s=0
=
∏
i∈I
yi ·
• • • • •
• • • • •
• • • • •
• • • • •
• • • • •
y1 →
y2 →
...
...
yM →
· · ·· · ·000
· · ·· · ·m3m2m1
0
0
...
...
0
11∈I
12∈I
...
...
1M∈I
where the left incoming state of the i-th row is either 1 or 0, depending on whether i ∈ I or not,
and mj ≡ mj(κ) are the multiplicities of κ. The partition function that we have arrived at has
a known form; it can be expressed as a sum over a product of one-variable skew Hall–Littlewood
polynomials, cf. [Bor17a, Section 8.1]:
∑
µ:µ+=κ
(
1z(µ)=I¯
)
fµ(y1, . . . , yM )
∣∣∣
s=0
=
∑
ν
M−1∏
i=1
Pν(i)/ν(i−1)(yi) · Pκ/ν(M−1)(yM ) · 1ζ(κ,ν)=I¯ , (10.5.7)
where the sum is taken over all Gelfand–Tsetlin patterns ν = ν(M−1)  · · ·  ν(1)  ∅ of length
M − 1, with
ζ(κ,ν) = {1 6 i 6M : `(ν(i))− `(ν(i−1)) = 0}, ν(M) ≡ κ, ν(0) ≡ ∅. (10.5.8)
On the other hand, the s = 0 case of the second sum in (10.5.3) reads
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qMN
∑
λ
G•
κ/λ(1)
(x1) ·
N∏
j=2
G•
λ(j−1)/λ(j)(xj) · 1ζ(κ,λ)=J
∣∣∣
s=0
=
∑
λ
Qκ/λ(1)(x1) ·
N∏
j=2
Qλ(j−1)/λ(j)(xj) · 1ζ(κ,λ)=J . (10.5.9)
Combining equations (10.5.7) and (10.5.9), we have shown that
η(I,J ; 0)
η(0)
=
N∏
i=1
M∏
j=1
1− xiyj
1− qxiyj ·
∑
κ
∑
ν
∑
λ
(
1ζ(κ,ν)=I¯
)
· (1ζ(κ,λ)=J )
×
M−1∏
i=1
Pν(i)/ν(i−1)(yi) · Pκ/ν(M−1)(yM ) ·Qκ/λ(1)(x1) ·
N∏
j=2
Qλ(j−1)/λ(j)(xj), (10.5.10)
with the sums taken over ν = ν(M−1)  · · ·  ν(1)  ∅ and λ(1)  · · ·  λ(N−1)  ∅. The refined
summation thus obtained has been studied in [BBW16], where it was shown that such quantities
are given by partition functions of the six-vertex model in the quadrant. The technique for proving
this correspondence comes from the work of [WZJ16], and exploits the Yang–Baxter integrability
of the q-boson model. We will not repeat these arguments here, but instead quote Theorem 5.5 of
[BBW16], which tells us immediately that (10.5.10) translates into
η(I,J ; 0)
η(0)
= ZM,N (I,J ). (10.5.11)
Matching the right hand sides of (10.5.4) and (10.5.11) now yields the claim, (10.5.1). 
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CHAPTER 11
Alternative proof of Theorem 10.5.1 via Cherednik–Dunkl
operators
The purpose of this chapter is to outline another way of proving Theorem 10.5.1. We do this in
several stages, firstly introducing less refined versions of the distributions P6v and PcHL that depend
on only one random subset I, and then showing (via the theory of Cherednik–Dunkl operators)
that these distributions match. Finally, we illustrate how to restore the second random subset J
via the action of first-order Macdonald difference operators, thus recovering the result of Theorem
10.5.1.
This alternative proof is technically more involved than the previous one, but we include it for
two reasons: 1. This is how we discovered the matching (10.5.1) initially; and 2. We expect that
this approach will be useful for extracting information for the joint distribution of colours under
several specified lattice locations (as opposed to the one-point situation, (M,N), that we deal with
in the current work).
11.1. The distribution P6v(I)
Consider the stochastic six-vertex model in the M × N quadrant as previously, with a path
entering via each of the left external edges (0, j)→ (1, j), 1 6 j 6 N , and no paths entering via the
bottom external edges (i, 0) → (i, 1), 1 6 i 6 M . The j-th horizontal line (counted from the top)
carries rapidity xj and the i-th vertical line carries rapidity yi, in the same way as in Section 10.1.
Let I ⊂ {1, . . . ,M} be any subset of {1, . . . ,M}, whose cardinality we do not need to specify, and
write I¯ = {1, . . . ,M}\I for its complement. We define the following probability distribution:
P6v(I) = Prob
{
there is no path at the outgoing vertical edge (i,N)→ (i,N + 1), ∀ i ∈ I¯
}
,
(11.1.1)
where a random configuration in the quadrant is sampled with probability given by the product of
its vertex weights. Unlike P6v(I,J ), the distribution P6v(I) is not concerned with paths that leave
the lattice via right external edges (M, j) → (M + 1, j), 1 6 j 6 N . It can thus be obtained from
the more general distribution P6v(I,J ) as follows:
P6v(I) =
∑
I′⊂I,J⊂{1,...,N}
|I′|+|J |=N
P6v(I ′,J ), (11.1.2)
where the sum is taken over all J ⊂ {1, . . . , N} and I ′ ⊂ {1, . . . ,M}, such that |I ′| + |J | = N
and I ′ ⊂ I. Therefore, any previous results concerning P6v(I,J ) can be translated to results for
P6v(I), by summing appropriately.
Note that, by virtue of the correspondence (10.5.10), (10.5.11) described at the end of Section
10.5, (11.1.2) also has an interpretation purely at the level of (skew) Hall–Littlewood polynomials.
Substituting P6v(I ′,J ) = η(I ′,J ; 0)/η(0) into (11.1.2) and computing directly the sum over I ′ and
130
J , one has
P6v(I) =
N∏
i=1
M∏
j=1
1− xiyj
1− qxiyj ·
∑
κ
∑
ν
1ζ(κ,ν)⊃I¯ ·
M−1∏
i=1
Pν(i)/ν(i−1)(yi) · Pκ/ν(M−1)(yM ) ·Qκ(x1, . . . , xN ),
(11.1.3)
where the two sums are taken over all partitions κ and all length-(M − 1) Gelfand–Tsetlin patterns
ν = ν(M−1)  · · ·  ν(1)  ν(0) ≡ ∅, respectively.
11.2. The distribution PcHL(I)
We shall also require a less refined version of the coloured Hall–Littlewood measure (10.3.1),
associated to compositions µ (without an attached Gelfand–Tsetlin pattern λ):
WM,N (µ) = Eµ˜(yM , . . . , y1)Qµ+(x1, . . . , xN ) ·
N∏
i=1
M∏
j=1
1− xiyj
1− qxiyj , µ˜ = (µM , . . . , µ1), (11.2.1)
which satisfies the sum-to-unity condition
∑
µWM,N (µ) = 1. From this measure we define
PcHL(I) = Prob{the random composition µ satisfies µi = 0, ∀ i ∈ I¯}, (11.2.2)
where a random composition µ is chosen with probability WM,N (µ). In contrast to PcHL(I,J ), the
distribution PcHL(I) contains no information about lengths of partitions in an underlying Gelfand–
Tsetlin pattern, since the latter object has effectively been summed away. Indeed, one has
PcHL(I) =
N∏
i=1
M∏
j=1
1− xiyj
1− qxiyj ·
∑
µ
Eµ˜(yM , . . . , y1)Qµ+(x1, . . . , xN ) · 1z(µ)⊃I¯ , (11.2.3)
and writingQµ+(x1, . . . , xN ) as a sum of products of skew one-variable Hall–Littlewood polynomials,
one finds that
PcHL(I) =
∑
I′⊂I,J⊂{1,...,N}
|I′|+|J |=N
(∑
µ
∑
λ
WM,N (µ,λ) · 1z(µ)={1,...,M}\I′ · 1ζ(µ,λ)=J
)
=
∑
I′⊂I,J⊂{1,...,N}
|I′|+|J |=N
PcHL(I ′,J ), (11.2.4)
where the sum is again taken over all J ⊂ {1, . . . , N} and I ′ ⊂ {1, . . . ,M}, such that |I ′|+ |J | = N
and I ′ ⊂ I.
11.3. A simpler match of distributions
Our aim, in what follows, will be to show that
P6v(I) = PcHL(I), ∀ I ⊂ {1, . . . ,M}. (11.3.1)
Note that (11.3.1) is already implied by Theorem 10.5.1 and the equations (11.1.2), (11.2.4); however
we will seek a different proof that takes us through the general theory of Cherednik–Dunkl operators
(5.9.3).
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11.4. Setting up notations
The main ingredient of our alternative proof will be the action of the Cherednik–Dunkl opera-
tors on the Cauchy reproducing kernel for Macdonald polynomials. Results in this direction were
previously obtained by Kirillov–Noumi [KN98], and we will refer to that paper for a number of
formulae that we require. Ultimately we will be interested in the Hall–Littlewood specialization
p = 0, but the results of [KN98] apply for generic p, so we will preserve this parameter for as long
as possible.
We will make frequent use of the Macdonald reproducing kernel
Π(x; y) :=
N∏
i=1
M∏
j=1
(qxiyj ; p)
(xiyj ; p)
, (x; p) :=
∞∏
k=0
(1− pkx), (11.4.1)
as well as Cherednik–Dunkl operators which act on the alphabet (y1, . . . , yM ):
Y˜i := q
i−1T˜i · · · T˜M−1ωT˜−11 · · · T˜−1i−1, 1 6 i 6M, (11.4.2)
where
T˜i = q − qyi − yi+1
yi − yi+1 (1− si), ω = sM−1 . . . s1τ1.
All operators si and τ1 are defined as previously, but are now assumed to act on the variables
(y1, . . . , yM ). Note that the operators Y˜i also differ from their previous incarnations (5.9.3) by
an overall factor of qi−1. They have the following eigenaction on the non-symmetric Macdonald
polynomials:
Y˜iEµ(y1, . . . , yM ; p, q) = 〈µ〉iEµ(y1, . . . , yM ; p, q), 〈µ〉i = pµiqρi(µ)+M−1,
where µ = (µ1, . . . , µM ) is a composition of length M and ρi(µ) is given by equation (5.9.6).
11.5. Expectations from the action of Y˜i on the Cauchy kernel
Let us consider a non-symmetric Macdonald measure on compositions µ ∈ NM , defined by
PnsM(µ) :=
1
Π(x; y)
· dµ(p, q)Eµ(y1, . . . , yM ; p, q)Qµ+(x1, . . . , xN ; p, q), (11.5.1)
where Qµ+(x1, . . . , xN ; p, q) denotes a symmetric Macdonald Q-polynomial (we follow the same
conventions as in [Mac95b, Chapter VI]) and dµ(p, q) is a simple, combinatorially defined constant
(it can be found, for example, in [Mar99, Lemma 2.4]). The precise form of dµ(p, q) will not be
relevant to us, but let us note that it satisfies dµ(0, q) = 1 for all compositions µ. For a fixed
partition λ = (λ1 > · · · > λM > 0) one has∑
µ:µ+=λ
dµ(p, q)Eµ(y1, . . . , yM ; p, q) = Pλ(y1, . . . , yM ; p, q),
where Pλ(y1, . . . , yM ; p, q) denotes a symmetric Macdonald P -polynomial, and we conclude that∑
µ
PnsM(µ) =
1
Π(x; y)
∑
λ
Pλ(y1, . . . , yM ; p, q)Qλ(x1, . . . , xN ; p, q) = 1, (11.5.2)
by virtue of the Cauchy identity for symmetric Macdonald polynomials [Mac95b, Chapter VI].
Furthermore, cf. [BC14], the weights (11.5.1) are nonnegative and the series (11.5.2) converges if
xi, yj > 0 and xiyj < 1 for all 1 6 i 6 N , 1 6 j 6 M . Hence, (11.5.1) can be viewed as an honest
probability measure on length-M compositions.
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Proposition 11.5.1. We have the following expression for the expected value of the observable
〈µ〉i with respect to the probability measure (11.5.1):
EnsM [〈µ〉i] = 1
Π(x; y)
· Y˜i Π(x; y), (11.5.3)
and more generally, for any 1 6 I1 6 · · · 6 Ik 6M ,
EnsM [〈µ〉I1 · · · 〈µ〉Ik ] =
1
Π(x; y)
· Y˜I1 · · · Y˜Ik Π(x; y). (11.5.4)
Note that since the operators Y˜Ij commute, their order on the right hand side of (11.5.4) is inessen-
tial.
Proof. Writing the Cauchy kernel (11.4.1) in de-symmetrized form
Π(x; y) =
∑
µ
dµ(p, q)Eµ(y1, . . . , yM ; p, q)Qµ+(x1, . . . , xN ; p, q)
and then applying Y˜i, we obtain
Y˜i Π(x; y) =
∑
µ
〈µ〉idµ(p, q)Eµ(y1, . . . , yM ; p, q)Qµ+(x1, . . . , xN ; p, q) =
∑
µ
〈µ〉iΠ(x; y)PnsM(µ).
(11.5.5)
The result (11.5.3) follows, while (11.5.4) is just repeated applications of the above reasoning (it is
easy to see that convergence of the series causes no issues as long as |xiyj | < 1 for all 1 6 i 6 N
and 1 6 j 6M). 
11.6. Integral expression for expectations
We now use [KN98, Lemma 6.2] to evaluate the right hand side of equation (11.5.4). With the
conventions I = {I1 < · · · < Ik}, I¯ = {1, . . . ,M}\I, it reads
1
Π(x; y)
· Y˜I1 · · · Y˜IkΠ(x; y) =
k∑
m=0
∑
H⊂I,K⊂{1,...,N}
|H|=|K|=m
q−`(I¯;H)+(M−N)k−||I|| · aK(x) · hHK (x; y), (11.6.1)
with the second sum taken over all sets H = {H1 < · · · < Hm} and K = {K1 < · · · < Km} whose
cardinalities satisfy |H| = |K| = m, and where we have defined
hHK (x; y) =
∑
σ∈Sm
 m∏
i=1
 q − 1
1− qxKσ(i)yHi
M∏
j=Hi+1
q(1− xKσ(i)yj)
1− qxKσ(i)yj
 ∏
16i<j6m
qxKσ(i) − xKσ(j)
xKσ(i) − xKσ(j)

as in [KN98, Equation (4.2)], and
aK(x) =
∏
i∈K,j 6∈K
qxi − xj
xi − xj , [KN98, Equation (5.4)],
`(A;B) = #{(i, j) ∈ A× B : i > j}, [KN98, Equation (6.18)],
as well as ||I|| = ∑ki=1 Ii.
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qw1
w1
qw2
w2 · · · wk
w1, . . . , wk
•
0
• • • •
{xr}Nr=1
Figure 1. Integration contours for equation (11.6.2). Each contour Ci is the union
of the small circle c[x] surrounding the points {x1, . . . , xN}, and a small circle c[i]
surrounding the origin. The circles surrounding the origin are q-nested; one has
q · c[i] ⊂ c[i] ⊂ q · c[i+ 1] for all 1 6 i 6 k − 1.
Proposition 11.6.1. There holds
1
Π(x; y)
· Y˜I1 · · · Y˜IkΠ(x; y) =
q
k(k−1)
2
+(M−N)k−||I||
(2pi
√−1)k
×
∮
C1
· · ·
∮
Ck
∏
16α<β6k
wα − wβ
wα − qwβ
k∏
`=1
 1
1− qyI`w`
·
M∏
j=I`+1
1− yjw`
1− qyjw` ·
N∏
r=1
xr − qw`
xr − w`
 dw`
w`
(11.6.2)
where for each 1 6 i 6 k, the (positively oriented) contour Ci consists of two disjoint pieces: a small
circle c[x] around the set {xr}Nr=1, and a small circle c[i] around 0 such that q ·c[i] ⊂ c[i] ⊂ q ·c[i+1]
(see Figure 1).
Proof. We will evaluate the integral (11.6.2) by computing the sum of all residues and matching
it to the expression (11.6.1). The foregoing computation closely follows the material after equation
(9.8) in [BP16]. Let us consider the following integral, which is equal to the right hand side of
(11.6.2) after suppressing the irrelevant factor q(M−N)k−||I||, that is already common to both (11.6.1)
and (11.6.2):
Υ(I1, . . . , Ik) :=
q
k(k−1)
2
(2pi
√−1)k
∮
C1
· · ·
∮
Ck
∏
16α<β6k
wα − wβ
wα − qwβ
k∏
`=1
fI`(w`)
w`
dw`, (11.6.3)
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with
fi(w) :=
1
1− qyiw
M∏
j=i+1
1− yjw
1− qyjw
N∏
r=1
xr − qw
xr − w ,
and observe that fi(0) = 1. Let us now split the integral Υ into a sum of 2k integrals indexed by
subsets L ⊂ {1, . . . , k} of cardinality |L| = m, with the condition that w` for ` 6∈ L are integrated
around 0, while w` for ` ∈ L are integrated around {xr}Nr=1. We shall write L = {L1 < · · · < Lm},
||L|| = ∑mi=1 Li, {1, . . . , k}\L = {P1 < · · · < Pk−m}.
Because of their q-nesting property, the contours around 0 corresponding to {wP1 , . . . , wPk−m}
can be shrunk to 0 in the order wP1 , . . . , wPk−m without crossing any poles (other than the pole at 0
itself). Computing residues at 0, each such integration over wPj produces the factor qPj−k, coming
from the product
∏
16α<β6k(wα −wβ)/(wα − qwβ). Renaming wLj = zj , the integral (11.6.3) thus
becomes
Υ(I1, . . . , Ik) =
k∑
m=0
∑
L⊂{1,...,k}
|L|=m
qkm−||L|| ·
∮
c[x]
· · ·
∮
c[x]
∏
16α<β6m
zα − zβ
zα − qzβ
m∏
i=1
fILi (zi)
zi
dzi
2pi
√−1 .
(11.6.4)
Now we compute the remaining m integrals by taking residues at zi = xr for various 1 6 r 6 N .
Taking these residues produces a sum over subsets K = {K1 < · · · < Km} ⊂ {1, . . . , N} (which
label the poles {xK1 , . . . , xKm} that get selected1) and a sum over permutations σ ∈ Sm (which
specify the order in which those poles are chosen). We thus obtain
Υ(I1, . . . , Ik)
=
k∑
m=0
∑
L⊂{1,...,k}
|L|=m
qkm−||L||
∑
K⊂{1,...,N}
|K|=m
∑
σ∈Sm
∏
16α<β6m
xKσ(α) − xKσ(β)
xKσ(α) − qxKσ(β)
m∏
i=1
Resz=xKσ(i)
[
fILi (z)
]
xKσ(i)
,
(11.6.5)
where the residue present in the summand of (11.6.5) is given by
1
xK
Resz=xK [fI(z)] =
q − 1
1− qxKyI ·
M∏
j=I+1
1− xKyj
1− qxKyj ·
N∏
r=1
r 6=K
qxK − xr
xK − xr .
We can now directly match (11.6.5) with (11.6.1). If we introduce the set H ⊂ I via the correspon-
dence
H = {H1 < · · · < Hm} = {IL1 < · · · < ILm}, (11.6.6)
one readily checks that (11.6.5) and (11.6.1) agree in all factors, apart from potential discrepancies
in the powers of q. For this, one needs to check that
`(I¯;H)−
m∑
i=1
(M −Hi) = ||L|| − km, (11.6.7)
which allows all q exponents to be matched. We notice that `(I¯;H) equals∑mi=1((M−ILi)−(k−Li)),
since (M − ILi) is the number of elements of {1, . . . ,M} greater than Hi ≡ ILi , and (k−Li) is the
1Because of the product
∏
16α<β6m(zα−zβ) present in the integrand of (11.6.4), the selected poles are necessarily
pairwise distinct.
135
number of elements of {I1, . . . , Ik} greater than Hi ≡ ILi . Substituting this into the left hand side
of (11.6.7), there is some direct cancellation, and we obtain a match with the right hand side. The
proof of (11.6.2) is complete. 
11.7. Matching with the six-vertex model height function
Let us now compare the contour integral (11.6.2) with Theorem 9.8 of [BP16]. We begin by
recalling the latter result:
Definition 11.7.1 (Height function). Let C be a configuration of the stochastic six-vertex model
(10.1.1) in the positive quadrant N2. Fixing two positive integers M,N > 1, we define the height
function h(M,N) as the number of paths in C which pass through one of the horizontal edges
(M, j) → (M + 1, j), 1 6 j 6 N . In other words, h(M,N) is the number of paths which pass
through or below the point (M,N).
Theorem 11.7.2. Consider the stochastic six-vertex model (10.1.1) with horizontal rapidities
xi (where the index i can assume any order), vertical rapidities vj (with j increasing from left to
right), and let {h(θ1, N), . . . , h(θk, N)} ≡ {h(θ1), . . . , h(θk)} denote the height function of the model
measured at horizontal coordinates θ1 > · · · > θk > 1 along the N -th horizontal line. One has
E6v
k∏
i=1
qh(θi) =
q
k(k−1)
2
(2pi
√−1)k
∮
C1
· · ·
∮
Ck
∏
16α<β6k
wα − wβ
wα − qwβ
k∏
i=1
θi−1∏
j=1
1− vjwi
1− qvjwi
N∏
r=1
xr − qwi
xr − wi
 dwi
wi
(11.7.1)
with the same integration contours as in Figure 1. In the notation of [BP16, Theorem 9.8], we have
chosen sj = q−1/2, ξj = v−1j q
−1/2 and ur = x−1r in order to write down (11.7.1).
Proposition 11.7.3. In terms of all preceding notation, one has
E6v
[
k∏
i=1
qh(θi) − qh(θi+1)+1
1− q
]
=
q(N−M)k+||I||
Π(x; y)
· Y˜I1 · · · Y˜IkΠ(x; y), (11.7.2)
provided that
{θ1, . . . , θk} = {M − I1 + 1, . . . ,M − Ik + 1}, (v1, . . . , vM ) = (yM , . . . , y1). (11.7.3)
Proof. Let us check the effect of taking differences (qh(θi)−qh(θi+1)+1)/(1−q) on the integrand
of (11.7.1). In view of the relation
1
1− q
θ−1∏
j=1
1− vjw
1− qvjw − q ·
θ∏
j=1
1− vjw
1− qvjw
 = 1
1− q
θ−1∏
j=1
1− vjw
1− qvjw
(
1− q · 1− vθw
1− qvθw
)
=
θ−1∏
j=1
1− vjw
1− qvjw ·
1
1− qvθw,
one clearly has
E6v
[
k∏
i=1
qh(θi) − qh(θi+1)+1
1− q
]
=
q
k(k−1)
2
(2pi
√−1)k
×
∮
C1
· · ·
∮
Ck
∏
16α<β6k
wα − wβ
wα − qwβ
k∏
i=1
 1
1− qvθiwi
·
θi−1∏
j=1
1− vjwi
1− qvjwi
N∏
r=1
xr − qwi
xr − wi
 dwi
wi
, (11.7.4)
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which can be seen to coincide exactly with (11.6.2) under the identifications (11.7.3).

11.8. Reduction to non-symmetric Hall–Littlewood measures
In the remainder of the chapter, we shall analyze the result (11.7.2) in the case p = 0. Note that
the six-vertex side of (11.7.2) is manifestly independent of p, so this specialization only affects the
interpretation of the right hand side of that equation. Let us begin with the reduction of (11.5.4)
to non-symmetric Hall–Littlewood measures:
Corollary 11.8.1. Assuming p = 0, from (11.5.4) we recover
EnsHL
[
k∏
i=1
(
1µIi=0
)
q#{j>Ii:µj=0}
]
=
1
Π(x; y)
· Y˜I1 · · · Y˜IkΠ(x; y)
∣∣∣∣
p=0
, (11.8.1)
where the expectation is taken with respect to the non-symmetric Hall–Littlewood measure
PnsHL(µ) =
N∏
i=1
M∏
j=1
1− xiyj
1− qxiyj · Eµ(y1, . . . , yM ; 0, q)Qµ+(x1, . . . , xN ; 0, q), (11.8.2)
which is the p = 0 specialization of (11.5.1). Note that, in terms of our previously defined measure
(11.2.1), one has PnsHL(µ; y1, . . . , yM ) = WM,N (µ˜; yM , . . . , y1).
Remark 11.8.2. When q = 1, the left hand side of (11.8.1) is the k-point correlation function
for the point process of the locations of zeros in µ, i.e., it becomes
EnsHL
[
1µI1=···=µIk=0
]
= PnsHL [µI1 = · · · = µIk = 0] .
Now by combining the results of Proposition 11.7.3 and Corollary 11.8.1, we arrive at the
following match of expectations:
Corollary 11.8.3. With the same matching of parameters (11.7.3), one has
E6v
[
k∏
i=1
1{no path at (θi,N)}q
h(θi)
]
= EnsHL
[
k∏
i=1
(
1µIi=0
)
qN−M+Ii+#{j>Ii:µj=0}
]
. (11.8.3)
Proof. Indeed, one easily sees that the left hand side of (11.8.3) is the same as the left hand
side of Proposition 11.7.3, and the right hand side of (11.8.3) arises by multiplying (11.8.1) by
q(N−M)k+||I||. 
11.9. Matching the underlying distributions
We would now like to strengthen (11.8.3) to a statement at the level of the underlying distribu-
tions. Namely, we wish to prove the following result:
Proposition 11.9.1. Fix any subset I ⊂ {1, . . . ,M}. Under the identification (v1, . . . , vM ) =
(yM , . . . , y1), we have
P6v [no path at edge (M − i+ 1, N)→ (M − i+ 1, N + 1), i ∈ I] = PnsHL [µi = 0 for each i ∈ I] .
(11.9.1)
This statement is equivalent to (11.3.1).
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Proof. We see that the distribution match (11.9.1) is a trivial corollary of (11.8.3) when q = 1,
cf. Remark 11.8.2. Now consider (11.8.3) for generic q. We remark that, for θi = M − Ii + 1, one
has
h(θi) = #{paths situated at, or right of (θi, N)}
= N −#{paths strictly left of (θi, N)}
= N − θi + 1 + #{empty vertices among (1, N), . . . , (θi − 1, N)}
= N −M + Ii + #{empty vertices among (1, N), . . . , (M − Ii, N)}.
Hence, if we pair up the random set {empty vertices among (1, N), . . . , (M − Ii, N)} on the side of
the six-vertex model with the random set {j > Ii : µj = 0} on the non-symmetric Hall–Littlewood
side, we see that powers of q coincide in the two expectations of (11.8.3). It follows that the
difference of the two sides of (11.8.3) can be written as linear combinations of
∆(L) := P6v [no path at edge (M − `+ 1, N)→ (M − `+ 1, N + 1), ` ∈ L]
− PnsHL [µ` = 0 for each ` ∈ L] (11.9.2)
for various subsets L ⊂ {1, . . . ,M}, with polynomial in q coefficients. The number of the unknowns
∆(L) is 2M , while (11.8.3) (for various choices of I ⊂ {1, . . . ,M}) imposes 2M homogeneous linear
equations on them. The resulting linear system admits non-trivial solutions (solutions other than
∆(L) = 0, for all L) if and only if its matrix is singular; but it is clear that it is non-singular
when q = 1, given that ∆(L) = 0 is the only possible solution in that case (since (11.9.1) holds for
q = 1). The matrix of the linear system is, therefore, non-singular for generic q, and we conclude
that ∆(L) = 0 for all L.
The equivalence of (11.3.1) and (11.9.1) is immediate, taking into account the translation be-
tween measures PnsHL(µ; y1, . . . , yM ) = WM,N (µ˜; yM , . . . , y1), which not only implements the alpha-
bet reversal (v1, . . . , vM ) = (yM , . . . , y1) but allows each instance of M − i+ 1 on the left hand side
of (11.9.1) to be replaced with i. 
11.10. Hall–Littlewood difference operators
Let us recall the form of the first-order Macdonald difference operators [Mac95b, Chapter VI]
acting on an alphabet (x1, . . . , xN ):
D1N ≡ DN =
N∑
i=1
( N∏
j 6=i
j=1
qxi − xj
xi − xj
)
τi, (11.10.1)
where τi denotes the p-shift operator with action
τi · h(x1, . . . , xN ) = h(x1, . . . , pxi, . . . , xN )
on arbitrary functions h of our alphabet. They have the following eigenaction on the symmetric
Macdonald polynomials Qλ(x1, . . . , xN ; p, q):
DNQλ(x1, . . . , xN ; p, q) =
(
N∑
i=1
pλiqN−i
)
Qλ(x1, . . . , xN ; p, q). (11.10.2)
In what follows we will focus on the Hall–Littlewood limit, tacitly assuming that p = 0. This
converts equation (11.10.2) into
DNQλ(x1, . . . , xN ) =
(
1− qN−`(λ)
1− q
)
Qλ(x1, . . . , xN ), (11.10.3)
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where `(λ) denotes the length of λ, and where the participating functions are the symmetric Hall–
Littlewood polynomials. Now recall the branching rule for Hall–Littlewood polynomials,
Qλ(x1, . . . , xN ) =
∑
ν
Qν(x1, . . . , xN−1)Qλ/ν(xN ), (11.10.4)
and apply to this equation the linear combination q−N+1(DN −DN−1) of the difference operators
(11.10.1) at p = 0. Then as a result of (11.10.3), we see that
DN −DN−1
qN−1
Qλ(x1, . . . , xN ) =
∑
ν
(
q−`(ν) − q−`(λ)+1
1− q
)
Qν(x1, . . . , xN−1)Qλ/ν(xN ). (11.10.5)
Since Qλ/ν(xN ) = 0 unless λ  ν, the sum on the right hand side of (11.10.5) is taken over partitions
ν such that `(ν) = `(λ) or `(ν) = `(λ) − 1. Due to the factor (q−`(ν) − q−`(λ)+1) present in the
summand, all terms such that `(ν) = `(λ)− 1 will give a vanishing contribution, and we then find
that
DN −DN−1
qN−1
Qλ(x1, . . . , xN ) = q
−`(λ)∑
ν
1`(ν)=`(λ) ·Qν(x1, . . . , xN−1)Qλ/ν(xN ). (11.10.6)
11.11. Restoring the subset J
Now assume that κ is a partition with length `(κ) 6 k, for some k > 1, and fix a subset
J = {J1 < · · · < JN−k} ⊂ {1, . . . , N}. Following [BCGS16, Section 4], by repeated application of
(11.10.6), one concludes that(
DJ1 −DJ1−1
qJ1−1
)
· · ·
(
D(JN−k) −D(JN−k)−1
q(JN−k)−1
)
Qκ(x1, . . . , xN )
=
∑
ν
(
1ζ(κ,ν)⊃J
) ·∏
i∈J
q−`(ν
(i)) ·Qκ/ν(N−1)(xN ) ·
N−1∏
j=1
Qν(j)/ν(j−1)(xj), (11.11.1)
where ν(N) = κ by agreement, and with the sum taken over all length-(N − 1) Gelfand–Tsetlin
patterns ν = ν(N−1)  · · ·  ν(1)  ν(0) ≡ ∅. Note that in the extremal case `(κ) = k, the
inclusion of J in ζ(κ,ν) is only possible if ζ(κ,ν) ≡ J . Then due to the constraints imposed by
the indicator function 1ζ(κ,ν)=J , each of the lengths `
(
ν(i)
)
is known explicitly; in particular, one
has
`
(
ν(Jj)
)
= Jj − j, ∀ 1 6 j 6 N − k.
The associated powers of q can be factored outside of the sum, and after some cancellation we obtain
(DJ1 −DJ1−1) · · ·
(
D(JN−k) −D(JN−k)−1
)
Qκ(x1, . . . , xN )
= q
(N−k)(N−k−1)
2
∑
ν
(
1ζ(κ,ν)=J
) ·Qκ/ν(N−1)(xN ) · N−1∏
j=1
Qν(j)/ν(j−1)(xj), `(κ) = k. (11.11.2)
We can now conclude our alternative proof of Theorem 10.5.1:
Corollary 11.11.1. The match (11.3.1) implies (10.5.1).
Proof. Comparing (11.1.3) and (11.2.3), the equality (11.3.1) implies that
∑
κ
∑
ν
1ζ(κ,ν)⊃I¯ ·
M−1∏
i=1
Pν(i)/ν(i−1)(yi) · Pκ/ν(M−1)(yM ) ·Qκ(x1, . . . , xN )
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=
∑
κ
∑
µ:µ+=κ
Eµ˜(yM , . . . , y1)Qκ(x1, . . . , xN ) · 1z(µ)⊃I¯ , (11.11.3)
for any I = {I1, . . . , Ik} ⊂ {1, . . . ,M}, I¯ = {1, . . . ,M}\I. On either side of this equation, κ is
being summed over all partitions, but the indicator functions 1ζ(κ,ν)⊃I¯ and 1z(µ)⊃I¯ readily imply
that nonzero terms only come from κ with `(κ) 6 k. If we now act on both sides of (11.11.3) with
(DJ1 −DJ1−1) · · ·
(
D(JN−k) −D(JN−k)−1
)
, perform the relabelling (x1, . . . , xN ) 7→ (xN , . . . , x1), and
restore the reciprocal of the Cauchy kernel to the equation, we ultimately find that∑
I′⊂I,J ′⊃J
|I′|+|J ′|=N
N−k∏
i=1
q−#{j:j<Ji,j 6∈J
′} · P6v(I ′,J ′) =
∑
I′⊂I,J ′⊃J
|I′|+|J ′|=N
N−k∏
i=1
q−#{j:j<Ji,j 6∈J
′} · PcHL(I ′,J ′),
(11.11.4)
where we have used [BBW16, Theorem 5.5] and the definition of P6v(I ′,J ′) for the left hand side,
and the definition (10.3.5) of PcHL(I ′,J ′) for the right hand side. The latter (triangular) system of
equations can be diagonalized to yield (10.5.1). Note that the powers of q match on both sides of
(11.11.4), but their exact values are otherwise irrelevant in reaching this conclusion. 
11.12. A match between Cherednik–Dunkl and Macdonald difference operators
One can also think of the subset I as arising from the action of suitable operators, and doing so
leads to an interesting relation between the Macdonald difference and Cherednik–Dunkl operators.
To see this, let us extract the coefficient of the Hall–Littlewood polynomial Qκ(x1, . . . , xN ) from
both sides of equation (11.11.3), since the latter comprise a basis for the ring of symmetric functions
in (x1, . . . , xN ). After some cosmetic relabelling we read the identity∑
ν
1ζ(κ,ν)⊃θ ·
M−1∏
i=1
Pν(i)/ν(i−1)(y˜i) · Pκ/ν(M−1)(y˜M ) =
∑
µ:µ+=κ
Eµ(y1, . . . , yM ) · 1z(µ)⊃θ˜, (11.12.1)
for any partition κ such that `(κ) 6 M − k, any set of pairwise distinct integers θ = {θ1, . . . , θk},
with θ˜ = {M − θ1 + 1, . . . ,M − θk + 1}, and y˜i = yM−i+1 for all 1 6 i 6 M . In an analogous way
to the diagonalization of the system (11.11.4), one can rearrange the set of equations (11.12.1) to
deduce that∑
ν
1ζ(κ,ν)=θ ·
M−1∏
i=1
Pν(i)/ν(i−1)(y˜i) · Pκ/ν(M−1)(y˜M ) =
∑
µ:µ+=κ
Eµ(y1, . . . , yM ) · 1z(µ)=θ˜, (11.12.2)
for any partition κ such that `(κ) = M − k, any set of pairwise distinct integers θ = {θ1, . . . , θk},
with θ˜ = {M − θ1 + 1, . . . ,M − θk + 1}, and any integer 1 6 k 6M . The difference, compared with
(11.12.1), is that the indicator functions in (11.12.2) now fully determine ζ(κ,ν) and z(µ).
These identities motivate the following result:
Proposition 11.12.1. Define another version of the difference operators (11.10.1), acting on
subsets of the alphabet (y˜1, . . . , y˜M ) = (yM , . . . , y1) (with the parameter p set to zero):
D˜a =
a∑
i=1
( a∏
j 6=i
j=1
qy˜i − y˜j
y˜i − y˜j
)
τ˜i, 1 6 a 6M,
where τ˜i · h(y˜1, . . . , y˜M ) = h(y˜1, . . . , y˜i−1, 0, y˜i+1, . . . , y˜M ). Let us also recall the definition of the
Cherednik–Dunkl operators (11.4.2), with p = 0. Then for any set θ = {1 6 θ1 < · · · < θk 6 M}
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one has the equality(
D˜θ1 − D˜θ1−1
)
· · ·
(
D˜θk − D˜θk−1
)
= Y˜θ˜1 . . . Y˜θ˜k , θ˜i = M − θi + 1, (11.12.3)
as an operator identity on symmetric functions in (y1, . . . , yM ).
Proof. One checks (11.12.3) by acting on an arbitrary Hall–Littlewood polynomial Pκ(y1, . . . , yM ) =∑
µ:µ+=κEµ(y1, . . . , yM ). The action of the left hand side can be obtained as follows (cf. (11.11.1)):(
D˜θ1 − D˜θ1−1
)
· · ·
(
D˜θk − D˜θk−1
)
Pκ(y1, . . . , yM )
=
k∏
i=1
qθi−1 ·
∑
ν
(
1ζ(κ,ν)⊃θ
) ·∏
i∈θ
q−`(ν
(i)) · Pκ/ν(M−1)(y˜M ) ·
M−1∏
j=1
Pν(j)/ν(j−1)(y˜j),
=
k∏
i=1
qθi−1 ·
∑
φ⊃θ
k∏
i=1
q−#{j:j<θi,j 6∈φ} ·
∑
ν
(
1ζ(κ,ν)=φ
) · Pκ/ν(M−1)(y˜M ) ·M−1∏
j=1
Pν(j)/ν(j−1)(y˜j),
(11.12.4)
where the final expression is summed over all sets φ which contain θ as a subset.
For the action of the right hand side of (11.12.3), one uses the de-symmetrized form of the
Hall–Littlewood polynomial to calculate
Y˜θ˜1 . . . Y˜θ˜k
∑
µ:µ+=κ
Eµ(y1, . . . , yM ) =
∑
µ:µ+=κ
1z(µ)⊃θ˜ ·
k∏
i=1
q#{j:j>θ˜i,j∈z(µ)} · Eµ(y1, . . . , yM ),
=
∑
φ⊃θ
k∏
i=1
q#{j:j>θ˜i,j∈φ˜} ·
∑
µ:µ+=κ
1z(µ)=φ˜ · Eµ(y1, . . . , yM ), (11.12.5)
where θ˜i = M − θi + 1, φ˜i = M − φi + 1 as usual, and the final sum is over all sets φ which contain
θ as a subset. Finally, one checks that
#{j : j < θi, j 6∈ φ}+ #{j : j > θ˜i, j ∈ φ˜} = #{j : j < θi} = θi − 1,
which allows powers of q to be matched between (11.12.4) and (11.12.5), with their equality then
being a direct consequence of (11.12.2). 
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CHAPTER 12
Reduction to one-dimensional systems of particles
We start this chapter by considering the effect of taking principal specializations of the set of
variables (y1, . . . , yM ) appearing in Theorem 10.4.1; this lifts the result (10.4.1) to a statement in
the stochastic version of the fused model (2.2.2), with inhomogeneous spins and vertical rapidities
(i.e., a different spin parameter sb and rapidity yb associated to each column of the lattice). We
subsequently degenerate our matching result to three different interacting particle systems.
12.1. Higher spin vertex model with inhomogeneous spins
Throughout the next sections we shall work with the following vertex model:
0 0
A
A
i i
A
A
0 i
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1− sbxayb
(12.1.1)
valid for 1 6 i < j 6 n. The weights shown above apply to the vertex at the intersection of the
a-th horizontal and b-th vertical lines. The index a will take values 1 6 a 6 N : depending on the
partition function under consideration, it will either increase or decrease as horizontal lines are read
from bottom to top of the lattice. The index b will take values 0 6 b 6 M (it is more convenient
to start the labelling at 0 rather than 1). These are the stochastic L˜-weights of Proposition 2.5.1,
with explicitly shown dependence of parameters on rows and columns.
12.2. Higher spin partition functions ZM,N (I,J ) and XM,N (I,J )
Let us now define fused analogues of the previous quantities ZM,N (I,J ) and XM,N (I,J ). In
what follows J will continue to denote a set {1 6 J1 < · · · < J` 6 N} of increasing positive integers,
but I will now take the form {0 6 I1 6 · · · 6 Ik 6 M}; that is, we relax the constraint that the
parts of I be pairwise distinct, and allow them to assume the value 0.
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Figure 1. Left panel: lattice definition of ZM,N (I,J ). The set I labels the coordi-
nates of k paths leaving via the top boundary, while J gives the coordinates of the
remaining ` paths leaving via the right boundary. Right panel: the pre-fused version
of ZM,N (I,J ), ZM,N (I,J ). For each 0 6 i 6 M , a total of mi(I) paths leave via
the top of the i-th bundle, where mi(I) = #{a : Ia = i}, and they are positioned as
far to the right as possible within the bundle.
The fused analogue of ZM,N (I,J ) will be denoted ZM,N (I,J ). It is defined as the partition
function of the model (12.1.1) at n = 1 (colour-blind case) inside the M ×N rectangle, where the
a-th horizontal line (counted from the top) has rapidity xa, while the b-th vertical line (counted from
the left) has spin parameter sb and rapidity yb. The boundary conditions are chosen as follows: 1.
There is an incoming horizontal path at the edge (−1, j) → (0, j) for all 1 6 j 6 N ; 2. The edge
(i, 0)→ (i, 1) is devoid of a path, for all 0 6 i 6M ; 3. There is an outgoing horizontal path at the
edge (M,N − Ja + 1) → (M + 1, N − Ja + 1) for all 1 6 a 6 `; 4. There is an outgoing vertical
path at the edge (Ib, N)→ (Ib, N + 1) for all 1 6 b 6 k, which may lead to multiple outgoing paths
at any given vertical edge. See the left panel of Figure 1 for an illustration of ZM,N (I,J ).
The fused analogue of XM,N (I,J ) will be denoted XM,N (I,J ). It is defined as the partition
function of the model (12.1.1) at n = N (rainbow case) inside the M × N rectangle, where the
a-th horizontal line (counted from the bottom) has rapidity xa, while the b-th vertical line (counted
from the left) has spin parameter sb and rapidity yb. The boundary conditions are chosen as
follows: 1. There is an incoming horizontal path of colour j at the edge (−1, j) → (0, j) for all
1 6 j 6 N ; 2. The edge (i, 0) → (i, 1) is devoid of a path, for all 0 6 i 6 M ; 3. The collection
of edges (M, j) → (M + 1, j), 1 6 j 6 N feature a total of ` outgoing horizontal paths, of colours
{J1, . . . , J`}. These edges are summed over all choices which obey this criterion; 4. There is an
outgoing vertical path, of unspecified colour, at the edge (Ib, N) → (Ib, N + 1) for all 1 6 b 6 k.
These edges are also summed over all choices which obey this criterion. See the left panel of Figure
2 for an illustration of XM,N (I,J ).
Theorem 12.2.1. Fix two integers M,N > 1 and two sets I = {0 6 I1 6 · · · 6 Ik 6 M} and
J = {1 6 J1 < · · · < J` 6 N} whose cardinalities satisfy k+ ` = N . We have the following equality
of partition functions:
ZM,N (I,J ) = XM,N (I,J ). (12.2.1)
Proof. The idea of the proof is to establish a pre-fused version of the equality (12.2.1), which
we are able to do by virtue of Theorem 10.4.1, and then to apply principal specializations/analytic
continuation to map to the desired statement in the fused model (12.1.1).
143
N1
positions I
(sM , yM )· · · · · ·(s0, y0)
x1
...
xN
colours
J
x1
...
xN
y(0) · · · · · · y(M)
m0(I) · · · · · · mM (I)
colours
J
N
1
Figure 2. Left panel: lattice definition of XM,N (I,J ). The set I labels the coor-
dinates of k paths leaving via the top boundary, while J gives the colours of the
remaining ` paths which exit via the right boundary. Right panel: the pre-fused
version of XM,N (I,J ), XM,N (I,J ). For each 0 6 i 6 M , a total of mi(I) paths
leave via the top of the i-th bundle, and they are positioned as far to the right as
possible within the bundle. The top boundary is summed over all permutations of
the exiting colours, holding the outgoing coordinates fixed; the right boundary is
summed over all positions where the colours J exit.
Let us consider the partition function as shown in the right panel of Figure 1, which we denote
ZM,N (I,J ). Each vertex in the lattice is of unfused type, and assumes one of the six possible forms
(10.1.1). The boundary conditions assigned to external horizontal edges match completely with the
corresponding boundaries in ZM,N (I,J ). Where the two partition functions differ is with respect
to the vertical lines; in ZM,N (I,J ) we group these lines into bundles with respective cardinalities
(K0,K1, . . . ,KM ), such that the i-th line within the j-th bundle (as counted from the left) carries
vertical rapidity y(j)i . The bottom external edges of the j-th bundle are devoid of paths, while a
total of mj(I) paths exit via the top external edges of this bundle, where mj(I) = #{a : Ia = j}.
The paths that exit from the top of each bundle are positioned as far to the right as possible within
the bundle.
We shall also study the coloured pre-fused partition function shown in the right panel of Figure
2, which we denote XM,N (I,J ). Its vertices are also of unfused type, and assume the possible forms
(10.2.1). As we did above, we assign boundary conditions to external horizontal edges which match
with the corresponding boundaries in XM,N (I,J ); namely, there is a path of colour i entering via
the i-th left external edge (counted from the bottom), and the right external edges of XM,N (I,J )
are summed over all ways of positioning the colours J over the N available sites. The vertical lines
of XM,N (I,J ) are again grouped into bundles with respective cardinalities (K0,K1, . . . ,KM ), such
that the i-th line within the j-th bundle has rapidity y(j)i . Bottom external edges of the j-th bundle
are devoid of paths, while a total of mj(I) paths exit via the top external edges of this bundle,
where mj(I) has the same definition as above. We continue to enforce the constraint that paths
leave each bundle via the rightmost external edges, but with an extra degree of freedom in the case
of XM,N (I,J ): namely, having fixed the positions where paths must leave the lattice, we sum over
all ways of distributing the colours {1, . . . , N}\J over those edges.
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Now by application of Theorem 10.4.1, we immediately see that
ZM,N (I,J ) = XM,N (I,J ). (12.2.2)
It remains to see what happens to both sides of (12.2.2) after taking the principal specializations
y
(j)
i = sjyjq
Kj−i and performing the analytic continuation qKj 7→ s−2j . In the case of ZM,N (I,J ),
we apply the equations (B.3.3) and (B.4.7) with n = 1 to calculate the fusion of each bundle of the
lattice; the result is
ZM,N (I,J )
∣∣∣
y
(j)
i =sjyjq
Kj−i
∣∣∣
qKj 7→s−2j
=
M∏
j=0
(q; q)Kj−mj(I)(q; q)mj(I)
(q; q)Kj
∣∣∣∣
qKj 7→s−2j
· ZM,N (I,J )
=
M∏
j=0
(q; q)mj(I)
(s−2j ; q−1)mj(I)
· ZM,N (I,J ). (12.2.3)
The prefactor that arises above is the inverse of that on the left hand side of (B.3.3). The calculation
is similar for XM,N (I,J ), except that there is a sum over the colours of the paths which exit via the
top of each bundle. By virtue of the q-exchangeability property (B.2.2), the terms in this sum differ
from each other only up to powers of q. Applying equations (B.3.3) and (B.4.7) to each bundle of
XM,N (I,J ) (keeping n generic), we find that
XM,N (I,J )
∣∣∣
y
(j)
i =sjyjq
Kj−i
∣∣∣
qKj 7→s−2j
=
M∏
j=0
 ∑
σ∈Smj(I)
qinv(σ)
 (q; q)Kj−mj(I)(1− q)mj(I)
(q; q)Kj
∣∣∣∣∣∣∣
qKj 7→s−2j
· XM,N (I,J ), (12.2.4)
where we use inv(σ) = #{a < b : σ(a) > σ(b)}. Now since∑
σ∈Sm
qinv(σ) =
(q; q)m
(1− q)m , ∀ m > 1, (12.2.5)
the factors on the right hand side of (12.2.4) can be regrouped to yield
XM,N (I,J )
∣∣∣
y
(j)
i =sjyjq
Kj−i
∣∣∣
qKj 7→s−2j
=
M∏
j=0
(q; q)mj(I)
(s−2j ; q−1)mj(I)
· XM,N (I,J ). (12.2.6)
Combining equations (12.2.2), (12.2.3) and (12.2.6) completes the proof of (12.2.1).

12.3. Reduction to ASEP
We come to the first application of the matching in Theorem 12.2.1; namely, its reduction to
the asymmetric simple exclusion process (ASEP). In order to carry out this reduction one needs the
sb = q
−1/2, ∀ b > 1 specialization of (12.2.1), when the underlying model (12.1.1) reverts to the
fundamental vertex model (10.2.1).
12.3.1. Multi-species ASEP. Before progressing to these details, let us recall the definition of
the multi-species ASEP. It is a system of interacting, coloured particles with the following properties:
• The system lives on the infinite one-dimensional integral lattice, with sites labelled by Z.
• Every particle in the system has a colour prescribed to it, which is a positive integer.
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Figure 3. A configuration of the multi-species ASEP and its associated dynamics.
The colour of each particle is indicated by its internal number, while possible hops
(and their associated rates) are shown by arrows.
• Each site can be occupied by at most one particle. Accordingly, at any point in time t, a
configuration of the multi-species ASEP is given by the list
ηmASEP(t) = {. . . , η−1(t), η0(t), η1(t), . . . }, ηi(t) ∈ N,
where 0 indicates an unoccupied site, and an integer j > 1 indicates a particle of colour j.
• Let {ηi−1, ηi, ηi+1} be the occupation data for the site i and its two neighbours, at some
point in time. This site is assigned two exponential clocks: a left clock of rate q · 1ηi>ηi−1
and a right clock of rate 1ηi>ηi+1 . When the left clock rings, the occupation data gets
updated as {ηi−1, ηi, ηi+1} 7→ {ηi, ηi−1, ηi+1} (i.e., the particles at sites i and i−1 exchange
positions). When the right clock rings, the occupation data is updated as {ηi−1, ηi, ηi+1} 7→
{ηi−1, ηi+1, ηi} (i.e., the particles at sites i and i+ 1 exchange positions). All clocks in the
system are independent. See Figure 3.
We will consider two different types of initial data:
• When referring to step initial data, we will mean that there is initially a particle of colour
i positioned at site −i of the lattice, for all i ∈ Z>1, while the nonnegative integer sites
{0, 1, 2, . . . } are initially empty. In other words,
ηi(0) = −i, ∀ i < 0, ηi(0) = 0, ∀ i > 0.
• Bernoulli initial data means that with probability p there is initially a particle of colour i
positioned at site −i of the lattice, and with probability 1 − p this site is unoccupied, for
all i ∈ Z>1. The nonnegative integer sites {0, 1, 2, . . . } are all initially empty.1
12.3.2. Single-species ASEP. The single-species ASEP is a special case of the system de-
scribed in Section 12.3.1, in which particles become indistinguishable (i.e., every particle has the
same colour, which we can take to be 1). Therefore, at any point in time t, a configuration of the
single-species ASEP is given by the list
ηASEP(t) = {. . . , η−1(t), η0(t), η1(t), . . . }, ηi(t) ∈ {0, 1}. (12.3.1)
We shall again be interested in two different classes of initial data:
• Step initial data, which will mean that there is initially a particle positioned at site −i
of the lattice, for all i ∈ Z>1, while the nonnegative integer sites {0, 1, 2, . . . } are initially
empty. In other words,
ηi(0) = 1, ∀ i < 0, ηi(0) = 0, ∀ i > 0.
• Bernoulli initial data, which will mean that with probability p there is initially a particle
positioned at site −i of the lattice, and with probability 1 − p this site is unoccupied, for
all i ∈ Z>1. The nonnegative integer sites {0, 1, 2, . . . } are all initially empty.
1Note that not all colours in {1, 2, 3, . . . } are present in such a system.
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12.3.3. From the vertex model (12.1.1) to multi-species ASEP with step initial data.
Now we describe the reduction of the vertex model (12.1.1) to the multi-species ASEP. Our expo-
sition is fairly informal, but it can readily be upgraded to a formal argument following the lines of
[Agg17].
We will work inside the quadrant Z>1 × Z>1, so that the indices of all parameters take values
in Z>1. The starting point is to study the vertex weights (12.1.1) at sb = q−1/2 and to tune the
rapidities to the values
xa = 1, yb = q
−1/2 + (1− q)q−1/2, ∀ a > 1, b > 1, (12.3.2)
where  is a small positive real number. The sb = q−1/2 specialization takes us back to the vertex
model (10.2.1) (with x ≡ 1/xa, y ≡ q−1/2/yb), and after sending rapidities to the value (12.3.2), the
vertex weights have the following small- dependence:
i i
i
i
i i
j
j
i j
j
i
1 q+O(2) 1− q+O(2)
j j
i
i
j i
i
j
+O(2) 1− +O(2)
(12.3.3)
for all 0 6 i < j 6 n. As  → 0, vertices of the types i i
i
i
, i j
j
i
and j i
i
j
will occur
with probability approaching 1, while vertices of the types i i
j
j
and j j
i
i
become rare.
This means that, in a random configuration of the model in the quadrant Z>1 × Z>1, paths will
tend to propagate diagonally in a zig-zagging fashion, while deviations from these diagonal strata
are low-probability events. It is precisely such deviations which will translate into the hopping of
particles in the ASEP.
In order to see this more concretely, let us define a family of sets of edges within our lattice. We
write
E(0) = {(0, j)→ (1, j)}j>1 ∪ {(i, 0)→ (i, 1)}i>1 (12.3.4)
for the collection of all left and bottom external edges of the quadrant, and define more generally
E(k) = {(k, k + j)→ (k + 1, k + j)}j>1 ∪ {(k + i, k)→ (k + i, k + 1)}i>1 (12.3.5)
by translating all edges in the set E(0) horizontally and vertically by k > 1 steps. For any given
configuration of the model inside the quadrant Z>1 × Z>1, we will be interested in the occupation
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data associated to the above sets:
ηquad(k) = {. . . , η−1(k), η0(k), η1(k), . . . }, (12.3.6)
where
η−j(k) = [colour at edge (k, k + j)→ (k + 1, k + j)], j > 1,
ηi−1(k) = [colour at edge (k + i, k)→ (k + i, k + 1)], i > 1.
Proposition 12.3.1. Let {ηquad(k)}k>0 denote the occupation data of a random configuration
of the model with vertex weights (12.3.3), inside Z>1 × Z>1, with coloured domain wall boundary
conditions:
η−j(0) = j, ∀ j > 1, ηi(0) = 0, ∀ i > 0.
Similarly, let ηmASEP(t) denote a configuration of the multi-species ASEP at time t, with step initial
data at t = 0. Then by performing the rescaling k = t/, t ∈ R>0, we have the following convergence
in the sense of finite-dimensional distributions:
lim
→0
ηquad(t/) = ηmASEP(t). (12.3.7)
Proof. We will not pursue a rigorous proof of this statement, since its rank-1 counterpart has
already been explained in a number of previous works [BCG16, BP16, Agg17]. 
Remark 12.3.2. The convergence result (12.3.7) is in fact rather more general than we have
stated. It applies not just to the edge sets (12.3.6), but moreover to any family of edge sets which
are transversal to the main diagonal of the lattice; any such family will converge to the multi-species
ASEP under the scaling that we consider. The convergence can also be extended to multiple time
moments.
12.3.4. From the vertex model (12.1.1) to multi-species ASEP with Bernoulli initial
data. The previous arguments can be modified to allow more general boundary conditions in the
vertex model (12.1.1), and in turn, in the multi-species ASEP. In particular, we will show how
Bernoulli initial data also lies within the scope of our approach. Let us now work inside the
quadrant Z>0 × Z>1, i.e., with the 0-th column restored, subject to rainbow boundary conditions:
horizontal edge (−1, j)→ (0, j) occupied by path of colour j, ∀ j > 1, (12.3.8)
vertical edge (i, 0)→ (i, 1) unoccupied, ∀ i > 0.
We adopt the same choices for the parameters {sb}b>1, {xa}a>1, {yb}b>1 as in Section 12.3.3, and
in addition to these, we choose
s0 = , y0 =
p
(1− p) , p ∈ [0, 1).
The vertices in the 0-th column of the lattice then have the following small- dependence:
i 0
A
A+i
i i
A
A
j i
A
A+−ji
1− p+O(2) p+O(2) O(2)
(12.3.9)
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where we assume that 0 < i < j. Note that we have only written down the three types of vertices
which can actually occur in the 0-th column, in view of the rainbow domain wall boundary conditions
(12.3.8) assigned to its left edges.
When  → 0, and for each i > 1, we see that as the colour i enters the lattice it either turns
into the 0-th column (and remains there permanently) with probability 1− p, or takes a horizontal
step across to the 1st column with probability p. This leads us straight to the following result:
Proposition 12.3.3. Consider the quadrant Z>0 × Z>1, where the vertices of the 0-th column
are given by (12.3.9), vertices in all other columns have the form (12.3.3), subject to the boundary
conditions (12.3.8). Let {ηquad(k)}k>0 denote the occupation data of a random configuration inside
the quadrant, as defined previously (12.3.6).
Similarly, let ηmASEP,Ber(t) denote a configuration of the multi-species ASEP at time t, with
Bernoulli initial data at t = 0. Then by performing the rescaling k = t/, t ∈ R>0, we have the
following convergence in the sense of finite-dimensional distributions:
lim
→0
ηquad(t/) = ηmASEP,Ber(t).
Remark 12.3.4. More elaborate types of random initial data should also be accessible within
this framework. For example, performing the specialization sb = , yb = pb(1−pb) for all b ∈
{0, 1, . . . , k} leads to “generalized Bernoulli” initial conditions of the type considered in [AB16].
12.3.5. Matching distributions. Let us now translate the matching statement of Theorem
12.2.1 into the language of the ASEP. In what follows we fix an arbitrary integer P and two sets
of pairwise distinct integers I = {I1 < · · · < Ik 6 P} and J = {1 6 J1 < · · · < J`}. We shall be
interested in the following pair of probability distributions:
PASEP(I,J ;P, t) := Prob
[
ηIi(t) = 1, ∀ 1 6 i 6 k, and ηP+Jj (t) = 1, ∀ 1 6 j 6 `
]
,
describing the probability that in the (uncoloured) ASEP at time t, each of the positions {I1, . . . , Ik}
and {P + J1, . . . , P + J`} are occupied by particles; and
PmASEP(I,J ;P, t)
:= Prob
[
ηIi(t) > 1, ∀ 1 6 i 6 k, and ∃ pj > P such that ηpj (t) = Jj , ∀ 1 6 j 6 `
]
,
describing the probability that in the multi-species ASEP at time t, each of the positions {I1, . . . , Ik}
are occupied by particles, and the particles of colours {J1, . . . , J`} are all situated strictly to the
right of position P .
Theorem 12.3.5. For all time t > 0, any integer P ∈ Z, and integer sets I = {I1 < · · · < Ik 6
P} and J = {1 6 J1 < · · · < J`}, one has
PASEP(I,J ;P, t) = PmASEP(I,J ;P, t). (12.3.10)
This distribution match holds for both step and Bernoulli initial data.
Proof. We omit the full details of this proof. In the case of step initial data, the proof
is a straightforward combination of Theorem 12.2.1, Proposition 12.3.1 and Remark 12.3.2. For
Bernoulli initial data, one combines Theorem 12.2.1, Proposition 12.3.3 and Remark 12.3.2 to deduce
the result. 
Remark 12.3.6. In the case of step initial data and I = ∅, Theorem 12.3.5 is an easy corollary
of Theorem 1.4 in [AAV11] (in the TASEP case, the latter theorem goes back to [AHR09]). This
does not extend to non-trivial I and other initial data, however.
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12.4. Reduction to q-bosons
The next reduction that we consider is to a system of q-bosons. We will outline, separately, how
the system works when q = 0 and q ∈ (0, 1), since the q = 0 case is simpler and worthy of study in
its own right.
12.4.1. Coloured q-bosons. Consider a system of particles with the following features:
• The system lives on a finite segment of the one-dimensional integral lattice, with sites
labelled by the integers {1, . . . ,M}, for some fixed M > 1.
• Every particle in the system has a colour prescribed to it, which is a positive real number
(colours are no longer restricted to take integral values).
• Each site can be occupied by any number of particles, and there are initially no particles
in the system.
Let us firstly describe the q = 0 dynamics, Dbos, of this system:
(1) Particles arrive at site 1 of the lattice according to a Poisson process of rate r0. The i-th
particle to enter the system is assigned colour ti ∈ R>0, where ti is its time of entrance.
(2) There is an exponential clock of rate ri ∈ R>0 attached to the i-th site of the lattice, for
each 1 6 i 6M (i.e., these clocks ring at times that formM independent Poisson processes
of intensity ri at position i). All Poisson processes are independent.
(3) When the i-th clock rings, 1 6 i 6 M − 1, the particle with maximal colour at position i
hops to position i + 1; all other particles remain stationary. When the M -th clock rings,
the particle with maximal colour at position M exits the system.
The evolution of the system can be described by world lines of the particles in two dimensions,
where the horizontal axis corresponds with the sites {1, . . . ,M} of the lattice, and the vertical axis
is continuous time:
entrance 1 2 · · · M exit
t1
t2
t3
t4
t5
(12.4.1)
The state of the system ηbos(t) at a given time t can be read by taking a horizontal cross-section of
the above picture; namely, one has
ηbos(t) = {c1(t), . . . , cM (t)},
where each ci(t) is a (possibly empty) set of real numbers which indicates the colours present at
position i at time t.
The dynamics for generic q ∈ (0, 1), denoted Dbos(q), are obtained by replacing rules (2) and
(3) above with the following:
(2′) At some point in time, suppose there are mi particles present at the i-th site of the lattice.
Then we assign to that site mi clocks with rates {ri(1− q), ri(1− q)q, . . . , ri(1− q)qmi−1},
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where the clock of rate ri(1− q)qj−1 is associated to the particle with j-th highest colour.
All clocks are independent.
(3′) When the j-th clock at site i rings, the particle with the j-th highest colour hops from
position i to i + 1. The total rate of exit from site i is thus ri(1 − qmi). If i = M , the
hopping particle is considered to have left the system.
It is clear that rules (2′) and (3′) reduce to (2) and (3) respectively, when q = 0.
12.4.2. Projection onto q-TASEP. The dynamics Dbos have a nice colour-blind projection.
If one ignores the different colours prescribed to each of the lines in the picture (12.4.1), it can also
be viewed as the time evolution of the (uncoloured) totally asymmetric simple exclusion process
(TASEP). Let us recall the TASEP dynamics, DTASEP, on Z with step initial data:
? Each site of the lattice can be occupied by at most one particle.
? Initially there are no particles present at sites labelled by nonnegative integers {0, 1, 2, . . . },
and particles situated at all negative positions {. . . ,−2,−1}. We refer to the particle that
starts at −i as the i-th particle, i ∈ Z>1. In what follows we focus only on the motion
of the first M + 1 particles, in which case the initial presence of the particles at positions
j < −M − 1 is irrelevant.
? We denote TASEP configurations by PTASEP(t) = {pi(t)}i∈Z>1 , where pi(t) ∈ Z is the
position of the i-th particle at time t.
? The i-th particle has an associated exponential clock of rate ri−1 · 1(pi−1>pi+1) ∈ R>0,
where p0 = ∞, by agreement. When this clock rings, the i-th particle takes one step to
the right (by assumption of the clock ringing, the position that it hops to is unoccupied
by the (i− 1)-th particle). All clocks are independent.
To read the time evolution of the TASEP from the uncoloured version of the picture (12.4.1), one
should view each arrival of a boson at site i ∈ {1, . . . ,M} as corresponding with a jump of the i-th
particle in the TASEP. In this way, at any time t, the number of particles |ci−1(t)| present at site
i−1 in the picture (12.4.1) is equivalent to the gap gi = pi−1−pi−1 between the i-th and (i−1)-th
particles in the TASEP.
One can also consider colour-blind projections of the dynamicsDbos(q). In this case, the relevant
underlying system is the q-TASEP, with dynamics DTASEP(q) given by replacing the last of the rules
above with the following:
? The i-th particle has an associated exponential clock of rate ri−1(1 − qgi), where gi =
pi−1−pi−1, as before. When this clock rings, the i-th particle takes one step to the right;
note that this rate is automatically 0 when the i-th and (i − 1)-th particles are nearest
neighbours. All clocks are independent.
It is easy to see that the colour-blind projection of the q-boson system and the q-TASEP coincide
exactly; indeed, the total rate of arrival at site i in the former is given by ri−1(1− q|ci−1(t)|), which
matches with the hopping rate ri−1(1− qgi) of the i-th particle in the latter.
12.4.3. From the vertex model (12.1.1) to coloured q-bosons. Below we present a sketch
of the reduction of the vertex model (12.1.1) to the system of coloured q-bosons; we will avoid a
rigorous proof of this result, as it is fairly straightforward.
Consider the model (12.1.1) after making the specializations sb = , yb = rb, xa = −1, where
both , rb ∈ R>0. We shall also remove the restriction on the rank of the model, taking n → ∞.
Assuming that  is small, and expanding each vertex weight to leading order in , they take the
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form
0 0
A
A
i i
A
A
0 i
A
A−i
1 +O() rbq
[A]i+1 +O(2) rb(1− qAi)q[A]i+1 +O(2)
i 0
A
A+i
i j
A
A+−ij
j i
A
A+−ji
1 +O() rb(1− qAj )q[A]j+1 +O(2) O(2)
(12.4.2)
valid for 1 6 i < j, where we have introduced [A]i :=
∑
k>iAk. As  → 0, we see that vertices
whose right edge is unoccupied (those in the first column of the table above) become extremely
probable, while the remaining types of vertices are low-probability events.
We will study what happens at each such instance of a rare event. Starting from the rainbow
boundary conditions in the quadrant, namely,
3
2
1
rM· · ·· · ·r1r0 (rate parameters)
(12.4.3)
paths will tend to turn into the 0-th column and remain in it permanently. However, as the model
evolves vertically up the page, at any given moment we can see the occurrence of one of two possible
rare events: 1. A path of colour i, as it enters the lattice, does not immediately turn into the 0-th
column, but instead takes a single horizontal step across to the 1st column. This event corresponds
with the vertex i i
A
A
and happens with probability r0 + O(2), where we have noted that
the q[A]i+1 factor which is associated to such a vertex is absent, due to the fact that necessarily
[A]i+1 = 0 (all colours greater than i enter the lattice higher up along the vertical axis). This path
turns immediately into the 1st column, since any further horizontal steps come with extra powers
of , leading to a combined weight of O(2), which is negligibly small as  → 0; 2. A path of
colour i, situated in the j-th column of the lattice, makes a turn into the (j + 1)-th column. This
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event corresponds with the vertex
0 i
A
A−i
and happens with probability rj(1− q)q[A]i+1 +O(2).
Once again, we can rule out the possibility of this path making further horizontal steps beyond the
(j + 1)-th column, since this leads to an O(2) weighting.
One can easily verify that these are the only possible O() events, and that furthermore they
coincide exactly with the hopping rules and rates of Dbos(q). Although the vertical spacing between
such events diverges as → 0, we can restore a finite spacing by rescaling the vertical axis by 1/.
We now summarise these considerations in the following statement:
Proposition 12.4.1. Consider a random configuration of the model (12.4.2) inside the quadrant
(12.4.3), and for all 1 6 i 6M , j > 0, let cquadi (j) denote the set of colours which pass through the
vertical edge (i, j) → (i, j + 1). Then under the rescaling j = t/ (of both vertical coordinates and
colours) we have the following convergence in finite-dimensional distributions:
lim
→0
{
cquadi (t/)
}
16i6M
= ηbos(t).
12.4.4. Equally distributed random sets. Let us fix some cut-off time t ∈ R>0 in the
coloured q-boson system, and define the collection of random sets that will interest us:
• The set of colours J bos(t) = {0 < J1 < · · · < J` < t} that have exited the system (i.e.,
colours that have passed to the right of site M) up to time t. This is a continuous random
variable, since Ji ∈ R>0 for all 1 6 i 6 `.
• The set of times T bos(t) = {0 < τ1 < · · · < τ` < t} when the exits happened. We
will define, in fact, the complemented set J˜ bos(t) = {0 < J˜1 < · · · < J˜` < t}, where
J˜i = t− τ`−i+1 ∈ R>0 for all 1 6 i 6 `.
In the language of the q-TASEP, T bos(t) translates to the set of times when the (M+1)-th
particle performed a hop.
• The set of occupancies Obos(t) = {m1, . . . ,mM}, where mi ∈ N is the number of particles
(of any colour) situated at position i at time t, for all 1 6 i 6M . Unlike the previous two,
this random variable remains discrete.
In the language of the q-TASEP, Obos(t) translates to {g2, . . . , gM+1}, where as before gi
measures the gap between the i-th and (i− 1)-th particles at time t.
Theorem 12.4.2. (Obos(t), J˜ bos(t)) is equidistributed with (Obos(t),J bos(t)), for any t ∈ R>0.2
Proof. This result follows as a degeneration of Theorem 12.2.1. In Section 12.4.3 we have
already seen how a certain specialization of the rapidity and spin parameters, combined with suitable
rescaling of the vertical axis, makes the vertex model (12.1.1) in the quadrant converge to the
dynamics Dbos(q). By analogous techniques, one can show that under the same specializations and
rescaling, the n = 1 version of the model (12.1.1) in the quadrant converges to the colour-blind
dynamics DTASEP(q).
It follows that Theorem 12.2.1 induces a distribution match between the coloured q-boson system
and its colour-blind equivalent; it is then only a matter of checking what observables one recovers.
It is easy to see that ZM,N (I,J ) converges to the distribution of (Ibos(t), J˜ bos(t)), where Ibos(t) =
{1 6 I1 6 · · · 6 Ik 6 M} records the positions of all particles which remain in the system at time
t; on the other hand, XM,N (I,J ) converges to the distribution of (Ibos(t),J bos(t)). The claim is
then immediate, noting that Ibos(t) and Obos(t) encode the same information about the system.
2Note that the inclusion of the random variable Obos(t) in this statement is non-trivial, since it is not independent
of either J˜ bos(t) or J bos(t).
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12.5. Reduction to q-PushTASEP
Our final reduction is to a system which, even under colour-blind projection, is to the best of
our knowledge unstudied. Throughout this section we tacitly assume that q > 1; this is necessary
to ensure that events are assigned nonnegative probabilities.
12.5.1. Coloured q-PushTASEP. The coloured q-PushTASEP has a similar setup to the
previous model of coloured q-bosons:
• The system lives on a finite segment of the one-dimensional integral lattice, with sites
labelled by the integers {1, . . . ,M}, for some fixed M > 1.
• Every particle in the system has a colour prescribed to it, which is a positive real number.
• Each site can be occupied by at most P particles, where P is some arbitrary fixed positive
integer, and there are initially no particles in the system.
The dynamics DcPush(q, P ) of the system are composed of two basic ingredients: (a) the ringing of
an exponential clock, which “activates” a particle somewhere within the system; (b) the activated
particle relocating to a new site somewhere to the right of its starting position, subject to certain
probabilistic rules, and then “de-activating”. In the course of this relocation, it may activate other
particles. These dynamics are more involved than in the previous ASEP and q-boson systems, in
the sense that in the latter systems particle motion is deterministic after a clock rings.
Below we describe DcPush(q, P ); points (1) and (2) deal with activation by clocks, while (3)
describes what happens after a particle gets activated. As usual, all clocks in the system are
independent.
(1) A new particle is activated and arrives at site 1 of the lattice according to a Poisson process
of rate r0. The i-th particle to arrive in this way is assigned colour ti ∈ R>0, where ti is
its time of entrance.
(2) At some time t suppose there aremi 6 P particles present at the i-th site of the lattice. We
assign to that site mi clocks with rates {ri(q−1)q−P , ri(q−1)q1−P , . . . , ri(q−1)qmi−1−P },
and refer to the clock with rate ri(q − 1)qj−1−P as the j-th clock. When the j-th clock
rings, the particle with j-th highest colour is activated and removed from this site, and
arrives at site i+ 1.
(3) When an activated particle of colour c arrives at site i, three types of events are possible:
1. It remains at this site and de-activates with probability 1 − qmi−P , where mi is the
number of particles at site i prior to arrival; 2. It remains at this site and de-activates,
but causes the activation of another particle of colour d < c present at site i, which is then
transferred to site i+1. This event occurs with probability (q−1)qmi(d)−P , where mi(d) is
the number of particles at site i with colours exceeding d, prior to arrival; 3. The activated
particle passes on to site i+ 1 and remains activated, with probability qmi(c)−P . Note that
(with probability 1) no two particles have the same colour, and
1− qmi−P +
∑
particles of
colours d<c
(q − 1)qmi(d)−P + qmi(c)−P ≡ 1.
(4) If a particle arrives at site M + 1 of the lattice, it is considered to have exited the system.
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As in the case of the q-boson system of Section 12.4.1, we can chart the time evolution of the
coloured q-PushTASEP by figures of the form
entrance 1 2 · · · M exit
t1
t2
t3
t4
t5
(12.5.1)
where in this instance we choose P = 1 (lines cannot vertically overlap). In this picture, closed dots
• indicate times where an alarm clock rang; while open dots ◦ indicate subsequent “choices” made
by activated particles, until they de-activate.
In a similar way as in the coloured q-boson system, the state ηPush(t) of the coloured q-
PushTASEP at a given time t is denoted
ηPush(t) = {c1(t), . . . , cM (t)}, 0 6 |ci(t)| 6 P, ∀ 1 6 i 6M,
where each ci(t) is a (possibly empty) set of real numbers which indicates the colours present at
position i at time t.
The dynamics DcPush(q, P ) admit a well-defined q →∞ limit, when they simplify considerably.
The rules which govern DcPush(∞, P ) are as stated above, up to replacement of (2) and (3) by the
following:
(2′) At some time t suppose there are mi 6 P particles present at the i-th site of the lattice.
We associate to that site a single exponential clock with rate ri · 1mi=P . When the clock
rings, the particle with the lowest colour at site i is activated and removed from the site,
and arrives at site i+ 1.
(3′) When a particle arrives at site i, hosting mi particles prior to the arrival, it remains there
and de-activates if mi < P . If mi = P , the smallest colour at site i (post arrival) gets
activated and removed from the site, and arrives at site i+ 1.
Note that the colour of individual particles becomes redundant information inDcPush(∞, P ), since it
is always the smallest colour at any given site that undergoes activation. Taking P = 1, DcPush(∞, 1)
becomes exactly the dynamics of the (space inhomogeneous) PushTASEP.
12.5.2. Projection onto q-PushTASEP. If one ignores the different colours assigned to par-
ticles in the previous system, it projects onto colour-blind dynamics DPush(q, P ) with the following
rules:
(1) Particles are activated and arrive at site 1 of the lattice according to a Poisson process of
rate r0.
(2) At some time t suppose there are mi 6 P particles present at the i-th site of the lattice.
We assign to that site a single clock of rate ri(qmi − 1)q−P . When the clock rings, one of
the particles is activated and removed from this site, and arrives at site i+ 1.
(3) When an activated particle arrives at site i, two events are possible: 1. It remains at this
site and de-activates with probability 1−qmi−P , where mi is the number of particles at site
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i prior to arrival; 2. The activated particle passes on to site i + 1 and remains activated,
with probability qmi−P . One can also view this event as the activated particle settling
at site i, and kicking out one of the existing particles there; the two points of view are
equivalent, since all particles are now indistinguishable.
(4) If a particle arrives at site M + 1 of the lattice, it is considered to have exited the system.
12.5.3. From the vertex model (12.1.1) to coloured q-PushTASEP. Now we explain
how to recover the q-PushTASEP from the inhomogeneous, higher spin vertex model (12.1.1). To
perform the reduction we treat the 0-th column of the lattice on a separate footing from the columns
with positive index. The reason for this separate treatment is that the 0-th column will control the
entrance of particles into the system (i.e., it will give rise to a Poisson process of rate r0), while the
remaining columns will produce the bulk dynamics of the q-PushTASEP.
Starting from the vertex model (12.1.1), we make the following specializations: 1. Let s0 = ,
while for all b > 1 we choose sb = q−P/2, where P is some fixed positive integer. The latter choice
bounds the total number of paths occupying a vertical edge (in columns with index b > 1) to be no
greater than P ; 2. Let xa = −1 for all a > 1, y0 = r0 and yb = −rbq−P/2 for all b > 1; 3. Remove
the bound on the rank, by sending n→∞. Vertices in the 0-th column then have the same small-
expansion as in (12.4.2) (with b = 0), while the vertices of the remaining columns are tabulated
below:
0 0
A
A
i i
A
A
0 i
A
A−i
1 +O() q[A]i−P +O() rb(qAi − 1)q[A]i+1−P +O(2)
i 0
A
A+i
i j
A
A+−ij
j i
A
A+−ji
1− q[A]1−P +O() rb(qAj − 1)q[A]j+1−P +O(2) (qAi − 1)q[A]i+1−P +O()
(12.5.2)
valid for 1 6 i < j, with [A]i =
∑
k>iAk, as before. Let us now repeat the type of analysis
performed in Section 12.4.3. Starting from rainbow boundary conditions in the quadrant (12.4.3),
with 0-th column given by (12.4.2) and all other columns given by (12.5.2), paths will tend to turn
into the 0-th column and remain in it permanently. As the model evolves vertically up the page,
we can see the occurrence of two possible rare events: 1. A path of colour i, as it enters the lattice,
does not immediately turn into the 0-th column, but instead takes a single horizontal step across
to the 1st column. This event corresponds with the vertex i i
A
A
in (12.4.2) and happens with
probability r0 +O(2). This is the same type of injection of a particle into the system as in Section
12.4.3, because both lattices share the same 0-th column; 2. A path of colour i, situated in the j-th
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column of the lattice, makes a turn into the (j + 1)-th column. This event corresponds with the
vertex
0 i
A
A−i
in (12.5.2) and happens with probability rj(q − 1)q[A]i+1−P +O(2).
The events 1 and 2 coincide with the activation events (1) and (2) listed in DcPush(q, P ). After
either event, one then sees the de-activation of the path which has just moved. This happens via
combinations of the vertices
i 0
A
A+i
,
j i
A
A+−ji
and i i
A
A
in (12.5.2), each with a finite weight,
and leads exactly to the probabilities listed in point (3) of DcPush(q, P ).
One can check that all other rare events will occur with weight at best O(2). Scaling the vertical
axis by 1/ and sending → 0, we deduce the following result:
Proposition 12.5.1. Consider a random configuration inside the quadrant (12.4.3), with 0-th
column given by (12.4.2) and all other columns given by (12.5.2). For all 1 6 i 6 M , j > 0, let
cquadi (j) denote the set of colours which pass through the vertical edge (i, j)→ (i, j+1). Then under
the rescaling j = t/ (of both vertical coordinates and colours) we have the following convergence in
finite-dimensional distributions:
lim
→0
{
cquadi (t/)
}
16i6M
= ηPush(t).
12.5.4. Equally distributed random sets. This section directly mirrors Section 12.4.4; for
the sake of precision, let us briefly restate the definitions therein. Fixing a cut-off time t ∈ R>0 in
the coloured q-PushTASEP system, we introduce the following random sets:
• The set of colours J Push(t) = {0 < J1 < · · · < J` < t} that have exited the system up to
time t.
• The set of times T Push(t) = {0 < τ1 < · · · < τ` < t} when the exits happened. We define
the complemented set J˜ Push(t) = {0 < J˜1 < · · · < J˜` < t}, where J˜i = t − τ`−i+1 for all
1 6 i 6 `.
• The set of occupancies OPush(t) = {m1, . . . ,mM}, where 0 6 mi 6 P is the number of
particles (of any colour) situated at position i at time t, for all 1 6 i 6M .
Theorem 12.5.2. (OPush(t), J˜ Push(t)) is equidistributed with (OPush(t),J Push(t)), for any t ∈
R>0.
Proof. This again follows by appropriate degeneration of Theorem 12.2.1. The above discus-
sion demonstrates how specializations of the rapidity and spin parameters, combined with suitable
rescaling of the vertical axis, makes the vertex model (12.1.1) in the quadrant converge to the
dynamics DcPush(q, P ). Under the same specializations and rescaling, the n = 1 version of the
model (12.1.1) in the quadrant converges to the colour-blind dynamics DPush(q, P ). The proof then
goes through in the same way as the proof of Theorem 12.4.2, since one is dealing with the same
observables. 
Remark 12.5.3. Theorem 12.5.2 remains non-trivial even for q =∞, P = 1, when the dynamics
reduce to the usual PushTASEP.
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APPENDIX A
Matching with [Kua17]
The purpose of this appendix is to match the weights of the vertex model (2.2.2) to those used
by [Kua17]. Quoting from Section 3.5 of that work, one introduces the weights
S(z)k,δj ,β =
1(j+β=k+δ)
µ−1Q− z ·

Q2β[1,k](Qµ−Q−2βkz), k = j < n+ 1,
Qµ−1 −Q2β[1,n]z, k = j = n+ 1,
−Q2β[1,k−1]Qµ(1−Q2βk), n+ 1 > k > j,
Qµ(−Q2β[1,n] + µ−2), n+ 1 = k > j,
−Q2β[1,k−1]z(1−Q2βk), k < j,
(A.0.1)
where k, j ∈ {1, . . . , n + 1} and β, δ ∈ Nn, with k denoting the k-th canonical basis vector of Rn
for 1 6 k 6 n, while n+1 is identified with the zero vector of Rn. S(z) defines a stochastic vertex
model with (left, bottom) input states (j , β) and (right, top) output states (k, δ).
We proceed over the five cases in (A.0.1), performing the replacements z 7→ Qx, µ 7→ s and
Q2 7→ q. The result is
S(z)k,δj ,β 7→
1(j+β=k+δ)
1− sx ·

s(sqβk − x)qβ[1,k−1] , k = j < n+ 1,
1− sxqβ[1,n] , k = j = n+ 1,
s2(qβk − 1)qβ[1,k−1] , n+ 1 > k > j,
1− s2qβ[1,n] , n+ 1 = k > j,
sx(qβk − 1)qβ[1,k−1] , k < j.
(A.0.2)
We then have the following matching:
S(z)k,δj ,β
∣∣∣
z 7→Qx, µ7→s, Q2 7→q
= L˜x(β˜, n− j + 1; δ˜, n− k + 1) (A.0.3)
where β˜ = (βn, . . . , β1), δ˜ = (δn, . . . , δ1) and L˜x is the stochastic version of our L-matrix, defined
in (2.5.1). The matching (A.0.3) is easily verified by comparing (A.0.2) against (B.4.6), and noting
that in [Kua17] the labelling of colours is the reverse of the ordering adopted in the present paper
(with, in particular, the state n+ 1 in [Kua17] identified with the empty state 0 in our work).
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APPENDIX B
Fusion
At times in the paper it is more convenient to state and prove results pertaining to the funda-
mental vertex model (2.1.8), before lifting them to the more general framework of the higher-spin
model (2.2.2). The procedure which allows us to easily translate results from one setting to the
other is the technique of fusion, that goes back to [KRS81]. Here we recall some basic facts about
it, in particular the derivation of the weights (2.2.2) from the fundamental R-matrix (2.1.1).
B.1. Row-vertices
The key combinatorial object in the fusion procedure is the row-vertex. It is obtained by
horizontally concatenatingM of the R-vertices (2.1.7), and specializing the spectral parameters to a
geometric progression in q with base y/x. More specifically, for two fixed integers j, ` ∈ {0, 1, . . . , n}
and two M -tuples of integers (i1, . . . , iM ), (k1, . . . , kM ) ∈ {0, 1, . . . , n}M , we define
Ry/x
(
(i1, . . . , iM ), j; (k1, . . . , kM ), `
)
:=
n∑
c1=0
· · ·
n∑
cM−1=0
RqM−1y/x(i1, j; k1, c1)RqM−2y/x(i2, c1; k2, c2) . . . Ry/x(iM , cM−1; kM , `), (B.1.1)
or graphically,
Ry/x
(
(i1, . . . , iM ), j; (k1, . . . , kM ), `
)
= α1 α2 αMj `
i1
k1
i2
k2
· · ·
· · ·
iM
kM
, (B.1.2)
where the angles (= spectral parameters) are given by αi = qM−iy/x, and each internal horizontal
edge is summed over all possible values in the set {0, 1, . . . , n}. In fact, one can easily see that
the row-vertex (B.1.2) is either equal to zero or factorized into a product of weights (2.1.8). This
is because the value of the summation index c1 is constrained uniquely by colour-conservation,
given the states i1, j, k1 surrounding the first vertex, which then constrains uniquely the value of
index c2, and so on. If at the a-th vertex along the row no ca ∈ {0, 1, . . . , n} exists such that
colour-conservation is respected at that vertex, the weight of the entire row-vertex is zero.
B.2. M-fused vertices
Definition B.2.1. Let M > 1 and consider an M -tuple of nonnegative integers (i1, . . . , iM ) ∈
{0, 1, . . . , n}M . From this we define another vector,
C(i1, . . . , iM ) := (I1, . . . , In), Ia = #{k : ik = a}, ∀ 1 6 a 6 n,
which keeps track of the multiplicity of each colour 1 6 a 6 n within (i1, . . . , iM ).
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Let us fix two vectors I = (I1, . . . , In) andK = (K1, . . . ,Kn) whose components are nonnegative
integers, such that |I| 6M and |K| 6M . We define an M -fused vertex as follows:
L(M)y/x (I, j;K, `) :=
1
Zq(M ; I)
∑
C(i1,...,iM )=I
C(k1,...,kM )=K
qinv(i1,...,iM )Ry/x
(
(i1, . . . , iM ), j; (k1, . . . , kM ), `
)
,
(B.2.1)
where the summation is over all M -tuples of integers (i1, . . . , iM ), (k1, . . . , kM ) ∈ {0, 1, . . . , n}M
such that C(i1, . . . , iM ) = I and C(k1, . . . , kM ) = K. The exponent appearing in the sum is given
by
inv(i1, . . . , iM ) = #{a < b : ia > ib},
while the normalization takes the form of a q-multinomial coefficient:
Zq(M ; I) :=
∑
C(i1,...,iM )=I
qinv(i1,...,iM ) =
(q; q)M
(q; q)I0(q; q)I1 . . . (q; q)In
, I0 := M −
n∑
a=1
Ia.
Proposition B.2.2 (q-exchangeability). Fix anM -tuple of integers (k1, . . . , kM ) ∈ {0, 1, . . . , n}M
such that ka > ka+1 for some 1 6 a 6 M − 1, and two further integers j, ` ∈ {0, 1, . . . , n}. Then
one has the exchange relation
n∑
i1=0
· · ·
n∑
iM=0
qinv(i1,...,iM )Ry/x
(
(i1, . . . , iM ), j; (k1, . . . , kM ), `
)
=
n∑
i1=0
· · ·
n∑
iM=0
qinv(i1,...,iM )+1Ry/x
(
(i1, . . . , iM ), j; (k1, . . . , ka+1, ka, . . . , kM ), `
)
. (B.2.2)
Proof. This property can be proved by a case-by-case analysis of the two vertices involved in
the exchange, such as in [CP16, BP16]. Here we give another proof based on the Yang–Baxter
equation1. First, note the following analogue of the stochastic property (2.1.6):
n∑
i=0
n∑
j=0
qinv(j,i)Rz(i, j; k, `) = q
inv(k,`), inv(a, b) ≡ 1a>b, (B.2.3)
obtained by summing over the incoming edges of the vertex (2.1.7), rather than the outgoing states.
We are now able to write the left hand side of (B.2.2) as
n∑
pa=0
n∑
pa+1=0
n∑
i1=0
· · ·
n∑
iM=0
qinv(i1,...,ia−1,pa+1,pa,ia+2,...,iM )Rq(pa, pa+1; ia, ia+1)
×Ry/x
(
(i1, . . . , iM ), j; (k1, . . . , kM ), `
)
, (B.2.4)
where we have used (B.2.3) to introduce an “extra” R-matrix into (B.2.4), with spectral parameter
equal to q. By virtue of the Yang–Baxter equation (2.1.4), we observe the relation
n∑
ia=0
n∑
ia+1=0
Rq(pa, pa+1; ia, ia+1)Ry/x
(
(i1, . . . , iM ), j; (k1, . . . , kM ), `
)
1We are very grateful to A. Garbali for showing us this proof.
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=n∑
ra=0
n∑
ra+1=0
R
(a+1,a)
y/x
(
(i1, . . . , ia−1, pa+1, pa, ia+2, . . . , iM ), j; (k1, . . . , ka−1, ra+1, ra, ka+2, . . . , kM ), `
)
×Rq(ra, ra+1; ka, ka+1), (B.2.5)
where the row-vertex on the right hand side has the order of its a-th and (a + 1)-th spectral
parameters reversed. Pictorially, (B.2.5) is given by
αa αa+1j `
i1
k1
· · ·
· · ·
ia ia+1
pa+1 pa
ka ka+1
· · ·
· · ·
iM
kM
=
αa+1 αaj `
i1
k1
· · ·
· · ·
pa+1 pa
ra+1 ra
ka ka+1
· · ·
· · ·
iM
kM
where αi = qM−iy/x for both values i ∈ {a, a+1}. Substituting (B.2.5) into (B.2.4) and relabelling
summation indices pa+1 → ia, pa → ia+1, one finds that the left hand side of (B.2.2) is equal to
n∑
i1=0
· · ·
n∑
iM=0
n∑
ra=0
n∑
ra+1=0
qinv(i1,...,iM )
×R(a+1,a)y/x
(
(i1, . . . , iM ), j; (k1, . . . , ka−1, ra+1, ra, ka+2, . . . , kM ), `
)
Rq(ra, ra+1; ka, ka+1). (B.2.6)
Now we note another property of the R-vertex (2.1.7), namely that when its spectral parameter is
equal to q, one has
Rq(i, j; k, `) = q ·Rq(i, j; `, k), ∀ n > k > ` > 0,
which is verified by a quick inspection of the weights (2.1.3). Making use of this in (B.2.6) (since
ka > ka+1 by assumption), the left hand side of (B.2.2) is now given by
n∑
i1=0
· · ·
n∑
iM=0
n∑
ra=0
n∑
ra+1=0
qinv(i1,...,iM )+1
×R(a+1,a)y/x
(
(i1, . . . , iM ), j; (k1, . . . , ka−1, ra+1, ra, ka+2, . . . , kM ), `
)
Rq(ra, ra+1; ka+1, ka). (B.2.7)
The sole purpose of these calculations has been to switch the order of the indices ka, ka+1; this has
been achieved, and one can now perform all of the above steps in reverse. It can be seen that the
final result will be precisely the right hand side of (B.2.2). 
A very useful consequence of Proposition B.2.2 is that one does not need to perform the sum-
mation over (k1, . . . , kM ) in order to compute the M -fused vertex (B.2.1):
Corollary B.2.3. The M -fused vertex (B.2.1) is given, equivalently, by
L(M)y/x (I, j;K, `) =
Zq(M ;K)
Zq(M ; I)
∑
C(i1,...,iM )=I
qinv(i1,...,iM )Ry/x
(
(i1, . . . , iM ), j; (0
K0 , 1K1 , . . . , nKn), `
)
,
(B.2.8)
where (0K0 , 1K1 , . . . , nKn) denotes the unique weakly-increasing M -tuple (k1, . . . , kM ) such that
C(k1, . . . , kM ) = K, with K0 := M −
∑n
a=1Ka.
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Proof. Using (B.2.2) repeatedly, all terms in the sum over (k1, . . . , kM ) in (B.2.1) are propor-
tional: the proportionality factor counts the number of exchanges of the type (B.2.2) required to
sort (k1, . . . , kM ) increasingly, which is precisely inv(k1, . . . , kM ). It follows that
L(M)y/x (I, j;K, `) =
1
Zq(M ; I)
×
∑
C(i1,...,iM )=I
C(k1,...,kM )=K
qinv(i1,...,iM )+inv(k1,...,kM )Ry/x
(
(i1, . . . , iM ), j; (0
K0 , 1K1 , . . . , nKn), `
)
,
and the sum over (k1, . . . , kM ) can now be taken to yield (B.2.8).

B.3. Stacking M-fused vertices
The M -fused vertices have the following important property, which allows them to be vertically
concatenated in a natural way.
Proposition B.3.1. Introduce a double-row analogue of row-vertices, obtained by vertically
stacking two copies of (B.1.2):
Ry/{x1,x2}
(
(i1, . . . , iM ), (j1, j2); (k1, . . . , kM ), (`1, `2)
)
:=
n∑
a1=0
· · ·
n∑
aM=0
Ry/x1
(
(i1, . . . , iM ), j1; (a1, . . . , aM ), `1
)
Ry/x2
(
(a1, . . . , aM ), j2; (k1, . . . , kM ), `2
)
(B.3.1)
or graphically,
Ry/{x1,x2}
(
(i1, . . . , iM ), (j1, j2); (k1, . . . , kM ), (`1, `2)
)
=
α1 α2 αM
β1 β2 βM
j1 `1
j2 `2
i1
k1
i2
k2
· · ·
· · ·
iM
kM
with angles given by αi = qM−iy/x1 and βi = qM−iy/x2, 1 6 i 6M . Then one has the relation
Zq(M ;K)
Zq(M ; I)
∑
C(i1,...,iM )=I
qinv(i1,...,iM )Ry/{x1,x2}
(
(i1, . . . , iM ), (j1, j2); (0
K0 , 1K1 , . . . , nKn), (`1, `2)
)
=
∑
A=(A1,...,An)
L(M)y/x1(I, j1;A, `1)L
(M)
y/x2
(A, j2;K, `2), (B.3.2)
where (0K0 , 1K1 , . . . , nKn) is the weakly increasing M -tuple described in Corollary B.2.3.
Proof. Using the definition (B.3.1) of the double-row vertex, we can write the left hand side
of (B.3.2) as
Zq(M ;K)
Zq(M ; I)
∑
A=(A1,...,An)
∑
C(i1,...,iM )=I
C(a1,...,aM )=A
qinv(i1,...,iM )Ry/x1
(
(i1, . . . , iM ), j1; (a1, . . . , aM ), `1
)
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×Ry/x2
(
(a1, . . . , aM ), j2; (0
K0 , 1K1 , . . . , nKn), `2
)
.
Making repeated use of the q-exchangeability relation (B.2.2), we can order theM -tuple (a1, . . . , aM )
appearing in the first row-vertex and rearrange the summation slightly:
Zq(M ;K)
Zq(M ; I)
∑
A=(A1,...,An)
∑
C(i1,...,iM )=I
qinv(i1,...,iM )Ry/x1
(
(i1, . . . , iM ), j1; (0
A0 , 1A1 , . . . , nAn), `1
)
×
∑
C(a1,...,aM )=A
qinv(a1,...,aM )Ry/x2
(
(a1, . . . , aM ), j2; (0
K0 , 1K1 , . . . , nKn), `2
)
,
where A0 := M −
∑n
b=1Ab. Taking the sum over (i1, . . . , iM ) using (B.2.8), we obtain∑
A=(A1,...,An)
L(M)y/x1(I, j1;A, `1)
Zq(M ;K)
Zq(M ;A)
×
∑
C(a1,...,aM )=A
qinv(a1,...,aM )Ry/x2
(
(a1, . . . , aM ), j2; (0
K0 , 1K1 , . . . , nKn), `2
)
,
and we recover the right hand side of (B.3.2) after again applying (B.2.8) to take the remaining
sum over (a1, . . . , aM ). 
It is clear that Proposition B.3.1 admits a generalization to N rows, for arbitrary N > 2. We
record it below:
Zq(M ;K)
Zq(M ; I)
∑
C(i1,...,iM )=I
qinv(i1,...,iM )Ry/{x1,...,xN}
(
(i1, . . . , iM ), (j1, . . . , jN ); (0
K0 , 1K1 , . . . , nKn), (`1, . . . , `N )
)
=
∑
A1,...,AN−1
L(M)y/x1(I, j1;A1, `1)L
(M)
y/x2
(A1, j2;A2, `2) . . .L(M)y/xN (AN−1, jN ;K, `N ), (B.3.3)
where A1, . . . ,AN−1 are summed over vectors in Nn and Ry/{x1,...,xN} denotes the partition function
Ry/{x1,...,xN}
(
(i1, . . . , iM ), (j1, . . . , jN ); (k1, . . . , kM ), (`1, . . . , `N )
)
=
kM· · ·· · ·k1
j1
...
...
jN
iM· · ·· · ·i1
`1
...
...
`N
(B.3.4)
with the spectral parameter of the vertex (a, b) (both indices counted from the bottom-left corner)
equal to qM−ay/xb, 1 6 a 6M , 1 6 b 6 N . The proof of (B.3.3) proceeds along the same lines as
the proof of Proposition B.3.1; we omit it. It is a central result for our purposes, since it allows us
to freely transition between partition functions in the fundamental vertex model (2.1.8) and those
in the higher-spin setting (2.2.2), provided that appropriate boundary conditions and choices of
vertical rapidities are imposed in the former.
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B.4. Evaluation of M-fused vertices and analytic continuation
Theorem B.4.1. Fix two vectors I,K ∈ Nn such that |I| 6 M , |K| 6 M , and two integers
j, ` ∈ {0, 1, . . . , n}. The M -fused vertex (B.2.1) has the following explicit evaluation:
L(M)y/x (I, j;K, `) = 1(I+ej=K+e`) ·
1
1− qMy/x ·

(1− qI`y/x)qI[`+1,n] , j = `,
(1− qI`)qI[`+1,n] , j < `,
y/x(1− qI`)qI[`+1,n] , j > `,
(B.4.1)
or more compactly,
L(M)y/x (I, j;K, `) = 1(I+ej=K+e`) · (y/x)1j>` ·
1− qI`(y/x)1j=`
1− qMy/x · q
I[`+1,n] , (B.4.2)
where by agreement I0 = M −
∑n
i=1 Ii.
Proof. One simple way of proving this is to write a recursion for L(M)y/x (I, j;K, `) in M , and
then show that the weights (B.4.1) satisfy it. Taking the definition (B.2.1) of the M -fused vertex,
we decompose the row-vertex that appears into two pieces:
Ry/x
(
(i1, . . . , iM ), j; (k1, . . . , kM ), `
)
=
n∑
c=0
Rqy/x
(
(i1, . . . , iM−1), j; (k1, . . . , kM−1), c
)
Ry/x(iM , c; kM , `).
Substituting this into (B.2.1), after some rearrangement of the summation we find that
Zq(M ; I)L(M)y/x (I, j;K, `) =
n∑
a,b,c=0
∑
C(i1,...,iM−1)=I−a
C(k1,...,kM−1)=K−b
qinv(i1,...,iM−1)qI[a+1,n]
×Rqy/x
(
(i1, . . . , iM−1), j; (k1, . . . , kM−1), c
)
Ry/x(a, c; b, `).
Now applying the definition (B.2.1) in the case of an (M − 1)-fused vertex, we obtain the recursion
Zq(M ; I)L(M)y/x (I, j;K, `) =
n∑
a,b,c=0
Zq(M − 1; I−a )qI[a+1,n]L(M−1)qy/x (I−a , j;K−b , c)Ry/x(a, c; b, `),
and cancelling factors common to the normalizations Zq(M ; I) and Zq(M − 1; I−a ), we have
(1− qM )L(M)y/x (I, j;K, `) =
n∑
a,b,c=0
(1− qIa)qI[a+1,n]L(M−1)qy/x (I−a , j;K−b , c)Ry/x(a, c; b, `). (B.4.3)
The number of summations appearing in (B.4.3) can be reduced by considering explicitly the sums
over a and b. In particular, we note that when a = b the only surviving terms will have c = ` (by
colour-conservation of the R-vertex). Similarly, for a 6= b, colour-conservation through the R-vertex
imposes that a = ` and b = c. This leads us to a simpler version of the recursion:
(1− qM )L(M)y/x (I, j;K, `) =
n∑
a=0
(1− qIa)qI[a+1,n]L(M−1)qy/x (I−a , j;K−a , `)Ry/x(a, `; a, `) (B.4.4)
+
n∑
c=0
c 6=`
(1− qI`)qI[`+1,n]L(M−1)qy/x (I−` , j;K−c , c)Ry/x(`, c; c, `).
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It is now easy, by case-by-case analysis of the possible values of j and `, to check that the weights
(B.4.1) obey the required relation (B.4.4).
Finally, one needs to check the base case M = 1. In this situation, one necessarily has I = ei
and K = ek for some i, k ∈ {0, 1, . . . , n}. Using the expression (B.2.8) for the 1-fused vertex, it is
clear that
L(1)y/x(ei, j; ek, `) = Ry/x(i, j; k, `),
and this is consistent with equation (B.4.2) at M = 1, I = ei and K = ek. 
Proposition B.4.2. The weights (B.4.1) provide a solution of the intertwining equation∑
06k1,k26n
∑
K∈Nn
Ry/x(i2, i1; k2, k1)L(M)z/x (I, k1;K, j1)L
(M)
z/y (K, k2;J , j2)
=
∑
06k1,k26n
∑
K∈Nn
L(M)z/y (I, i2;K, k2)L
(M)
z/x (K, i1;J , k1)Ry/x(k2, k1; j2, j1). (B.4.5)
Proof. This is a simple corollary of Proposition B.3.1. Using (B.3.2), we see that both of the
sums
∑
K∈Nn L(M)z/x (I, k1;K, j1)L
(M)
z/y (K, k2;J , j2) and
∑
K∈Nn L(M)z/y (I, i2;K, k2)L
(M)
z/x (K, i1;J , k1)
can be replaced by double-row vertices of the form (B.3.1). The statement then follows by M
applications of the Yang–Baxter equation (2.1.4) in the fundamental vertex model. 
As can be seen from (B.4.1), the M -fused vertices depend on M only via the combination qM .
Analytically continuing in this variable by sending qM 7→ s−2, and setting y = s, after rearrangement
one finds that the weights become
L(M)y/x (I, j;K, `)
∣∣∣
qM→s−2,y→s
=
1(I+ej=K+e`)
1− sx ·

1− sqI[1,n]x, j = ` = 0,
−s(x− sqI`)qI[`+1,n] , j = ` > 1,
−sx(1− qI`)qI[`+1,n] , j < `,
1− s2qI[1,n] , j > ` = 0,
−s2(1− qI`)qI[`+1,n] , j > ` > 1.
(B.4.6)
One can now check that
L(M)y/x (I, j;K, `)
∣∣∣
qM→s−2,y→s
= L˜x(I, j;K, `), (B.4.7)
where L˜x(I, j;K, `) is the stochastic L-matrix as defined in (2.5.1), establishing a direct link between
the higher-spin model studied throughout the paper and fusion of the fundamental vertex model
(2.1.8). Note that, as a consequence of Proposition B.4.2, one has the following fact:
Corollary B.4.3. The stochastic L-matrix (2.5.1) obeys the intertwining equation∑
06k1,k26n
∑
K∈Nn
Ry/x(i2, i1; k2, k1)L˜x(I, k1;K, j1)L˜y(K, k2;J , j2)
=
∑
06k1,k26n
∑
K∈Nn
L˜y(I, i2;K, k2)L˜x(K, i1;J , k1)Ry/x(k2, k1; j2, j1). (B.4.8)
Proof. Equation (B.4.8) is true at each of the points s = q−M/2, where M is any sufficiently
large positive integer, since at such values it reduces to (B.4.5) at y = s. Since both sides of (B.4.8)
are rational in s, equality at infinitely many values of s proves the equation for generic s. 
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APPENDIX C
Three intertwining equations
The purpose of this appendix is to explain how the three intertwining equations (2.3.1)–(2.3.3)
arise as special cases of a single Yang–Baxter equation. We will quote a number of results within
it, but in most cases we omit proofs in view of their lengthy nature.
C.1. Bosnjak–Mangazeev solution of the Yang–Baxter equation
Throughout this section, n denotes the rank of the quantized affine algebra Uq(ŝln+1), L,M,N
are positive integers which denote the spin of a line, and x, y, z are rapidities which are associated
to lines. We consider vertices of the following type:
B D
A
C
(x, L)→
↑
(y,M)
= WL,M
x
y
; q; B D
A
C
 ≡WL,M(x/y; q;A,B,C,D),
where A,B,C,D are compositions in Nn, whose weights are constrained by
|A|, |C| 6 M, |B|, |D| 6 L. (C.1.1)
If the conditions (C.1.1) are not met, the vertex weightWL,M(x/y; q;A,B,C,D) is identically zero.
The Yang–Baxter equation takes the form
∑
C1,C2,C3
WL,M
x
y
; q; A1 C1
A2
C2
WL,N
x
z
; q; C1 B1
A3
C3
WM,N
y
z
; q; C2 B2
C3
B3

=
∑
C1,C2,C3
WM,N
y
z
; q; A2 C2
A3
C3
WL,N
x
z
; q; A1 C1
C3
B3
WL,M
x
y
; q; C1 B1
C2
B2
 ,
(C.1.2)
where A1,A2,A3,B1,B2,B3 ∈ Nn are fixed compositions, and the summation on both sides of
the equation is over triples of compositions C1,C2,C3 ∈ Nn. Equivalently, we can represent the
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equation (C.1.2) graphically:
∑
C1,C2,C3
A1
C1
B1
A2
C2
B2
A3
C3
B3
(x, L)→
(y,M)→
↑
(z,N)
=
∑
C1,C2,C3
A1
C1
B1
A2
C2
B2
A3
C3
B3
(x, L)→
(y,M)→
↑
(z,N)
(C.1.3)
Theorem C.1.1 (Bosnjak–Mangazeev, [BM16]). For any two compositions λ, µ ∈ Nn such that
λi 6 µi for all 1 6 i 6 n, we define the function
Φ(λ, µ;x, y) :=
(x; q)|λ|(y/x; q)|µ−λ|
(y; q)|µ|
(y/x)|λ|
(
q
∑
i<j(µi−λi)λj
) n∏
i=1
(
µi
λi
)
q
.
Let A = (A1, . . . , An), B = (B1, . . . , Bn), C = (C1, . . . , Cn) and D = (D1, . . . , Dn) be compositions
and fix two positive integers L,M. An explicit solution of the Yang–Baxter equation (C.1.2) is
obtained by choosing
WL,M
x; q; B D
A
C
 = (1A+B=C+D)x|D−B|q|AL−DM|
×
∑
P
Φ(C − P ,C +D − P ; qL−Mx, q−Mx)Φ(P ,B; q−L/x, q−L), (C.1.4)
where the sum is over compositions P = (P1, . . . , Pn) such that 0 6 Pi 6 min(Bi, Ci) for all
1 6 i 6 n.
We refer the reader to [BM16] for a proof of Theorem C.1.1, using techniques from three-
dimensional integrability.
Proposition C.1.2 (Stochasticity). Let A = (A1, . . . , An) and B = (B1, . . . , Bn) be two fixed
compositions in Nn. The following identity holds for all such A,B:
∑
C,D
WL,M
x; q; B D
A
C
 = 1, (C.1.5)
where the sum is over all compositions C = (C1, . . . , Cn) and D = (D1, . . . , Dn) in Nn.
Proposition C.1.3 (Symmetry of weights). The vertex weights (C.1.4) satisfy the following
symmetry relation:
WL,M
x; q; B D
A
C
 = WM,L
qM−L
x
;
1
q
; A C
B
D
 . (C.1.6)
Propositions C.1.2 and C.1.3 can both be proved directly from the explicit form (C.1.4) of
the weights. These proofs are not difficult but fairly laborious; we omit them. The sum-to-unity
property (C.1.5) allows one to construct a wide variety of stochastic processes as limiting cases
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of the model (C.1.4). The symmetry property (C.1.6) is necessary to allow the three relations
(2.3.1)–(2.3.3) to be deduced from the single equation (C.1.2), as we will show below.
Proposition C.1.4 (Reduction to fundamental R-matrix). Taking L = M = 1 in (C.1.4), one
has
W1,1
x
y
; q; B D
A
C
 =
 Ry/x(A
∗,B∗;C∗,D∗), |A|, |B|, |C|, |D| 6 1,
0, otherwise,
where Ry/x denotes the fundamental R-matrix as given by (2.1.2), (2.1.3), and where we have defined
I∗ =
{
0, I = 0,
i, I = ei,
for any composition I = (I1, . . . , In) such that |I| 6 1.
Proof. Taking L = M = 1 means that the compositionsA,B,C,D are constrained, by (C.1.1),
to be equal to e0 ≡ 0 or ei for some 1 6 i 6 n. The conservation requirement A +B = C +D
then imposes that the only non-vanishing cases are (i) A = B = C = D = ej , 0 6 j 6 n, (ii)
A = C = ei and B = D = ej with i 6= j, or (iii) A = D = ei and B = C = ej with i 6= j. One
can then check these cases explicitly, with the weights (2.1.2), (2.1.3) being recovered. 
C.2. First intertwining equation, (2.3.1)
Consider equation (C.1.2) for the weights (C.1.4). Taking the specialization L = M = 1, while
keeping N general, we obtain the relation
n∑
c1,c2=0
∑
C∈Nn
Ry/x(a2, a1; c2, c1)W1,N
x
z
; q; ec1 eb1
A
C
W1,N
y
z
; q; ec2 eb2
C
B

=
n∑
c1,c2=0
∑
C∈Nn
W1,N
y
z
; q; ea2 ec2
A
C
W1,N
x
z
; q; ea1 ec1
C
B
Ry/x(c2, c1; b2, b1), (C.2.1)
where a1, a2, b1, b2 ∈ {0, 1, . . . , n} and A,B ∈ Nn are fixed to arbitrary values on both sides of
(C.2.1), and where we have used Proposition C.1.4 to replace WL,M by the fundamental R-matrix
Ry/x. As can be seen from their explicit form (C.1.4), the weights W1,N in (C.2.1) depend on N
only through qN. After normalizing both sides of (C.2.1) appropriately, it becomes a polynomial
identity in qN, true at infinitely many points N ∈ {1, 2, 3, . . . }. It is therefore true for arbitrary
complex values of qN; with this in mind we make the substitution qN 7→ s−2 ∈ C and define
L˜x(A, b;C, d) := W1,N
x
s
; q; eb ed
A
C

∣∣∣∣∣∣∣
qN→s−2
(C.2.2)
for all A,C ∈ Nn and b, d ∈ {0, 1, . . . , n}.
Proposition C.2.1. The function L˜x as defined in (C.2.2) is also given by (2.2.1), (2.2.2) and
(2.5.1).
Proof. This can be checked by a straightforward calculation with the use of Theorem C.1.1. 
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Making the substitution (C.2.2) for both of the W1,N weights in (C.2.1), we obtain the relation
n∑
c1,c2=0
∑
C∈Nn
Ry/x(a2, a1; c2, c1)L˜x(A, c1;C, b1)L˜y(C, c2;B, b2)
=
n∑
c1,c2=0
∑
C∈Nn
L˜y(A, a2;C, c2)L˜x(C, a1;B, c1)Ry/x(c2, c1; b2, b1), (C.2.3)
which is just the intertwining equation (2.3.1), but for the stochastic weights (2.5.1).
C.3. Second intertwining equation, (2.3.2)
Taking the specialization L = N = 1 of (C.1.2), while keeping M general, we obtain
n∑
c1,c3=0
∑
C∈Nn
W1,M
x
y
; q; ea1 ec1
A
C
Rz/x(a3, c1; c3, b1)WM,1
y
z
; q; C B
ec3
eb3

=
n∑
c1,c3=0
∑
C∈Nn
WM,1
y
z
; q; A C
ea3
ec3
Rz/x(c3, a1; b3, c1)W1,M
x
y
; q; ec1 eb1
C
B
 , (C.3.1)
where a1, a3, b1, b3 ∈ {0, 1, . . . , n} and A,B ∈ Nn are fixed to arbitrary values on both sides of the
equation. Now we may apply the symmetry (C.1.6) to (C.3.1), performing in addition the change
of variables z 7→ q−1z−1 ≡ q¯z¯. This gives rise to the relation
n∑
c1,c3=0
∑
C∈Nn
W1,M
x
y
; q; ea1 ec1
A
C
Rq¯x¯z¯(a3, c1; c3, b1)W1,M
q−M
yz
;
1
q
; ec3 eb3
C
B

=
n∑
c1,c3=0
∑
C∈Nn
W1,M
q−M
yz
;
1
q
; ea3 ec3
A
C
Rq¯x¯z¯(c3, a1; b3, c1)W1,M
x
y
; q; ec1 eb1
C
B
 .
(C.3.2)
In a similar vein to (C.2.2), we define
M˜z(A, b;C, d) := W1,M
s
z
;
1
q
; eb ed
A
C

∣∣∣∣∣∣∣
qM→s−2
(C.3.3)
for all A,C ∈ Nn and b, d ∈ {0, 1, . . . , n}.
Proposition C.3.1. The function M˜z as defined in (C.3.3) is equivalent to that given by (2.2.5),
(2.2.6) and (2.5.1).
Proof. As in the case of Proposition C.2.1, one checks this directly via (C.1.4). 
Substituting y 7→ s in (C.3.2) and sending qM 7→ s−2, one recovers
n∑
c1,c3=0
∑
C∈Nn
L˜x(A, a1;C, c1)Rq¯x¯z¯(a3, c1; c3, b1)M˜z(C, c3;B, b3)
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=n∑
c1,c3=0
∑
C∈Nn
M˜z(A, a3;C, c3)Rq¯x¯z¯(c3, a1; b3, c1)L˜x(C, c1;B, b1), (C.3.4)
which can be recognised as the intertwining equation (2.3.2), but for the stochastic weights (2.5.1).
C.4. Third intertwining equation, (2.3.3)
Finally let us take the specialization M = N = 1 of (C.1.2), keeping L general. This yields
n∑
c2,c3=0
∑
C∈Nn
WL,1
x
y
; q; A C
ea2
ec2
WL,1
x
z
; q; C B
ea3
ec3
Rz/y(c3, c2; b3, b2)
=
n∑
c2,c3=0
∑
C∈Nn
Rz/y(a3, a2; c3, c2)WL,1
x
z
; q; A C
ec3
eb3
WL,1
x
y
; q; C B
ec2
eb2
 ,
where a2, a3, b2, b3 ∈ {0, 1, . . . , n} and A,B ∈ Nn are fixed to arbitrary values on both sides of the
equation. Applying everywhere the symmetry (C.1.6), and changing variables y 7→ q¯y¯, z 7→ q¯z¯, we
obtain
n∑
c2,c3=0
∑
C∈Nn
W1,L
q−L
xy
;
1
q
; ea2 ec2
A
C
W1,L
q−L
xz
;
1
q
; ea3 ec3
C
B
Ry/z(c3, c2; b3, b2)
=
n∑
c2,c3=0
∑
C∈Nn
Ry/z(a3, a2; c3, c2)W1,L
q−L
xz
;
1
q
; ec3 eb3
A
C
W1,L
q−L
xy
;
1
q
; ec2 eb2
C
B
 .
Substituting x 7→ s and sending qL 7→ s−2, using (C.3.3) we find that
n∑
c2,c3=0
∑
C∈Nn
M˜y(A, a2;C, c2)M˜z(C, a3;B, c3)Ry/z(c3, c2; b3, b2)
=
n∑
c2,c3=0
∑
C∈Nn
Ry/z(a3, a2; c3, c2)M˜z(A, c3;C, b3)M˜y(C, c2;B, b2), (C.4.1)
which is the final intertwining equation (2.3.3), for the stochastic weights (2.5.1).
C.5. Gauge transformations
In the previous sections we have shown how three types of intertwining equations, namely
(C.2.3), (C.3.4) and (C.4.1), arise as specializations of the master higher-spin Yang–Baxter equation
(C.1.2). These relations are almost identically the same as (2.3.1), (2.3.2) and (2.3.3), except that
the Boltzmann weights which appear in (C.2.3), (C.3.4) and (C.4.1) are stochastic. To go from the
stochastic version of the weights to the non-stochastic one, one defines
Lx(I, j;K, `) := (−s)−1`>1L˜x(I, j;K, `), Mx(I, j;K, `) := (−s)1j>1M˜x(I, j;K, `). (C.5.1)
It is easy to see that the transformed weights (C.5.1) are still integrable; for example, substituting
L˜x and L˜y in (C.2.3) by their non-stochastic counterparts yields
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(−s)1b1>1+1b2>1
n∑
c1,c2=0
∑
C∈Nn
Ry/x(a2, a1; c2, c1)Lx(A, c1;C, b1)Ly(C, c2;B, b2)
=
n∑
c1,c2=0
∑
C∈Nn
(−s)1c1>1+1c2>1Ly(A, a2;C, c2)Lx(C, a1;B, c1)Ry/x(c2, c1; b2, b1)
= (−s)1b1>1+1b2>1
n∑
c1,c2=0
∑
C∈Nn
Ly(A, a2;C, c2)Lx(C, a1;B, c1)Ry/x(c2, c1; b2, b1), (C.5.2)
where the final equality follows from the colour-conservation property of the R-matrix (2.1.7),
namely,
n∏
b=0
α
1i=b+1j=b
b Rz(i, j; k, `) =
n∏
b=0
α1k=b+1`=bb Rz(i, j; k, `),
for arbitrary parameters {α0, α1, . . . , αn} and i, j, k, ` ∈ {0, 1, . . . , n}, by choosing α0 = 1 and
α1, . . . , αn = −s. Equation (C.5.2) matches (2.3.1) after deleting the spurious multiplicative factors.
The derivation of (2.3.2) and (2.3.3) is analogous.
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Index
(a; q)m; q-Pochhammer symbol, 11
〈·, ·〉q,s; scalar product, 98
ζ(µ,λ), 17, 119
ηPush(t); q-PushTASEP occupation data, 155
ηbos(t); q-boson occupation data, 150
ηquad(k); quadrant occupation data, 148
ηASEP(t); ASEP occupation data, 146
ηmASEP(t); mASEP occupation data, 146
θ(k), 28
λ; Gelfand–Tsetlin patterns, 117
|µ〉; composition states, 39
|µ〉λ, 38
|∅〉; vacuum state, 41
〈µ〉i; Cherednik–Dunkl eigenvalues, 132
µ+; dominant ordering of µ, 16
µ˜; reverse of a composition, 65
ν  κ; interlacing partitions, 16
ξµ; rational monomials, 75
Π(x; y); Cauchy reproducing kernel, 132
Ψ(x(1), . . . , x(n); k(0)); Bethe vector components, 90
ψa(x; y1, . . . , yM ); single particle wavefunction, 92
ψ{a1,...,am} (x1, . . . , xm; y1, . . . , yM ), 92
ω, 69
Bi(x); row operators, 33
Ci(x); row operators, 33
Cn; finite composition space, 11, 107
cµ(q, s), 11, 65
DN ; Macdonald difference operators, 138
D˜a; reversed-alphabet Macdonald difference
operators, 140
DcPush(q, P ); q-PushTASEP dynamics, 154
Dbos(q); q-boson dynamics, 150
DTASEP(q); q-TASEP dynamics, 151
Eµ; non-symmetric Hall–Littlewood, 16, 69
Eµ(x1, . . . , xn; p, q); non-symmetric Macdonald, 69
F -matrix, 75
F1...N , 79
F; inverse transform, 12, 108
Fcµ; symmetric spin Hall–Littlewood, 40
fµ/ν ; skew non-symmetric spin Hall–Littlewood, 46
fµ(λ;x1, . . . , xm), 39
fµ; non-symmetric spin Hall–Littlewood, 10, 40
fσµ , 43
fδ, 13, 54
Fµ; pre-fused version of fµ, 44
Fσµ , 44
G•µ/ν ; colour-blind transfer matrix, 51
G•µ, 51
Gµ/ν ; transfer matrix, 10, 50
Gµ, 50
Gµ/ν , 51
G; forward transform, 11, 108
gµ/ν , 47
gµ(λ;x1, . . . , xm), 41
g∗µ, 11, 49
gµ; dual non-symmetric spin Hall–Littlewood, 11, 42
gσµ , 43
h(M,N); height function, 136
I+−ij , 24
I+i , 24
I−i , 24
I[i,j], 24
|I|, 24
I˜, 26
J Push(t), 157
J˜ Push(t), 157
J bos(t), 153
J˜ bos(t), 153
Ln; Laurent polynomial space, 11, 107
Lx(I, j;K, `); vertex weights, 8, 23
L˜x(I, j;K, `); stochastic weights, 9, 31
L•x(I, j;K, `); colour-blind weights, 25
L(M)y/x (I, j;K, `); M -fused vertices, 160
`(σ); length of a permutation, 64
Mx(I, j;K, `); dual vertex weights, 9, 25
M˜x(I, j;K, `); dual stochastic weights, 10, 31
M•x (I, j;K, `); dual colour-blind weights, 26
N; natural numbers, including 0, 24
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OPush(t), 157
Obos(t), 153
P -matrix, 75
Pσ1...N , 79
Pλ/ν ; skew Hall–Littlewood, 117
PnsHL(µ); non-symmetric Hall–Littlewood measure,
137
PnsM(µ); non-symmetric Macdonald measure, 132
P6v(I,J ), 16, 115
P6v(I), 130
Pcol(I,J ), 16, 116
PcHL(I,J ), 17, 119
PcHL(I), 131
PASEP(I,J ;P, t), 18, 149
PmASEP(I,J ;P, t), 18, 149
pk(a, b; c, d), 57
Q1...n(A); column operators, 81
Qλ/ν ; skew Hall–Littlewood, 16, 117
q; quantization parameter, 9
R-matrix, 21
Rσ1...N , 78
Rσρ , 77
Rz(i, j; k, `); R-matrix entries, 21
Ry/x((i1, . . . , iM ), j; (k1, . . . , kM ), `); row-vertices, 159
Sλ; set of λ-coloured compositions, 38
si; elementary transposition, 13, 55
s; spin parameter, 9
Ti; Hecke divided-difference operator, 13, 55
T˜i; reversed-alphabet Hecke generator, 69, 132
T̂i; inverse Hecke, 55
τi; p-shift operator, 69, 138
T Push(t), 157
T bos(t), 153
V; space of states, 33
V(λ); sectors of V, 38
V(1n); rainbow sector, 39
WL,M(x/y; q;A,B,C,D); Bosnjak–Mangazeev
weights, 166
WM,N (µ); coloured Hall–Littlewood measure, 131
WM,N (µ,λ); coloured Hall–Littlewood measure, 118
W(k), 28
X σ1...N ; permutation graph, 78
X 1...Nσ ; reversed permutation graph, 79
XM,N (I,J ), 116
XM,N (I,J ), 142
x; spectral parameter, 9
Yi; Cherednik–Dunkl operators, 69
Y˜i; Cherednik–Dunkl operators, 132
yi(µ; p, q); Cherednik–Dunkl eigenvalues, 69
Zσρ , 82
Z(i); Bethe vector block, 88
ZM,N (I,J ), 115
ZM,N (I,J ), 142
Zq(M ; I), 160
z(µ), 17, 119
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