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Neste trabalho vamos apresentar alguns conceitos básicos da teoria 
da amostragem uniforme e da não-uniforme, e sua ligação à teoria de 
interpolação. Numa primeira parte focaremos essencialmente os 
conceitos de amostragem clássica de Nyquist e de Bessel, bem como 
a respectiva ligação à interpolação de Lagrange e de Bessel. Na 
segunda parte, estudaremos a implementação numérica do método 
de amostragem por intermédio de funções q-Bessel (introduzido por 
D. Abreu [2]). O ramo da análise que estuda este tipo de funções é 
conhecido como q-cálculo. Foram implementadas as termos básicos, 
como sejam, o q-factorial (equivalente ao factorial clássico), o cálculo 
das funções q-Bessel, suas derivadas e respectivo método de 
amostragem. No final deste trabalho será dedicado a exemplos 
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In this thesis we present Basic concepts of uniform and non-uniform 
sampling theory and their connection with interpolation theory. In the 
first part we will study the connection between the classic Nyquist-
sampling and Bessel-sampling and Lagrange- and Bessel-
interpolation. In the second part we study the numerical 
implementation of the sampling method using q-Bessel function 
introduced by D. Abreu [2]. To this end we implement basic terms of 
the q-Calculus, such as the q-factorial (equivalent to the classic 
factorial), the computation of q-Bessel functions and their derivatives, 
as well as the sampling method itself. In the end we present 
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A amostragem e´ um processo de conversa˜o de um sinal (aqui, entendido como uma
func¸a˜o em tempo, cont´ınua) para uma sequeˆncia nume´rica (func¸a˜o em tempo, discreta).
Deste modo, e´ um to´pico fundamental nas telecomunicac¸o˜es e no processamento
de sinais, com muita relevaˆncia pra´tica na conversa˜o de um sinal analo´gico para sinal
digital (A/D) e de um sinal digital para sinal analo´gico (D/A).
Em 1928, Henry Nyquist enunciou que a conversa˜o de um sinal analo´gico para
formato digital e´ garantida, se a frequeˆncia de amostragem representa, no mı´nimo,
duas vezes a frequeˆncia ma´xima (frequeˆncia de Nyquist) presente na forma de onda
analo´gica original. Este enunciado ficou conhecido como Teorema de Nyquist. Por
outras palavras, isto significa que um sinal analo´gico pode ser reconstru´ıdo a partir
de um sinal digital se os pontos de amostragem teˆm espac¸amento 1
2W
, onde W e´ a
frequeˆncia ma´xima ou frequeˆncia de Nyquist do sinal na forma original.
Desde enta˜o a teoria de amostragem revelou-se um campo de estudo muito activo
por parte da Matema´tica e das suas aplicac¸o˜es a` Engenharia. No primeiro cap´ıtulo
introduziremos os conceitos ba´sicos da amostragem uniforme e na˜o-uniforme e sua
ligac¸a˜o intr´ınseca a` teoria de interpolac¸a˜o.
As teorias matema´ticas carecem de ser implementadas. Por va´rias razo˜es, algumas
delas na˜o tem viabilidade pra´tica ou nume´rica. Em particular, e´ imposs´ıvel concluir,
a partir da viabilidade anal´ıtica, a sua aplicabilidade pra´tica sem uma implementac¸a˜o
e um estudo com exemplos nume´ricos. Neste trabalho queremos estudar a viabilidade
da implementac¸a˜o nume´rica do teorema da amostragem da func¸a˜o q-Bessel descrito
em D. Abreu ([2]).
5
Introduc¸a˜o
O estudo nume´rico e a sua implementac¸a˜o em Matlab1 sera´ o objecto do segundo
cap´ıtulo. Neste descreveremos o me´todo, te´cnicas de implementac¸a˜o usadas aqui, e
encerraremos com va´rios exemplos nume´ricos. De referir aqui tambe´m o problema
que surgiu aquando da implementac¸a˜o nume´rica do ca´lculo dos zeros da func¸a˜o q-
Bessel. Este ca´lculo revelou-se delicado, exigindo a implementac¸a˜o de alguns me´todos
de resoluc¸a˜o de equac¸o˜es e/ou sistemas de equac¸o˜es na˜o lineares, permitindo assim
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O problema principal de amostragem consiste na reconstruc¸a˜o de uma func¸a˜o a partir
dos seus valores sobre um conjunto discretos de valores. Obviamente, a soluc¸a˜o deste
problema depende altamente da escolhas dos pontos (chamados pontos de amostragem)
e das func¸o˜es envolvidas.
Em geral a amostragem e´ apresentado na seguinte forma: f pertence a uma dada
classe de func¸o˜es, (gm)m e´ um conjunto de func¸o˜es, e (xn) sa˜o pontos tal que gm(xn) =





Aqui suponhamos que o valor de f nos pontos xm e´ conhecido.
Este problema tambe´m e´ nitidamente ligado ao problema de Interpolac¸a˜o, onde
queremos construir uma func¸a˜o f(x) (com certas propriedades) tal que f(xi) = yi,
para um conjunto de valores (xi, yi), i = 1, . . . , n.
Nesta secc¸a˜o apresentaremos a ligac¸a˜o entre o problema da amostragem e o prob-
lema de interpolac¸a˜o. Vamos ilustrar como a interpolac¸a˜o de Lagrange pode ser usado
para a resoluc¸a˜o do problema de amostragem.
Para encontrar uma func¸a˜o de interpolac¸a˜o correspondente a amostras na˜o-uniforme,
consideramos {eiωtn} como base no domı´nio da frequeˆncia. Se este sistema e´ completo





iωtn , suppF ∈ [−W,W ], (2.1)
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onde W e´ a frequeˆncia de Nyquist.




cn sinc[2W (t− tn)], (2.2)




f(t) Ψn(t) dt (2.3)
de f(t) com a func¸a˜o Ψn(t) que e´ bi-ortogonal em relac¸a˜o a func¸a˜o sinc[2W (t − tn)],
i.e., ∫ ∞
−∞
Ψk(t) sinc[2W (t− tn)] dt =
1, k = n0, k 6= 0 .
O problema com a representac¸a˜o (2.2) e´ que este na˜o esta´ na forma de amostragem,
i.e., os coeficientes cn 6= f(tn), excepto quando tn = nT . Obviamente, este caso
corresponde ao caso cla´ssico de amostragem de Nyquist.
Por outro lado a equac¸a˜o (2.2) pode ser escrita usando as func¸o˜es Ψn e a mencionada





Se denotamos T = 1
2W
a taxa de Nyquist e escolhemos os pontos tn tal que
|tn − nT | ≤ D < T/4, n = ±1,±2, . . . , (2.5)
enta˜o {eiωtn} representa uma base para sinais de banda-limitada no domı´nio da frequeˆncia.




H ′(tn)(t− tn) , (2.6)
com Ψn(tn) = 1 e Ψn(tk) = 0 para k 6= n. Aqui,








Salientamos que a condic¸a˜o (2.5) garante a convergeˆncia de (2.6).
Portanto, o problema de amostragem reduz-se via (2.4) e (2.6) para o problema
geral de interpolac¸a˜o de Lagrange.
8
Se a condic¸a˜o (2.5) na˜o for satisfeita, mas tn e´ em me´dia maior do que frequeˆncia
de Nyquist e satisfaz
|tn − nT | ≤ L <∞, |tn − tm| > δ > 0, n 6= m, (2.8)
enta˜o a nossa func¸a˜o de interpolac¸a˜o de Lagrange (2.6) continua a ser va´lido mas o
produto infinito em (2.7) na˜o converge.
Contudo, o seguinte produto ainda converge uniformemente:














Aqui tambe´m e´ interessante notar que o famoso Teorema de amostragem de Nyquist
pode ser obtido usando a interpolac¸a˜o de Lagrange tomando como um conjunto de


















Vamos em seguida estudar alguns casos de amostragem a partir do nosso ponto de
vista de interpolac¸a˜o de Lagrange.
Zayd, Hinsen e Batzer mostraram em [20] que a interpolac¸a˜o de Kramer pode ser
representado a partir da interpolac¸a˜o de Lagrange onde o nu´cleo k(s, t) prove´m do
problema do valor limite de Sturm-Liouville.
2.1 Teorema de amostragem generalizada de Kramer
Seja I = [a, b] um intervalo finito e fechado. Denotamos com L2(I) a classe de func¸o˜es
de quadrado integra´vel sobre I.




k(s, t) g(s) ds, (2.10)
onde g(s) ∈ L2(I) e k(s, t) ∈ L2(I × I).
Escolhemos o conjunto {tn} de tal modo que k(s, tn) representa um conjunto de
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k(s, t) k(s, tn) ds∫
I
|k(s, tn)|2 ds (2.12)
e k(s, t) denota o conjugado complexo de k(s, t). A prova da interpolac¸a˜o acima reside









g(s) k(s, tn) ds∫
I




2.2 Interpolac¸a˜o de Bessel
Podemos usar qualquer nu´cleo reprodutivo k(s, t) como candidato para a construc¸a˜o
das func¸o˜es ortogonais na secc¸a˜o anterior. Por exemplo, se a func¸a˜o x(t) e´ dado pela





onde o intervalo I = [0,W ] e´ escolhido tal que x(t) e´ limitada na banda em relac¸a˜o a






(tn − t)Jm+1(tn) . (2.13)
Aqui Jm denota a func¸a˜o de Bessel de m-e´simo ordem do primeiro tipo e {tn} sa˜o os
zeros de Jm(t).
Para obter a equac¸a˜o acima a partir da interpolac¸a˜o de Lagrange, verifica-se que
os zeros de Jm(t) satisfazem a condic¸a˜o suficiente (2.5).









Salientamos que o termo tm e´ usado porque a Func¸a˜o de Bessel Jm tem um zero de
multiplicidade m em t = 0.




onde Γ e´ a Func¸a˜o Gama (c.f. [19]). Usando a relac¸a˜o J ′m(tn) = −Jm+1(tn) podemos
obter (2.13) a partir de (2.6) e (2.14).








Podemos obter uma expansa˜o semelhante a partir de (2.4) e (2.6) desde que |tn −
(n− 1/4)| ≤ 1/4 e tn = −t−n, n = 1, 2, . . .(ver [16]).
2.3 Migrac¸a˜o de um nu´mero finito de pontos uni-
formes
Suponha-se um esquema de amostragem uniforme (com frequeˆncia de Nyquist T ) onde
N amostras uniformes sa˜o deslocadas para novas posic¸o˜es (t1, t2, . . . , tn). Podemos
obter a fo´rmula de reconstruc¸a˜o expl´ıcita a partir da Interpolac¸a˜o de Lagrange (ver





































onde tm, 1 ≤ m ≤ N , e´ igual as instaˆncias na˜o-uniformes e tm e´ igual a mT no caso


























, 1 ≤ m ≤ N.
(2.16)
Quando todas as amostras uniformes (x(tm);m < 0,m > N) forem zero, a func¸a˜o
interpoladora (2.16) representa uma func¸a˜o interpolada de banda-limitada sobre N
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Gostar´ıamos de salientar que a interpolac¸a˜o sobre N amostras na˜o-uniformes na˜o
e´ u´nica. Yen [18] usou crite´rio de energia minima para obter uma interpolac¸a˜o u´nica.








αqm sinc[2W (t− tq)], (2.18)
em que αqm representam os elementos da inversa da matriz cujos elementos sa˜o sinc[2W (tm−
τq)], m, q = 1, 2, . . . , N .
Yeh e Stark [17] tal como Calvagio e Munson [5] mostraram a optimalidade da
interpolac¸a˜o de Yen [18] no sentido de erro em quadrado me´dio.
2.4 Amostragem com um buraco simples numa dis-
tribuic¸a˜o uniforme
Vamos considerar o caso especial apresentado na Figura 2.1, i.e.,
tn =
+nT, n ≤ 0∆ + nT, n > 0








Γ(2Wt) Γ[2W (∆− t)]n! ×
(n+ 2Wt)−1, n ≤ 0(n+ 2W (∆− t))−1, n > 0 . (2.19)
A prova encontra-se em [18].
2.5 Amostragem perio´dica na˜o-uniforme
Seja dado um conjunto de N atrasos τk (c.f. Figura 2.2), i.e., os pontos da amostragem
sa˜o
tnk = nNT + τk,

k = 1, 2, . . . , N,





Figura 2.1: Amostras uniformes de deslocamento positivo
Figura 2.2: Amostragem perio´dica na˜o-uniforme






















Em diferenc¸a a func¸a˜o sinc, ψnk na˜o toma o seu ma´ximo num ponto de amostragem,
mas atinge o seu ma´ximo entre pontos de amostras na˜o-uniformes. Podemos obter a
representac¸a˜o (2.22) a partir da interpolac¸a˜o de Lagrange, i.e., podemos escrever H(t)






















. . . . (2.24)
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onde Kk = −[sin(2piWN tk)]−1 representa um factor escalar que podemos determinar a
partir de H(0) = 1.

















sin 2piW (tn − τk). (2.27)










k 6=n sin 2piW (tn − τk)
. (2.28)




Implementac¸a˜o nume´rica no caso de
amostragem com func¸o˜es q-Bessel
Um dos exemplos no cap´ıtulo anterior e´ a amostragem usando func¸o˜es de Bessel.
Em D. Abreu [2], as propriedades da transformada de Hankel (ver [11]) e os conceitos
do nu´cleo reprodutivo sa˜o usados para obter o teorema de amostragem, onde os pontos
da amostragem sa˜o os zeros da func¸a˜o q-Bessel.
Neste cap´ıtulo estudaremos a implementac¸a˜o deste me´todo de amostragem. A
implementac¸a˜o final e os exemplos nume´ricos sa˜o feitos em Matlab.
Para o efeito daremos em primeiro lugar os teoremas e fo´rmulas necessa´rias. Em
seguida discutiremos os problemas da sua implementac¸a˜o. No final daremos alguns
exemplos nume´ricos.
3.1 Descric¸a˜o do me´todo
O teorema cla´ssica de amostragem, exposto no cap´ıtulo anterior (c.f. (2.1)), afirma que
toda func¸a˜o do mesmo espac¸o pode ser representado pela se´rie de interpolac¸a˜o (2.2).
Contando com as propriedades do nu´cleo da transformada de Hankel, em [9] Hig-
gins usou a teoria de nu´cleo reprodutivo para obter um teorema de amostragem onde
os pontos de amostragem sa˜o os zeros da func¸a˜o de Bessel. No caso em estudo, a
amostragem de q-Bessel e´ obtida a partir do nu´cleo de transformada de q-Hankel, Hνq ,






2J (3)ν (xt; q
2) f(t) dqt, (3.1)
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onde J
(3)
ν representa a func¸a˜o Jackson q-Bessel de terceiro grau definida por











Aqui temos 0 < q < 1. (a; q)n = (1− a)(1− aq) . . . (1− aqn−1) denota o q-equivalente
da func¸a˜o factorial e (a; q)∞ = limn→∞(a; q)n.
O q-integral no intervalo (0, 1) e´ definida por∫ 1
0




e no intervalo (0,∞) como∫ ∞
0




Como pontos da amostragem vamos usar os pontos qjnν(q
2), onde jnν(q
2) e´ n-e´simo
zero da func¸a˜o J
(3)
ν (x; q2). Em [1] foi provado que
jnν(q
2) = q−n+n , 0 < n < 1. (3.5)
Isto indica tambe´m a distaˆncia entre os pontos da amostragem.
Em seguida estabelecemos o teorema para a q-amostragem.
Para este efeito introduzimos a versa˜o q-Bessel do espac¸o de Paley-Wiener PW νq :
PW νq =
{





2J (3)ν (xt; q
2)u(t) dqt, u ∈ L2q(0, 1)
}
. (3.6)
A notac¸a˜o L2q(0, 1) representa o espac¸o de Hilbert associada a` medida dado pelo







2 (Hνq f) (x) J
(3)
ν (xt; q





Se f ∈ L2q(0,∞) tal que Hνq f(q−n) = 0, n = 1, 2, . . . enta˜o temos f ∈ PW νq .
Para verificar, usamos a fo´rmula (3.7) e comparamos (3.3) e (3.4) para escrever f
como um elemento de PW νq .
O racioc´ınio aqui e´ muito semelhante ao racioc´ınio usado no teorema generalizada
de amostragem de Kramer. Nota-se que o nu´cleo de transformada de Hankel e´ dado
por
K(x, t) = (xt)
1
2 J (3)ν (xt; q
2). (3.8)
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O operador correspondente K e´ dado por





2J (3)ν (xt; q
2)u(t) dqt.
De (3.7) obtemos que Hνq e´ um operador onde a inversa e´ o pro´prio operador e
consequentemente, uma isometria. Assim, K tambe´m e´ uma isometria. A imagem de
K, N , e´ o conjunto das func¸o˜es f ∈ L2q(0,∞) na qual f = Ku para algum u ∈ L2q(0, 1).
Da definic¸a˜o em (3.6) obtemos N = PW νq . No pro´ximo Lema, o nu´cleo reprodutivo do
espac¸o PW νq e´ dado.
Lema 3.1.1. O conjunto PW νq e´ um espac¸o de Hilbert com nu´cleo reprodutivo dado
por










ν (sq−1; q2)− sJ (3)ν+1(s; q2)J (3)ν (xq−1; q2)
]
x2 − s2 (3.9)
A prova deste Lema encontra-se em D. Abreu ([2]).
Apresentemos, de seguida, o teorema de q-amostragem.























2) denota a sucessa˜o dos zeros positivos de J
(3)
ν (x; q2). A se´rie converge
uniformemente em qualquer sub-conjunto compacto de (0,∞).
A demonstrac¸a˜o deste teorema encontra-se em D. Abreu ([2]).






que e´ ortogonal e completa em L2q(0, 1). Levando em conta que K representa uma
isometria, a sequeˆncia (Kfn)(x) e´ ortogonal e completa em PW
ν
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representa uma func¸a˜o interpoladora, i.e., a ortogonalidade de {fn(x)} implica
Fn(jmν(q
2)) = δnm. (3.12)
O racioc´ınio e´ basicamente equivalente ao racioc´ınio que usamos no teorema de
amostragem de Kramer(c.f. [20]).





onde an representa coeficientes de Fourier de f em Fn(x). A se´rie (3.13) e´ conver-
gente em norma de Lνq (0, 1) e tambe´m em norma de PW
ν
q . Finalmente, x = qjnν(q
2)
em (3.13), (3.12) implica f(qjmν(q
2)) = am e deste modo, (3.13) pode ser escrita na
forma de (3.10).
3.2 Experieˆncia nume´rica
Nesta secc¸a˜o estudaremos os problemas relacionados com a implementac¸a˜o nume´rica do
me´todo anteriormente exposto. Enquanto analiticamente na˜o existe qualquer problema
de convergeˆncia, vamos ver que o uso de uma aritme´tica finita, como existente no
computador, muda radicalmente a situac¸a˜o.
Na realidade, analiticamente na˜o ha´ problemas em trabalhar com somas e produtos
infinitos, mas quando se trata de ca´lculos nume´ricos no computador, isto na˜o e´ poss´ıvel
pela natureza discreta do pro´prio computador. Por este motivo, nesta secc¸a˜o, embora
possam aparecer explicitamente somas, ou produtos infinitos, na aritme´tica finita do
computador, estes teˆm de ser limitados, consoante o caso, por um nu´mero finito de
termos.
3.2.1 Observac¸o˜es ba´sicas sobre implementac¸a˜o do q-ca´lculo
Para implementar o me´todo precisamos em primeiro lugar dos pontos jnν(q
2), i.e., dos
n-e´simos zeros de J
(3)
ν (x; q2). Como estes na˜o sa˜o explicitamente dados, tomando em
conta (3.5), optamos por aproximar jnν(q
2) ≈ q−n. De acordo com (3.5), introduzimos
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Figura 3.1: Erro 1− qn em func¸a˜o de n, onde q = 0.001 e q = 0.01
Figura 3.2: Erro 1− qn em func¸a˜o de n, onde q = 0.1 e q = 0.5
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um erro absoluto igual |(1− qn)q−n| e, portanto, um erro relativo igual a 1− qn , com
0 < n < 1. O erro relativo em relac¸a˜o a n esta´ ilustrada nas figuras seguintes.
Na Figura 3.3, podemos entender melhor o comportamento da func¸a˜o 1 − qn em
func¸a˜o de n, com q = 0.001, q = 0.01, q = 0.1, q = 0.5 e q = 0.9 fixos.
Figura 3.3: Erro 1− qn em func¸a˜o de n, onde q = 0.001, q = 0.01, q = 0.1, q = 0.5 e
q = 0.9
Notamos que o erro fica pior quando q → 0.
Gostar´ıamos de salientar que o ca´lculo dos zeros e´ um problema principal. Tentamos
tambe´m aproximar os zeros usando a func¸a˜o roots em Matlab, que calcule os zeros








Aqui notamos que a aproximac¸a˜o inicial na˜o e´ suficientemente bom e para valores
grandes (calcular primeiros 50 zeros para ter 20 zeros com uma aproximac¸a˜o aceita´vel) a
matriz ja´ e´ suficientemente mau para impedir a convergeˆncia do me´todo. Por exemplo,
calculando os zeros para k = 30 obtemos 8 zeros entre 0 e 2, onde deve existir apenas
um zero.
Podemos tambe´m aplicar o me´todo de Newton-Raphson onde vamos precisar de
uma boa aproximac¸a˜o. Aqui o problema principal reside numa boa aproximac¸a˜o inicial
dos zeros. Podemos usar como aproximac¸a˜o inicial q−n+0.5, mas certamente na˜o nos
ajuda.
Para melhorar a aproximac¸a˜o inicial das ra´ızes usamos a func¸a˜o roots de Matlab.
Contudo a func¸a˜o roots na˜o nos resolve o problema por completo porque o resultado
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para os zeros maiores na˜o e´ suficientemente bom. A raza˜o principal reside no facto que
a func¸a˜o q-Bessel e´ altamente oscilante com crescimento de tipo exponencial.
Para a implementac¸a˜o, ao utilizarmos a func¸a˜o roots, obtemos os zeros de um
polino´mio de ordem crescente por ordem decrescente exigindo deste modo uma reor-
ganizac¸a˜o dos resultados obtidos.
Finalmente, queremos dar eˆnfase ao facto da existeˆncia de resultado teo´ricos sobre a
distribuic¸a˜o dos zeros que implica um bom me´todo para a verificac¸a˜o dos zeros obtidos.
Precisamos tambe´m implementar as fo´rmulas (a; q)n e (a; q)∞ usado no ca´lculo de
J
(3)




(1− aqk−1), (a; q)0 = 1, (3.14)
definida em [3], podemos calcular (a; q)∞ atrave´s do limite
(a; q)∞ = lim
n→∞
(a; q)n.
Como 0 < q < 1, podemos naturalmente substituir a fo´rmula (a; q)∞ por (a; q)m com
um m suficientemente grande.










Obviamente as fo´rmulas anteriores sa˜o analiticamente equivalentes. Na pra´tica
(ca´lculos nume´ricos) podemos verificar que a soma infinita (3.15) converge mais rapi-
damente que o produto infinito, o que tambe´m parece natural.






< 1 ⇒ q n−12 < 1
x
. Analiticamente, isto
e´ sempre garantido, mas numericamente para valores elevados de x isto constitui um
problema. Por um lado para valores grandes de x e valores de q perto de um precisamos
um grande n. Por outro lado para valores pequenos de q chegamos rapidamente ao
limite dos nu´meros no computador, i.e., ao realmax. Ainda um problema em aberto e´
obter condic¸o˜es suficientes para uma escolha o´ptima de q.
Notamos finalmente, que a diminuic¸a˜o do erro nos zeros implica a escolha de um q
perto de um enquanto o problema da convergeˆncia necessita um q pequeno (perto de
zero).
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3.2.2 Implementac¸a˜o de func¸o˜es q-Bessel
Em relac¸a˜o a implementac¸a˜o das func¸o˜es q-Bessel notamos que temos tambe´m duas
fo´rmulas para func¸a˜o de Jackson q-Bessel de terceira ordem, J
(3)
ν (x; q):











referida anteriormente em (3.2) (c.f. [2]) e












Analiticamente na˜o podemos negar que essas duas fo´rmulas sa˜o semelhantes. Na
execuc¸a˜o pra´tica, verificamos que a implementac¸a˜o da equac¸a˜o (3.16) converge mais
rapidamente. Por esta raza˜o, optou-se por esta u´ltima na implementac¸a˜o do me´todo.
Para os valores altos de x em J
(3)
ν (x; q2) do Teorema 3.1.2, obtemos valores ex-
cessivamente elevados, i.e., chegamos rapidamente ao realmax e obtemos valores na˜o
propriamente definidos em Matlab com NaN. Para resolver este problema, tivemos que
limitar a func¸a˜o J
(3)
ν (x; q2).
Como era de esperar, para aplicac¸a˜o, tivemos que simplificar algumas fo´rmulas. A
fo´rmula (qk+1 x2; q)∞ explicita em (3.16), pode ser simplificada para









Desta forma, a fo´rmula (3.16) pode ficar como

















onde introduzimos xν para dentro do somato´rio para facilitar o ca´lculo.
3.2.3 Implementac¸a˜o da derivada J
(3)
ν (x; q)
Temos tambe´m que implementar a derivada da func¸a˜o J
(3)
ν (x; q). Em vez de usar

























Esta fo´rmula da derivada de (3.16) e´ obtida via diferenciac¸a˜o da se´rie. Aqui notamos
que a se´rie converge uniformemente em qualquer subconjunto fechado de R.
Uma outra possibilidade reside na adaptac¸a˜o da fo´rmula (4.1) em [2] para o caso
de func¸o˜es q-Bessel. Mas, como aqui temos as diferenc¸as entre x e os zeros da func¸a˜o
no denominador, uma implementac¸a˜o directa na˜o parece muito aconselha´vel.
Para finalizar gostar´ıamos de dar algumas observac¸o˜es para o ca´lculo das func¸o˜es
Fn(x).



















O resultado nume´rico da func¸a˜o Fn aproxima muito do valor pretendido para maioria
dos valores de x. Mas para dois ou treˆs valores isolados de x, obtemos resultados longe
do desejado.
Para os valores de x muito alto, nota-se que ultrapassam todos os valores e uma das
maneiras para resoluc¸a˜o deste problema e´ limitar esses valores com realmax=1.7977e+308,
em MatLab.




(x2−q2j2nν(q2)) e´ necessa´rio garantir a de-
sigualdade x2 6= q2j2nν(q2).
Seguidamente apresentaremos uma outra forma de implementar a func¸a˜o Fn a par-
tir da transformada de q-Hankel Ku.
3.2.4 Implementac¸a˜o da transformada q-Hankel






2) representa os n-e´simos zeros de J
(3)
ν (x; q2).
Como podemos ver, na˜o e´ preciso o ca´lculo da derivada no ca´lculo Fn via Kfn.
Utilizaremos o q-integral (c.f. 3.3):∫ 1
0
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O operador K e´ dado por (c.f. 3.8)





2J (3)ν (xt; q
2)u(t) dqt.















Podemos ver que para a igualdade x = jnν(q
2), o resultado e´ sempre um. Portanto
e´ automa´tico, tanto analiticamente como numericamente. Quando a desigualdade x 6=
jnν(q
2) se verifica, os resultados deviam ser ou aproximar muito do zero.
Ainda desta forma, salientamos que (Kfn)(jnν(q
2)) 6= 0.
3.3 Resultados nume´ricos do ca´lculo de func¸o˜es q-
Bessel
Para ilustrar o resultado do ca´lculo de J
(3)
ν (x; q2) apresentaremos alguns gra´ficos com
variac¸o˜es de valores de q e ν. Salientamos que foram obtidos a` custa da fo´rmula (3.16).
Figura 3.4: q = 0.3 e ν = 0.7, 0 < x < 40
Podemos observar que o problema dos valores altos persiste no ca´lculo nume´rico de
(x, q)∞ para valores elevados de x, i.e., continuaremos com o problema de overflow.
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Figura 3.5: q = 0.3 e ν = 0.7, 0 < x < 20
Figura 3.6: q = 0.3 e ν = 0.7, 0 < x < 06
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Podemos verificar claramente que a func¸a˜o e´ oscilante e intersecta os zeros. A
amplitude cresce rapidamente, o que implica que nos gra´ficos so´ a u´ltima oscilac¸a˜o e´
vis´ıvel onde e´ crescente de uma forma quase exponencial.
3.4 Resultados de amostragem
Na˜o e´ trivial a escolha dos paraˆmetros q e ν para o Teorema 3.1.2. Por exemplo, quando
os valores de q sa˜o muito pequeno, a amostragem deixa de ter sentido.
A seguir apresentaremos alguns exemplos com variac¸a˜o destes paraˆmetros. Gostar´ıamos
de salientar que devido ao problema do ca´lculo dos zeros, so´ consideramos para a
amostragem func¸o˜es com valores diferentes de zero unicamente nos pontos onde temos
uma boa aproximac¸a˜o do zero.
Como referimos anteriormente so´ obtemos alguns zeros va´lidos para aplicac¸a˜o do
teorema, isto implica (para os nossos exemplos) jnν(q
2) = 0, excepto quando n ∈
{2, . . . , 6}. De igual modo, na secc¸a˜o anterior, verificamos que a func¸a˜o e´ oscilante
e de tipo de crescimento exponencial. Assim, a amplitude cresce rapidamente, o que
implica que nos gra´ficos em geral so´ a u´ltima oscilac¸a˜o da func¸a˜o seja vis´ıvel. Por este
motivo, tambe´m a necessidade de variac¸a˜o dos valores de x.
Figura 3.7: q = 0.5, ν = 0, 0 < x < 10, j6ν(q
2) = 1 e restantes iguais a 0
De acordo com os gra´ficos da Figura 3.11 e da Figura 3.12 verificamos que as
variac¸o˜es de ν na˜o teˆm grandes alterac¸o˜es na func¸a˜o da amostragem.
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Figura 3.8: q = 0.5, ν = 0, 0 < x < 20, j6ν(q
2) = 1 e restantes iguais a 0
Figura 3.9: q = 0.7, ν = 0, 0 < x < 14, j4ν(q
2) = 1 e j5ν(q
2) = 1 e restantes iguais a 0
Figura 3.10: q = 0.7, ν = 0, 0 < x < 20, j4ν(q
2) = 1 e j5ν(q
2) = 1 e restantes iguais a 0
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Figura 3.11: q = 0.7, ν = −0.2, 0 < x < 20, j6ν(q2) = 1 e restantes iguais a 0
Figura 3.12: q = 0.5, ν = 0.9, 0 < x < 20, j6ν(q
2) = 1 e restantes iguais a 0
Se os valores de q (0 < q < 1 ) forem muit´ıssimo pro´ximo de 1 (por exemplo
0.99), os valores de jnν(q
2) (n = 2, . . . , 6) parecem na˜o ter real influeˆncia no resultado
da amostragem (ver a Figura 3.13 e a Figura 3.14). Na Figura 3.15, podemos ver
que se jnν(q
2) forem suficientemente grande (neste caso 103), o resultado sofre alguma
alterac¸a˜o vis´ıvel. Na Figura 3.16, podemos ver uma real alterac¸a˜o do resultado, por
exemplo, quando jnν(q
2) = 1e30. Podemos concluir que, neste caso, a alterac¸a˜o do
resultado da amostragem e´ verificada quando os valores jnν(q
2) forem muit´ıssimo alto.
De acordo com os paraˆmetros de q e jnν(q
2), como nos mostra a Figura 3.17, ha´
alguns casos em que podemos obter oscilac¸o˜es ou reconstruc¸o˜es violentas com cresci-
mento exponencial, com zeros zeros da func¸a˜o de amostragem muito perto.
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Figura 3.13: q = 0.99, ν = 0, 0 < x < 20, jnν(q
2) = 1, n ∈ {2, . . . , 6}
Figura 3.14: q = 0.99, ν = 0, 0 < x < 20, j6ν(q
2) = 1 e restantes iguais a 0
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Figura 3.15: q = 0.99, ν = 0, 0 < x < 20, jnν(q
2) = 103, n ∈ {2, . . . , 6}
Figura 3.16: q = 0.99, ν = 0, 0 < x < 20, jnν(q
2) = 1e28, n ∈ {2, . . . , 6}
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Figura 3.17: q = 0.7, ν = 0, 0 < x < 5, j4ν(q
2) = 1 e j5ν(q
2) = 1 e restantes iguais a 0
Podemos verificar que essas variac¸o˜es sa˜o menos ou mais violentas, em determinado
ponto de x, de acordo com os valores de jnν(q
2) (ver a Figura 3.18) e a Figura 3.19).
Figura 3.18: q = 0.7, ν = 0, 0 < x < 5, j4ν(q
2) = 1 e j5ν(q
2) = 9 e restantes iguais a 0
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Figura 3.19: q = 0.7, ν = 0, 0 < x < 5, j4ν(q
2) = 9 e j5ν(q




O presente trabalho foi realizado no aˆmbito do estudo da aplicabilidade nume´rica do
teorema de q-amostragem. Consideramos, deste modo, um trabalho de cara´cter pra´tico
e experimental, de extrema importaˆncia actual. Por este motivo, acreditamos que vem
contribuir para o in´ıcio do estudo pra´tico de alguns pontos importantes da teoria de
amostragem usando func¸o˜es do q-ca´lculo, as quais ate´ ao momento na˜o se encontravam
implementadas.
A realizac¸a˜o deste trabalho teve duas vertentes: o estudo dos conceitos da teo-
ria de amostragem uniforme e na˜o-uniforme e a aplicabilidade pra´tica do teorema de
q-amostragem. A escolha dos paraˆmetros q e ν e´ outra questa˜o que tivemos que re-
solver. Na escolha dos valores ideais para estes paraˆmetros, conclu´ımos que os erros sa˜o
menores se optarmos por um q pro´ximo de 1 e um ν relativamente perto de 0 (zero).
As maiores dificuldades sa˜o, sem du´vida, a implementac¸a˜o nume´rica do teorema, em
particular, o ca´lculo dos zeros da func¸a˜o q-Bessel. Com a ajuda da func¸a˜o roots em
Matlab, tenta´mos obter os zeros da func¸a˜o mas a tentativa na˜o teve grande sucesso.
Por esta raza˜o, tivemos que persistir ate´ ao final, na tentativa de encontrar os zeros
para resoluc¸a˜o do problema, o que levou a termos de implementar alguns me´todos de
resoluc¸a˜o de equac¸o˜es ou sistema de equac¸o˜es na˜o lineares como o me´todo de Newton
e o subsequente problema de encontrar boas aproximac¸o˜es iniciais para os zeros.
Podemos concluir que a aplicac¸a˜o pra´tica directa do teorema de amostragem, us-
ando func¸o˜es q-Bessel sem melhorar significativamente o ca´lculo dos zeros, que na˜o
parece uma tarefa fa´cil, na˜o e´ aconselha´vel. Certamente uma mudanc¸a para o uso
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Conclusa˜o
directo dos pontos q−n, como pontos de amostragem, seria uma melhor soluc¸a˜o. Ja´ ex-
istem alguns resultados teo´ricos neste sentido, obtidos por D. Abreu [4], que na˜o foram
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