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Abstract
In this paper, we consider the 3D Navier–Stokes equations in the whole
space. We investigate some new inequalities and a priori estimates to provide
the critical regularity criteria in terms of one directional derivative of the
velocity field, namely ∂3u ∈ L
p((0, T );Lq(R3)), 2
p
+ 3
q
= 2, 3
2
< q ≤ 6.
Moreover, we extend the range of q while the solution is axisymmetric, i.e. the
axisymmetric solution u is regular in (0, T ], if ∂3u
3 ∈ Lp((0, T );Lq(R3)), 2
p
+
3
q
= 2, 3
2
< q <∞.
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1. Introduction
In this paper, we consider the Cauchy problem of the 3D Navier–Stokes
equations:
∂tu+ (u · ∇)u−∆u +∇Π = 0, (t, x) ∈ (0,∞)× R
3,
∇ · u = 0 ,
u|t=0 = u0 .
(1.1)
The solution u(t, x) = (u1, u2, u3), Π(t, x) and u0 denote the fluid veloc-
ity field, pressure, and the given initial data, respectively. These equations
describe the flow of incompressible viscous fluid.
For given u0 ∈ L
2(R3) with div u0 = 0 in the sense of distribution, a
global weak solution u to the Navier–Stokes equations was constructed by
Leray [13] and Hopf [10], which is called Leray–Hopf weak solution. The
regularity of such Leray–Hopf weak solution in three dimension plays an
important role in the mathematical fluid mechanics. One essential work is
usually referred as Prodi–Serrin (P–S) conditions (see [7, 16, 18, 19] and the
references therein.), i.e., if the weak solution u satisfies
u ∈ Lp((0, T );Lq(R3)), (1.2)
with 2
p
+ 3
q
≤ 1, 3 ≤ q ≤ ∞, then the weak solution is regular in (0, T ].
An analogical result occurs for ∇u: the Leray–Hopf solution u is regular,
if
∇u ∈ Lp((0, T );Lq(R3)),
2
p
+
3
q
= 2,
3
2
≤ q ≤ +∞. (1.3)
Since then, many significant regularity criteria (See [2, 3, 4, 8, 9, 15, 17] and
the references therein) were established in terms of only partial components
of the velocity field, or partial components of gradient of velocity field of the
3D Navier–Stokes equations. For instance, J. Y. Chemin and P. Zhang [3, 4]
and B. Han et al. [9] proved the regularity of u in (0, T ), if∫ T
0
‖u3‖p
H˙
1
2+
2
p
dt <∞, p ≥ 2. (1.4)
In this paper, we focus on the regularity criteria in terms of one direc-
tional derivative of the whole velocity field. I. Kukavica and M. Zaine [12]
investigated the regularity criteria for the term ∂3u, which is scaling invari-
2
ant,
∂3u ∈ L
p((0, T );Lq(R3)),
2
p
+
3
q
= 2,
9
4
≤ q ≤ 3. (1.5)
Later on, C. Cao et al.[1, 20, 14] extended the range of q to q ∈ [1.5620, 3].
In this paper, we develop a priori estimates in [1, 12], and extend the
range of q to q ∈ (1.5, 6], which is optimal on the left side. Now, we state
our main theorem.
Theorem 1.1. Let u be the unique solution of the Navier–Stokes equations
(1.1) with initial data u0 ∈ H
1(R3) and div u0 = 0. The solution u is regular
in (0, T ], provided that
∂3u ∈ L
p((0, T );Lq(R3)),
2
p
+
3
q
= 2,
3
2
< q ≤ 6. (1.6)
In addition, the initial data u0 is axisymmetric , then the solution u is regular
in (0, T ], provided that
∂3u
3 ∈ Lp((0, T );Lq(R3)),
2
p
+
3
q
= 2,
3
2
< q <∞. (1.7)
Remark 1. In the proof of Theorem 1.1, we also prove that the solution u is
regular in (0, T ], provided that ‖∂3u‖
L∞((0,T );L
3
2 (R3))
≪ 1 is sufficient small.
Remark 2. Theorem 1.1 implies that if the Leray-Hopf weak solution u
satisfies (1.6), then the weak solution is regular in (0, T ]. Indeed, the Leray-
Hopf weak solution u ∈ L∞([0, T ];L2)∩L2(0, T ; H˙2), then for all s ∈ (0, T ),
there exists t0 ∈ [0, s] such that u(t0, ·) ∈ H
1. From Theorem 1.1, one can
get the solution u is regular in [t0, T ]. Due to the arbitrary of s, one obtain
that the weak solution is regular in (0, T ].
In recent years, it has been realized that the regularity problem for ax-
isymmetric Navier–Stokes equations is essentially a critical one under the
standard scaling. Further investigations are well motivated, we refer to
[5, 6, 11, 21] for more details.
For the regularity criteria (1.6), we give a brief overview of the proof and
explain some main steps.
Step 1. Anisotropic decomposition of the velocity.
3
Inspired by [3, 4, 9], we adopt a different type of decomposition of the
velocity field in (2.1).
uh = ∆−1
(
−∇h∂3u
3 + ∂23u
h +∇⊥h ω
3
)
. (1.8)
The two-dimensional vorticity ω3 and ∂3u are regarded as governing un-
knowns.
Step 2. Estimates of ω3 and ∂3u.
If we compute the time derivative of ‖ω3‖22 + ‖∂3u‖
2
2, we need to treat
the nonlinear terms ( See (3.2) and (3.13)) such as∫
−∂3u
2∂1u
3ω3 dx+ . . . =
∫
∂3u
2u3∂1ω
3 dx+ . . . ,
since ∇u3 are bad terms in our analysis. Therefore, we have to deal with a
priori estimates involving the term u3.
Step 3. Estimates of u3.
This is the main part. We work with the norm ‖ (u3)
2
‖22 for
3
2
< q < 2
and ‖ (u3)
3
2 ‖23 for 2 ≤ q ≤ 6, which has the same scaling as ‖ω
3‖22 and
‖∂3u‖
2
2, respectively. To get a glimpse into this, we assume q =
3
2
in (1.6),
and ‖∂3u‖
L∞((0,T );L
3
2 (R3))
≪ 1 is sufficient small. When computing the time
evolution of ‖ (u3)
2
‖22, we need to estimate the term (See Section 3.2 for more
details)
J2 =2
∑
i=1,2,3
h=1,2
∫
∆−1∂i∂h
(
∂3u
iuh
)
(u3)3 dx.
We adopt a new inequality (2.4) to control the term uh by ‖∆uh‖2. Therefore,
it is quite natural to bound the above as
J2 ≤C ‖∂3u‖ 144
85
∥∥uh∥∥
18
∥∥u3∥∥3144
17
≤C ‖∂3u‖
8
5
144
85
∥∥∂3uh∥∥ 493
2
∥∥∆uh∥∥ 59
2
∥∥∇h(u3)2∥∥ 652
≤C ‖∂3u‖
9
5
3
2
(∥∥∇ω3∥∥2
2
+
∥∥∇(u3)2∥∥2
2
+ ‖∇∂3u‖
2
2
)
.
Such estimates turn out to be crucial, and we obtain the uniform control of
E1(t) = ‖ω
3‖
2
2 + ‖(u
3)2‖
2
2 + ‖∂3u‖
2
2 on the time interval (0, T ).
4
The rest of this paper is organized as follows. In Section 2, we set up
some notations and collect a few useful lemmas. In Section 3, we obtain a
priori estimates of ω3, u3 and ∂3u for
3
2
< q < 2. In Section 4, we obtain a
priori estimates for 2 ≤ q ≤ 6. The final section is devoted to the proof of
the main theorem.
2. Notations and preliminary
Given two comparable quantities, the inequality X . Y stands for X ≤
CY for some positive constant C. The dependence of the constant C on other
parameters or constants are usually clear from the context, and we will often
suppress this dependence. Moreover, we denote Lp,qT1,T2 = L
p((T1, T2);L
q(R3))
and ‖ · ‖r = ‖ · ‖Lr(R3), for the sake of simplicity.
We shall adopt the following convention for the Fourier transform:
fˆ(ξ) =
∫
Rn
f(x)e−ix·ξdx,
f(x) =
1
(2π)n
∫
Rn
fˆ(ξ)eix·ξdξ.
For s ∈ R, the fractional Laplacian Λs then corresponds to the Fourier mul-
tiplier |ξ|s defined as
Λ̂sf(ξ) = |ξ|sfˆ(ξ),
whenever it is well-defined. Analogously, we also denote anisotropic fractional
Laplacian Λsh,Λ
s
v as
Λ̂shf(ξ) = |ξh|
sfˆ(ξ),
Λ̂svf(ξ) = |ξ3|
sfˆ(ξ),
where ξh = (ξ1, ξ2) and ξ3 are referred to the horizontal and vertical variables.
A remarkable idea introduced in J. Y. Chemin and P. Zhang [3, 4] and
B. Han et al.[9] is to use the decomposition of the velocity field along with
horizontal and vertical directions and use the two-dimensional vorticity ω3
and u3 as governing unknowns, where ω3 = ∂1u
2 − ∂2u
1.
We denote xh = (x1, x2), ∇h = (∂1, ∂2), ∇
⊥
h = (−∂2, ∂1), and u
h =
(u1, u2). To best illuminate our proof, we introduce a slightly different de-
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composition of the velocity field. Notice that
∇×∇× v = ∇ div v −∆v, v = (uh, 0).
Then, by using the Biot-Savart law, we get
uh = ∆−1
(
−∇h∂3u
3 + ∂23u
h +∇⊥h ω
3
)
. (2.1)
Lemma 2.1. For 1 < r <∞, we have∥∥∇uh∥∥
r
. ‖∂3u‖r +
∥∥ω3∥∥
r
, (2.2)∥∥∇2uh∥∥
r
. ‖∇∂3u‖r +
∥∥∇ω3∥∥
r
. (2.3)
A key ingredient is introduced below.
Lemma 2.2. For f ∈ H2(R3), we have
‖f‖b . ‖∂3f‖
s
a ·
∥∥∇2f∥∥1−s
2
, (2.4)
with 1
2
− 1
b
= s, 3( 1
a
− 1
2
) = 2
s
− 4, 2 < b <∞, 1 ≤ a < 2.
Proof. Without loss of generality, we assume f ∈ C∞0 (R
3).
Set γ = 2− 4s. By Sobolev embedding and Ho¨lder inequality, we obtain
‖f‖b .
∥∥ΛsvΛ2sh f∥∥2
.
∥∥∥|ξ3|s|ξh|2s fˆ∥∥∥
2
.
∥∥∥|ξ|−γ|ξ3|s · |ξ|γ|ξh|2s fˆ∥∥∥
2
.
∥∥∥|ξ|− γs · ξ3 fˆ∥∥∥s
2
∥∥∥|ξ|2 fˆ∥∥∥1−s
2
. ‖∂3f‖
s
a
∥∥∇2f∥∥1−s
2
.
We recall the following three-dimensional Sobolev–Ladyzhenskaya inequal-
ities (see e.g. [1, 20]).
Lemma 2.3. For 1 ≤ q < ∞, there exists a constant C such that for f ∈
C∞0 (R
3),
‖f‖3q ≤ C ‖∂3f‖
1
3
q ‖∇hf‖
2
3
2 , (2.5)
6
‖f‖5q ≤ C ‖∂3f‖
1
5
q
∥∥∇h (|f |2)∥∥ 252 . (2.6)
3. Some a priori estimates for 3
2
< q < 2
3.1. Estimate of ω3
Recall that ω3 satisfies the equation
∂tω
3 + (u · ∇)ω3 −∆ω3 = −∂3u
2∂1u
3 + ∂3u
1∂2u
3 + ω3∂3u
3. (3.1)
Taking L2 inner product of equation (3.1) with ω3 , one has
1
2
d
dt
∥∥ω3∥∥2
2
+
∥∥∇ω3∥∥2
2
=
∫
−∂3u
2∂1u
3ω3 + ∂3u
1∂2u
3ω3 + ω3∂3u
3ω3 dx
=
∫
∂3u
2u3∂1ω
3 − ∂3u
1u3∂2ω
3 +
1
2
∂3u
3
(
ω3
)2
dx
=: I1 + I2 + I3.
(3.2)
According to Ho¨lder, interpolation and Cauchy–Schwarz inequalities, we have
I1 + I2 ≤ 2
∥∥∂3uh∥∥ 12q
q+6
∥∥u3∥∥ 12q
5q−6
∥∥∇ω3∥∥
2
≤ C
∥∥∂3uh∥∥ 12q ∥∥∇∂3uh∥∥ 122 ∥∥(u3)2∥∥1− 32q2 ∥∥∇(u3)2∥∥ 32q− 122 ∥∥∇ω3∥∥2
≤ C ‖∂3u‖
p
q
∥∥(u3)2∥∥2
2
+
1
16
(∥∥∇ω3∥∥2
2
+
∥∥∇(u3)2∥∥2
2
+ ‖∇∂3u‖
2
2
)
,
(3.3)
and
I3 ≤
1
2
∥∥∂3u3∥∥q ∥∥ω3∥∥22q
q−1
≤ C
∥∥∂3u3∥∥q ∥∥ω3∥∥2− 3q2 ∥∥∇ω3∥∥ 3q2
≤ C ‖∂3u‖
p
q
∥∥ω3∥∥2
2
+
1
16
∥∥∇ω3∥∥2
2
.
(3.4)
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Summing up (3.2), (3.3) and (3.4), we get
1
2
d
dt
∥∥ω3∥∥2
2
+
∥∥∇ω3∥∥2
2
≤ C ‖∂3u‖
p
q
(∥∥ω3∥∥2
2
+
∥∥(u3)2∥∥2
2
)
+
1
8
(∥∥∇ω3∥∥2
2
+
∥∥∇(u3)2∥∥2
2
+ ‖∇∂3u‖
2
2
)
.
(3.5)
3.2. Estimate of u3
The equation of u3 is
∂tu
3 + (u · ∇)u3 −∆u3 + ∂3Π = 0. (3.6)
Taking inner product of the equation (3.6) with (u3)3, we obtain
1
4
d
dt
∥∥(u3)2∥∥2
2
+
3
4
∥∥∇(u3)2∥∥2
2
=−
∫
∂3Π · (u
3)3 dx
=2
∑
i,j=1,2,3
∫
∆−1∂i∂j
(
∂3u
iuj
)
(u3)3 dx
=2
∑
i=1,2,3
∫
∆−1∂i∂3
(
∂3u
iu3
)
(u3)3 dx
+ 2
∑
i=1,2,3
h=1,2
∫
∆−1∂i∂h
(
∂3u
iuh
)
(u3)3 dx
= : J1 + J2.
(3.7)
Applying Ho¨lder, interpolation and Cauchy–Schwarz inequalities, we have
J1 ≤C
∥∥∂3u · u3∥∥ 4q
q+3
∥∥(u3)3∥∥ 4q
3(q−1)
≤C ‖∂3u‖q
∥∥(u3)2∥∥22q
q−1
≤C ‖∂3u‖
p
q
∥∥(u3)2∥∥2
2
+
1
16
∥∥∇(u3)2∥∥2
2
,
(3.8)
which is similar to (3.4).
For 3
2
< q < 2, we pick s = 4q
5q+6
, and κ = 5(3−q)
7q−3
, 1
b
= 1
2
− s, 1
a
=
8
20s+15κ−5
12κ+20
, θ = 3κ+15−10s
6κ+10
. By Lemmas 2.1, 2.2 and 2.3, we get
J2 ≤C ‖∂3u‖a
∥∥uh∥∥
b
∥∥(u3)2∥∥ 3−3κ2
2
∥∥u3∥∥3κ
5a
≤C ‖∂3u‖a
∥∥∂3uh∥∥sq ∥∥∆uh∥∥1−s2 ∥∥(u3)2∥∥ 3−3κ22 ∥∥∂3u3∥∥ 3κ5a ∥∥∇h(u3)2∥∥ 6κ52
≤C ‖∂3u‖
(1+ 3κ
5
)θ+s
q ‖∇∂3u‖
(1+ 3κ
5
)(1−θ)
2
(∥∥∇ω3∥∥
2
+ ‖∇∂3u‖2
)1−s
×
∥∥(u3)2∥∥ 3−3κ2
2
∥∥∇h(u3)2∥∥ 6κ52
≤C ‖∂3u‖
p
q
∥∥(u3)2∥∥2
2
+
1
16
(∥∥∇ω3∥∥2
2
+
∥∥∇(u3)2∥∥2
2
+ ‖∇∂3u‖
2
2
)
.
(3.9)
Summing up (3.7), (3.8) and (3.9), we obtain
1
4
d
dt
∥∥(u3)2∥∥2
2
+
3
4
∥∥∇(u3)2∥∥2
2
≤C ‖∂3u‖
p
q
(∥∥ω3∥∥2
2
+
∥∥(u3)2∥∥2
2
+ ‖∂3u‖
2
2
)
+
1
8
(∥∥∇ω3∥∥2
2
+
∥∥∇(u3)2∥∥2
2
+ ‖∇∂3u‖
2
2
)
.
(3.10)
3.3. Estimate of ∂3u
Taking inner product of the equation (1.1) with −∂23u, we obtain
1
2
d
dt
‖∂3u‖
2
2 + ‖∇∂3u‖
2
2 =−
∫
∂3u · ∇u · ∂3u dx
=−
∑
h=1,2
∫
∂3u · ∇u
h · ∂3u
h dx
−
∫
∂3u · ∇u
3 · ∂3u
3 dx
= : K1 +K2.
(3.11)
By Ho¨lder inequality and Lemma 2.1, we have
K1 ≤ C ‖∂3u‖q
∥∥∇uh∥∥ 2q
q−1
‖∂3u‖ 2q
q−1
≤ C ‖∂3u‖q
(∥∥ω3∥∥ 2q
q−1
+ ‖∂3u‖ 2q
q−1
)
‖∂3u‖ 2q
q−1
≤ C ‖∂3u‖
p
q
(∥∥ω3∥∥2
2
+ ‖∂3u‖
2
2
)
+
1
16
(∥∥∇ω3∥∥2
2
+ ‖∇∂3u‖
2
2
)
,
(3.12)
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which is similar to (3.4). And by Ho¨lder, interpolation and Cauchy–Schwarz
inequalities, we obtain
K2 =
∫
∂3u · u
3 · ∇∂3u
3dx
≤ ‖∂3u‖ 12q
q+6
∥∥u3∥∥ 12q
5q−6
∥∥∇∂3u3∥∥2
≤ C ‖∂3u‖
p
q
∥∥(u3)2∥∥2
2
+
1
16
(∥∥∇(u3)2∥∥2
2
+ ‖∇∂3u‖
2
2
)
,
(3.13)
which is similar to (3.3).
Summing up (3.11), (3.12), and (3.13), we get
1
2
d
dt
‖∂3u‖
2
2 + ‖∇∂3u‖
2
2 ≤C ‖∂3u‖
p
q
(∥∥ω3∥∥2
2
+
∥∥(u3)2∥∥2
2
+ ‖∂3u‖
2
2
)
+
1
8
(∥∥∇ω3∥∥2
2
+
∥∥∇(u3)2∥∥2
2
+ ‖∇∂3u‖
2
2
)
.
(3.14)
4. Some a priori estimates for 2 ≤ q ≤ 6
4.1. Estimate of ω3 and ∂3u
Recall that
1
2
d
dt
(∥∥ω3∥∥2
2
+ ‖∂3u‖
2
2
)
+
∥∥∇ω3∥∥2
2
+‖∇∂3u‖
2
2 =: I1+I2+I3+K1+K2, (4.1)
in (3.2) and (3.11).
• For 2 ≤ q < 3.
I1 + I2 +K2 ≤2 ‖∂3u‖
2
3
q · ‖∂3u‖
1
3
6
∥∥∥(u3) 32∥∥∥ 23
3q
2q−3
(∥∥∇ω3∥∥
2
+ ‖∇∂3u‖2
)
≤C ‖∂3u‖
2
3
q ‖∇∂3u‖
1
3
2
∥∥∥(u3) 32∥∥∥ 5q−93q
3
∥∥∥(u3) 32∥∥∥ 3−qq
9
×
(∥∥∇ω3∥∥
2
+ ‖∇∂3u‖2
)
.
(4.2)
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Summing up (3.4), (3.12), (4.1) and (4.2), we have∥∥ω3∥∥2
L
∞,2
T1,T
∗
+ ‖∂3u‖
2
L
∞,2
T1,T
∗
+ 2
∥∥∇ω3∥∥2
L
2,2
T1,T
∗
+ 2 ‖∇∂3u‖
2
L
2,2
T1,T
∗
≤2
∥∥ω3(T1)∥∥22 + 2 ‖∂3u(T1)‖22 + C ‖∂3u‖ 23Lp,q
T1,T
∗
‖∇∂3u‖
1
3
L
2,2
T1,T
∗
∥∥∥(u3) 32∥∥∥ 5q−93q
L
∞,3
T1,T
∗
×
∥∥∥(u3) 32∥∥∥ 3−qq
L
3,9
T1,T
∗
(∥∥∇ω3∥∥
L
2,2
T1,T
∗
+ ‖∇∂3u‖L2,2
T1,T
∗
)
+ C ‖∂3u‖
p
L
p,q
T1,T
∗
×
(∥∥ω3∥∥2
L
∞,2
T1,T
∗
+ ‖∂3u‖
2
L
∞,2
T1,T
∗
)
+
1
2
(∥∥∇ω3∥∥2
L
2,2
T1,T
∗
+ ‖∇∂3u‖
2
L
2,2
T1,T
∗
)
≤2
∥∥ω3(T1)∥∥22 + 2 ‖∂3u(T1)‖22 + C (‖∂3u‖pLp,qT1,T∗ + ‖∂3u‖ 4q5q−9Lp,qT1,T∗
)
·
(∥∥ω3∥∥2
L
∞,2
T1,T
∗
+
∥∥∥(u3) 32∥∥∥2
L
∞,3
T1,T
∗
+ ‖∂3u‖
2
L
∞,2
T1,T
∗
)
+
∥∥∇ω3∥∥2
L
2,2
T1,T
∗
+
∥∥∥(u3) 32∥∥∥2
L
3,9
T1,T
∗
+ ‖∇∂3u‖
2
L
2,2
T1,T
∗
.
(4.3)
• For 3 ≤ q ≤ 6.
According to Ho¨lder, interpolation and Cauchy–Schwarz inequalities, we
get
I1 + I2 +K2 ≤ 2 ‖∂3u‖
2
3
q · ‖∂3u‖
1
3
6q
5q−12
∥∥∥(u3) 32∥∥∥ 23
3
(∥∥∇ω3∥∥
2
+ ‖∇∂3u‖2
)
≤ C ‖∂3u‖
2
3
q · ‖∂3u‖
2
3
− 2
q
2 ‖∇∂3u‖
2
q
− 1
3
2
∥∥∥(u3) 32∥∥∥ 23
3
(∥∥∇ω3∥∥
2
+ ‖∇∂3u‖2
)
≤ C ‖∂3u‖
p
q
(∥∥∥(u3) 32∥∥∥2
3
+ ‖∂3u‖
2
2
)
+
1
16
(∥∥∇ω3∥∥2
2
+ ‖∇∂3u‖
2
2
)
.
(4.4)
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Summing up (3.4), (3.12), (4.1) and (4.4), we obtain
1
2
d
dt
(∥∥ω3∥∥2
2
+ ‖∂3u‖
2
2
)
+
∥∥∇ω3∥∥2
2
+ ‖∇∂3u‖
2
2
≤ C ‖∂3u‖
p
q
(∥∥ω3∥∥2
2
+
∥∥∥(u3) 32∥∥∥2
3
+ ‖∂3u‖
2
2
)
+
1
8
(∥∥∇ω3∥∥2
2
+ ‖∇∂3u‖
2
2
)
.
(4.5)
4.2. Estimate of u3
Taking inner product of the equation (3.6) with |u3|
5
2u3, we obtain
2
9
d
dt
∥∥∥|u3| 94∥∥∥2
2
+
56
81
∥∥∥∇|u3| 94∥∥∥2
2
=−
∫
∂3Π · |u
3|
5
2u3 dx
=2
∑
i,j=1,2,3
∫
∆−1∂i∂j
(
∂3u
iuj
)
|u3|
5
2u3 dx
=2
∑
i=1,2,3
∫
∆−1∂i∂3
(
∂3u
iu3
)
|u3|
5
2u3 dx
+ 2
∑
i=1,2,3
h=1,2
∫
∆−1∂i∂h
(
∂3u
iuh
)
|u3|
5
2u3 dx
= : J1 + J2.
(4.6)
Applying Ho¨lder, interpolation and Cauchy–Schwarz inequalities, we have
J1 ≤C
∥∥∂3u · u3∥∥ 9q
2q+7
∥∥∥|u3| 52u3∥∥∥
9q
7q−7
≤C ‖∂3u‖q
∥∥∥|u3| 94∥∥∥2
2q
q−1
≤C ‖∂3u‖
p
q
∥∥∥|u3| 94∥∥∥2
2
+
1
16
∥∥∥∇|u3| 94∥∥∥2
2
.
(4.7)
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By Lemma 2.3, we obtain
J2 ≤C ‖∂3u‖q
∥∥uh∥∥
3q
∥∥∥|u3| 94∥∥∥ 149
14q
9q−12
≤C ‖∂3u‖
4
3
q
∥∥∇uh∥∥ 23
2
∥∥∥|u3| 94∥∥∥ 4(5q−9)9q
2
∥∥∥∇|u3| 94∥∥∥ 2(6−q)3q
2
≤C ‖∂3u‖
p
q
∥∥∇uh∥∥ q2q−3
2
∥∥∥|u3| 94∥∥∥ 2(5q−9)6q−9
2
+
1
16
∥∥∥∇|u3| 94∥∥∥2
2
.
(4.8)
Summing up (4.6), (4.7) and (4.8), we get
d
dt
∥∥∥|u3| 94∥∥∥2
2
+
∥∥∥∇|u3| 94∥∥∥2
2
≤ C ‖∂3u‖
p
q
(∥∥∇uh∥∥ q2q−3
2
∥∥∥|u3| 94∥∥∥ 2(5q−9)6q−9
2
+
∥∥∥|u3| 94∥∥∥2
2
)
.
(4.9)
• For 2 ≤ q < 3.
By Lemma 2.1, we deduce that
∥∥∥|u3| 32∥∥∥2
L
∞,3
T1,T
∗
+
∥∥∥|u3| 32∥∥∥2
L
3,9
T1,T
∗
≤2
∥∥∥|u3(T1)| 32∥∥∥2
3
+ C ‖∂3u‖
2p
3
L
p,q
T1,T
∗
(∥∥∇uh∥∥ 2q6q−9
L
∞,2
T1,T
∗
∥∥∥|u3| 32∥∥∥ 10q−186q−9
L
∞,3
T1,T
∗
+
∥∥∥|u3| 32∥∥∥2
L
∞,3
T1,T
∗
)
≤2
∥∥∥|u3(T1)| 32∥∥∥2
3
+ C ‖∂3u‖
2p
3
L
p,q
T1,T
∗
(∥∥∇uh∥∥2
L
∞,2
T1,T
∗
+
∥∥∥|u3| 32∥∥∥2
L
∞,3
T1,T
∗
)
≤2
∥∥∥|u3(T1)| 32∥∥∥2
3
+ C ‖∂3u‖
2p
3
L
p,q
T1,T
∗
(
‖∂3u‖
2
L
∞,2
T1,T
∗
+
∥∥ω3∥∥2
L
∞,2
T1,T
∗
+
∥∥∥|u3| 32∥∥∥2
L
∞,3
T1,T
∗
)
.
(4.10)
• For 3 ≤ q ≤ 6.
By Lemma 2.1, we deduce that
13
ddt
∥∥∥|u3| 32∥∥∥2
3
≤C ‖∂3u‖
p
q
(∥∥∇uh∥∥ q2q−3
2
∥∥∥|u3| 32∥∥∥ 3q−62q−3
3
+
∥∥∥|u3| 32∥∥∥2
3
)
≤C ‖∂3u‖
p
q
(∥∥∇uh∥∥2
2
+
∥∥∥|u3| 32∥∥∥2
3
)
≤C ‖∂3u‖
p
q
(
‖∂3u‖
2
2 +
∥∥ω3∥∥2
2
+
∥∥∥|u3| 32∥∥∥2
3
)
.
(4.11)
5. Proof of Theorem 1.1
Assume that u ∈ C([0, T ∗);H1(R3))∩L2loc([0, T
∗);H2(R3)) be the unique
solution of the Navier–Stokes equations, while T ∗ ≤ T is the maximal point.
There exists T1 < T
∗, such that ‖∂3u‖Lp,q
T1,T
∗
≤ ǫ < 1, while the constant
ǫ is sufficient small.
Denote
E(t) =
∥∥ω3∥∥2
2
+ ‖∂3u‖
2
2 , (5.1)
E1(t) = E(t) +
∥∥(u3)2∥∥2
2
, (5.2)
E2(t) = E(t) +
∥∥∥(u3) 32∥∥∥2
3
. (5.3)
Proof. Now, we begin our proof.
• ∂3u satisfies (1.6) with
3
2
< q < 2.
Summing up (3.5), (3.10), (3.14) and then using Gronwall inequality, we
have
E(t) ≤ E1(t) ≤ E1(0) exp
C
∫ T
0 ‖∂3u‖
p
q dτ < +∞, (5.4)
for 0 ≤ t < T ∗.
• ∂3u satisfies (1.6) with 2 ≤ q < 3.
For the convenience of the readers, we give another proof for 2 ≤ q < 3,
which is similar to [12].
Summing up (4.3), (4.10), we obtain
sup
T1≤t<T ∗
E2(t) ≤ 2E2(T1) + C1ǫ · sup
T1≤t<T ∗
E2(t). (5.5)
Pick ǫ sufficient small such that C1ǫ <
1
2
. Then we have
14
E(t) ≤ E2(t) ≤ 4E2(T1) < +∞, (5.6)
for T1 ≤ t < T
∗.
• ∂3u satisfies (1.6) with 3 ≤ q ≤ 6.
Summing up (4.5), (4.11) and then using Gronwall inequality, we get
E(t) ≤ E2(t) ≤ E2(0) exp
C
∫ T
0
‖∂3u‖
p
q dτ < +∞, (5.7)
for 0 ≤ t < T ∗.
Therefore, for 3
2
< q ≤ 6, we obtain that E(t) <∞, T1 ≤ t < T
∗.
Now we show the control of the terms ‖∇u‖2. Applying the spatial
derivative ∇ to the NavierStokes equations (1.1), and then taking L2 inner
product of the resulting equations with ∇u, we obtain
1
2
d
dt
‖∇u‖22 +
∥∥∇2u∥∥2
2
=−
∑
i,j,k=1,2,3
∫
∂iu
j∂ju
k∂iu
k dx
=−
∑
i,k=1,2,3
∫
∂iu
3∂3u
k∂iu
k dx−
∑
h=1,2
i,k=1,2,3
∫
∂iu
h∂hu
k∂iu
k dx
≤C ‖∂3u‖2 ‖∇u‖3 ‖∇u‖6 + C
∥∥∇uh∥∥
2
‖∇u‖3 ‖∇u‖6
≤C
(
‖∂3u‖2 +
∥∥ω3∥∥
2
)
‖∇u‖
1
2
2
∥∥∇2u∥∥ 32
2
≤C
(
‖∂3u‖2 +
∥∥ω3∥∥
2
)4
‖∇u‖22 +
1
2
∥∥∇2u∥∥2
2
.
Applying Gronwall inequality, we obtain that, for T1 ≤ t < T
∗,
‖∇u(t)‖22 ≤ ‖∇u(T1)‖
2
2 exp
C
∫ T∗
T1
E(τ)4 dτ
< +∞.
We obtain that u can be continued beyond T ∗, which contradicts with the
definition of T ∗. Thus, T ∗ > T , which yields the results.
• We assume the solution u is axisymmetric and ∂3u
3 satisfies (1.7). By
1D Hardy inequality (See e.g. Lemma 2.1 in [5]), we deduce that∫ ∞
0
(
ur
r
)q rdr < C(q)q
∫ ∞
0
(
∂r(ru
r)
r
)q rdr,
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and ∥∥∥∥urr
∥∥∥∥
Lq(R3)
< C(q)
∥∥∂3u3∥∥Lq(R3) ,
since ∂3u
3 = −∂r(ru
r)
r
. Then u is regular, by Theorem 1.1 in [11].
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