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Abstract—We present a novel approach to detect, segment, and reconstruct complete textured 3D models of vehicles from a single
image for autonomous driving. Our approach combines the strengths of deep learning and the elegance of traditional techniques from
part-based deformable model representation to produce high-quality 3D models in the presence of severe occlusions. We present a
new part-based deformable vehicle model that is used for instance segmentation and automatically generate a dataset that contains
dense correspondences between 2D images and 3D models. We also present a novel end-to-end deep neural network to predict
dense 2D/3D mapping and highlight its benefits. Based on the dense mapping, we are able to compute precise 6-DoF poses and 3D
reconstruction results at almost interactive rates on a commodity GPU. We have integrated these algorithms with an autonomous
driving system. In practice, our method outperforms the state-of-the-art methods for all major vehicle parsing tasks: 2D instance
segmentation by 4.4 points (mAP), 6-DoF pose estimation by 9.11 points, and 3D detection by 1.37. Moreover, we have released all of
the source code, dataset, and the trained model on Github.
Index Terms—Dense 2D/3D Vehicle Mapping Dataset, Part-level Segmentation, Dense 2D/3D Correspondences, 3D Deformable
Vehicle, Autonomous Driving Simulator.
F
1 INTRODUCTION
AUTONOMOUS driving (AD) is considered one of themost challenging problems in transportation and Arti-
ficial intelligence (AI). Overall, AD is an inter-disciplinary
field and needs many advances in perception, planning,
and control as well as successful integration with physi-
cal components. An important problem in the context of
AD systems is detecting and predicting moving objects,
particularly vehicles, from sensor data [1]. Active sensors
such as LiDAR devices, which can provide robust and
precise depth measurements of their surroundings, have
been widely used in AD perception. However, the high cost
of LiDAR along with interference and jamming issues with
laser pulses has resulted in the use of commodity cameras
for AD. The latter include stereo camera rigs that can ob-
tain the depth measurements based on projective geometry,
but these methods usually suffer from calibration issues
between the two cameras. Therefore, many AD systems use
cameras or use cameras, Lidar, Radar, and other sensors in
a hybrid combination [1]. In general, camera perception is
an important problem in both computer graphics (CG) and
computer vision (CV).
In this paper, we mainly deal with the problem of 3D
vehicle perception from a single image. In many ways, using
a single image as an input to an AD perception system is
simplest and simple case and can always be combined with
other sensors. Given a single image as an input, various
methods have been developed for 2D bounding box de-
tection (e.g., [2], [3]), instance-level segmentation (e.g., [4]),
3D bounding box detection (e.g., [5]), and, more recently,
3D model fitting (e.g., [6], [7]). While these state-of-the-
art methods have achieved good results for camera-based
sensing, there are many challenges with respect to handling
complex scenarios with occlusion among the objects. Most
prior approaches only parse the surrounding environment
in the image space (e.g., 2D bounding box detection and
instance segmentation), and do not provide 3D information
about the detected objects. For 3D bounding-box detection,
prior methods suffer from inaccurate 3D positions and
poses. Furthermore, many autonomous driving simulation
systems need reconstructed textured vehicle models from a
single image that can be useful for generating the training
data for learning-based methods [8].
1.1 Main Contributions
We present a novel approach for 3D vehicle perception
from a single image. This includes new algorithms for
object detection, segmentation, and reconstruction of metric
3D poses and 3D vehicle models. The key aspect of our
method is combining traditional modeling techniques based
on deformable representations with deep-learning-based
approaches. Moreover, we present a new deep learning
algorithm to solve the central problem of correspondence
between the input image and the 3D model. We use a
new part-based deformable representation of vehicles and
an automatically generated training dataset that has dense
per-pixel correspondences between the training images and
the 3D models. The part-based model representation makes
our approach robust to occlusions, which can be frequently
observed in crowded traffic scenarios. To solve the corre-
spondences problem, we first identify the part, then find
pixel correspondences within each part. Given the corre-
spondence, we use a traditional approach to reconstruct full
3D geometric and textured models by taking advantage of
the symmetry and geometric characteristics.
The novel aspects of our work include:
1) We present a novel approach for 3D vehicle perception
from a single image that outperforms the state-of-the-
art methods for all major vehicle parsing tasks: 2D
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Fig. 1. We highlight multiple perception results generated at an interactive rate from a single input image by our PerMO approach, including instance
segmentation and 3D reconstruction of vehicle models. (left) single input image; (middle) 3D vehicle detection results used in an autonomous driving
(AD) system; (right) reconstructed 3D textured models rendered from the same viewpoint. These 3D vehicle perception results computed using
PerMO are used for various aspects of autonomous driving, including perception, planning, and simulation.
instance segmentation by 4.4 points (mAP), 6-DoF pose
estimation by 9.11 points, and 3D vehicle detection
by 1.37. Our formulation also outperforms prior tech-
niques for shape reconstruction.
2) In order to effectively handle the occlusion problem, we
introduce a new part-level-based 2D/3D dense map-
ping. We develop a deformable model with specific
parts definition and automatically generate a dense
mapping dataset. The part-based vehicle dataset is also
released to the public.
3) We present an end-to-end deep neural network to pre-
dict dense 2D/3D mapping and use that network to
detect, segment, and reconstruct complete textured 3D
models.
4) Our approach has been integrated with autonomous
driving perception systems and simulators. Our ini-
tial evaluations demonstrate that our proposed meth-
ods provide better perception results than other au-
tonomous driving perception algorithms in instance
segmentation, 6-DoF pose estimation, and 3D detection.
The reconstructed 3D models and the dataset have
also been used for data-driven autonomous driving
simulation and vehicle behavior reasoning.
Our algorithm offers almost interactive performance on
a PC and the running time is a linear function of the number
of cars in the image. For a 3, 384 × 2, 710 image containing
more than 10 vehicles, the average processing time is about
0.2s seconds for reconstruction and 0.12s for pose and shape
estimation on an NVIDIA Tesla P40 GPU. We highlight
multiple applications of our approach to AD in Fig. 2. First,
the 6-DoF vehicle pose (or 3D bounding box) result is used
for reliable vehicle tracking and prediction. Second, the
detected vehicles’ 3D pose and shape information are sent to
AD decision and the planning module to generate feasible
vehicle control commands. Third, we apply our approach
to a video sequence and extract the traffic dynamics from
multiple frames. This information is used in an autonomous
driving simulator to evaluate self-driving navigation poli-
cies. Fourth, we use parts segmentation to determine the
part state (e.g., the left-door is open) of the vehicle and use
that state information to predict further action of the vehicle.
The remainder of this paper is structured as follows.
Sec. 2 reviews related work. Sec. 3 introduces some of the
perception challenges with respect to autonomous driving
and gives an overview of our approach. We introduce
our self-designed part definition and deformable vehicle
Fig. 2. PerMO has been integrated into current AD systems and used to
improve the performance of several components including perception,
decision and planning, data-driven simulation, and function analysis and
scene reasoning.
representation in Sec. 4. Based on the vehicle template,
we automatically generate a dataset with 2D/3D dense
mapping in Sec. 5. The learning-based vehicle parsing and
geometric reconstruction are presented in Sec. 6 and Sec. 7.
We compare our approach with state-of-the-art methods on
KITTI and ApolloCar3D datasets and discuss the applica-
tions to AD in Sec. 8.
2 RELATED WORKS
Perception is one of the most important modules for AD
and has been well studied in the literature [1], [9]. Different
approaches have been developed [10], [11], [12], [13] based
on different sensors (e.g., LiDAR, Radar, camera, etc.). In
this section, we limit our discussion to methods that also
use a single image for AD scenarios. At a broad level,
we can divide the prior techniques into three categories:
2D Bounding Box (BBox) detection and semantic parsing,
3D pose estimation or BBox detection, and full 3D model
reconstruction.
2.1 2D BBox Detection and Semantic Parsing
Semantic parsing is a useful technique for understanding
the structures of objects in an image and is also related to
semantic segmentation [14]. Instance level semantic segmen-
tation is an active area of research that deals with parsing
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Fig. 3. Overall pipeline of our approach: given a single image (a), a two-step framework is used to fully parse and reconstruct all vehicles at once. The
first step (b) is the complete vehicle parsing step, which uses an end-to-end deep network to predict instance and part-level segmentation as well
as inner-part dense mapping between the input image and the 3D deformable model. With such dense information, a more accurate reconstruction
based on classical optimization techniques is used in the following step (c). We use a gradient-based optimization method to refine the 6-DoF
pose and the shape and reconstruct the realistic appearance. Finally, we automatically generate the dataset of dense per-pixel correspondences
between the training images and the deformable 3D models. The dataset is used for the network training and the 3D vehicle pose estimation and
reconstruction.
objects separately, which is needed for 3D object perception
from a single image. A well-known algorithm for instance
semantic segmentation [15] uses a fully convolutional net-
work (FCN) to parse a single image into different seman-
tic subjects. Recent advances in 2D object detection using
Fast/Faster-RCNN [2], [16] have resulted in better deep
learning solutions (such as instance segmentation Mask-
RCNN [4]) that work well on well-known datasets [17].
2.2 3D BBox Detection and Pose Estimation
It turns out that the planning and control modules of an
AD system need more information than that provided by
2D BBox or instance segmentation. Therefore, there has
been some work on recovering 3D information such as 3D
bounding boxes or poses and shapes. In terms of traffic
entities and vehicles, some of the well-known methods for
predicting a 3D bounding box are based on key-points
detection [18]. Key-points logically represents the vehicle
parts, e.g., centers of the wheels or corners of doors. Given
the detected key-points in an input image, the 3D bounding
box and the 3D shape of a vehicle can be extracted using a
PnP solver [19]. However, the performance of these methods
degrades when parts of the vehicles are occluded, which
leads the pose estimation problem to be constrained by
limited visible key-points.
There is some work on utilizing the dense part informa-
tion to improve the robustness of pose estimation. Represen-
tative works including DenseReg [20] and Densepose [21]
have advanced the state-of-the-art for face alignment and
human pose estimation. This success comes from the fact
that the dense correspondences between 2D image pixels
and object surfaces are first predicted and then used to esti-
mate the alignment or pose. Our approach is also motivated
by such techniques.
2.3 Full 3D Model Reconstruction
For some applications, e.g. obstacle avoidance, an object-
level 3D bounding box may be sufficient. However, fully
reconstructing the 3D object is important for AD, including
collision avoidance and path planning in dense scenarios.
With the development of deep CNNs, researchers have been
able to achieve impressive results for semantic segmentation
and object detection with supervised or weakly supervised
methods. These works represent an object as a parameter-
ized 3D bounding box [22], [23], [24], a coarse wire-frame
skeleton [25], [26], a voxel-based representation [27], [28],
or select from a small set of exemplar models [29], [30],
[31], [32]. In [33], Wang et al. proposed to estimate the 6D
pose and dimensions of unseen object instances in an RGB-
D image. In addition, they introduce Normalized Object
Coordinate Space (NOCS)a shared canonical representation
for estimating the pose for unseen object instances. While
these works have substantially advanced the state-of-the-
art, they can still result in inaccurate shapes and empty
or rough appearances when creating high-fidelity recon-
structions from real traffic scenarios. Instead of using deep
networks to fully reconstruct the 3D vehicle model, we use
a network to improve the robustness of the dense mapping
estimation and then reconstruct the accurate shape and
texture using a separate pipeline.
Techniques based on deformable model regression have
been used to reconstruct objects corresponding to compli-
cated shapes. PCA-based deformable modeling has been
successfully employed to model human faces [34], and
extended to the human body [35], [36]. 3D-RCNN [6],
DeepMANTA [29] and DirectShape [37] are state-of-the-art
techniques that combine 3D models and 2D object detection
for 3D object shape reconstruction. Based on these prior
works, we extend the deformable modeling [38] approach
by integrating the semantic parsing results as geometric
constraints to generate high-fidelity vehicle models.
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Fig. 4. Instance segmentation on a heavy occlusion scenario. The task
of instance level of semantic segmentation is to detect each distinct
object of interest appearing in an image, e.g. each vehicle should be
detected, and the pixels of the vehicle should be further labeled with
distinct vehicle instance ID. (a) Mask-RCNN [4]; (b) ApolloCar3D [18];
(c) PANet [39]; (d) our method. Note that Mask-RCNN, ApolloCar3D,
and PANet segment out 14, 11, and 12 vehicle instances, respectively.
In contrast, our method can segment out 18 vehicles. The main im-
provement comes from the occluded vehicles, which demonstrates the
effectiveness of our part-based approach.
3 OVERVIEW
3D perception is essential for AD in terms of functionality,
performance, and safety. In this paper, we focus on the
problem of 3D vehicle parsing from a single image, which
is challenging, especially for handling complex scenarios
with heavy occlusion among the objects. A typical city
driving scenario is shown in Fig. 4, where there are vehicles
stopped at the stop light. From the view-point of the ego
vehicle, many of the other vehicles are partially occluded.
Existing methods that rely on feature extraction from the
entire vehicle cannot effectively segment vehicles or detect
the poses due to the occluded regions, yielding incorrect in-
stance mask segmentation and inaccurate 3D vehicle poses.
We explicitly exploit parts information of the vehicle model
(e.g., headlights, doors, and trunk), which provides strong
priors and constraints to handle the occlusion problem.
Furthermore, in contrast to other approaches that recover 2D
vehicle information mainly using 2D image pixel semantic
label, we combine the 3D shape and geometry information
of vehicle models together into the learning process.
As illustrated in Fig. 3, our approach consists of two
steps for fully parsing and reconstructing all vehicles at
once. The first step is the vehicle parsing, which uses an
end-to-end deep network to predict instance and part-level
segmentation as well as inner-part per pixel dense mapping
between 2D image and the 3D deformable vehicle model
surface. The key for this step is to learn a model of the
dense mapping, which is defined on top of the middle-
level functional parts of vehicles, such as the wheels, doors,
etc.. To do so, we unfold a 3D model surface and construct
the UV mapping for all its parts. We train a network of
dense mapping to predicate the part and UV coordinates
for 2D image pixels, so we can map them back to 3D
model surface. The network extracts features from the input
image using Region Proposal Network (RPN) and ROI-
Align pooling and feeds the resulting RoI features into
multi-task heads to obtain the instance-level segmentation,
part-level segmentation, vehicle type and the dense U/V
coordinates. At the end of the first step, we add a simple and
effective network module, which uses the learned 2D/3D
dense mapping and determines the initial position for each
vehicle. The second step of our approach is to determine a
more accurate vehicle pose and shape, and reconstruct the
completed textured module. In our approach, we propose
a gradient-based optimization method to refine the 6-DoF
pose and the shape, and reconstruct the realistic appearance.
In our approach, we further propose a novel automatic
dense map dataset generation for the training process. In
order to generate dense mapping data between the pixels
of 2D images and the UV coordinates of the 3D vehicle
representation, we use a deformable 3D model as the bridge
to deform to various target 3D vehicles models and account
for the model variation in real world. By deformation, the
U/V mapping information of the source deformable model
can be automatically transferred to the target models.
Our approach is related to recent methods that implicitly
or explicitly estimate 3D pose and geometric models for
vehicles [6], [7], [18]. Compared with these algorithms,
our formulation produces much better segmentation and
pose accuracy with our parts-level 3D vehicle models. Our
formulation also generates an explicit CG model that can
be combined with other CG models and manipulated as
a geometric shape, which is rather difficult with implicit
representation.
4 PART-LEVEL DEFORMABLE VEHICLE REPRE-
SENTATION
In this section, we present our part-based deformable vehi-
cle representation that is used for accurate 3D reconstruction
from a single image. The notion of decomposing an object
into multiple parts with a global layout representation is
widely used for object detection [40] and 3D pose estima-
tion [41]. Compared to a single template model, the main
advantage for part-based model representation is the ability
to account for variations in object shape and robustness to
partial occlusion.
Part-based deformable models have been used in CV
and CG. However, no good methods are known for general
and diverse types of vehicles. Moreover, it is non-trivial to
define and create a proper part-based vehicle representation
for 2D tasks (detection and segmentation) as well as 3D tasks
(pose and shape reconstruction). There is not much prior
work on ready-to-use part definition of vehicles for instance
segmentation or 3D reconstruction. One approach is to
directly inherit the definition of components from industrial
designed CAD models. In [42], each car was decomposed
into 70 exterior parts, including large parts such as the front
door and the roof, and small parts such as the door handle
and the car logo. However, these representations are not
suitable for segmentation or 3D reconstruction applications.
For example, some thin or small parts are not clearly visible
in an image.
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Fig. 5. Our deformable vehicle representation and its application to
different types of vehicles, e.g. sedan (BMW-530), SUV (Cayenne),
and MPV (Toyota-MPV). The left corner of this figure highlights the
mean model of our representation. The other images correspond to
the representation with different coefficients including the top 3 principal
components. For simplicity, “0” represents the component coefficient of
the mean model, and “+” and “-” represent the increase and decrease
of the corresponding coefficients, respectively. The result shows that our
deformable model is general for deforming to different shapes of models.
4.1 3D Vehicle Part-Level Representation
We have designed our 3D vehicle part representation based
on the following goals. 1) integrality: a part should cor-
respond to one or more complete components of the 3D
vehicle model; 2) universality: a part should be covered in
most of the sub-classes belonging to the same category;
3) uniqueness: each part should have its own character-
istics distinct from other parts. Specifically, we represent
the vehicle model with N (i.e. 18) small components as
a trade-off between model representation precision and
generality. The detailed information for each part is given
in the supplementary material. As shown in Fig. 6 (b), some
components are derived from the original CAD model of
a vehicle directly, i.e. the front window, chassis, roof, etc.
For some small parts, we group them into one component.
For instance, we group the headlights, the grille, the front
bumper, and the vehicle logo as “the front face” because
these components vary with different brands of vehicles. In
Fig. 6, “the front face” is illustrated in pink. In addition,
in order to generally cover different types of vehicles (e.g.,
hatchback and sedan), we merge the front and rear doors
together as a “door” component.
Based on the part representation, we use a 3D vehicle
model representation for model deformation. In order to
capture the geometry details, we set the mesh resolution of
the vehicle model as 0.018 m and the final template model
consists of 172, 642 vertices and 341, 184 faces. As shown
in Fig. 6 (b), we unfold the 3D model to generate a UV-
map with a commercial tool, Unfold3D 1, where each color
denotes an individual part. The constructed vehicle model
is included in the supplementary material.
4.2 Deformable Vehicle Representation
To efficiently transfer the part label information from the
template model to other target models, we build a PCA
1. http://www.polygonal-design.fr/e unfold
basis. First, we deform the template model to 106 CAD
vehicle models (ApolloCar3D [18] provides 78 3D vehicles
and the remaining 28 models are manually constructed by
artists). Then, all the deformed models share the same order
of vertices and faces as the template model. Finally, a PCA
basis of 517, 926 × r is constructed based on the deformed
106 models, where r is the number of top principal compo-
nents.
With this PCA basis, any new 3D vehicle model M(s)
can be represented as a linear combination of r principal
components with coefficient s = [s1, s2, ..., sr] as:
M(s) =M0 +
r∑
k=1
skδkpk, (1)
whereM0 corresponds to an average model, pk and δk are
the principal component direction and corresponding stan-
dard deviation and sk is the coefficient of the kth principal
component.
In order to generate the PCA model, we first align the
CAD vehicle models with the average template model.
We use a bidirectional deformation scheme to deform the
3D template to the target CAD models (more details are
given in the appendix). From Fig. 5, we see that our PCA
basis is quite general and can generate both the SUV and
the van, which are quite different from our base model
representation. In this manner, we use a general part-based
deformable representation for the vehicles.
5 2D/3D DENSE MAPPING
In this section, we introduce our novel algorithm to auto-
matically generate 2D/3D dense mapping datasets based
on the deformable 3D representation (Sec. 4) and labeled
vehicles with 6-DoF poses (Sec. 5.1). For 2D car instances
in every camera image of our dataset, we use multiple auto-
matically generated ground-truth labels including: instance-
level segmentation, part-level segmentation, depth, and
U/V coordinates (Fig. 6 (c)).
5.1 Labeled Dataset Generation
Our dense mapping data comes from two published and
widely used AD-oriented datasets: ApolloCar3D and KITTI.
ApolloCar3D provides both the 3D CAD models and 6-
DoF pose labeling for each car instance. Therefore, we
can automatically generate the dense mapping 2D/3D data
through the proposed pipeline (Sec. 5.2). The KITTI dataset
only provides 3D bounding box annotation, so we manually
label the KITTI dataset with 3D vehicle models and corre-
sponding 6-DoF poses.
In order to efficiently label the KITTI dataset, we design
a 3D vehicle annotation tool (see Appendix). The pose in-
formation for a vehicle contains the rotation and translation
parameters between the 3D vehicle model coordinate frame
and camera coordinate frame. To label the poses of vehicles
in the dataset, 28 industrial grade vehicle CAD models are
used, including five vehicle classes: coupe, hatchback, notch-
back, SUV, MPV. To label the poses of vehicles in the KITTI
dataset accurately, we use point cloud and 3D bounding
box information in the labeling process and enforce two con-
straints. First, for a vehicle in one image of the KITTI dataset,
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Fig. 6. Overall pipeline for automatically generating our training dataset: (a) All of the instances in ApolloCar3D and KITTI with labeled 3D models
and 6-DoF poses. In (b), the image in the top left corner illustrates our deformable vehicle representation, and the unfolded UV-map is displayed
below. Several deformed vehicle models together with ground truth labels are shown on the right side of (b). The generated ground truth labels are
shown in (c), including instance labels, parts labels, 6-DoF poses, depth, and U/V-Coordinate maps.
we first choose a suitable 3D vehicle model according to its
shape type, then compute the corresponding 3D bounding
box from the point cloud by modifying the rotation (α, β, γ)
and translation (tx, ty, tz) parameters. The transformed 3D
model should be aligned with the annotated 3D bounding
box in KITTI, which is the first constraint. Further, rotation
and translation need to be fine-tuned to guarantee that the
re-projection error of the 3D vehicle model in the 2D image
is below a small number (e.g., 3) of pixels. In summary, we
manually label the training set of the KITTI dataset, which
contains 6, 871 images and 33, 747 car instances in total.
The labeling tool and labeled data (3D vehicle model and
corresponding 6-DoF pose) are also released on the Github.
5.2 Automatic Data Generation with 2D/3D Mapping
To perform the learning-based fine-grained vehicle parsing,
four types of ground truth labels are automatically gen-
erated: instance-level segmentation labels, part-level class
labels, a depth map, and UV coordinates that correspond
to 3D vertices of the vehicle’s deformable representation.
The instance-level label is a binary mask that represents
whether a pixel belongs to the object in the foreground or
the background, and this information is provided from the
ApolloCar3D and KITTI datasets. Part-level class labels are
consecutive integers for representing different parts of a 3D
model. The depth maps are floating values, showing the
depth for the pixel in the 3D space. The UV coordinates
are floating values between 0 and 1, which represent the
correspondence location of a pixel in the UV-space unfolded
from the 3D model surface.
In order to generate dense mapping data between the
pixels of 2D images and the UV coordinates of the 3D
vehicle representation, we use the 3D models as the bridge
because both the ApolloCar3D dataset and the KITTI dataset
have labeled 3D target vehicle models and ground truth
6-DoF poses. Meanwhile, we use our PCA computation
(Sec. 4.2) to generate the deformable vehicle representation,
its 2D UV-space for each part, and the dense 3D-to-3D
mapping between the deformable template model and the
labeled 3D CAD model.
We summarize the whole process in the following steps,
which are highlighted in Fig. 6. First, we unfold or map
the 3D surface of the template model to the 2D UV-space.
Then, a non-rigid deformation is applied to deform the
template model to the corresponding target model. Mean-
while, the part class information and the UV-coordinates
are transferred to the target model simultaneously. Finally,
all the ground truth labels including UV coordinates for the
image pixels are generated by rendering the 3D model into
the 2D image. The occlusion between the cars is handled
automatically by enabling depth culling during rendering,
as each image pixel has the depth information.
In summary, we build our training dataset, which con-
tains more than 12, 000 labeled images with ground-truth
2D/3D dense mappings of 100, 000 vehicles (ApolloCar3D
for 5, 200 images with 60, 000 instances; the training set of
the KITTI dataset for 6, 871 images with 33, 747 instances).
6 LEARNING BASED FINE-GRAINED VEHICLE
PARSING
Given the 2D/3D dense mapping dataset, we propose an
effective deep CNN network to perform fine-grained vehicle
parsing for an input single image. To obtain more infor-
mation about vehicles from a single image, vehicle poses
and shapes are predicted. In this paper, we use instance-
level and part-level segmentation as well as vehicle types
to obtain such information. Since UV information and part-
level segmentation contain more effective information, we
propose using this information to construct a keypoints-
based graph to obtain vehicle positions. Hence, our network
consists of two stages: the first stage is designed for instance-
level and part-level segmentation, vehicle type classifica-
tion, and UV prediction, and the second stage is designed
for predicting the vehicle positions.
In summary, the outputs of the network include
instance-level segmentation, part-level segmentation, vehi-
cle type classification, dense UV coordinates, and prelimi-
nary 3D vehicle positions. In this section, we present our
network architecture and the training settings in detail.
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Fig. 7. Our two-stage vehicle parsing network: The first stage takes a single image as input, and computes the vehicle type classification, instance-
level and part-level segmentation, and dense UV coordinates. This approach of computing multiple outputs simultaneously helps with the overall
computation. By using the novel dense UV mapping, the second stage predicts the 3D positions of the vehicles.
6.1 Network Architecture
Fig. 7 illustrates the architecture of our network, which is
divided into two stages. In the first stage, using a color
image as input, the network first extracts effective features,
which are the inputs of the Region Proposal Network (RPN).
Note that commonly used backbones such as Resnet18,
Resnet50, VGG, etc. can be used in feature extraction, and
we use Resnet50 empirically. Next, ROI-Align pooling is
used to obtain ROI features, which are fed into multi-task
heads. Then, we propose using four sub-branches to obtain
the instance-level segmentation, part-level segmentation,
vehicle type, and the dense U/V coordinates. More details
are presented in Sections 6.2, 6.3, and 6.4. In the second
stage, we design a simple and effective network to obtain
the 3D vehicle position of each vehicle, which contains a
backbone for feature extraction and fully connected convo-
lution for position regression. Specially, for each detected
vehicle instance, a-key-point based graph is first constructed
using the predicted segmentation and U/V information as
well as the designed 3D Vehicle Template. Then, the graph is
fed into a backbone (Resnet18) for feature extraction. Finally,
a fully connected convolution is used to regress the 3D
vehicle position using the obtained feature as input. More
details are provided in Section 6.5.
6.2 Instance Segmentation
In this section, we provide more details about the
sub-branch of instance segmentation. Similar to Mask-
RCNN [43], the sub-branch outputs a Km2 dimensional
binary mask for each ROI aligned feature, where K is
the number of classes and m is the resolution. Specifically,
inspired by [43], we feed a 14×14 ROI aligned feature map
to four sequential 256-d 3×3 convolution layers. A 2×2
deconvolution layer is used to up-sample the output to
28×28. Finally, we define the Lmask as the average of per-
pixel sigmoid cross entropy loss.
6.3 Part Segmentation and Dense UV Prediction
In the sub-branch, we use a fully convolutional network
(FCN) and divide the prediction of dense correspondences
between pixels pi ∈ I in the image space and 3D points
vj ∈ M on the surface mesh into a classification step and a
regression step; a coarse-to-Fine strategy is used in these
steps. First, the network makes a coarse estimate of the
surface coordinates, which classifies a pixel as belonging
either to the background or to one of several region parts.
Then, a regression network is used to predict the exact
coordinates of pixels in the region part. We use a local two-
dimensional coordinate system to parametrize each part,
which identifies the position of any node on the surface.
Intuitively, our network first makes a coarse estimate
of the classification of parts to which the pixel belongs
and then predicts the exact position through small-scale
correction. The coordinate regression at an image position
i can be given as
n∗ = arg max
n
P (n|pi), [U, V ] = Rn∗(pi), (2)
where n∗ means the id of vehicle part and Rn
∗
means the
regressor that predicts the U,V coordinates. In the first step
(classification branch), the network assigns the pixel pi to
the body part n∗ with the highest posterior probability. In
the second step, we use the regressorRn
∗
to predict the U, V
coordinates of pixel pi in part n∗. As described in Section 4,
our template 3D vehicle contains 18 parts; hence, n takes
19 values (one is background), and we train 18 regression
functionsRn to obtain the 2D [U, V ] coordinates within each
part n. In the training process, a cross-entropy loss Lpart and
a smooth loss LUV are used in the first step (classification
branch) and second step (regression branch), respectively.
6.4 Vehicle Type Classification
As described in Sec. 5, our deformable template can rep-
resent many vehicle classes, including coupe, hatchback,
notchback, SUV, MPV, etc. Exact vehicle type is a useful cue
for optimizing the pose and shape, which is important for
3D reconstruction (Sec. 7). Thus, we add a sub-branch to
predict the vehicle type using a cross-entropy loss Ltype .
We train the first stage of our deep network using the
dense mapping data. The multi-task loss is defined as:
L = Lmask + Lpart + LUV + Ltype, (3)
The loss function is optimized by the SGD optimiza-
tion [44] in the training process with a weight decay of
0.0001 and a momentum of 0.9. The learning rate is initially
set to 0.002 and reduced by 0.1 for every 5 epochs.
6.5 Preliminary 3D Position Prediction
6-DoF pose estimation from a single view is a challenging
task [45], [46]. The underlying difficulty comes from the
JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, JULY 2020 8
Fig. 8. Appearance extraction from input images: (a) the input images; (b) images with reconstructed 3D vehicle models. The models are also
rendered into a plain background in the green boxes; (c) the models are rendered into different views; (d) the reconstructed texture maps.
fact that a pinhole camera cannot obtain the absolute 3D
position due to the projective transformation. Therefore, in
the second stage, we design a simple and effective network
to further regress the 3D position (x,y,z) for each detected
vehicle. We pre-define 400 key-points on a 3D vehicle tem-
plate and formulate a connectivity graph. We associate the
pixels of the detected vehicle with this connectivity graph.
In particular, the predicted pixels’ UV coordinates with the
part labels (obtained in part segmentation in the first stage)
are used to project the 2D pixels back to the 3D space to
identify the corresponding 3D key-points. Once we have
the correspondence between the 2D image pixels and 3D
key-points, we can associate the key-point with the 2D
image pixel’s attributes, such as pixel image coordinates
and depth. Finally, the key-point graph is encoded by a
400×400 matrix, where only the visible key points have the
associated values. The key-point graph matrix is fed into the
network, which uses ResNet18 as the backbone and uses a
fully connected convolution to learn the 3D positions of the
detected vehicles using the L1 loss.
7 3D RECONSTRUCTION OF VEHICLES
Given the dense correspondences, vehicle types and initial
vehicle positions obtained from the approach described in
Sec. 6, we compute the accurately fitted vehicle model M
by jointly optimizing the vehicle’s pose T ∈ SE3 and
deforming the shape of the vehicle modelM0. We combine
robust dense correspondences, vehicle types and initial ve-
hicle positions from learning-based methods with classical
optimization techniques and compute an accurate geometric
model of the vehicle. In this section, we present the overall
approach, which combines deep learning methods with
model-based optimization methods.
7.1 6-DoF Pose and Shape Estimation
We use a triangle mesh to represent the vehile model
M based on the classical ”active shape model” formu-
lation [47]. As mentioned in Section 4, we use PCA to
obtain the mean position of the mesh’s vertices as well
as the principal modes of their relative displacement. The
final template model consists of the base model M0 and
m principal component directions, pj , and corresponding
standard deviations δj , where 1 ≤ j ≤ m. Any 3D model
M can be represented as a linear combination of r principal
components with geometric parameters s, as shown in Eq. 1.
To evaluate the matching of the deformed model M
with the input image, we use several terms to formulate
an optimization problem. First, based on dense correspon-
dences from Section 5 and using initial vehicle positions (T
obtained in Section 6.5) and vehicle types (Vt obtained in
Section 6.3) as initialize parameters, we utilize every pair
of 2D-3D mapping, e.g., the 3D vertex vi and the 2D [U, V ]
coordinate ti, to define the data term:
Ec(T ,M) =
∑
i
‖ti − pi(vi, R, T, Vt)‖2, (4)
where pi(v) is the projection function, R and T are the pose
parameters that need to be optimized. The vehicle types can
indicate the types of vehicles, such as coupe, SUV, MPV. etc,
which can be regarded as prior (vehicle width, height and
length. etc.) in the optimization. As our network produces
a part-based segmentation map IS with a silhouette with
pixel-level accuracy, we can further constrain the estimation
of T andM using the part-level silhouette term. We render
the current model with current T into the image space to
synthesize the 2D part-level silhouette image IM. Next, we
define the cost using the color space distance between those
two images:
Es(T ,M) =
∑
x,y
‖IS(x, y)− IM(x, y)‖2. (5)
To maintain the topology during the deformation, we utilize
a geometric gradient to regularize the resulting mesh M,
which forms the smoothness term as:
Er(T ,M) =
∑
i
‖∇M0(vi)−∇M(vi)‖2. (6)
Combining those three terms, we derive our optimization
formulation as:
minE(T ,M) = λcEc + λsEs + λrEr. (7)
The term weights in Eq. 7 are set to λc = 1.0, λs = 1.0,
and λr = 0.5. We minimize Eq. 7 using an optimization
solver, which is introduced in 2D/3D registration [48].
Specifically, this minimization can be iteratively computed
by two alternate steps. In the first step, a 3D rigid alignment
is performed to estimate the 6-DoF pose. In the second step,
a 2D/3D alignment of the deformable model is computed
to optimize the shape parameters.
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Fig. 9. Intermediate results of appearance reconstruction: The top im-
ages are the reconstructed texture maps, and the bottom images are
the corresponding rendered models in a different view. From left to right,
we see the results of reconstructing from only visible pixels (a), with
part-level completion (b), with symmetric completion (c), and with prior
appearance completion (d).
7.2 Appearance Extraction from Single View
In addition to the poses and shapes of vehicles, the appear-
ance is also an important part of reconstruction. However,
recovering the appearance, i.e. texturing the fully recon-
structed vehicle model from a single image, is seen as an
ill-posed problem [49], [50]. The key to solving such a
problem is to tackle the appearance and shape priors of
the vehicle model. Overall, the missing appearance of each
vehicle part can be inferred by the original textures of the
PCA model. Furthermore, the shape and appearance tend to
be symmetric for vehicles. With those priors, we are able to
texture the fully fitted model realistically with an extracted
incomplete appearance from a single image. We use the
algorithm described in [51], [52] to solve the appearance
extraction problem within a gradient-based image editing
framework:
min
n∑
i
∫
Ωi
‖∇IE(ti)− gi‖2
s.t. D(IE(ti), I(pi(vi))), S(ti, tj),
(8)
where Ωi is the atlas area of the ith part in the texture
map IE . ti ∈ Ωi is the 2D [U, V ] coordinate in the current
atlas, and vi is the corresponding vertex of ti in the PCA
model M0. Here, gi is the gradient of the original texture
of M0. D(, ) is the data constraint derived from the dense
correspondence that keeps the color in the texture space the
same as that in the input image I . S(hi, hj) is the symmetry
constraint defined by multiple planes, which is used to
complete the appearance in hidden parts using the visible
parts. The effectiveness of our appearance reconstruction is
shown in Fig 9.
8 RESULTS AND DISCUSSION
In this section, we highlight the performance of our algo-
rithms on various public datasets that focus on Autonomous
Driving Scenarios such as ApolloCar3D [18], CityScapes [17],
and KITTI [53]. To further demonstrate the robustness and
generality of our framework, street-view images captured
from mobile phones are also used for testing.
Manual Work: While most of components of our ap-
proach are automatic, a few parts are generated with human
or manual effort: 1) part-level vehicle 3D template construc-
tion and 2) data annotation of 6-DoF poses on KITTI dataset
for ground-truth. When the network has been trained, our
TABLE 1
Instance-level segmentation results of different methods (a higher value
is better). Note that our method outperforms the SOTA method PANet
by 6 points w.r.t. mAP. To be clear, only the “Car” category has been
considered for evaluation on KITTI dataset.
Methods ApolloCar3D KITTI
mAP AP50 AP75 mAP AP50 AP75
Mask R-CNN 39.1 68.1 41.4 41.5 68.7 47.2
ApolloCar3D 42.2 61.0 43.9 - - -
PANet 42.4 73.1 44.8 - - -
Ours 46.8 79.5 50.1 46.3 78.4 50.9
approach is fully automatic without any human interactions
from the input (single image) to output (i.e. 2D detection,
instance segmentation, part segmentation, U-V coordinate,
6-DoF pose, shape estimation, texture generation). Source
code, data, and the trained model have been anonymously
made public.
8.1 Quantitative Evaluation
To evaluate our approach sufficiently, we conducted quanti-
tative experiments on: 1) instance-level segmentation, 2) 6-DoF
pose estimation, 3) shape reconstruction, and 4) 3D detection on
various public benchmarks.
8.1.1 Instance-level Segmentation
Instance segmentation is regarded as a challenging problem
in computer vision. We compare our method with three
recent approaches: Mask-RCNN [4], a key-points based
method [18], and PANet [39] on the ApolloCar3D and KITTI
datasets. PANet is the state-of-the-art published work of
instance segmenta-tion for AD, which has the best perfor-
mance for the car class on the CityScapes dataset.
For Mask R-CNN, we use the code from GitHub
implemented by Facebook AI Research 2. We adopt
ResNet101 [54] as the backbone and follow the same training
policy on the ApolloCar3D training dataset. Both are fine-
tuned on the ApolloCar3D training dataset and the KITTI
training dataset.
In the ApolloCar3D dataset, the car-fitting baseline meth-
ods provided are based on the key-points extraction. Based
on the estimated pose and 3D car model, an instance-level
mask can be easily generated by projecting the 3D model
into the image coordinates.
For PANet, we use the code from GitHub implemented
by authors 3 and re-train it on the ApolloCar3D dataset and
the KITTI dataset.
All the evaluation results are given in Tab. 1. The method
proposed in ApolloCar3D uses the 2D keypoints as training
data, which are not provided by KITTI. Hence, we only com-
pare our method with MaskRCNN on the KITTI dataset.
From the table, we find that our method outperforms the
other two methods by a large margin for all the evalua-
tion criteria. For the ApolloCar3D dataset, compared with
Mask-RCNN, ApolloCar3D, and PANet, the mAP provides
improvements of 7.7, 4.6, and 4.4 percentage points, respec-
tively. In addition, for the KITTI dataset, compared with
2. https://github.com/facebookresearch/Detectron
3. https://github.com/ShuLiu1993/PANet
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TABLE 2
6-DoF pose evaluation with different approaches. ApolloCar3D1 and
ApolloCar3D2 are the two improved versions in ApolloCar3D: “Direct”
and “Key-points”, respectively. In addition, “c-l” indicates results from a
loose criterion, and “c-s” indicates results from a strict criterion.
“A3DP-Abs” and “A3DP-Rel” mean an absolute distance criterion and a
relative distance criterion in evaluating transformation parameters of
vehicle poses. Details about the evaluation criteria can be found in the
Appendix. A higher value denotes better results.
Methods A3DP-Abs A3DP-Relmean c-l c-s mean c-l c-s
3D-RCNN 16.44 29.70 19.80 10.79 17.82 11.88
ApolloCar3D1 17.52 30.69 20.79 13.66 19.80 13.86
DeepMANTA 20.10 30.69 23.76 16.04 23.76 19.80
ApolloCar3D2 21.57 32.62 26.73 17.52 26.73 20.79
DensePose 23.86 39.60 29.70 17.62 28.71 21.78
Our Method 32.97 52.48 40.59 27.33 45.54 34.65
Mask-RCNN, the mAP has offered improvements of 4.8.
Some instance segmentation results are shown in Appendix.
Note that heavily occluded vehicles are included in the
ApolloCar3D and KITTI datasets, which makes it difficult
to detect the masks based on the baseline Mask-RCNN
approach. Additionally, the heavy occlusions also make it
difficult to obtain accurate and stable key-points in dense
traffic. Hence, the results obtained by ApolloCar3D are less
stable and less accurate. Compared with these methods, our
method obtains tighter and more accurate instance masks
through part-level instance segmentation. Fig. 4 highlights
in detailed the differences produced by using different ap-
proaches.
8.1.2 6-DoF Pose Estimation
Based on the dense 2D/3D mapping, we can estimate the
6-DoF pose for each vehicle instance. Generally speaking,
6-DoF pose estimation methods can be categorized into
three groups: 1) “Direct” methods, which regress the vehicle
poses from the 2D image directly using deep CNN-based
networks; 2) “Key-points”-based methods, which extract the
predefined key-points of each vehicle from the image first
and then compute the 3D pose via a PnP solver based
on the matching between the 2D image and the 3D CAD
model; and 3) “Dense mapping”-based methods, which regress
the dense mapping between the 2D image observation
and the 3D model surface first; then, the 6-DoF pose is
solved with a joint-optimization framework by considering
all the mapping pixels. We compare our method with sev-
eral state-of-the-art methods, such as 3D-RCNN [6], Deep-
MANTA [29], Densepose [21] and ApolloCar3D. For 3D-
RCNN [6] and ApolloCar3D, due to a lack of publicly avail-
able source codes, we reported the performance numbers
from ApolloCar3D directly. For Densepose [21], we retrain
their network using the same training data with ours to
obtain the dense mapping and use a PnP solver to compute
the 3D pose of each vehile. 3D-RCNN and DeepMANTA are
two representative works for “Direct”- and “Key-points”-
based methods, respectively. Two improved versions are
presented in [18]. Note that our method and Densepose can
be categorized as a “dense” method.
The results of different approaches are shown in Tab. 2,
and we use “A3DP-Abs” and “A3DP-Rel” criteria as eval-
uation metrics, please see [18] for more details. From the
TABLE 3
Shape reconstruction errors by our approach. The lower the number,
the higher the precision of the reconstructed model.
Width Height Length
Mean Model of Ground Truth 2.082m 1.622m 4.789m
Mean Error of Reconstruction 0.050m 0.079m 0.129m
Mean Error Rate 2.40% 4.87% 2.69%
table, it is easy to find that all the “Key-points”-based and
“Dense”-based methods perform better than “Direct”-based
approaches. This is reasonable because prior knowledge
(CAD model) of the object can help the pose estimation task.
Besides, the ”Dense”-based approaches outperform ”Key-
points”-based approaches, because dense 2D/3D mapping
can provide more constrains, thus better results can be
obtained. Comparing with all the methods, our methods
outperforms other approaches with a large margin for both
the “A3DP-Abs” and “A3DP-Rel” criteria. Comparing with
“Direct”-based methods, the mean relative and absolute pre-
cision have been improved by about 15.0 percentage points
with our method. For “Key-points”-based methods, the
mean relative and absolute precision have been increased
by 11.40 and 9.81 percentage points, respectively.
For ”Dense mapping”-based approaches, after obtaining
the dense 2D/3D mapping, a naive idea is to randomly
sample some points and solve the pose by the PnP solver
with our mean template vehicle model. We take this as
our “Dense” baseline method (Densepose [21] shown in
Table. 2). To further refine the pose and the object shape, we
take the pose estimated from the baseline as the initial value
and refine it in conjunction with the model deformation.
We represent this method as the “Dense joint-optimization”
method in Tab. 2. Comparing with Densepose [21], our
method can obtain vehicle types and initial vehicle posi-
tions in the process of network training, which are efficient
and useful information to obtain better pose and shape
in the PnP optimization process, thus better results can
be obtained. Our experimental results show that based on
the joint-optimization process, the mean precision has been
improved by 9.11 and 9.71 percentage points for the “A3DP-
Abs” and “A3DP-Rel” criteria, respectively.
8.1.3 Shape Reconstruction
We quantitatively evaluate the accuracy of our recon-
structed 3D vehicle models on the validation dataset of
ApolloCar3D, which consists of 200 street-view images
with 2722 car instances. As shown in Tab. 3, the mean
error of reconstructed models is 0.050m (width), 0.079m
(height), and 0.129m (length). Compared with the mean
model (2.082m × 1.622m × 4.789m) of ground truth, the
average reconstruction error is only 2.40% (width), 4.87%
(height), and 2.69% (length). Fig. 11 illustrates some 3D
reconstruction results for the real traffic scenario. From the
reconstruction error distribution histograms, we can see that
the reconstruction errors for most of the points are around
5∼15cm. Fig. 11 (a) shows the overlaid results by projecting
the reconstructed 3D vehicle model into the image. We can
see that the silhouette of the reconstructed model nearly
coincides with the silhouette of the vehicle in the image.
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Fig. 10. The figure shows the part-level segmentation and 3D detection results of the street view images. Note that these images are captured by
a moving car, which is different from the training data (i.e. ApolloCar3D and KITTI). We obtain the results without network re-training or fine-tuning,
which justifies the advantages of our approach. The results are included in the supplementary video.
Fig. 11. Shape estimation results from the real traffic images. (a) is the
back-projection results from projecting the reconstructed shape model
into the image coordinates. (b) is the reconstructed vehicle model and
(c) is the error map compared with the ground truth model.
8.1.4 3D Detection
We also evaluate our approach for 3D object detection on
the KITTI dataset. This data has been divided into train-
ing and testing subsets, which consist of 7481 and 7518
frames, respectively. On the KITTI benchmark, the objects
have been categorized into “easy,” “moderate,” and “hard”
based on their height in the image, occlusion ratio, etc. For
each frame, both the camera image and the LiDAR point
cloud have been provided, while only the color image from
camera 2 has been used for our object detection.
On the KITTI benchmark, an average precision (AP)
with Intersection over Union (IoU) that is larger than 0.7 is
used as the metric for evaluation. In practice, this is a very
strict criterion for 3D object detection. For fair comparison,
we submitted the detection results to the official KITTI
evaluation sever to obtain the quantitative number for the
testing split. Several state-of-the-art monocular-based meth-
ods are used for the comparison, including FQNet [55], ROI-
10D [56], GS3D [57], MonoPSR [58], and MultiFusion [24].
As shown in Tab. 4, our method outperforms all the other
methods for all the “easy’,’ “moderate’,’ and “hard” cate-
gories.
8.2 Qualitative Evaluation
8.2.1 Generalizing Our Approach
Quantitative evaluation with other methods is important.
However, for AD, robustness and generality are the most
TABLE 4
Comparison with other methods on the KITTI testing dataset for 3D
“Car” detection. For clarity, we have highlighted the top number in bold
for each column. Higher numbers correspond to better results.
Methods Modality IoU = 0.7Easy Mod Hard
FQNet [55] Mono 2.77 1.51 1.01
ROI-10D [56] Mono 4.32 2.02 1.46
GS3D [57] Mono 4.47 2.90 2.47
MonoPSR [58] Mono 6.12 4.00 3.30
MultiFusion [24] Mono 7.08 5.18 4.68
Ours Mono 8.45 7.75 7.56
critical issues. Before we manually labeled the KITTI
dataset, our deep network was only trained with the Apol-
loCar3D dataset. Next, this trained deep model is used
for testing with other datasets directly without any “fine-
tuning” or “domain transfer” strategies; these datasets in-
clude CityScapes, ApolloScape, and street-view images from
an iPhone. The robustness and generality of our approach
have been verified by these evaluations, which are shown
in Fig. 10, 12, 14, 16, 17 and Appendix. Note that the KITTI
results in the supplementary files are without the trained
dataset.
8.2.2 Part-level Segmentation and 3D Detection on Video
Sequence
Fig. 10 shows the part-level segmentation and 3D vehicle
detection results from our approach in a sequence of street-
view images. Different colors of cars in Fig. 10 mean differ-
ent parts segmented by our approach. It is clear that accurate
and robust part-level segmentation results can be estimated
by our network. Using the results obtained by our network,
precise 6-DoF vehicle poses and 3D bounding boxes are
calculated, which proves the effectiveness and accuracy of
our approach in vehicle localization in autonomous driving.
Note that these images are captured by a moving car, which
is different from our training data (i.e. ApolloCar3D and
KITTI). The results are generated without network “re-
training” or “fine-tuning,” which justifies the advantages of
our approach.
8.2.3 Appearance Extraction for Image Editing
In Fig. 12, we also compare our method with the most recent
“inverse-graphics” approach 3D-SDN [7]. Our approach
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Fig. 12. Image editing comparison of our method with Yao’s method [7]:
(a), (b) are images from the CityScapes dataset. Left column shows
the original images with target vehicles highlighted in red boxes. Middle
column and right column show images after vehicle translation and/or
rotation. While there are obvious artifacts in Yao’s results (yellow boxes),
our method achieves better results visually (green boxes).
benefits from having accurate poses and shapes, which
means that we can extract realistic textures from real images.
Thus, we gain the ability to edit images by rearranging the
vehicles. This is achieved by removing the existing vehicles
and inserting textured models back into the current image,
which is also the main goal of 3D-SDN. From Fig. 12, we
can see that our method gets visually better results than 3D-
SDN. Given the complete textured model, we can render
consistent and visually compelling animation videos from
different view-points using our approach (shown in the
supplementary video), which is difficult for 3D-SDN to
achieve.
8.3 Performance Analysis
Fig. 13. Instance-level segmentation results of different parts (vehicles
separated from 1 part to 43 parts). X- and Y-axis represent the part
number and AP50, AP75 and mAP values, respectively. All the values
are the higher the better.
8.3.1 The Impact of the Part Number of Vehicle Template
In addition, a series of experiments is also conducted to
find an optimal number of parts to represent the vehicle
model. The detailed comparison results are shown in Fig. 13.
First, the mAP increases with the part number N until it
reaches 18. Then the mAP value drops dramatically with an
increase in N . This can be explained because: appropriate
parts representation can promote instance segmentation;
however, too many parts may exceed the generalizability
of part representation.
TABLE 5
Ablation study of the 6-DoF pose evaluation with different approaches
on ApolloCar3D benchmark. A, B and C indicate with Dense UV
mapping, vehicle type, and initial vehicle 3D position, respectively. “c-l”
indicates results from a loose criterion, and “c-s” indicates results from
a strict criterion. “A3DP-Abs” and “A3DP-Rel” mean an absolute
distance criterion and a relative distance criterion in evaluating
transformation parameters of vehicle poses. Details about the
evaluation criteria can be found in the Appendix. A higher value
denotes better results.
Methods A3DP-Abs A3DP-Relmean c-l c-s mean c-l c-s
A 23.86 39.60 29.70 17.62 28.71 21.78
A + B 28.71 44.55 34.65 24.55 38.61 30.69
A + B + C 32.97 52.48 40.59 27.33 45.54 34.65
Fig. 14. Results of integration of our approach with a vision-based
autonomous driving system. The detected vehicle obstacles are then
sent to the subsequent planner for trajectory generation.
8.3.2 Analysis 6-DoF Pose Estimation
We provide more analysis of the effectiveness of the vehicle
types obtained in Section 6.3 and vehicle positions obtained
in Section 6.5 in 6-DOF pose estimation. For results of
Densepose [21], after obtaining the dense 2D/3D mapping,
we randomly sample some points and solve the pose by
the PnP solver with our mean template vehicle model. The
results are shown as the method A in Table. 5 . Vehicle types
can provide useful prior information, such as the width,
height and length of vehicles, and A + B demonstrates the
results of Densepose plus vehicle types which proves the
effectiveness of vehicle types in pose estimation. It is easy
to find that Densepose plus vehicle types can obtain more
accurate 3D vehicle pose. Besides, initial vehicle positions
can also help to improve the pose accuracy because it can
provide rough positions of vehicles. A + B + C in Table. 5
demonstrates the pose result of Denpose plus vehicle types
and vehicle initial positions, which outperforms Densepose
and Densepose plus vehicle types, thus proves the effective-
ness of using the learned initial positions to improve the
overall accuracy of 6-DoF pose estimation.
8.4 Applications
Our approach detects, segments, and reconstructs textured
3D vehicle models from images. We highlight several appli-
cations of our approach in autonomous driving (AD) such
as an AD perception pipeline, a data-driven AD simulator,
AD training generation, and function analysis. The results
of all applications are included in the supplementary video.
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Fig. 15. Traffic flow simulation results. The reconstructed 3D vehicles have been seamlessly transferred into a new environment. In addition, we can
also design user-defined traffic flows by adding/deleting vehicles.
8.4.1 AD Perception Pipeline
Our approach can be used for vision-based or sensor-
fusion-based perception pipelines. Fig. 14 illustrates initial
integration results for a real AD system. The ego-vehicle is
equipped with multiple cameras, including front, left-side,
and right-side cameras. Taking each raw camera image as
input, our approach detects the surrounding vehicles and
estimates their 3D poses and shapes. The detected vehicle
obstacles are then sent to the subsequent planning and
control module, which is responsible for generating vehicle
control commands based on perceived objects. Compared
to prior methods, our part-based approach generates more
accurate 3D pose and shape representation, especially for
heavy occlusion scenarios. More results are included in the
supplementary video.
8.4.2 Data-driven Autonomous Driving Simulation
Fig. 16. Results of augmenting the autonomous driving simulator with
the reconstructed realistic 3D vehicle models. The left image shows a
captured camera image. The full reconstructed model (the white sedan)
created with our approach can be used as a realistic asset in the
simulator, which is shown in the right two images.
The simulation system plays an essential role in au-
tonomous driving. The augmented simulation [8], which
can build realistic scenes based on real elements from
captured images, has recently attracted a great deal of
attention. With our approach, information such as geometry
models, appearance, and 6-DoF poses, can be completely
reconstructed from a single image. This information can
be seamlessly fed into the augmented simulation system
to generate plausible simulation results. Fig. 16 shows the
augmented simulation result using our reconstructed 3D
vehicle information.
The motion dynamics of real traffic are crucial to build-
ing a realistic simulator for testing decision and planning
behaviors of a self-driving system. We further use our
approach to capture the vehicle motions on video sequences.
With simple tracking, we are able to capture motion dy-
namics in addition to 3D models of vehicles. As shown in
Appendix, the reconstructed vehicle models in every frame
are rendered and placed back into the point cloud of its orig-
inal street level background. With accurate reconstruction
in a single image, our approach could achieve temporally
consistent results even without any temporal constraints,
which can be seen from our supplemental video.
8.4.3 Ground Truth Dataset Generation
Data labeling is time consuming and costly. The parsed
3D vehicle models by our approach can be re-rendered in
either virtual or real scenarios to generate a large amount
of ground truth data, which is urgently needed in au-
tonomous driving for improving the deep neural network
based vehicle detectors and trackers. In Appendix, we show
the rendering of the reconstruction results for a new man-
made CG environment. Fig. 17 shows results of augmenting
our reconstructed vehicle models into a reconstructed real
environment (Google 3D map). We took pictures at random
intersections in the bay area in California. Our algorithm is
able to reconstruct 3D vehicle models of heavy traffic. We
then overlay these models onto the same virtual locations
within the Google 3D map.
8.4.4 Function Analysis
By parsing and reconstructing part-level vehicle informa-
tion, our approach can be further used as a building block
for high-level vision tasks such as function analysis and
scene reasoning. For instance, based on our reconstructed
part-level 3D models, we can directly edit the 2D images
to generate a large amount of vehicles in ‘uncommon states’
(e.g., door or trunk opening, headlights or taillight blinking).
These data can be learned by a deep neural network to
perform holistically driving scene understanding [59]. As
shown in Fig. 2, the trunk of a car is detected as open with
a human standing nearby, implying that the human may
be taking the luggage out of the trunk. Thanks to the 6-DoF
pose estimation and part-level 3D reconstruction of vehicles,
we can further analyze these interactions in 3D space. As a
response, the autonomous vehicle should slow down, turn
the steering wheel, and change line.
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Fig. 17. Augmented Google 3D Maps with reconstructed vehicles: (a) The overhead views rendered from Google 3D Maps. Note that the red icons
are positions where images in (b) are captured. (c) and (d) Images with instance segmentation and overlaid reconstructed vehicles, respectively.
(e) Map images with augmented vehicles in the bird’s eye view.
9 CONCLUSION, LIMITATIONS AND FUTURE WORK
In this paper we present a robust and effective approach
to reconstruct complete 3D poses and shapes of vehicles
from a single image. We introduce a novel part-level rep-
resentation for vehicle segmentation and 3D reconstruction,
which significantly improves the performance. Compared
with state-of-the-art methods, our proposed middle part-
level representation has several advantages: 1) based on the
2D/3D mapping, the 3D geometric information is implicitly
embedded in the ground truth to guide the network learn-
ing; 2) the spatial relationship between different parts is
taken into consideration for training, which is very useful in
dealing with occlusion; and 3) our carefully designed parts
definition and the PCA basis can be generalized and used
for different types of vehicles.
In addition to the part-based approach, we also generate
the first 2D/3D dense mapping dataset and release this
dataset. This new dataset, together with our new algorithm,
leads to significantly better results in 3D vehicle detection
and pose estimation.
Limitations and Future Work
Although the benefit of our approach has been demon-
strated in different scenarios, there are still some limitations:
1) More 3D models: Currently, the PCA basis is built on 78
CAD models. While this number of models can work
well for most vehicle types, it fails for some special types
such as pickup trucks, buses, or other road entities. To
further enhance the represent ability of the PCA basis,
more CAD models should be included in the model
database. For urban traffic, we also need to be able to
reconstruct pedestrians and bicyclists.
2) More training data: Our current model is only trained
on the ApolloCar3D [18] dataset and the KITTI [53]
dataset. To improve the performance, we plan to use
more datasets for training, such as the Cityscapes [17]
or Virtual KITTI [60] datasets.
3) Better texture handling: We did not address the issue of
lighting in the texture mapping process. Re-rendering the
model with completely different lighting conditions may
cause visual artifacts. We plan to add an environmental
lighting estimation in the future.
APPENDIX A
CAD MODEL AND TEMPLATE ALIGNMENT
To build the PCA model, we have to first align the vehicle
models with the average template model. Directly applying
the non-rigid deformation for the whole model will cause
some unexpected distortions on the tires. For example, the
tires become elliptic rather than circular after deformation.
To handle this, we divide model parts into two groups
composed of four tires and other components and apply
different deformation strategies for different groups.
We first apply the ARAP (As-Rigid-As-Possible) defor-
mation algorithm [61] on all of the parts expect for the
four tires to construct the deformation graph and align the
target to the template. After the initial alignment, some
coarse correspondences can be found. Then we non-rigidly
deform the template body to the target model part with
the correspondences found from the previous step. This
bidirectional deformation schema can efficiently deform
the template body to the target model. For the four tires,
we apply a global alignment (i.e. iterative closest point)
algorithm to deform the template tires to the target model
tires. After rotation, translation, and scaling operations, we
finally assemble the deformed tires to the deformed body. In
this way, we represent different car models with an average
template model. From Fig. 5, we see that our PCA basis has
strong generalize ability and can produce both the SUV and
the van, which are quite different from our template model.
APPENDIX B
BENCHMARKS FOR EVALUATION
CityScapes has fine annotations for 2, 975 train, 500 val, and
1, 525 test images. All images are 2048x1024 pixels. The
instance segmentation task involves 8 object categories.
KITTI is a large-scale dataset for autonomous diving sce-
narios collected from European streets. It provides various
benchmarks for evaluation such as visual odometry, 2D/3D
object detection and tracking, etc. For object detection tasks,
it provides 7, 481 images for training and 7,518 images for
testing.
ApolloCar3D is a large-scale 3D instance car dataset built
from real images captured in complex real-world driving
scenes in multiple cities and targets 3D car understanding
research in self-driving scenarios. For each car, the pose, 2D
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Fig. 18. 3D reconstruction results on an image sequence from the ApolloScape Dataset.
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and 3D key-points such as corners of doors and headlights,
instance level segmentation masks, and realistic 3D CAD
models with an absolute scale are provided. Compared
with CityScapes and KITTI, the traffic in ApolloCar3D is
much more complex and includes more vehicles and more
occlusion cases.
ApolloScape is a large-scale AD-oriented dataset that pro-
vides video sequences in real street views (Fig. 18)
Random street-view images. To further evaluate our algo-
rithm, we also collect some street-view images using mobile
phones. Compared with images from the public dataset, the
view-point and the image quality are quite different.
APPENDIX C
EVALUATION METRIC
Metric of Instance Segmentation. We use mAP , AP50 and
AP75 as evaluative criteria for instance segmentation. Here,
mAP means the mean average precision under different
IoU threshold between the prediction and ground-truth
instance masks, where AP50 and AP75 mean the precision
of IOU of ≥ 50% and ≥ 75%, respectively. mAP , AP50,
and AP75 are commonly used evaluative criteria. A detailed
introduction of the evaluative criteria can be found in [62].
Metric of 6-DoF Pose. We follow the evaluation crite-
ria proposed in ApolloCar3D for 6-DoF pose evaluation,
where “A3DP-Abs” means the absolute distance criterion
and “A3DP-Rel” means the relative distance criterion. In
addition, “c-l” indicates results from a loose criterion and
“c-s” indicates results from a strict criterion. Specifically, in
ApolloCar3D, the thresholds used for all levels of difficulty
are {δs} = [0.5 : 0.05 : 0.95], {δt} = [2.8 : 0.3 : 0.1], {δr} =
[pi/6 : pi/60 : pi/60], where [a : i : b] indicates a set of
discrete thresholds sampled in a line space from a to b
with an interval of i. In addition, the threshold for a loose
criterion is c − l = [0.5, 2.8, pi/6], while the threshold for a
strict criterion is c− l = [0.75, 1.4, pi/12].
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