Single-frame multichannel blind deconvolution is formulated by applying a bank of Gabor filters to a blurred image. The key observation is that spatially oriented Gabor filters produce sparse images and that a multichannel version of the observed image can be represented as a product of an unknown nonnegative sparse mixing vector and an unknown nonnegative source image. Therefore a blind-deconvolution problem is formulated as a nonnegative matrix factorization problem with a sparseness constraint. 
The goal of blind deconvolution (BD) is to reconstruct the original image from an observation degraded by spatially invariant blurring and noise. Neglecting the noise term, the process is modeled as a convolution of a point-spread function (PSF) h͑x , y͒ with an original source image f͑x , y͒ as follows: where M denotes the PSF support size. If the PSF is known, a number of algorithms are available to reconstruct original image f͑x , y͒. 1 However, it is not always possible to measure or obtain information about a PSF, which is why BD algorithms are important. A comprehensive comparison of BD algorithms is given in Ref. 1 . BD approaches can be divided into those that estimate the blurring kernel h͑s , t͒ first and then restore the original image by some of the nonblind methods 1 and those that estimate the original image f͑x , y͒ and the blurring kernel simultaneously. To estimate the blurring kernel, one must either know or estimate a support size. Also, quite often a priori knowledge about the nature of the blurring process is assumed to be available when an appropriate parametric model of the blurring process is used. 2 It is not always possible to know the characteristics of the blurring process. Methods that estimate the blurring kernel and the original image simultaneously use either statistical or deterministic prior knowledge of the original image, the blurring kernel, and the noise, 2 which leads to a computationally expensive maximum-likelihood estimation that is usually implemented by an expectation maximization algorithm. In addition, exact distribution of the original image required by a maximum-likelihood algorithm are usually unknown. To overcome these difficulties an approach was proposed in Ref. 3 that was based on a quasi-maximum likelihood with an approximation of the probability-density function. It was, however, assumed that the original image has a sparse or super-Gaussian distribution, which is generally not true because image distributions are mostly sub-Gaussian. To overcome that difficulty it was proposed in Ref. 3 to apply a so-called sparsifying transform to a blurred image. However, the design of such a transform requires knowledge of at least the typical class of image to which the original image belongs, in which case training data can be used to design the sparsifying transform. Multivariate data analysis methods, such as independent component analysis (ICA), 4 might be used to solve a BD problem as a blind source-separation problem, where unknown blurring would be absorbed into what is known as a mixing matrix. However, the multichannel image required by ICA is not always available. Even if it were, it would require the blurring kernel to be nonstationary, as it is for blurring caused by atmospheric turbulence 5 but is not for out-of-focus blur, for example. For all the reasons discussed above, an approach to single-frame multichannel BD that requires a minimum of a priori information about the blurring process and the original image would be of great interest. One such approach was proposed in Ref. 6 . It was based on a bank of two-dimensional (2-D) Gabor filters 7 used because of their ability to produce multichannel filtering and to decompose an input image into sparse images containing intensity variations over a narrow range of frequency and orientation, which is characteristic of the visual cortices of some mammals. 7 The concept is illustrated in Fig.  1 ; 2-D Gabor filters are shown in Fig. 2 for two spatial frequencies and four orientations. The top two rows of Fig. 2 show real and imaginary parts of 2-D Gabor filters for one spatial frequency; the bottom 
to which ICA algorithms can be applied to extract source image f. The lexicographical (vector) representation assumed in expression (4) for original image f and observed images g and g 1 is obtained by a rowstacking procedure. As can be seen, no a priori information about a blurring kernel is assumed so far. There is, however, a critical condition that must hold for the source image for the ICA algorithm to work. Images f, f x , and f y must be statistically independent. In general they are not, as was already observed in Ref. 8 , directional filters will well approximate spatial derivatives along the x and y directions. Because N does not itself play a role in a BD algorithm, we can assume that it is arbitrarily large. Consequently, the approximation symbol may be replaced by an equality symbol. By using the same expansion for f͑x + s , y + t͒ as for Eq. (2) g l ͑x , y͒Хã l1 f͑x , y͒, and matrix equation (4) becomes
which suggests the existence of only a source image in the linear image observation model. In expression (6), T denotes a transpose. The second key insight is that spatially oriented Gabor filters will produce images with sparse (super-Gaussian) distributions and, because source image f is mostly sub-Gaussian, an unknown mixing vector ã must be sparse. Because ã and f are nonnegative we are able to formulate a BD problem as a nonnegative matrix factorization (NMF) problem with a sparseness constraint. 9 Estimates of mixing vector ã and source image f are obtained as a solution of the minimization problem:
under sparseness constraint S a imposed on the estimate of mixing vector ã . S a is a number from 0 to 1, with 1 meaning that all components of vector ã are small and 0 meaning the opposite. 9 Refer to Ref. 9 for detailed descriptions of the computational steps associated with the NMF algorithm and to http:// www.cs.helsinki.fi/patrik.hoyer/ for its MATLAB implementation, which was used in the experiment reported. Refer to Ref. 9 and references therein for more details about NMF algorithms. Because this is a deterministic approach, no assumption about the statistical nature of either blur or the source image is required. Only a sparseness constraint must be imposed on unknown mixing vector ã . The first coefficient in ã can initially be approximated by 1, because it represents the original blurring process. The rest of the coefficients can initially be set to 0 because they correspond to sparse images. Therefore the initial value of the unknown mixing vector is set to ã ͑0͒ = ͓1 0 0...0͔
T . A sparseness constraint S a must be defined for the NMF algorithm. To obtain a truly unsupervised image restoration algorithm we estimate S a from multichannel image G as a ratio between the number of sparse images L s and the overall number of images L + 1. To estimate L s , kurtosis of each image in G is estimated. Image g l is considered to be sparse if ͑g l ͒ Ͼ ␦. In the experiments I set ␦ = 0.2.
This completes the derivation of the single-frame multichannel BD algorithm that is defined without use of any a priori information about the blurring process or the original image. I comment here that a sparseness constraint might be imposed on the source image too if it is known that a particular imaging modality will generate a sparse image, as could be the case in astronomy or microscopy. In Fig. 3 the estimated kurtosis value of the blurred image shown in Fig. 4 is given in column 1 and the Gabor-filtergenerated images by columns 2-17. The estimated sparseness constraint was S a = 0.82. The blurred image was obtained by a defocused digital camera. The reconstructed image is shown in Fig. 5 .
