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Imaging modalities, capable of probing deep into biomedical tissue, are of increasing importance. Optical methods, with virtues such as relatively low cost, the ability to detect particular compounds on the basis of their specific optical spectra, and the use of harmless light (at moderate intensities), are hampered by the scattering of light by human tissue. Consequently, localization of specific structures using light only, e.g., to visualize blood vessels deeper than a few millimeters under the skin, is difficult. Owing to the reduced scattering of ultrasound (US) by tissue, the combination of US with light can circumvent this problem. In photoacoustics, a US pulse is generated by a laser pulse. The origin of this US pulse, located at a volume with relatively high optical absorption, can be well localized, whereas the quantification of the local light absorption coefficients is difficult [1] . In acoustooptics [2, 3] , the colocalization (in space and time) of US pulses and light induces a frequency shift of the light with the US frequency. Detection of this modulated light allows thus exclusive measurement of the light that traveled through this tissue volume. In a previous experiment, based on calibration procedures and using a model system, we have indeed shown that local (optical) absorption coefficients can be obtained, albeit under relatively strict conditions on size and number of optical inhomogeneities [4, 5] . In this communication, we show that acousto-optic-assisted diffuse optical tomography (DOT) enables us to obtain locally resolved absorption coefficient maps of light-scattering objects without calibrating and with much better resolution than that obtained in DOT.
The point of departure is the well-known diffusion approximation to the radiative transfer equation [6] that is also widely used in DOT [Eq. (1a)]. However, because we now have two sets ("tagged" and "untagged") of measured light fluxes, we can define a second equation [Eq. (1b) ], describing specifically the spatial distribution of the US-modulated light flux for cw-mode illumination:
where ϕðrÞ is the photon density distribution created by the incoming light source SðrÞ, ϕ m ðrÞ is the modulated photon density, DðrÞ describes the light-scattering properties of the medium (for the definition, see e.g., [6] ), and μ a ðrÞ is the absorption coefficient. ηðr; tÞ is the US tagging efficiency, which, for simplicity, is assumed to be 1 in the volume occupied by the US focal zone and to be 0 elsewhere. Because of the small frequency shift, the optical properties of the medium are assumed to be identical for modulated and nonmodulated light.
With standard boundary conditions [7] , the system can be solved for ϕðrÞ using a finite-element method, resulting in the spatial distribution of both US-modulated and nonmodulated light fluxes for a given spatial distribution of scattering and absorption coefficients [8, 9] . We are interested in the inverse problem, i.e., the problem in reconstructing a spatially resolved μ a ðrÞ map of the system under investigation on the basis of experimentally available data. In conventional DOT, a set of "measured" light flux values F M are generated upon rotating the object of interest and minimizing the error function χ ¼ ‖fF M g− fF C ðμ a Þg‖ 2 , where the superscripts M and C denote the measured and calculated light fluxes, respectively [10, 11] . In the following, we apply this approach to US-modulated photons by using Eq. (1b), and we demonstrate that this leads to a much better spatial resolution of absorbing objects in light-scattering material. Although we consider in this Letter only variations in the absorption coefficient, extension of our approach to variations in the scattering coefficient, albeit with more computational effort, is possible.
In minimizing the error function, the Jacobian J, describing the sensitivity of the measured light fluxes to local variations in the absorption coefficient, plays a decisive role. To demonstrate this, a numerical simulation was performed on a circular scattering medium for a given location of a light source, detector, and US transducer. The results are depicted in Fig. 1 , which illustrates a crucial advantage of US-assisted DOT over conventional DOT. . We see that in the US tagging zone, which can be deep in the scattering medium, J is almost 2 orders of magnitude larger than in the corresponding area of the DOT case. Moreover, the positions of these increased sensitivity regions can be easily adjusted by simply moving around the US tagging zone. In this way, more experimental data are generated and the ratio of known and unknown parameters is increased accordingly. Hence, combined measurements on these various US-irradiated positions are expected to help not only increase the spatial resolution, but also increase the robustness to noise in the measured data. An improvement of the spatial resolution is confirmed by a reconstructed μ a map in Fig. 2 , where a finite-element-based numerical simulation of both an AO-assisted DOT and a DOT experiment is shown.
Encouraged by the results depicted in Fig. 2 , we have conducted experiments on a light-scattering sample with embedded absorbing inclusions. Our existing setup [4] was extended to an acousto-optic phase-shifting holography setup [12] by adding a reference beam arm. A computer-controllable rotational stage made this setup a tomography system (see Fig. 3 ).
To discriminate modulated from nonmodulated light, a Mach-Zehnder interferometer is used. In the reference arm, two acousto-optical modulators (AOMs) upshift the frequency of the light to match the frequency of the US-modulated light, forming a spatially stationary interference pattern on the CCD detector. Basically, this interference pattern is a hologram, and one can apply numerical [fast Fourier transform (FFT)] methods to restore an image of the phantom [12] .
To obtain spatially resolved information, a 1 μs US burst with a frequency of 5 MHz was applied to the phantom along the Z axis. Then, after a preset delay time, a 1 μs light pulse, created by deflecting a cw Ti:sapphire laser with AOM M1, strobed the sample. In order to increase the SNR, these US and light pulses were sequentially applied to the phantom with a duty cycle of 25 kHz. So, within 5 ms camera exposure time, 125 pulses were integrated. The distance from the sample surface to the CCD chip was such that the reconstructed image covers the width of the sample along the Y axis. On the recorded fringe pattern, a 2D FFT procedure was applied to produce the intensity profile (image) of the US-modulated light at the output face, bounded by aperture A2. Eight of these images were averaged to improve the SNR. By summing up pixels of the restored image along the Z axis, we obtained the averaged spatially resolved heterodyne intensity along the Y axis. From this averaged heterodyne intensity, having measured the reference arm intensity and the intensity from the sample, we calculated the modulated intensity. By varying the delay time between the US burst and the laser pulse, we can probe the phantom at any position along the Z axis (z scan).
The tissue-mimicking phantom was made of Intralipid in an agar matrix (with μ In the center of the phantom, the cross section of an absorbercontaining tube is depicted. The US propagation is along the Z direction. Fig. 4(a) ]. The phantom was illuminated along the X axis, and the laser beam, the phantom, and the camera axis were positioned approximately in line. To obtain an image with sufficient detail, it sufficed to perform a US x-z scan as follows: the US transducer was moved along the X axis over 11 positions in 1:5 mm steps. At each of these steps, a z scan at three positions was done. When the sequence was finished, the sample was rotated by 10°a round the Z axis and the x-z scan was repeated. The measurement procedure was repeated in this manner to cover 360°. A full phantom scan takes ∼1 h.
To be able to use the obtained modulated intensity as input for the reconstruction algorithm, we performed a "blank phantom" calibration. In this procedure, the outputs for the case of a homogeneous, nonabsorbing scattering phantom (both from the experiment and the reconstruction algorithm) were equalized, and the derived normalization coefficient was used in further experiments for the experimental data conversion. These measured and converted modulated intensities provided a set of F M values, used as input for the error-function minimization procedure. Results of the 3D reconstruction from experimental data for the AO-assisted DOT case are shown in Figs. 4(b) and 4(c) . We see that indeed the location and dimensions of the absorbers as well as the absorption coefficients of the inclusions are recovered accurately (the slight overshoot for the case of the absorbers with a high μ a can be explained by a violation of the condition μ s ≫ μ a ).
Whereas the use of a 2D model was not able to provide quantitative results (data not shown), the 3D model could also account for the finite dimensions of the US focal zone as well as for the ability of light to propagate above or underneath the absorbers. The obtained spatial resolution of ∼1 mm is limited by the 5 MHz 1 μs pulse, as used here. Selecting a higher US frequency will lead to submillimeter resolution.
Based on our results, we expect that AO-assisted DOT can become a powerful technique for noninvasive quantitative investigation of local optical properties of living tissue. 
