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Introduction
As a popular framework for processing big data in various applications, MapReduce [1] consists of two main stages: the map stage, which transforms input data into intermediate data, namely <key,value> pairs, and the reduce stage, which is applied to each list of values with the same key. As a critical feature, partitioning determines the reducer to which an intermediate data item will be sent. Therefore, an ineffective partitioner will decrease data locality or cause data skew, consequently degrade system performance.
Data locality in a distributed environment refers to computing and data are preferably co-located on the same nodes in order to reduce network traffic. The current schedulers in native Hadoop [2] only consider data locality in map tasks and ignore the data locality of reduce tasks. When a user uploads files to HDFS [3] , the files are divided into blocks (64 MB by default), and each chunk is replicated across multiple machines. Data processing is co-located with data storage: when a file needs to be processed, the job scheduler consults a storage metadata service to get the host node for each chunk and then schedules a "map" process on that node so that data locality in the map phase is exploited efficiently. In state-of-the-art MapReduce systems, each map task processes one split of input data and generates a sequence of key-value pairs, which are referred to intermediate data, on which the hash partitioning function defined in Equation (1) is performed. Because every intermediate data has a unique hash code, the key-value pairs with the same hash result, which we define as a hash partition, are assigned to the same reduce task.
Hash(Hashcode(Intermediate data) mod ReducerNum) (1) In the reduce stage, a reducer takes a partition as input and performs the reduce function on the partition. However, with the hash function, there is a possibility of transferring a large amount of intermediate results to improper reducer nodes, which could cause massive network communication, i.e., data locality might not be achieved and the job execution time might be prolonged. Data skew refers to the imbalance in the amount of data assigned to each task or the imbalance in the amount of work required to process the data [4] . The fundamental reason for data skew is that data sets in the real world are often skewed and we do not know the distribution of the data beforehand, which cause the aforementioned hash function in native Hadoop to be inefficient in most cases. Therefore, balancing the hash partition size, which is defined as the size of the key-value pairs with the same hash result, is an important indicator for load balancing among the reducers.
In recent years, several approaches have been proposed to improve the performance of MapReduce by increasing the degree of data locality and decreasing the degree of data skew intensively. Based on the order in which data locality and data skew are considered, relevant studies can be divided into two categories. Studies in the first category consider data locality then data skew, e.g., the LEEN algorithm [5] , in contrast, the other category considers data loCopyright c 2018 The Institute of Electronics, Information and Communication Engineers cality based on data skew, e.g., the CLP algorithm [6] . However, these studies do not consider the job type and network bandwidth, according to which the preference for data locality or data skew should be adjusted. Based on the amount of intermediate data transmitted from Mappers to Reducers in shuffle phases, all MapReduce jobs can be divided into three different types, reduce-input-heavy, reduce-input-light and reduce-input-zero. We will describe this in details in Sect. 4.2. When the bandwidth is ineffective, for reduceinput-heavy jobs, data transmission will result in overhead. Therefore, data locality is the major factor that affects the job execution time. In contrast, when the bandwidth among nodes in a Hadoop cluster is relatively high, for reduceinput-light jobs, the data transmission cost will decrease obviously. In this case, data skew, which could cause load imbalance among reducers, will be a major factor that influences the execution time. We will verify this in the experimental section. Therefore, the preference for data locality or data skew may result in varying execution time when running different types of jobs at different bandwidths.
The available bandwidth in a Hadoop cluster depends on the resource configurations status of cluster and the free computing resources that working nodes can provide. The bandwidth between working nodes in Hadoop is relatively stable when the jobs on the nodes are running, but variable and unpredictable when the jobs running on the nodes change, for example, a running job is suspended or a new job begin to run. However, this variation is not mutable for the following reasons. First, the Resource Manager in Hadoop continuously monitors all resources including bandwidth in the entire cluster, it tries to prevent bandwidth mutation from happening as much as possible. For example, when users start the Balancer included in Hadoop, the Resource Manager will limit the bandwidth allocated to the Balancer in order to avoid obvious performance degradation [7] . Secondly, when the Resource Manager assigns a resource container to a task, it will select the node with sufficient resources (including bandwidth) from among all the nodes that hold the input data or its replications of the task, this will also prevent bandwidth mutation [8] . Therefore, the bandwidth is stable in shuffle phases of a MapReduce job. This also makes it possible to improve the performance of a MapReduce job by increasing data locality and mitigating the data skewness under specific bandwidth. In addition, besides job type and bandwidth, there are many other factors that influence the performance of a MapReduce job, such as CPU, memory and container of computing nodes, as well as the number of nodes. Therefore, giving a specific combination of job type and bandwidth, the preference between LEEN and CLP is determined by many factors. It would be better to use a learning technique to make the choice.
In this paper, we propose BAPM, a novel partitioner, which can not only make a proper choice between LEEN and CLP but also leverage the naive Bayes classifier by considering the job type and network bandwidth as classification attributes when a MapReduce job finishes map tasks. We consider the LEEN and CLP algorithms for the following reasons. First, the two algorithms consider both data locality and data skew on the reduce side, but with opposite preferences. Second, both algorithms take intermediate data as input. Hence, the inputs are very similar. Finally, the two algorithms show better performance than native Hadoop. The contributions of this study can be summarized as follows: (1)We propose BAPM, which improves the job execution time by properly selecting LEEN or CLP in consideration of the job type and bandwidth. (2) According to the amount of intermediate data that should be transmitted from mappers to reducers, we classify popular jobs, which could be coded using MapReduce model, into a special category. This is useful for our classifier. (3)We conduct a performance evaluation using BAPM in a Hadoop cluster. Based on our training sets, the selection accuracy of BAPM reaches 95.15%. Comparing with other popular algorithms, the improvement caused by BAPM reaches 31.31%
The rest of this paper is organized as follows. Section 2 reviews some related studies. Section 3 briefly introduces the CLP and LEEN algorithms. Section 4 describes our BAPM in detail. Section 5 describes the performance evaluation of BAPM. Finally, Sect. 6 concludes the paper with a brief discussion on the scope for future work.
Related Work
There are many approaches for improving the data locality of Map tasks. Tan et al. [9] designed a resource-aware scheduler for Hadoop to mitigate the job starvation problem and improve the overall data locality, it utilizes wait scheduling and random peeking scheduling for map tasks in order to optimize task placement.
Many studies have focused on the locality of reduce tasks. EP [10] formulated a stochastic optimization framework to improve the data locality for reduce tasks with the optimal placement policy exhibiting a threshold-based structure. In presence of job arrivals and departures, EP assigned the Reduce tasks of the current job to proper nodes by taking fetching cost and data locality into account comprehensively.
Current MapReduce implementations have overlooked data skew, which is a major hurdle to achieve successful scale-up in parallel computing systems. SkewTune [11] adjusts the data partition dynamically: after detecting a straggler task, it repartitions the unprocessed data of the task and assigns them to new tasks in other nodes. LIBRA [12] is a system that implements a set of innovative skew mitigation strategies. LIBRA can handle data skew not only on the map side but also on the reduce side. First, LIBRA uses an efficient sampling method to achieve a highly accurate approximation for the distribution of the intermediate data. Then, it speeds up MapReduce by allowing reduce tasks to start copying as soon as the chosen sample map tasks are completed. Finally, it uses range partition to support the splitting of large keys when permitted by application semantics and performs total order sorting of the output data.
Many studies have comprehensively investigated data locality on the map side as well as data skew. Hsu et al. [13] proposed a method for improving MapReduce execution in heterogeneous environments. The method achieves higher performance by dynamically partitioning data before the map phase in order to improve the locality of map tasks, and it uses virtual machine mapping in the reduce phase in order to balance the workload among reduce nodes.
Some studies [5] , [6] have comprehensively investigated data locality for reduce-side as well as data skew, which we will describe in Sect. 3. However, all the aforementioned approaches have ignored the fact that different sequences of data locality and data skew could affect the MapReduce execution time under varying network bandwidth. Our approach, i.e., BAPM, can solve this problem and improve performance.
LEEN and CLP
Because BAPM combines LEEN and CLP, we briefly introduce the two algorithms in this section, and we demonstrate their data locality and data skew characteristics through examples.
LEEN
In order to keep track of all intermediate key frequencies and key distributions, LEEN uses asynchronous map and reduce schemes. The partition function using KeyID as a unique ID is implemented on the intermediate key. Thus, LEEN produces data files and a metadata file. The number of data files is the same as the number of keys. The metadata file contains a frequency table, which includes the number of records in each file and represents the key frequency. Finally, when all map tasks are done, all metadata files will be aggregated. Then, the keys will be partitioned into different DataNodes, which store the data on HDFS (Hadoop data file system), according to the LEEN algorithm. LEEN considers data locality ahead of data skew. The LEEN algorithm is described as follows: (1) Suppose that there are m key-value pairs after the map phase and n Reducers in the cluster. ( 2) The hosted data on each node is set to their initial values, which can be obtained from the frequency table.
(3) For a specific key K i (0 < i < m), in order to achieve the best locality, LEEN selects the node with maximum frequency of key K i . Therefore, LEEN sorts all nodes in descending order according to the frequency of key K i in every node N j (0 < j < n). (4) LEEN compares the current node with the next node, having the second-hightest frequency. To address the load imbalance among reducer nodes, LEEN introduces the Fairness-Score. The Fairness-Score of each node is the variation in the expected hosted data among all nodes if the key i is partitioned to this node. A lower value is preferred. If the Fairness-Score of the next node is better than that of the current one, the next node is accepted. Thus, LEEN recursively tries nodes with lower Fairness-Scores. (5) After selecting the node, LEEN moves all <K i , value> pairs in a cluster to the selected node N j and calculates the new values of the hosted data on different DataNodes. (6) Then, LEEN will continue to process the rest of the keys with the same strategy.
We believe that LEEN considers data locality prior to data skew for the following reason. First, locality is considered in step 3 of the LEEN algorithm, before data skew in step 4. Specifically, when selecting a proper destination node for a special K i , LEEN first sorts all nodes in descending order according to the frequency of K i in every N j . This ensures that the locality of the previous node is better than that of the next node. Then, LEEN considers the data skew through the Fairness Score. Therefore, regardless of which node is finally chosen, its locality is better than that of the subsequent nodes. Actually, from the example presented in Sect. 3.3 and experiments, we find that LEEN's improvement in data locality is greater than that in data skew.
CLP
CLP considers data locality based on data skew on the reduce side. The CLP partition algorithm consists of three main parts. In first part, CLP uses random sampling to analyze input data and uses an extra MapReduce job to gather information about data distribution. In the second part, CLP designs the same number of reducer nodes, and each data cluster is sent to one reducer. The data with the same key will be stored into the same data cluster. In order to balance the load of each reducer when processing skewed data, CLP provides a heuristic partition method to combine data into data clusters so that every data cluster has similar data size. The final part is the locality partition part, which assigns data clusters to suitable processing nodes according to data locality. CLP uses RP k (1 < k < n), which represents each of the data clusters produced in the second part, n is the number of reduce nodes. The algorithm in the final part is summarized as follows: (1) CLP calculates the locality of key K i in node N j . (2) CLP calculates the sum of the data size of each data cluster RP k (1 < k < n), which is represented by S um RP k , and then sorts the data clusters in descending order of S um RP k . (3) The locality-partition part enters into n iterations. In this paper, we use Equation (2) to measure the data locality, where Key Count denotes the total number of data in Node j. In each iteration, CLP selects the best reducer in consideration of data locality and the impact factor of load balance. The data cluster at the head of RP will be sent to the best reducer. (4) CLP removes the reducer selected from the reducer set and proceeds to process the remaining data clusters with the same strategy. This example demonstrates the inconsistency in key distribution, which affects data locality on the reduce side. As shown in Fig. 1 , the key distribution is inconsistent among the nodes. The data transmission amounts will be noticeably different with various partitioning strategies. In this example, the data transmission amount is 44 records when running LEEN and 47 records when running CLP is, the former is smaller than the latter by 6.82%. When data size is large, LEEN can reduce data traffic significantly.
The example also shows the variation in the intermediate key frequencies, which could cause load imbalance among the reducers. The total key frequency on each node is 29, but the frequency of each key varies (6, 8, 10, 13, 20 , and 30). When the hash partitioning varies, the distribution of reducer inputs will be different. In this study, we define the data skew rate, expressed by Eq. (3), to describe the degree of balance of key frequency among all the Reducers, where FK j i denotes the frequency of K i (1 < i < m) in the data node N j (1 < j < n),and Mean denotes the mean of all the FK j i values. The data skew rate of the Reducer input is 2.16 when running LEEN and 0.82 when running CLP.
In this study, a larger data transmission amount leads to longer execution times. Lower data skew rates result in better performance. The results indicate that for LEEN, the improvement in data locality is greater than the alleviation of data skew. In contrast, for CLP, the alleviation of data skew is greater than the improvement in data locality.
BAPM
In this section, we present BAPM, a new partitioner for Mapreduce. First, we discuss how to classify MapReduce jobs and measure bandwidth. Finally, we describe the naive Bayes classifier used in BAPM.
BAPM in YARN
This section describes the design of the proposed bandwidth-aware partitioner frame, namely, BAPM. The architecture of BAPM is shown in Fig. 2 . In particular, each Data Amount Monitor records the input data amount and output data amount of each map task. Each Data Frequency Table ( (1) In BAPM, the job type could be input by users or determined automatically. The Data Amount Monitor will compute the amount of input and output of each Map task, this is an essential preparative work for job type determination. DFT counts and records intermediate key-value pairs generated by a map function in every DataNode, the number of pairs corresponding to every key is represented as key frequency. After all the map tasks are completed, the information data, which consists of the job type that the user inputs or the statistical data from the Data Amount Monitor, and the key frequencies in DFT will be transmitted from the Application Master to the Resource Manager through heartbeat messages.
(2) When the Resource Manager receives the information data, it transmits corresponding data to the GDFT and Job Type Judger, respectively. Then, the GDFT will summarize all the key frequencies in each DataNode into a table, which will be used in LEEN and CLP later. The style of GDFT is similar to the tables in Fig. 1 
.4. The
Training Unit records the information of all MapReduce jobs that have been run before, including job type, bandwidth, and the partitioning algorithm adopted. In order to speed up probability calculation, in the Training Set, we record statistical information such as the number of times LEEN is selected, the number of times the job type is inputreduce-heavy when LEEN is selected, and so on. We also add current job information to the Training Set and update the statistics after the partitioning algorithm is determined, this will enable BAPM to further increase the selection accuracy. (4) When the partitioning algorithm is determined, the Algorithm Unit will generate the partitioning result using the table in GDFT, and the result will be transmitted back through the resource response messages from the Resource Manager to the Application Master.
Job Type
There are many problems that are suitable for the MapReduce framework. In many situations, users have to be aware of the system resources being used by the MapReduce job, especially inter-cluster network utilization. The execution time of jobs whose mappers produce a large number of keyvalue pairs is strongly dependent on network conditions in a cluster, therefore, it is necessary to categorize jobs with the amount of intermediate data transmitted from mappers to reducers. If the amount of output of the map phase is almost the same as or greater than the input data for a job, we refer to this job as a reduce-input-heavy job. In contrast, if the amount of data transmitted to the reducers is obviously less than the mapper input for a job, we refer to this job as a reduce-input-light job. In particular, there is a certain type of jobs that do not contain the reduce phase, we refer to them as reduce-input-zero jobs. We classify popular MapReduce jobs using the rules stated above and the results are listed in Table 1 .
Bandwidth Monitor
Bandwidth is an important issue in networks. The Bandwidth Monitor in BAPM gets current bandwidth of a link by monitoring the traffic through it ports. Bandwidth Monitor sends a port statistical message to a certain port. Then, a return message is received. From the return message, Bandwidth Monitor gets information such as the number of transmitted and received packets, the number of transmitted and received bytes, the duration of this process, and the number of bytes of the transmitted message. The result is divided by the duration time of the process, which gives the current bandwidth of this port. Moreover, we can obtain the remaining bandwidth of this port by subtracting the current bandwidth from the maximum bandwidth that can be configured. As we have described in Sect. 1, the bandwidth mutation does not happen in Hadoop, so the bandwidth values obtained by the Bandwidth Monitor are effective.
Bayes Compute Unit
Because the Naive Byes classifier is used in the Bayes Compute Unit, we introduce it here. Given a problem instance to be classified, represented by a vector X={x 1 ,x 2 ,...,x m } containing m features, we assume that all features are independent, C={y 1 ,y 2 ,...y n } denotes a category set that contains n categories. The naive Bayes classifier determines the category y i (1 i n) to which the instance X will be assigned. In other words, it will find the maximum among the conditional probability set {P(y 1 |X), P(y 2 |X),...P(y n |X)}. Under the independence assumptions, using Bayes' theorem, the conditional probability P(y i |X)(1 i n) can be decomposed as
The workflow of the Bayes Compute Unit is shown in Fig. 3 and described as follows. In the preparation stage, we determine the features and their division. There are only two features in BAPM, job type and bandwidth, in vector X, x 1 denotes the job type, x 2 denotes the bandwidth. Obviously, the two features are independent. The division of x 1 includes the job types introduced in Sect. 4.3. The division of x 2 , i.e., bandwidth, has been described in Sect. 4.2. In the category set C, y 1 denotes the LEEN algorithm and y 2 Fig. 3 The flow chart of Bayes classifier.
denotes CLP. After obtaining the training data set, BAPM enters the Classifier Training stage.
In this stage, firstly, BAPM respectively executes a special MapReduce job, WordCount or Sort, with two algorithms, LEEN and CLP, on a training data set under a specific bandwidth. Then, the algorithm with the shorter execution time will be determined as the selected algorithm in this case. In our experiments, BAPM conducts the same work 30 times repeatedly under each of different bandwidths. Finally, BAPM obtains P(y i ) for every category. and the conditional probability of every feature in all divisions.
When a MapReduce job with testing data set arrives, BAPM uses the trained Naive Bayes classifier, to perform the classification. The reasons for employing the naive Bayes classifier to perform selection are as follows. First, the naive Bayes classifier works well because the categorical attributes, bandwidth and job type, are independent. Secondly, compared with other classifiers, the naive Bayes classifier shows efficient and stable classification when the number of features and categories are not large [15] . In our BAPM, we have only two features and two categories. Thirdly, because BAPM is able to compute and record the results in a component namly the Training Unit (introduced in Sect. 4.2) each time, we can efficiently obtain the previous probability using the naive Bayes classifier in the next instance.
Evaluation

Experiment Environment and Preparation
In this study, all experiments are performed on a homogeneous Hadoop cluster running a stable version of Hadoop 2.6.0. Our experiments are executed on 7 servers with 16x86 4 cores and 16 GB of RAM. The servers are interconnected by an Ethernet switch with 1 Gbps links. We evaluate BAPM performance in a virtual cluster comprising 31 virtual machines (VMs). A VM is deployed on a server to act as the master node (Namenode). We also deploy five VMs on each of the six PMs, hence, the cluster size is 30 nodes (DataNodes), the maximum number of tasks on each DataNode is set to 6. All the virtual machines are configured with 2 CPU cores and 1 GB memory. We configure the HDFS chunk size to be 64 MB. Because bandwidth is a critical attribute of the naive Bayes classifier, we vary the bandwidth (from 100 Mbps to 1 Gbps at intervals of 100 Mbps) in our cluster with OpenFlow.
We train the Bayes classifer by running WordCount and TeraSort on a 8 GB synthetic data set of data skew rate 0.2. which is described in Sect. 4.4. BAPM's training stage is conducted before the classification application stage, so there should be no training time spent for any specific MapReduce job, and therefore, we do not take it into consideration when calculating the total time.
In order to ensure accuracy, in this paper, we perform each group of experiments at least 10 times and take the mean value as the final result so as to reduce the influence of the variable environment.
Selection Accuracy of BAPM
To verify BAPM's improvement performance by doing proper selection from LEEN and CLP, we run BAPM for Grep and Join, which represent reduce-input-light and reduce-input-heavy jobs, respectively, on a 12 GB synthetic data set of data skew rate 0.6. Figure 4 shows execution time of LEEN, CLP and BAPM for Grep and Join under various bandwidths. LEEN exhibits less execution time than CLP under relatively small bandwidths; while under large bandwidths, CLP outperforms LEEN. Therefore, there is a turning point on bandwidth between LEEN and CLP to obtain optimal performance. BAPM can find such a tuning point on bandwidth. We notice that BAPM's polyline tends to overlap the polyline representing the algorithm that gets the shorter execution time between LEEN and CLP when bandwidth is far away from the turning point, such as 200 Mbps and 900 Mbps. This can be explained as the distinct difference of execution time between the LEEN and CLP in those cases lead to a high conditional probabilities of characteristic attributes in naive Bayes, which makes our BAPM select the proper algorithm accurately. In contrast, when the bandwidth is near to the tuning point, such as 400 Mbps and 500 Mbps in Fig. 4(a) , the BAPM's polyline is slightly different with the lowest polyline, which means that there is no obvious distinction in terms of execution time between the two algorithms in those cases, and it leads to the conditional probabilities of characteristic attributes in naive Bayes be- ing almost equal. Therefore, our BAPM can perform proper selection between the two algorithms, but not easily. Nevertheless, this can be improved along with the increase in the number of times that our Training Data Set is processed. We record the execution time in every phase of MapReduce. Table 2 shows the results under bandwidths of 200 Mbps and 900 Mbps. For Grep, when the bandwidth is 200 Mbps, LEEN is 109 seconds faster than CLP in the shuffle phase, and is only 13 seconds slower than CLP. This indicates that data locality has more impact on execution time than load balance, so LEEN should be in favor and BAPM does select it. Similarly, BAPM selects the proper algorithm in all other cases. Generally, BAPM achieves 95.15% and 93.98% selection accuracy for Grep and Join, respectively. The improvement in execution time reaches 10.34% and 9.58% when LEEN and CLP are selected, respectively.
BAPM cannot lead to large performance degradation even in the case of selection failure. First, the probability of selection failure is higher when the bandwidth is set to be close to the turning point. In this case, the execution times of LEEN and CLP are close, therefore, even if BAMP selects the wrong algorithm, it will not cause much performance degradation. Secondly, when BAPM fails to select an algorithm under a bandwidth that is significantly larger or smaller than the turning point, the execution time is much longer than that in the case of a correct selection. Nevertheless, because LEEN and CLP achieves greater improvements in execution time than native Hadoop, which will be described in Sect. 5.3, BAPM can not cause large performance degradation. From Table 2 , we also find the overhead of BAPM is trivial because the conditional probabilities have been computed and stored in the training stage, and only result querying is needed in the classification application stage.
Evaluate BAPM by Running Various Types of Jobs
In this section, we run BAPM for Grep and Join, which represent reduce-input-light and reduce-input-heavy jobs on various data sets, respectively. We compare BAPM with SkewTune [11] , EP [10] and native Hadoop. SkewTune focuses on the performance degradation caused by data skew in MapReduce and EP improves data locality of Reduce tasks. Figure 5 shows execution time of Skew-Tune, EP, Hadoop and BAPM for Grep on various data sets. In 5(a) , size of the data set is 6 GB and data skew rate is 0.2. BAPM and EP have the smallest execution time compared with the other two algorithms under all bandwidths. This is because both EP and BAPM seek to improve data locality, which is a major affecting factor with a relatively low data skew rate. For BAPM and EP, when the bandwidth is relatively low, EP achieves a little faster performance, this is because BAPM takes extra overhead to do data sampling and selection from LEEN and CLP. Nevertheless, when the bandwidth is large, BAPM outperforms EP. This is because BAPM also considers data skew, which becomes more important when the bandwidth grows. In Fig. 5(b) , the data set size is changed to 12 GB, and the data skew rate is kept at 0.2. All the algorithms spend more time, but maintain similar relative difference as in Fig. 5(a) . In Figs. 5(c) and 5(d), the data skew rate is changed to 1.2, and the sizes are 6 GB and 12 GB, respectively. BAPM outperforms all the other algorithms under all bandwidths. This is because BAPM comprehensively considers both data skew and data locality. Specifically, compared with Hadoop, SkewTune and EP, the improvement range of BAPM is 11.1-28.6%, 10.9-19.8% and 5.4-16.7%, respectively. Figure 6 shows execution time of Skew-Tune, EP, Hadoop and BAPM for Join on the same four data sets we have described in the previous paragraph. We notice that all the algorithms maintain similar relative difference as in Fig. 5 , but spend more time. This can be explained as Join is a reduce-input-heavy job, it generates much data traffic than Grep. In conclusion, compared with Hadoop, SkewTune and EP, the improvement range of BAPM is 19.5-31.3%, 15.6-22.8% and 13.5.4-18.7%, respectively.
Evaluate BAPM on a Social Network Analysis Application
We run BAPM on a social network analysis application on two data sets of www.stackoverflow.com, Posts and Users of sizes 10.58 GB and 3.55 GB. Given these two data sets, the intent of the application is to count how many times each age group of Users has posted to each tag in Posts. The application contains two MapReduce jobs. As Fig. 7 shows, the first job is a reduce-input-light job similar to WordCount, while the second job is a reduce-input-heavy job running Join to enrich user information. BAPM is compared with SkewTune, EP and naive Hadoop under various bandwidths, and the results are shown in Fig. 8 . Specially, we notice that when the bandwidth is 200 Mbps, the first job of BAPM, i.e., BAPM(job1) in Fig. 8 , is slower than EP(job1), the reason is described in Sect. 5.3. This disadvantage is offset by BAPM(job2). Finally, the total duration of BAPM is the shortest in this case. Overall, BAPM has the fastest performance under all the bandwidths for all the jobs. Specifically, BAPM is 8.66%-29.58% faster than the other algorithms.
Conclusions
Locality and data skew on the reduce side are two important performance factors in MapReduce. Experiments have shown that the processing order of the two factors affects the execution time under different bandwidths. In this study, we first propose a bandwidth-aware partitioner, namely, BAPM, which employs the naive Bayes classifier by considering bandwidth and job type as classification attributes for proper selection of the algorithm (LEEN or CLP) under various bandwidths. Then, we divide MapReduce jobs into three types according to the amount of intermediate data transmit from the map nodes to the reduce nodes in a cluster after the map phase. To quantify the performance of BAPM, we conduct experiments in a Hadoop cluster under different bandwidths, and use BAPM to execute various benchmarks and a social network analysis application with different testing data sets. Our experimental results show that BAPM can achieve up to 95.15% selection accuracy and 31.31% improvement in execution time under specific bandwidths.
