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ABSTRACT
The tradition of  building musical robots and automata is thousands of  years old.
Despite this rich history, even today musical robots do not play with as much nuance
and subtlety as human musicians. In particular, most instruments allow the player to
manipulate timbre while playing; if  a violinist is told to sustain an E, they will select
which string to play it on, how much bow pressure and velocity to use, whether to use
the entire bow or only the portion near the tip or the frog, how close to the bridge or
fingerboard to contact the string, whether or not to use a mute, and so forth. Each one
of  these choices affects the resulting timbre, and navigating this timbre space is part
of  the art of  playing the instrument. Nonetheless, this type of  timbral nuance has been
largely ignored in the design of  musical robots. Therefore, this dissertation introduces a
suite of  techniques that deal with timbral nuance in musical robots. Chapter 1 provides
the motivating ideas and introduces Kiki, a robot designed by the author to explore
timbral nuance. Chapter 2 provides a long history of  musical robots, establishing the
under-researched nature of  timbral nuance. Chapter 3 is a comprehensive treatment
of  dynamic timbre production in percussion robots and, using Kiki as a case-study,
provides a variety of  techniques for designing striking mechanisms that produce a range
of  timbres similar to those produced by human players. Chapter 4 introduces a machine-
learning algorithm for recognizing timbres, so that a robot can transcribe timbres played
by a human during live performance. Chapter 5 introduces a technique that allows a
robot to learn how to produce isolated instances of  particular timbres by listening to
a human play an examples of  those timbres. The 6th and final chapter introduces a
method that allows a robot to learn the musical context of  different timbres; this is
done in realtime during interactive improvisation between a human and robot, wherein
i
the robot builds a statistical model of  which timbres the human plays in which contexts,
and uses this to inform its own playing.
ii
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Chapter 1
INTRODUCTION
1.1 Motivation
It has often been pointed out that the proliferation of  personal computers and in-
expensive audio hardware and software has made it easy for anyone to create music.
However, these systems focus on solo, offline production of digital music. Contrastingly,
many people also enjoy the realtime production of analog ensemble music, as is made ev-
ident by the large number of  community orchestras, choirs, and other ensembles in
the world. Aside from being pleasurable for the participants, making music in these
settings may help build musical skills which are not used in offline music production,
such as improvisation, counting, reading, listening, and other general performance skills.
More broadly, this type of  music making may have academic, psychological, or other
non-musical benefits [1], and might improve general cognitive skills [2]. Unfortunately,
even the most amateur of  these ensembles still have a relatively high barrier to entry,
as oftentimes participants must already play an instrument and read music with some
proficiency, have the desire to do so in the company of  others, and have the time to
commit to regular rehearsals. These skills can be difficult to acquire, and modern tech-
nology has done little to bring this type of  music making to the large number of  people
who do not possess them. In order to address this, I have developed a robotic musical
instrument, motivated by the desire to design a companion device that amateur musi-
cians could have in their home, which would give them the benefits of  playing in an
ensemble with less hassle and a lower barrier to entry. The goal of  this is not to replace
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Figure 1. Kiki, a robotic percussionist with dynamic timbre-production capabilities.
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human musicians with robots, but to use robots to fill in niches that are not currently
occupied by humans.
1.2 Broad Research Question
A companion robot that plays only preprogrammed music or only plays music in
a particular style, without ever doing anything surprising, may quickly become boring,
not keeping the human’s interest long enough to foster the intended benefits. Con-
sequently, a robotic companion would ideally listen and play along in a way that is
responsive and appropriate to the stylistic features of  the human’s playing. What are
these stylistic features, and how can a robot know how to use them? This leads to the
broad statement of  the research question presented in this dissertation:
How can musical robots learn to play by listening to humans play?
1.3 Previous Work
Of  course musical robotics is an active field, and a great amount of  work has already
been done towards making them interactive in interesting ways, yet there also remain
many outstanding questions. In order to refine the research question, it is useful to
examine the broad outstanding questions in the field as stated by some of  its practition-
ers. They have undertaken the study of  musical robotics to “study the human motor
control from an engineering point of  view … to understand better the human-robot
interaction from a musical point of  view … to create new ways of  musical expression
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from a musical engineering point of  view” [3], to attempt to address the problem that
current robots “lack the ability to understand and process the emotional states of  real
humans and to develop and synthesize an emotional state and personality of  their own”
[4], “to facilitate meaningful musical interactions between humans and machines” [5],
to study and aid in the development “human acceptance of  personal, social, and service
robots” [6], “to have a musical robot perform on stage, reacting and improvising with a
human musician in real-time” [7], and to “test the effects of  embodiment, visual contact,
and acoustic sound on musical synchronization and audience appreciation” [8].
1.3.1 The Role of  Timbre
A successful realization of  each of  these goals is likely to depend in some way upon
close attention to the timbre of  sound produced by the musical robots. For example,
it has been shown that, for human percussionists, slight variations in motor control of
the drumstick can result in variations in timbre that are perceivable to listeners [9], and
that variations in timbre are consistent across performances [10], so an assessment of
timbral production in a percussion robot would be key in demonstrating the degree
of  understanding of  motor control mechanisms. It has also been shown that “timbre
independently affects the perception of  emotions in music” in a way that is “robust”
[11], and that this effect might even be, in some cases, applicable across cultures [12].
This suggests that the quality of  emotional interactions with musical machines could
be enhanced by giving greater attention to the timbre of  sound produced by those
machines. Furthermore, human performance tends to contain pervasive subtle timbral
nuances [13], so the degree of  ‘meaningfulness’ in a musical interaction with a machine,
or its success as a live performer, may depend upon the machine’s ability to produce
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subtle timbral variations. Consequently I also believe that timbre will be important in
the context that motivates me, i.e. engaging musical robot companions at home.
The role of  timbre is not only limited to some abstruse research questions in an
arcane branch of  academia. As part of  a study for this dissertation, I asked a variety of
musicians “How would you describe the role of  timbre in music?” Their responses were
surprisingly emphatic and superlative. “Without timbre there is no music, so timbre is
one of  the, or maybe the most primary feature of  music.” “The role of  timbre in music
cannot be overstated. It is connected to memory and emotion and affect in ways that
… note, pitch, and duration [are not].” “It is super important. Composers are known
just for being timbral masters … so I would say it is a very huge part of  music.” “Timbre
I would say would be an axis adjacent to [rhythm and pitch], at another 90 degrees, so a
third dimension, and that is like the quality or type of  sound which can be modulated in
real time with pitch and rhythm to create a whole other dimension to music.” “It plays
a huge role in the music that I make … electronic music is really in my opinion defined
by timbre or the immediate control or manipulation of  timbre.” “In the music that I’m
interested in it actually has a huge role.”
The importance of  timbre notwithstanding, very little explicit attention has been
given to the timbre of  musical robots. The few treatments which do exist shall be
discussed at the relevant places throughout the body of  this dissertation.
For now, let it suffice to notice that the word ‘timbre’ comes from the Greek word
for ‘drum’, and for many drums, especially hand drums, timbre is the primary parameter
that the player manipulates while playing (as opposed to pitch for the majority of  or-
chestral instruments). Therefore, percussion robots in particular are specially suited to
the study of  timbre. Indeed, many mechanical percussionists have been built and evalu-
ated. However, these robots almost exclusively employ wooden drumsticks or mallets
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mounted on a pivot and actuated by a spring-loaded solenoid or other linear actuator,
and produce only a single, static timbre. The evaluations of  these systems, rather than
measuring timbre, usually measure physical quantities such as force, velocity and repeti-
tion rate. For example, Kapur et al. measured impact speed as a function of  pulse-width
for a variety of  solenoid-based drumstick actuators [14]. Similarly, Velez et al. report
the impact force at the end of  a solenoid-actuated drumstick [5]. Weinberg and Driscoll
report the repetition-rate and stroke length (important for providing visual musical cues
to humans) of  solenoid and linear induction motor actuated drumsticks [15]. McVay et
al. report the fretting speed, fretting accuracy, plucking velocity and other measures of
a guitar-like machine [16]. Long considers a large variety of  percussion actuator designs
and reports their latency, loudness, and repetition rates [17]. Although these studies
provide important results, they do not address timbre.
1.4 More Refined Research Question
Another participant (a percussionist) in the aforementioned study, addressing the
role of  timbre in music, discussed specifically the role of  timbre in human versus ma-
chine percussion. “There is the old joke: drum machines have no soul. Old drum
machines literally recorded whack on the snare, and you could record snap, snap, snap all
day long on a snare on [beats] 2 and 4 but there is something different between 2 and
4 for a human drummer; a minute placement of  the stick, maybe it didn’t quite catch
the rim each time…” He is suggesting that drum machines sound mechanical because
they don’t manipulate timbre in the way a human would. What are these differences
in timbre between strokes, do humans use them systematically, and how can they be
incorporated into a robot’s musical model?
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This leads the more refined version of  the previous research question:
How can musical robots learn to use timbre by listening to humans use timbre?
To address this I have built a percussion robot named Kiki, shewn in Figure 1,
with the aim of  directly studying robotic timbre. I have chosen djembe because its
playing technique consists almost exclusively in timbral manipulation, but its technique
is somewhat mechanically simpler and more manageable than other instruments for
which this is true, such as tabla. In this endeavour, I hope to make small steps towards
the larger questions in the field by laying the foundations for a more sophisticated use
of  timbre in musical robots.
1.5 Contributions of  this Dissertation
The outcome of  this dissertation shall therefore be a set of  tools and methods for
dealing with timbre in percussion robots, designed for realtime collaborative music-
making between a human and machine. The first set of  tools shall pertain to the robotic
production of  timbre. These shall include an analysis of  the dynamics of  human drum play-
ing, the timbral characteristics of  striking mechanisms, and the dynamic and kinematic
requirements of  a robot that will dynamically produce a variety of  timbres. The second
set of  tools shall pertain to the robotic analysis of  timbre. These shall include realtime
classification of  a human interactor’s timbre for drum-stroke transcription, and also
robotic self-analysis of  timbre so that the robot can assess and improve it’s own sound.
The final set of  tools shall focus on realtime interactive statistical learning of  rhythms,
where a rhythm is understood to be a distribution of  timbres in time, specifically ad-
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dressing challenges presented by the nontrivial timbral production and analysis tools.
Additionally, this dissertation presents a deep historical perspective on robotic musical
companionship, establishing humanity’s long-standing desire for musical machines that
imitate humans in form and function.
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Chapter 2
PREHISTORY OF MUSICAL ROBOTS
2.1 Introduction
Automated musical instruments date at least as far back as the beginning of  hu-
mankind’s written record. From a distance, many of  these instruments seem like ex-
tremely extravagant, if  not futile, ways of  accomplishing simple tasks. Consider al-
Jazari’s clepsydrae (to be discussed in detail anon) that employ remarkably baroque
means of  marking the passage of  time, including at times ensembles of  musical au-
tomata to sound the hour – would a simple graduated cistern with a tap in the bottom
not serve the same purpose? Why music, and why humanoid? What drives people
to imbue machines with aesthetic beauty, or to build machines that produce aesthetic
output, and why are such machines often built in the image of  humans? Perhaps one
reason amongst many is humankind’s desire for musical companionship. Perhaps the time-
keeping functionality of  a clepsydra is only an excuse to have regular small interactions
with musicians at home, in a context where it is not practical to use real human musi-
cians. Because Kiki is also motivated by the idea of  robotic musical companionship, it
is useful to look more closely at this work.
Moreover, the drive to create creative machines is not futile. Closer inspection re-
veals that the study of  musical robots and automata has always held a unique role in
the advancement of  technology, according to the concurrent relationship between tech-
nology and society. For example, the water-pressure-regulating mechanism that was
originally designed by Apollonius of  Perga to solve the engineering challenge of  contin-
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uously driving air through a flute was eventually expanded by al-Jazari into a variety of
similar mechanisms, in part for his clepsydrae. One of  these mechanisms, once society
decided to combat sanitation issues with indoor plumbing, became the flushing mecha-
nism still used in modern toilets. Similarly, Vaucanson, who built one of  the first auto-
matic looms, which famously inspired the ire of  the Luddites, also famously built two
of  history’s most sophisticated musical automata. These automata were widely admired
and marveled, despite using similar technology as the contested loom; this perhaps
helped in some small way to improve society’s overall feelings about that technology
in this critical time at the start of  the industrial revolution. Today, the current state of
technology has made interactive musical robots possible for the first time in history. This
has opened up a wide variety of  potential applications, such as music education, physical
therapy, improvisatory performance, new models of  human-machine interaction, con-
trol theory, biomimicry, hard AI problems pertaining to creativity, and the psychology
of  affect. Can interactive musical robots help music students acquire certain skills more
effectively than practicing alone? Can these robots help elderly people maintain their
cognitive skills as they age? Would benefits need to be limited to those with prior musi-
cal training? Can composers or choreographers create new forms of  artistic expression
using musical robots? Can everyday noisemaking objects that are typically considered
a nuisance, like beeping microwaves and cellphones, be improved with techniques de-
veloped for musical robots such as timbrally rich sounds and context-awareness? Can
artificial appendages built to meet the timing and precision requirements of  playing
an instrument be fruitfully employed in prostheses or manufacturing? Can models of
human-robot interaction developed in musical contexts improve how we interact with
computers more generally?
Overviews of  some important modern musical robots have been compiled in [7]
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and [18]. The works presented therein may be considered as previous work to this
dissertation. What these modern overviews do not establish as well as a deep historical
one is humankind’s long-standing desire for musical companionship, and the long-term
relationship between musical machines and technology more generally. So rather than
repeating the modern studies, this chapter prevents a very long view into the history of
the field.
2.2 Greek Antiquity and the Islamic Golden Age
The first attempt to mechanize a musical instrument is no doubt lost to history.
By the 4th century BCE there already existed sophisticated mechanically wind-fed or-
gans in advanced stages of  development, and at that point the practice was probably
centuries old [19]; the earliest ones probably operated by means of  mechanical bellows.
The ancient history of  mechanical instruments is probably even older still, if  we con-
sider predecessors to the organ, such as the bagpipes or aeolian harp, to be ‘mechan-
ically’ wind-fed. In the first few centuries BCE, the Greeks laid the foundations for
the fields of  Hydrostatics, Pneumatics, and Hydraulics, which together provided more
sophisticated means of  supplying energy to a wide variety mechanical devices, including
musical automata. One very famous example from the 1st century AD, is the altar or-
gan in Section 77 of  Hero’s Pneumatica [20], which is fed air via a windmill-driven piston,
although a human would then presumably finger the organ. In the middle of  the 1st
millennium AD, scholars in the Middle East (such as the Banu Musa in Baghdad) began
importing and translating these and other scientific manuscripts from all over the world.
In the following centuries, while the Dark Ages consumed Europe, the techniques of
building all manner of  mechanical device, including mechanical musical instruments,
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flourished in the Middle East. A complete history of  the organ, or mechanical instru-
ments generally, will be out of  scope for the present paper. However, even in these very
early times, there developed a tradition of  building humanoid musical automata, which,
although functionally identical to non-humanoid mechanical instruments, nonetheless
betray a different way of  thinking about such devices. These humanoids are worthy of
separate consideration, and shall form the bulk of  the following discussion.
2.2.1 Archimedes
In the 3rd century BCE, Archimedes, the father of  hydrostatics, invented the first
known humanoid musical automaton. Although his original treatise does not survive,
his ideas are preserved in later Arabic translations [21][22]. This treatise describes a very
large and elaborate clepsydra (water clock). The basic premise of  a water clock is that
water will drain from a tap in the bottom of  a cistern at an even rate until the cistern
is empty, and this can be used to mark the passage of  time. In principle, time could
be measured with a simple graduated cistern. In practice, however, the kinetic energy
in the water falling from the cistern was used to power complex mechanical devices
which show the passage of  time. In Archimedes’ clock the falling water drives a water-
wheel which slowly moves a figurine of  an executioner with a sword forward along a
track, past figurines of  several fettered prisoners with hinged heads. Every canonical
hour, the executioner knocks the head off  one of  the prisoners, so the time may be read
by counting the beheaded figurines. This clock contains many other elaborate devices
including that shown in Figure 2(a). This is a humanoid figurine holding a Byzantine
whistle, which is connected via a pipe to a large vessel with two chambers. The upper
chamber is connected to the lower chamber via a cylindrical syphon. After water falls
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Figure 2. (a) Archimedes’ flute-playing automaton, (b) Hero’s flute-playing automaton.
Source: (a) British Museum MS23391 f. 20 v. [21], (b) [23] p. 71. Note that the figure in
Woodcroft’s source manuscript [20] f. 36 r. shows only the base and not the figure.
through the other mechanisms in the clock, it is collected in the top chamber of  the
cistern. Once the water in that chamber has reached the top of  the siphon, which will
take 12 canonical hours, the water will be syphoned into the lower chamber. As that
happens, the air in the lower chamber is expelled out through the tube and, subsequently,
the whistle. This results in a loud whistling sound that, according to the author, can be
heard from a ‘considerable distance’. The whistle signals that the clock’s main water
reservoir is empty, and must be manually refilled with the water which is now at the
bottom of  the flute cistern.
It is worth noting that this treatise also contains a description of  a fake tree with
mechanical birds that have Byzantine whistles hidden inside them, which operate on
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the same principle. Mechanical birds have their own history, which perhaps culminates
in the Parisian music-boxes of  the 19th century, although they will not be discussed
further in the present history.
2.2.2 Hero of  Alexandria
In the 1st century AD, Hero of  Alexandria wrote Pneumatica, in which he describes
many wind and water powered devices [23]. This treatise contains several automatic
singing birds and musical devices, operating on similar principles as those described
by Archimedes. One notable example is described in Section 49, depicted here in Fig-
ure 2(b). A figurine holding a trumpet stands on top of  a hemispherical chamber within
a sealed pedestal. A pipe connects the trumpet to the interior of  the hemisphere. The
hemispherical chamber has many small holes in the bottom. The pedestal (and conse-
quently the hemisphere) are filled partially with water. A person can expel the water
from the hemisphere (into the pedestal) by blowing into the bell of  the trumpet. When
the person removes their breath, the water will flood back into the hemisphere through
the holes in the bottom, thereby expelling air through the trumpet.
One problem with both of  these models is that once all of  the water has flowed
from one chamber into the other, the water must be manually transferred back in order
for the android to play again.
2.2.3 Apollonius
This latter problem was solved in the late 3rd century BCE by Apollonius of  Perga,
in a treatise which survives in a copy in the same manuscript as Archimedes’ [21], which
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Figure 3. Part of  Apollonius’s mechanical flute player, demonstrating a hydraulic air
pump. (a) Two stoppers (opened and closed via a spinning disc, not shown), allow
water to flow alternately into two chambers. (b) The interior of  the chambers; water
flowing into a chamber lands on a cup mounted on a lever, which causes the bottom of
the chamber to become plugged. This allows the chamber to fill, which causes the air
in the chamber to be expelled through a pipe (not shown). When water stops flowing
into a chamber, whatever water remains in the cup drains out a small hole in the
bottom, which causes it to raise on account of  a weight on the other side of  the lever,
allowing the water in the chamber to drain out the bottom. (c) Air-pipes emanating
from the tops of  the two chambers are connected to the flute via no-return valves.
Source: British Museum MS23391 [21] (a)f.22 v (b)f.23 r (c)f.24 v
is explained in [19]. He again describes a mechanism for feeding air into a flute. The
mechanism is driven by water falling from a cistern, which is filled by a stream so it is
continually full. Below the cistern is a waterwheel driving a system of  gears and levers,
constituting a hydraulic pump. The levers open and close valves which causes water to
flow alternately into two chambers below. While one chamber fills with water, its air is
expelled out into the flute through a no-return valve; at the same time, the absence of
water falling into the other chamber trips a lever which causes it to drain. Alternating
the chambers in this way allows air to be fed continuously into the flute with no further
human intervention. Part of  his design is shown in Figure 3.
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2.2.4 Banu (Sons of) Musa
The instruments discussed in the previous sections feed air into the flute but do not
finger it. An obscure work entitled ‘The Instrument which Plays by Itself ’ by the famous
9th century scientists Muhammad, Ahmad, and al-Hasan, sons of  Musa, describes a
machine that does this, and a translation is given [19].1 Air is continuously fed into the
flute using a mechanism similar to that of  Apollonius, but which also contains a means
of  regulating air pressure by expelling water from whichever chamber is currently filling
when the pressure becomes too great (i.e. when all of  the flute’s finger-holes are closed).
The finger-holes of  the flute are covered with little hinged flaps which plug the holes,
but which can be raised by levers. The levers are connected to a notched barrel, similar
in construction to those found in barrel organs or modern music boxes. The barrel
spins on account of  sharing an axle with a water-wheel, and when a raised notch on the
barrel comes into contact with a lever, it causes the flap on the corresponding finger-
hole to be opened. The authors suggest making the barrel of  large enough diameter to
contain several repetitions of  one melody in a half  rotation, and several repetitions of
another melody on the other half. They also suggest that the barrel can be twice as long
as needed to provide a second set of  melodies. An auxiliary mechanism controls the
flow of  water onto the water-wheel such that the tempo of  the music continually speeds
up and slows down to provide musical interest. The entire machine, which is roughly
150 cm (5 feet) tall, is hidden within the body of  a humanoid figurine. The authors
1The whereabouts of  the 12th century copy from which the translation was made is somewhat vague.
The translator says it is in the “Three Moons College of  the Orthodox Greek Church in Bairut Syria”,
a location unknown to Google. The contents of  the manuscript are so surprising that I would almost
doubt it ever existed, except that al-Jazari, in the first of  his chapters on perpetual flutes, references this
work. Interestingly, he says he saw only the figures, without the text, whereas the surviving manuscript
has only text and the figures are missing).
16
also suggest that a lute or psaltery player can be made in the same way. It is unclear
whether they built this, but they do provide some details about how it would be tuned
and how it could be made to play in unison with the flute. As an interesting side note,
the authors also describe a method of  recording the movement of  the android’s fingers
by engraving into a large wax-coated cylinder, which then can then be used to make
new melody barrels (through an unclear process). This is an interesting predecessor to
early 20th century audio recording techniques.
The Banu Musa automaton is often cited (e.g. on the internet) as being the first
programmable machine. This assertion appears to be made on the misunderstanding
that the barrel which drives the fingers is fitted with movable pegs. In the text, the
authors describe the barrel as being smooth and having notched rings (one for each
finger) fitted over it. My reading of  the text is that the rings and barrel are permanently
affixed to the device, and the authors make no mention of  their being manipulated
after construction. On the other hand, this does appear to be the first recorded use of
a pegged cylinder, which subsequently becomes the standard controlling mechanism in
musical automata. This also appears to be the first automata that is capable of  playing
complete pieces of  music, as opposed to single tones. It should also be noted that
another book by the Banu Musa called ‘The Book of  Ingenious Devices’ [24] contains
no mention of  musical automata (aside from a whistle that sounds when its base is
dunked in water), although it seems to be commonly confused with the similarly-named
book by al-Jazari, to be discussed presently.
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Figure 4. (a) Al-Jazari’s Water Clock of  the Drummers showing 7 musical automata (2
trumpeters, two generic-drummers, a kettle-drummer, and two cymbal players). (b)
Detail of  a generic-drummer. The drummer’s arm is controlled by a wire connected to
a horizontal lever, which is impinged upon by a peg on an axle driven by a
water-wheel. This diagram also shows a ‘jar’ whistle in the lower right, which makes
the sound attributed to the trumpeters; water from the water-wheel is collected and
funneled into a chamber. As the chamber fills the air is expelled out through the top
of  the chamber, into the whistle. Once the chamber is full of  water, a syphon drains it.
Source: (a) [25] This image is from a Turkish manuscript whose folios have been sold
individually to private collectors. (b) [26], folio 24 rectus. Scan courtesy of  the
Bodleian Library at Oxford. The same figure from a different manuscript, depicted
incorrectly, is at https://commons.wikimedia.org/wiki/File:
Arabic_machine_manuscript_-_Anonym_-_Ms._or._fol._3306_i.jpg
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2.2.5 Ismail ibn al-Razzaz al-Jazari
In The Book of  Knowledge of  Ingenious Mechanical Devices [27], al-Jazari de-
scribes several musical automata, including what seem to be the earliest descriptions
of  mechanical percussionists. Of  particular interest are a number of  percussion an-
droids. Chapter 2 of  Category I (the Water Clock of  the Drummers) describes a large
and elaborate clepsydra (clock) that contains, amongst other things, two cymbalists, two
drummers with generic drums slung over their shoulders and played with curved sticks,
and one seated drummer with two kettle-drums and curved sticks. The main illustration
is shown in Figure 4(a).
On every hour, “the musicians perform with a clamorous sound which is heard
from afar”. The two generic drummers and two cymbalists are wooden, and each have
one hinged arm, a hollow body, and one hollow leg. A copper cable is attached to
the moveable part of  the arm, and is threaded through the interior of  the body and
leg into a hidden chamber below. Pulling on the cable causes the arm to raise, and
releasing it causes it to fall and strike the drum, or the cymbals to clash. The kettle-
drummer is similar except that both arms are moveable. Within the hidden chamber
below, the copper cables are tied to levers. A water-wheel spins an axle that has pegs
protruding from it, which press down upon and subsequently release the levers, causing
the drummers to play. The construction of  the drummers is shown in Figure 4(b). The
pegs are arranged in a pattern that is used in all of  this author’s percussion instruments
– “Since two of  the three ends of  the pegs are close together, the fall of  the drumsticks
on the drum is varied – [first] two raps then one rap – and likewise with the cymbal”.
Every hour, a sufficient quantity of  water has drained out of  the main cistern to cause a
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bucket to tip over (via a Rubegoldbergian contraption involving a falcon and a marble),
which spills its water onto the water-wheel that drives the musicians.
This clock also has two figurines holding trumpets. However, the trumpets are
props which do not produce sound, and the figurines share a single sound-producing
mechanism which is hidden underfoot. The mechanism is essentially an ad-hoc, copper,
jar-shaped whistle (with no ball) whose construction is described in detail in Chapter 1
of  Category I. Air is supplied to it using the same principle used by Archimedes, as
is depicted in Figure 4(b). This artifice is used in all of  al-Jazari’s ‘flute’ and ‘trumpet’
automata.
Chapter 1 of  Category I describes an even more elaborate water clock that has,
amongst other things, a cymbalist, generic-drummer, kettle-drummer, and two trum-
peters with similar construction and operation as above. Chapter 3 of  Category II
describes an amusement device for drinking parties that serves wine and plays music
every 20 minutes. It has a flutist, tambourine player, lutenist, and drummer (playing an
odd two-sided drum held in the lap). These are made of  jointed copper. Their oper-
ation is similar as above, with the following exceptions: The tambourine player’s arm
has two joints, and is connected somewhat differently; The interior of  the flute player’s
arm contains a whistle with a ball, of  slightly different construction than elsewhere, and
the entire contraption is run on wine instead of  water (those were good times)! The
lute player has a moveable arm, but it is unclear whether it ever actually makes contact
with the lute, or if  it just moves the arm for show. The following chapter (Chapter 2 of
Category IV) is a boat which contains two tambourine players, a flautist, and a harpist.
It is said of  the harpist, “Both her hands are constructed so as to move, with their fin-
gers over the strings but not touching them”, indicating that this device was decorative
but did not make sound.
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This last device (Chapter 2 of  Category IV – a mechanical boat with four musical
automata for a drinking party) is particularly famous, and many wild and false claims
have been made about it, and it is worth clarifying the record on a few points. First, the
original text does not support the claim that the drummer was programmable, as it reads,
“To the axle a short peg is fitted... A single peg on the axle is not sufficient, so two pegs
are fitted close to each other opposite this peg, so that the movement of  the hand gives
two beats and one beat”. Nowhere does the author state that the pegs are configurable.
Moreover, Al-Jazari’s text is clear and technically precise and comprehensive, and does
not mention facial movements, or any body actions in the musicians beyond the simple
movement of  the arms.
The Book of  Knowledge of  Ingenious Mechanical Devices also contains several
chapters on perpetual flutes, in the manner of  Apollonius, whom al-Jazari cites by name.
They provide several alternative mechanisms for causing water to alternately fill and
drain from two chambers, all driving air through a ‘jar’ whistle of  a single pitch.
2.3 17th to 19th century Europe
This period saw an inflorescence of  automated musical instruments and mechanical
organs; a detailed overview is given in [29]. This history perhaps begins with Althanasius
Kircher’s eccentric 1650 treatise MVSVRGIAE VNIVERSALIS [28], which contains a
chapter (in Liber IX, Pars V, pp. 308 ff.) on the construction of Omnis Generis Instrumen-
tis Musicis Automatis. This includes a novel hydraulic barrel-organ, which is somewhat
backwards-looking for its use of  falling water to supply energy and its similarities to the
Banu Musa flautist, and forward-looking in its use of  a pegged barrel to control a key-
board. The same chapter also includes an automated carillon made by similar means but
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Figure 5. (a) Kircher’s hydraulic organ; (b) Kircher’s mechanical carillon
Source: [28]
driven by weights suspended on ropes and pulleys; and a variety of  other things. These
devices are shown in Figure 5. Around this time, horologists in the Black Forest be-
gan to incorporate similar mechanisms into increasingly elaborate clocks, which began
to attract the attention of  composers such as Haydn, who adapted 32 of  his previous
works explicitly for flute-clock (H.XIX 1 – 32). By the very end of  the 18th century (ex-
tending into the 19th), such devices started becoming very elaborate and attempted to
recreate entire wind orchestras. Notable are the so-called Panharmonicons, made first
by Maelzel (premiered in Paris in 1807) [30] and immediately copied by others such as
Gurk (premiered in Germany in 1810) [31]. Maelzel’s contained 7 ranks of  pipes imi-
tating woodwind and brass instruments, and several percussion instruments. In 1812,
Beethoven wrote a ‘Battle’ symphony for the Panharmonicon (the subsequently orches-
trated version is his Opus 91) in exchange for some hearing devices made by Maelzel
[32]. This appears to be the first piece composed specifically for a machine, although
it subsequently became the subject of  a legal battle between Beethoven and Maelzel.
22
Figure 6. Vaucanson’s very famous automata
Source: Hubert-François Bourguignon (a.k.a Gravelot), published in [33]
Although Maelzel built three Panharmonicons, they evidently failed to attract much at-
tention and were eventually destroyed. During this period, a number of  remarkable
humanoid musical androids were also built, to be discussed anon.
2.3.1 Vaucanson
In the 1730s, Jacques de Vaucanson, who invented an important predecessor to
the Jacquard Loom, and who is perhaps most famous for his shitting duck automaton,
developed two highly sophisticated musical automata. These are shown in Figure 6.
One plays a standard orchestral flute, and the other plays tabor and pipe (a small drum
played with one hand and three-hole fife played with the other). He presented a tech-
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nical description of  the flute player to the Royal Academy of  Sciences in 1738, and the
tabor player in substantially less detail in a missive, both appearing in [33], and each
reprinted in [34] (s.v. ‘Andriode’ and ‘Automate’, respectively) and many other places
subsequently. The flute player appears to be the first automaton in history to play an
actual musical instrument that was built to be played by a human. Thus, Vaucanson’s
description presents a thorough analysis of  the mechanics of  flute playing from an en-
gineering perspective (although contemporary flautists disagreed with the finer points
of  his analysis [35], Chapter IV Section 14). The automaton itself  was biologically-
inspired, and informed by this analysis. The embouchure had four degrees of  freedom
plus a tongue for musical articulation; the fingers were covered in leather to imitate
the softness of  human skin.2 The automaton had three sets of  bellows, each driven
by different weights to produce different strengths of  breath, as necessary to produce
notes in different registers and different dynamics. The mechanisms controlling the
lips, fingers, and bellows’s valves were connected via cables to levers that rested on a
pegged cylinder, similar to that in the Banu Musa flautist or modern music boxes or
barrel organs; the entire device was presumably wound up via a crank in the back of
the plinth, and once set in motion it would play the music engraved on the cylinder. A
good diagrammatic reconstruction of  this mechanism can be found on page 81 in [37].
Less is known about the tabor and pipe player, but Vaucanson reports that a much
greater range of  air pressure is needed to produce the different pitches in the pipe. He
also notes that in order to sound good, every note needs to be articulated individually
by the tongue, which human players do not achieve well in fast passages. He reports
that his automaton outperforms humans in this task, and this appears to have been the
2Gaby Wood [36] highlights Vaucanson’s obsession with biological realism by half-jokingly pointing
out that, in French, Vaucanson actually says the fingers are covered with ‘peau’, which could in fact refer
not to leather but to human skin.
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first instance in history of  a machine with the ability to produce music that would be
too difficult for a human to produce. It was able to strike the drum with a variety of
velocities, and play a variety of  strokes and rolls, but no further information is provided
on how this worked.
2.3.2 Keyboard Automata
In the 1760s and ’70s, the Swiss clockmaker Pierre Jacquet-Droz built several re-
markable and very famous automata, amongst which is a figurine that plays a small
reed organ; the organ is functionally separate from the figurine, and the force of  the
figurine’s hands depresses the keys. In 1784, Peter Kintzing and David Roentgen built
a similar automaton that plays hammer dulcimer, which they subsequently presented to
Queen Marie Antoinette. Both automata still exist and function, and videos of  them
are widely available.3 4 In roughly the 1820s, another Swiss clockmaker, Henri Mail-
lardet created several automata which were strongly inspired by those of  Jacquet-Droz.
Amongst them was an organist automata, which is described in [38] s.v. ‘Androides’
(vol II p. 61) and an exhibition advertisement reprinted in [31].
3http://www.mahn.ch/expo-automates
4http://www.arts-et-metiers.net/musee/automate-joueuse-de-tympanon
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2.3.3 Miscellaneous
2.3.3.1 Marreppe’s Violinist
In 1837, an account of  a remarkable violinist automaton appeared in [39]. The
life-size automaton, built by one Mr. Marreppe, was evidently exhibited at the Royal
Conservatory in Paris. It played virtuosic music that was compared to that of  Paganini
and Ole Bull, owing to a range of  extended techniques, very fast playing, and large
dynamic variation. It played both solo and with an orchestra, and as such it seems to
have been the first automaton to, in a limited sense, interact with human musicians. It
was also reported that the automaton started playing on the conductor’s cue, and could
‘obey the direction of  the conductor’. Unfortunately, all further information about this
automaton seems to be lost.
2.3.3.2 Friedrich Kaufmann
In 1810, the German and eventual orchestrion manufacturer Friedrich Kaufmann
built a musical automaton that holds a trumpet. Within the automaton is a 12-note reed
organ, the air from which exits through the trumpet, creating a trumpet-like sound. An
article in the August 1950 edition of Mechanix Illustrated erroneously stated that this was
built in 1910 and that it was the first robot in history. This automaton still exists. 5
5http://www.deutsches-museum.de/en/exhibitions/communication/computers/automata/
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Figure 7. (a) Manzetti’s flute automaton (b) As it appears today in the Saint-Bénin
exposition center in Aosta
Source: (a) http://www.manzetti.eu/s/cc_images/cache_17300898.jpg (b) https:
//upload.wikimedia.org/wikipedia/commons/2/2e/Automa_Manzetti_1840.JPG
2.3.4 Manzetti
It is unfortunate that Innocenzo Manzetti is not better known in the English-
speaking world. As an inventor, he is the unrecognized inventor of  the telephone and
steam-powered automobile, amongst other things [40]. In the 1840s, he began building
the flute-playing automaton pictured in Figure 7 [41][42]. By 1849 a prototype was com-
plete; it worked like a barrel-organ, and it had a metal cylinder with raised bumps hidden
in its abdomen. The mechanism was wound-up like a clock, and as the barrel rotated,
27
the bumps impinged on levers attached to cables which made the fingers, lips, tongue,
and eyes move. It presumably had a mechanical bellows hidden in the chair on which
it was seated, and could provide four gradations of  air pressure. It could play about
20 pieces by this method. As such, it was structurally similar to Vaucanson’s automata.
However, in the following decades, Manzetti made a number of  important and novel
improvements. First, he wanted it to be capable of  playing arbitrary melodies. There-
fore, during the 1850s, he replaced the metal linkages with rubber-like pneumatic tubes
which he built [43]. He also built a special harmonium (pump reed-organ), which he
connected to the automaton via pneumatic tubes. Thus, whatever notes a keyboardist
depressed on the keyboard would be sounded by the flute automaton. This was prob-
ably the first pneumatically actuated automaton, as well as the first distinct use of  a
musical controller. These improvements also remove the flautist from a strict definition
of  ‘automaton’; although it still carries out complex actions automatically (e.g. finger-
ing and tonguing), it does so only in response to a human’s actions. This represents a
marked departure from previous musical androids, as it puts the focus on the interaction
between the human and machine. An account from 1865 [44] reports that assistants
operated the bellows, although in 1866 Manzetti built a battery-powered air pump, per-
haps the first of  its kind, making this the first known electrically-powered automaton.
The flautist was also designed such that when the bellows were started, the tubes in its
knees and arms would inflate, causing it to rise from its chair and bring the instrument
to its lips, and its porcelain eyes would rove around. Manzetti also expanded the idea
of  the musical controller. The same 1865 account reports that he ran a tube from his
harmonium in his studio (on Giocondo St. in Aosta), out the window and into the
Aosta Cathedral across the street, and devised a mechanism whereby he could use his
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harmonium to control the organ in the cathedral. This may be the first example of
telematic musical performance.
2.4 Conclusion
These works, taken as a whole, are a celebration of  humankind’s long-standing en-
gagement with aesthetic machines, and are explorations of  deeply cybernetic questions
pertaining to artificial creativity. But cybernetic questions alone do not explain the exis-
tence of  these works. Given a musical machine, why make it humanoid? Why go to the
trouble to make it rise from its seat and roll its eyes around as it plays? Even if  it is just a
parlour trick, why would anyone be impressed by it? Perhaps the answer is that people
are fascinated by the idea of  robotic musical companionship; that they could have a
musical machine that not only plays music, but also substitutes for a human musician
when the latter is not practical.
These historical works target spectators as the intended audience; the machines’ per-
formances are meant only to be passively observed. The development of  modern com-
puters, sensors, and actuators has, of  course, made complex forms of interactive machines
possible. Consequently, it is increasingly feasible to target musicians as the intended au-
dience of  musical machines. This opens new contexts for robotic companionship, as
robots can now be not only entertainers, but also actively engaged participants in music-
making. The remainder of  this dissertation shall focus on how that participation can be
cultivated and refined, particularly with respect to timbre.
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Chapter 3
TIMBRE PRODUCTION
3.1 Introduction and Previous Work
Attempts to automate percussion playing date back at least to the Islamic Golden
Age [25][26][27]. In these automata, a striking mechanism is driven into a drum via a
complex system of  levers, water-wheels, and gravity. However, due to limitations in the
mechanics, the striker always falls upon the drum in the same way, producing the same
timbre. By contrast, the dynamic manipulation of  timbre is central to how humans
play drums; for example, the famous djembefola Famoudou Konaté reports being able
to produce approximately twenty-five distinct timbres [45]. In fact, the word ‘timbre’
comes from the Greek word for ‘drum’, and for many drums, especially hand drums,
timbre is the primary parameter that the player manipulates while playing (as opposed to
pitch for the majority of  orchestral instruments). In recent decades, many more percus-
sion robots and automata have been built [5][8][46][47][48][49][50][51][52][53][7][54].
Although levers, cables, and gravity have been replaced by solenoids, servos, and elec-
tricity, the majority of  these still drive fixed-position drumsticks or mallets into a drum
with little or no control over timbre. One notable exception is Haile [47], one of  whose
strikers can move along the drum’s radial axis, striking it in different locations. Prior to
the addition of  this capability, the authors reported that “the main mechanical caveats
mentioned were Haile’s limited timbre and volume control” [15]. Another notable ex-
ception is MIT’s Cog, which, when outfitted with special arms with compliant actuators
[50], was able to exploit the arms’ natural dynamics in striking a snare drum, perhaps
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modeling more closely the way humans strike snare. However, the timbre of  sound pro-
duced by this method was not within the purview of  the study and was not assessed. To
the best of  the author’s knowledge, no percussion robot has been designed specifically
with the aim of  dynamically producing a variety of  timbres that are similar to those pro-
duced by human players. Therefore, the author has built a djembe-playing robot named
Kiki (shown in Figure 1), specifically with this goal in mind. Here, the thought-process
behind Kiki’s design is presented as a case-study in how timbre might be approached
more generally in musical robots. The first half  of  this paper will focus on the mate-
rial properties of  the striking mechanism which influence timbre, including the solution
eventually used in Kiki. The second half  shall focus on actuating the striking mechanism,
given the particular challenges associated with dynamic timbre production.
3.2 Striking Mechanisms
3.2.1 Djembe Strokes
Insofar as the goal is to produce human-like timbres, it is fruitful to take a
biomimetic approach, and examine how humans achieve different timbres. As previ-
ously mentioned, a skilled djembe soloist may produce a wide variety of  distinct timbres;
certainly this repertoire could be expanded even further if  the possibility of  striking the
drum with arbitrary objects were included. However, djembe accompaniment tech-
nique comprises three core strokes with aurally distinct timbres: bass, tone, and slap.
Players typically evaluate the sound of  a djembe by evaluating these three strokes [55].
It is therefore justifiable to focus on building a machine that can reproduce the timbre
of  these strokes, although the goal is to do so dynamically (i.e. rather than using three
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Figure 8. Mamady Keita demonstrating (a) bass and (b) tone strokes.
Source: [56]
fixed beaters) so that the machine will be capable of  playing other intermediate timbres
and searching its timbre space for particular sounds. Below are descriptions of  the strik-
ing technique for each stroke, which are informed by the descriptions given in [45], an
analysis of  a video of  the djembefola Mamady Keita demonstrating the strokes [56], and
the author’s own experience playing the instrument.
3.2.1.1 Bass
The center of  the drum is struck with an open hand, as is illustrated in Figure 8(a).
The fingers are slightly hyperextended so that the pressure is concentrated on the palm.
The precise location of  impact depends on the precise shape of  the drum, the speed
of  the passage being played, and the player’s preference, but the overall goal appears
to be to excite the head in its first radial normal mode. The result is a deep, resonant,
sustained bass sound with few audible higher partials.
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Figure 9. Three consecutive frames of  Mamady Keita demonstrating slap stroke. They
show the frame just prior to impact, at the moment impact, and immediately after.
3.2.1.2 Tone
Many verbal descriptions of  djembe technique often indicate that tone is played by
striking the drum such that palmar-digital crease falls upon the rim of  the drum. In the
video used for this analysis, however, the player’s entire hand is shifted more towards
the center of  the drum, such that the medial extremity of  his proximal palmar crease is
clearly seen in contact with the rim. This is shown in Figure 8(b). The four fingers are
held straight and somewhat rigidly. In the video, the palmar crease is seen contacting
the rim slightly before the fingers contact the head. The four fingers are parallel to the
head at the moment of  impact and strike it with uniform pressure across their length.
3.2.1.3 Slap
The hand strikes the drum at a slight angle, with the fingers held loosely in a slightly
curved position. In slow motion, the stroke has two discrete components, illustrated in
Figure 9. First, the distal palmar crease and the medial extremity of  the proximal palmar
crease come into contact with the rim. Second, inertia causes the fingers to bend about
the metacarpophalangeal joint so that, a very short time later, the fingertips and only
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the fingertips contact the drum head. Video analysis reveals the palm touching the rim
in one frame, and the fingertips have just rebounded by the next frame, so the interval
is on the order of  about 40 milliseconds.
3.2.2 Factors Influencing Timbre
Percussion robots are often built to be capable of  striking the drum at several radial
distances from the center of  the head [46][14][15]. However, the foregoing analysis
makes it clear that the strokes in question differ by more than just the impact location.
Below is a discussion of  some other factors that may contribute to the distinct timbre
of  each stroke.
3.2.2.1 Hand Rigidity
The hyperextension of  the fingers during bass indicates that the fingers are rigid,
while during slap the fingers must be loose so that they may be under the control of
inertia just before and after impact. During tone, the fingers appear to have an inter-
mediate rigidity. This suggests that the a robotic beater could benefit from variable
rigidity.
3.2.2.2 Hand Morphology
Fourier analysis of  the time evolution of  vibrating bodies in general makes it clear
that the shape of  the perturbation that set the body in motion plays a large role in
the frequency content of  the resulting sound. The same principals hold for vibrating
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Figure 10. Normal modes of  a vibrating circular membrane, showing how the shape
of  the beater might influence the resulting timbre
membranes as for strings. A circular membrane with a zero-displacement boundary
condition about its circumference has two types of  nodal lines, which define the normal
modes [57]. The first type forms concentric circles about the center of  the drum, and
the height of  any concentric circle varies sinusoidally. The other type of  nodal line runs
radially outwards from the center of  the head. The height of  any other radial line forms
a Bessel function of  the first kind with a zero-crossing falling on the drum’s boundary.
This is illustrated in Figure 10.
The part of  the human hand used in the tone stroke is roughly wedge shaped, and
roughly four inches in breadth at its base. A typical djembe (including the one used in
this study) has a circumference of  about forty inches. The hand therefore fits comfort-
ably into a radial sector of  the head that is about a sixth of  its total surface area. One
may therefore hypothesize that the sixth radial normal mode plays a prominent role in
the sound of  the tone. If  the hand were rectangular, so that the index, ring and pinkie
finger were equal in length to the middle finger, and the fingers were not tapered, and
so forth, then the extreme end of  the hand would cross the nodal lines of  the sixth nor-
mal mode, thereby suppressing it. The hand, in turn must suppress even higher radial
normal modes, which an overall narrower object would not. Likewise, the palm of  the
hand is roughly round, and roughly a quarter of  the diameter of  the head. During the
bass stroke it tends to push the head downward roughly into the shape of  a parabolic
dish, exciting the first and possibly second concentric normal modes while suppressing
the radial normal modes and higher order concentric modes. A much smaller circular
object would allow higher concentric modes to sound. Any fat, rigid object with corners
would exert more force at the corners than its center as the head deforms downward,
which would tend to excite the radial normal modes. It thus follows that an object
whose surface of  contact is similar in shape to the hand will be better suited to recreat-
ing the timbre of  the hand than an arbitrarily-shaped object. Note that the foregoing
analysis focuses on the normal vibrational modes, which are steady-state solutions to
the wave equation. However, because of  the steep amplitude envelope of  percussive
sounds, which focuses much of  the sound’s power in the first few milliseconds of  vi-
bration, transient solutions to the wave equation may play a large role in the perceptual
qualities of  the stroke. Although the transient motion of  a circular elastic plate with a
zero-displacement boundary condition along its circumference in response to loading
on a radial sector has been studied [58], it is not clear what frequency content emerges
from this motion. However, the nature of  the transient motion will still be determined
by the shape of  the initial perturbation, and consequently the shape of  the hand is likely
to be important in determining the resulting sound.
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3.2.3 Additional Considerations for Slap
Slap is often considered the most difficult of  the three strokes for a beginning hu-
man player to produce, and has proven difficult to mechanize. We thus present some
additional information that may be useful in this regard.
3.2.3.1 Hand Size
Drum-to-hand size ratio is important for the production of  slap. Sunkett makes the
following observation.
This [slap] is not an easy sound to achieve on every drum, and the ability
to do so is often related to the diameter of  the drumhead and the size of  the
players’s hands. If  you have small hands, the drumhead diameter does not
have to be very large to achieve the sound without too much effort. Larger
hands requite larger head diameters… There are perceivable frequency dif-
ferences in the resultant sounds. The highest overtones used to produce a
dynamic slap are most easily activated near the edge of  the drum [55].
Presumably the drum-to-hand ratio must be large so that the hand can excite the higher
radial normal modes while suppressing the lower ones, and the edge of  the drum is used
to excite the higher concentric normal modes.
3.2.3.2 Open Fingers
Beginners are sometimes taught to play tone with the fingers together, and slap
with the fingers apart. This artifice is perhaps designed to regulate the flexibility of  the
fingers, taken as a single unit. Keita reports that although he teaches the strokes this
way, he plays both strokes with his fingers slightly apart [59].
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3.2.3.3 Sticks in Sabar
In Sabar ensembles of  Northern Senegal, a variety of  open-bottom drums are played
that are roughly similar, in limited respects, to djembe. A consideration of  their tech-
nique lends insight into how the slap sound on a djembe may be mechanized. (The
following discussion is the result of  personal correspondence with the late Dr. Mark
Sunkett). In contrast to the djembe, which is played with two bare hands, the drums
of  the Sabar ensemble are played with one bare hand (traditionally the left) and one
stick, known in the Wolof  language as ‘galan’, held in the other (right) hand. The bare
hand generally plays the three strokes associated with djembe, using similar technique,
while the stick typically plays only one stroke. Anecdotally, native players report that
the sound of  the slap played by the bare hand should sound identical to the sound pro-
duced by the stick. The stick is made either of  Tamarind, which is a hardwood of  the
Leguminosae family, or an indigenous wood, called ‘sump’ in Wolof  (Balanites aegypti-
aca), which is somewhat softer and more flexible. The stick is typically about sixteen
inches long and very roughly 3/8 inch in diameter, although the ideal diameter varies
somewhat proportionally to the size of  the drum being played. The stick is prepared
for use by removing the bark and rounding the ends with a knife. Ideally, the stick is
slightly bowed on one end and, while playing, the stick contacts the drum head along
the convex edge of  the bowed segment. The stick is held loosely in the hand, oriented
perpendicular to the fingers. It is actuated by rotating the forearm about the roll axis,
so that the stick moves similar to a windshield-wiper. This arrangement is certainly
mechanizable, although subsequent analysis reveals that it may not be dynamic.
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3.2.4 Timbral Evaluation
The goal of  the foregoing discussion was to consider what factors might contribute
to an object’s timbre when used as a striking mechanism, and in particular, what objects
might sound most like the hand or produce the greatest range of  timbres when striking
the drum. In order to provide greater insight into how these factors might influence
the design of  such a beater, timbral evaluation of  several objects was carried out. The
purpose of  this study was exploratory, and no hypothesis is proposed.
3.2.4.1 Methodology
In this study, various objects, including human hands, were used to strike the drum
in various ways. The resultant sounds were recorded and compared against each other.
This was carried out as follows: A particular object and method of  striking the drum
with it were casually identified as being worthy of  analysis by the author on account of
the foregoing discussion; Several recordings were made of  the object striking the drum
in a particular way; All recordings were made during the same recording session, with
the same placement of  microphones and drum, so as to control for the placement of
microphone, and acoustics of  the room; The recordings were edited such that the first
sample in the file corresponds to the zero-crossing marking the onset of  the sound; The
recordings were then analyzed and compared.
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Figure 11. Some of  the materials used in timbral assessment of  striking mechanisms
3.2.4.2 Materials Used
A variety of  objects of  different materials were tested during this study. They in-
cluded various drumsticks, mallets, pieces of  foam, rubber, cork, and linoleum. They
were at times used alone, and at times mounted to a flat or convex wood or rubber
block. Only a subset of  these objects are reported here. The materials reported are
a hickory drumstick, a sheet of  1/4-inch black rubber cut roughly to the outline of  a
human hand, and a large piece of  foam rubber in the shape of  a fist. These objects are
depicted in Figure 11. They were used to strike three locations on the drumhead, corre-
sponding roughly the three strokes under consideration. The locations were the center
of  the drum, the ‘edge’ of  the drum (approximately three inches from the boundary of
the drumhead) and the ‘rim’ (approximately one inch from the boundary).
3.2.4.3 Centroid
Machine representations of  timbre that correspond to perception are an area of
ongoing research. One seminal study [60] found that humans rate timbral similarity
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Figure 12. Sonogram of  djembe strokes played by human, showing different energy
distributions for different strokes.
according to three dimensions, corresponding roughly to attack quality (explosiveness),
the temporal evolution of  spectral components, and brightness (strength of  higher par-
tials). A similar study, focusing specifically on on percussion found similar results [61].
Moreover, djembe players almost universally describe bass, tone, and slap as being low,
mid, and high, respectively, suggesting a difference in perceptual brightness. Further-
more, a drumhead’s normal modes are of  course determined by its geometry; perturbing
it in a particular way merely distributes the energy amongst those modes in a particular
way. Spectral analysis, as can be seen in Figure 12, confirms this, indicating that for
bass, relatively little of  the energy is in the higher partials. Tone is intermediate, and
slap has relatively little energy in the lower partials.
This suggests the use of  spectral centroid (weighted average) [62] as a preliminary
measure of  timbral similarity, which has also been shown to correlate with perceptual
brightness [63]. It is important to point out that this by itself  would not be an appropri-
ate way of  comparing timbre across instruments because two sounds with dramatically
different frequency distributions could produce the same centroid. Indeed, a more gen-
eral approach involving higher-order spectral moments (describing the shape of  the
frequency distribution) shall be presented in Chapter 4 of  this dissertation. In the case
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of  the membranophones, however, it does not appear to be possible to control the
frequency distribution independently of  the centroid. Therefore centroid is used as
follows.
Given a discrete signal x of  a drum sound, x is separated into M windows W =
{w1, . . . wM}, each containing N consecutive samples and each successively translated
in x by a hop-size of h samples. First, the Fourier Transform X of  each window is
computed. Then, the spectral centroid C for a given window w ∈ W is the amplitude-
weighted average of X across all frequencies ω.
X(w,ω) =
N−1∑
n=0
w[n]e−
jω2πn
N ;C(w) =
∑N
ω=1X(w,ω) ∗ ω∑N
ω=1X(w,ω)
; (3.1)
In particular this study uses a window size N = 1024 and a hop-size of h = 512 sam-
ples. For each stroke, only the first 750 milliseconds of  audio after the onset were
used because, although the drum still audibly resounds for some time beyond that, the
signal-to-noise ratio becomes too low and the variance in the centroid becomes high.
The sound of  a particular stroke may have a certain amount of  variability, as it cannot
be performed identically each time. In order to address this, for each object and strike
location, C(w) is computed for three separate instances of  the stroke and averaged
point-wise over W . The results are plotted in Figure 13.
3.2.4.4 Comparisons
Given two drum sounds each separated into their respective windows W1 and W2,
the sounds are compared using the standard deviation σ of  one with respect to the other
over the windows w. Additionally, the base-2 logarithm and 12th power of  the centroid,
C, are used so that the result is expressed in semitones.
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Figure 13. Centroid plotted as a function of  time for the first 750 ms of  the strokes
and objects considered in this study.
σ = ±
√√√√ 1
M
M∑
i=1
(C(wi ∈ W1)− C(wi ∈ W2))2 (3.2)
C(w) = log2(C(w)12) (3.3)
Additionally, the positive or negative solution to the square root is chosen according
to
σ =
⎧⎪⎪⎨⎪⎪⎩
+ if
M∑
i=1
C(wi ∈ W1) >
M∑
i=1
C(wi ∈ W2)
− otherwise
This allows the metric to retain some information about which sound is perceptually
higher. In this manner each sound is compared to each other sound. Comparing the
average of  three tone strokes to the average of  three separate tone strokes yielded σ =
0.9. This was taken to be the resolution of  measurement and all values were rounded
to the nearest integer. The results are shown in Table 1.
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Table 1. Timbral comparison of  striking materials. To determine the signs, rows were
used as W1 and columns as W2
Bass
(Hand)
Tone
(Hand)
Slap
(Hand)
Rubber
Center
Rubber
Edge
Rubber
Rim
Hulk
Center
Stick
Center
Stick
Edge
Bass
(Hand)
0 -8 -17 -9 -18 -32 2 -10 -16
Tone
(Hand)
8 0 -11 -3 -13 -27 8 -3 -10
Slap
(Hand)
17 11 0 9 -3 -16 17 10 4
Rubber
Center
9 3 -9 0 -11 -25 10 -2 -17
Rubber
Edge
18 13 3 11 0 -15 19 10 4
Rubber
Rim
32 27 16 25 15 0 33 26 19
Hulk
Center
-2 -8 -17 -10 -19 -33 0 -10 -16
Stick
Center
10 3 -10 2 -10 -26 10 0 -8
Stick
Edge
16 10 -4 17 -4 -19 16 +8 0
3.2.4.5 Discussion
There were far too many confounding variables in this study to make predictions
about what timbre will be produced by a given object. In addition to the considerations
in Section 3.2.2, other properties such as mass, softness, coefficient of  friction, impact
velocity etc… appear to be important. Nonetheless, the aim of  this study was only to
provide the tools and a starting point for exploring those properties in greater detail. In
any case, a few observations may be made regarding the above data. The stick is capable
of  producing sounds that are relatively similar to tone and slap. This is consistent with
the discussion of  sabar technique above. However, it cannot produce a variety of  tim-
bres. In this study, the hand had a range of  about 17 semitones (bass compared to slap),
whereas the stick’s range was less than half  or that (edge compared to center). In partic-
ular, the stick could create a sound with a low centroid similar to bass stroke, which is
consistent with the observations about hand morphology. The rubber sheet could also
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produce sounds similar to tone and slap, and additionally had a range of  32 semitones
(center to rim), which is nearly twice as large as the hand. However this range extended
the range of  the hand in the direction of  increasing centroid, and so the rubber also
could not excite the lower normal modes. Although it was approximately the correct
size and shape to excite the fundamental, it was perhaps too flimsy and lightweight to
do so effectively. The foam rubber fist was taken as an extreme example of  an object
that is large enough, sturdy enough, and the correct shape to excite the fundamental. It
produced a timbre quite similar to, and even slightly lower than the bass stroke. Due to
its large size it was incapable of  producing any sound aside from this.
3.2.5 Kiki’s Hand
Using insights gleaned from the foregoing study, a number of  prototype striking
mechanisms were built. Notable amongst them was a fully lifelike silicone rubber hand,
made by alginate casting a human hand. The result was a copy accurate down to the level
of  detail of  the fingerprints. This prototype produced a satisfying range of  sounds, how-
ever it also had a few problems. It was too heavy to be actuated by practical means; the
slap was not quite crisp enough at low amplitudes; and it was somewhat too floppy and
in certain scenarios the fingertips would jiggle and bounce on and off  the head making
several onsets when only one was intended. So Kiki’s final hand, whose construction is
depicted in Figure 14 was made to address these issues.
The entire hand is made upon an aluminium rod, which serves as its ‘forearm’, and
which extends several inches into the hand. At the very interior of  the hand, two gracile
but very rigid lengths of  spring steel transect the aluminium rod, which serve to make the
‘palm’ very rigid and inflexible, thereby improving the bass stroke. The steel cross-pieces
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Figure 14. The several layers of  the hand used in Kiki showing, from left to right, the
aluminium and spring-steel ‘forearm’; the vinyl core; silicone with an embedded
anchor near the fingertips; and latex ‘skin’.
were then embedded into a piece of  black vinyl sheet-rubber that had been cut roughly
into the shape of  a human hand, but somewhat smaller than the desired final hand size.
This vinyl is less floppy than silicone, and prevents the ‘fingers’ from bouncing on the
drumhead. A small mold was then built that was somewhat larger in all dimensions
than the vinyl cutout, and this was used to encase the vinyl in silicone. This gives the
hand enough weight and softness to play the bass and tone strokes. Additionally, a small
metal anchor was embedded in the silicone such that a wire loop protruded from the
top of  the hand near the ‘fingertips’. Attaching a cable to this loop allows the fingers to
be hyperextended, effectively controlling the rigidity of  the hand. In the final robot, this
mechanism was under-actuated, so that that the ‘fingers’ become more hyperextended
as the arm extends. The silicone was dipped into liquid latex rubber, which cured and
formed a thin skin around the entire hand. Latex has a somewhat harder surface texture
than silicone, which improves the slap sound. Finally, the latex was coated with chalk
dust to remove the tack from its surface texture.
This hand was not evaluated using the computational methods outlined in the fore-
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going study. A more complete method of  comparing the robot’s sound to a human’s
sound (an extension of  the foregoing method) shall be presented in Chapter 5 below,
and timbral analysis shall be presented there. However, a more qualitative study was
done to assess Kiki’s use of  timbre. Several participants with at least some musical
training, several with advanced degrees in music, listened to Kiki playing a one minute
pre-programmed excerpt of  music. The participants were then asked a variety of  ques-
tions about timbre generally, to prime them to think critically about the role of  timbre
in music. Then they were asked “Do you have any remarks about Kiki’s use of  timbre?”
Several participants gave confirming answers (perhaps suspiciously so). One said “It is
pretty remarkable that it wasn’t as ‘robotic’ as I expected; not just the rhythmic pattern
but the actual timbre itself. There was a lot of  variation that didn’t seem like it could
be produced by a robot.” Others said “For what is available with the djembe, given
the djembe’s sonic morphology, Kiki seems to make full use of  timbral possibilities”
and “it doesn’t sound like it lacks variety in timbre … it basically explores the whole
realm.” Others were more critical. Two participants, both claiming percussion as a pri-
mary instrument, thought that Kiki was better at producing bass stroke than slap. One
said “When its hitting the bass note … it sounds like a human hand; like the palm of
the human hand maybe hitting it. But then it’s maybe not applying as much pressure as
personally I would have when I am trying to get a ‘thwack’, when you’re using these two
fingers, and kind of  almost doing a rim shot with the knuckle of  your middle and ring
finger. I would personally literally push the skin down on the djembe and thwack it with
these two fingers. It gets a real snap, pop to it.” The other said “I feel like a lot of  the
timbre comes from – especially hitting it here [on the very edge of  drum] – comes from
the slight curvature of  your fingers … but as far as this one goes, for the center, I think
that is dead-on.” The author of  this dissertation agrees; this hand does not produce as
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satisfying a slap as some other prototypes made of  harder rubber like vinyl or nitrile
rubber sheet. Some participants noticed Kiki’s inability to produce muted strokes and
extended techniques. One said that Kiki’s playing “sounds a little one-handed … com-
pared to a [human] player who might for example keep a hand on the drum or keep
the overtones from ringing out by using a second hand.” Another participant cited a
skilled djembe-playing friend who will rub a finger on the head to produce a growling
sound, or tap with one hand while muting different locations with the other hand. A
final participant focused on Kiki’s auxiliary beaters. He noticed that they produce dif-
ferent pitches owing to fluctuations in tension around the djembe’s head. The same
participant thought it would be interesting to add more auxiliary instruments such as
the shaker and double-bell used ubiquitously in West African music (Kiki has a single-
bell somewhat unlike those used in Africa). No participant commented on the noise of
Kiki’s servos. Taken as a whole, these comments seem to indicate that Kiki’s sensitivity
to timbre is satisfying but not indistinguishable from a human. The comments contain
very clear advice about how Kiki could be improved in the future.
3.3 Arm
A synthetic hand, even a very good one, does not, by itself, guarantee a satisfying
range of  timbres; it must also be driven into the drum in an appropriate variety of  ways.
3.3.1 Three Segment Arm
Initially, it may seem that an arm for this purpose would need two degrees of  free-
dom: one to control the radial distance of  the hand from the center of  the drum, and
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Figure 15. Impact angle of  Mamady Keita’s hand while playing strokes
Source: [64]
another roughly analogous to the flexion and extension of  the human elbow, in order to
strike the drum. However, informal experimentation with natural and synthetic hands
revealed that different timbres can be also produced by striking the drum at different an-
gles, which necessitates a third degree of  freedom. In particular, during the tone stroke,
the wrist lies approximately on (or slightly below) the plane of  the drum head at the
moment of  impact, but for slap, the wrist is considerably below it. For bass the wrist
obviously must be above the plane of  the drum. These informal findings are confirmed
by scrutinizing a video of  djembefola Mamady Keita, as seen in Figure 15. His hand, in
addition to being less rigid during slap, strikes the drum from a lower angle.
3.3.1.1 Impact Angle
In practice, these degrees of  freedom will not be entirely orthogonal, as a stroke will
involve raising the synthetic hand above the drum by flexing the ‘elbow’, which changes
the angle and radial distance of  the end effector from the center of  the drum as well.
For the sake of  the present analysis, however, an orthogonal system will be imposed.
49
Figure 16. Inverse Kinematics for a three-segment robotic arm, showing the variable
names used in the analysis. The black segments depict the arm, and the colored parts
represent quantities used in intermediate calculations.
The degrees of  freedom under consideration will thus be the radial distance ∆x, the
height ∆y of  the end effector above the drum head, and the angle α of  the hand with
respect to the plane of  the drum head.
3.3.2 Inverse Kinematics
Although the inverse kinematics for three segment arms is known, the specific case
in question is presented here to facilitate repeatability. Given the desired coordinates
(∆x,∆y) of  the arm’s endpoint and the angle α that the last segment makes with respect
to the plane of  the drum head, we wish to know the appropriate angle of  each servo,
θ0, θ1, θ2 (refer to Figure 16 for the variable names used in the following analysis)6. To
find these, it is first necessary to calculate the two dimensional position, p0, p1, p2 , of
each servo. The coordinate system shall be defined such that p0 lies at (0, 0). Since the
6The algorithm described in this section is given in pseudocode in Appendix A
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length of  each arm segment, ℓ0, ℓ1, ℓ2 , is constant, the position of p2 is easy to calculate.
p0 = (∆x− ℓ2cosα, ∆y + ℓ2sinα) (3.4)
Calculating the position of p1 is somewhat more involved. First, the distance ℓ3 between
p0 and p2 must be calculated (As depicted in blue in Figure 16(a)).
ℓ3 =
√
p22x + p
2
2y (3.5)
Here, the subsubscripts x and y indicate the x and y coordinates of  the point. Note
that a solution to the inverse kinematics will exist if, and only if ℓ3 ≤ ℓ0 + ℓ1. Given
that, the position of p1 is found as follows. There exists a point p3 that lies upon ℓ3 and
is the shortest distance, H , from p1. The precise location of p3 along ℓ3 depends upon
the relative lengths, λ, of ℓ0 and ℓ1 (given here without proof).
λ = 0.5 +
ℓ20 − ℓ21
2ℓ23
; p3 = (λp2x ,λp2y) (3.6)
The length of H is found by first finding the angle θ3 between ℓ1 and ℓ3, using the Law
of  Cosines:
θ3 = arccos
ℓ21 + ℓ
2
3 + ℓ
2
0
2ℓ1ℓ3
(3.7)
This allows H to be found using the definition of  sine.
H = ℓ1 sin θ3 (3.8)
However, on modern computers, trigonometric functions are typically implemented us-
ing successive approximation (i.e. Taylor series) and consequently have a high time com-
plexity. Timing is highly important in musical applications, so it is therefore desirable
to simplify trigonometric expressions where possible. Since sin (arccos (θ)) =
√
1− θ2,
Equation 3.7 and Equation 3.8 may be simplified as follows.
θ′3 =
ℓ21 + ℓ
2
3 + ℓ
2
0
2ℓ1ℓ3
; H = ℓ1 ∗
√
1− θ′23 (3.9)
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Here, the prime indicates that θ is no longer a valid angle, just an intermediate result. H
is at some angle θ4 with respect to vertical, which must be found in order to separate H
into its components. Because H is perpendicular to ℓ3 , θ4 is also the angle θ4 which ℓ3
makes with the horizon. This angle can be found using the definition of cos, but since
arccos θ is only defined for 0 <= θ < π, angles on the interval −π <= θ < 0 must be
deduced manually, according to the position of p2y .
θ4 =
⎧⎪⎪⎨⎪⎪⎩
arccos p2xℓ3 if p2y > 0
− arccos p2xℓ3 otherwise
(3.10)
This allows the calculation of p1.
p1 = (p3x −H sin θ4, p3y +H cos θ4) (3.11)
Again, these trigonometric functions can be simplified, allowing the calculation of p1 as
follows.
θ′4 =
p2x
ℓ3
; p1y = p3y +Hθ
′
4 (3.12)
p1x =
⎧⎪⎪⎨⎪⎪⎩
p3x −H
√
1− θ′24 if p2y > 0
p3x +H
√
1− θ′24 otherwise
(3.13)
There are, in fact, two solutions for the position of p1. The other is the reflection of
p1 about ℓ3, and can be solved by using −H in place of H . The solution given here,
chosen arbitrarily, puts p1 farther from the body of  the drum during normal operation.
The angles θ1, and θ2 shall be calculated using the Law of  Cosines, which means that, in
addition to ℓ3, the length ℓ4 of  the third side of  triangle ℓ1, ℓ2 will need to be known (as
depicted in red in Figure 16(b)).
ℓ4 =
√
(∆x− p1x)2 + (∆y − p1y)2 (3.14)
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Furthermore, in order to find whether −π <= θ2 < 0, it will be necessary to determine
whether p2 lies above or below ℓ4. This may be accomplished by defining the point on
ℓ4 which lies nearest to p2. This may be found analogously to Equation 3.6.
λ′ = 0.5 +
ℓ21 − ℓ22
2ℓ24
; p4y = λ
′(∆y − p1y) (3.15)
The x coordinate of p4 is not needed. It is now possible to calculate the sought angles
θ0, θ1, and θ2, using the Law of  Cosines and the definition of  cosine, again manually
correcting for negative angles.
θ0 =
⎧⎪⎪⎨⎪⎪⎩
arcsin
p1y
ℓ0
if p1x > 0
π − arcsin p1yℓ0 otherwise
(3.16)
θ1 = arccos
ℓ20 + ℓ
2
1 − ℓ23
2ℓ0ℓ1
(3.17)
θ2 =
⎧⎪⎪⎨⎪⎪⎩
− arccos ℓ21+ℓ22−ℓ242ℓ1ℓ2 if (x > p1x) XOR (p2y > p4y)
arccos ℓ
2
1+ℓ
2
2−ℓ24
2ℓ1ℓ2
otherwise
(3.18)
These are the sought angles.
3.4 Future Work
An optimal striking algorithm for the arm remains an open area for future study.
The idea is to use a closed-loop controller to bring the hand in contact with the drum
at the correct location and time and with the correct velocity, and to do so by moving
along a path that can be easily interpreted visually by human interactors. The current
solution implemented in Kiki involves some simplifying assumptions and heuristics,
and works acceptably well provided that there is not a great change in velocity between
adjacent strokes. More information on this algorithm is presented in Chapter 5. Further
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research is also needed to more rigorously assess the degree to which this robot achieves
its stated purpose, i.e. how perceptually similar its timbres are to a human player. This
latter point is somewhat complicated and is also treated to a certain extent in Chapter 5.
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Chapter 4
REALTIME TRANSCRIPTION OF HAND-DRUM TIMBRES
Abstract
This chapter is an adaptation of  [65]. Herein is presented a method of  tran-
scribing timbres in human performance. This is done by classifying hand-drum
strokes in real-time by analyzing 50 milliseconds of  audio signal as recorded by a
contact-mic affixed to the body of  the instrument. The classifier performs with an
average accuracy of  about 95% across several experiments on archetypical strokes,
and 89% on uncontrived playing.
4.1 Introduction
The eventual goal of  this dissertation is to develop methods that allow musical
robots to learn how to use timbre by listening to humans play. This will require the
robots to transcribe the timbres in human performance.
Researchers have long struggled to give a precise definition to ‘timbre’, and in fact
different researchers seem to use the word to refer to different things at different times.
It is not clear whether ‘timbre’ refers to a steady-state phenomenon or a dynamic one,
whether it refers to a physical acoustic property of  sound or a purely perceptual one, or
whether our perception of  it is innate or learned through culture. This has given rise to
the often-repeated definition that timbre is the sum of  all qualities of  sound aside from
pitch and loudness. However, one might argue that even pitch and loudness are impli-
cated in timbre because in practice they are not always orthogonal to other features of
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sound. For instance, as the human voice becomes louder, it also becomes brighter [66];
the amplitude envelope of  a sound is often considered a part of  timbre; a given pitch on
a given instrument is linked to timbre via register; etc… As has been previously noted,
‘timbre’ comes from the Greek word ‘τuμπανον’, indicating a small membranophone.
The exact reason for this etymology is not clear, although it seems apt given the present
application. Any membranophone is capable of  producing a bounded but infinite vari-
ety of  perceptually distinct sounds, depending on where or how it is struck or actuated.
Similar statements can be made for other instruments. Within the context of  this paper,
the ‘timbral space’ of  an instrument shall refer to the space of  all such sounds which
are under control of  the musician while playing the instrument. ‘Timbre’ shall refer
to a point in that space, and performance shall be understood to entail navigating that
space. It shall be assumed that the timbral spaces of  all membranophones are subsets
of  a larger, comprehensive timbral space, and it shall be further assumed that this space
is metrizable. Such a space and metric shall be presented in this chapter.
There exists a common aphorism that says ‘data ̸= information ̸= knowledge ̸=
wisdom’. It is generally true that raw features only go so far in characterizing the
phenomenon they measure. For instance, it is common for designers of  new musi-
cal interfaces to make synthesizers with continuous orthogonal control of  raw timbral
parameters (data) such as brightness and noisiness. The inverse approach could easily
be taken in transcribing timbre from a performance, by tracing a performer’s trajectory
through a raw timbral feature space. However, such features have little higher-level
meaning. At the ‘information’ level in the hierarchy, timbre is often considered a dis-
crete phenomenon. Iconic sounds such as a heavily distorted electric guitar or a violin
playing sul ponticello have socially constructed semiotic meanings [67]; sul ponticello is used
in particular contexts within particular genres to convey particular musical ideas. How-
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ever, sounds like these are not single points in a raw feature space; there is a certain
variability in the bowing method that will produce a recognizable sul ponticello timbre.
More properly, these sounds are regions in a timbre space. If  the semiosis of  timbre is of
interest, it might not be important to know the raw numerical values of  the features that
characterize these sounds; it may only be important to know whether a given timbre lies
in a particular discrete region. One challenge with representing timbre discretely is that
the regions of  interest may not be known in advance. Here, machine learning provides
a solution that allows a human musician to specify the regions of  interest by playing
examples of  the corresponding timbres.
In the case of  membranophones, players generally define a finite number of  meth-
ods of  striking the drum (strokes), each with a characteristic, discrete timbre. This is
especially true for drums that are played with bare hands. In general, rhythmic patterns
on these instruments are largely defined by the sequence of  timbres that comprise them.
Therefore, in order to transcribe such a rhythm, one must know which strokes were used
to articulate it. In the case of  a percussion robot, if  the robot is to ‘learn’ rhythms from
the human by modeling the musical context of  different timbres, it will be simplest if  the
human is playing an instrument whose technique is similar to the robot’s. For this rea-
son the following study focuses on timbre classification using percussion instruments
that are played with the hands (such as djembe or cajon) as opposed to sticks (such as
snare drum), and whose strokes are not characterized by subtle manipulations of  the
fingers (such as tabla).
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4.2 Previous Work
Exhaustive studies have been successful at classifying percussive sounds [68, 69].
Such studies seek to grossly identify the instrument that produced the sound, but the
present goal is to identify more subtle timbral nuances within a single instrument. The
feature sets in those studies are also quite large, so another present goal is to use a
smaller feature set that can be implemented to run efficiently in real-time. This will
also reduce the volume of  the feature space so that fewer training examples may be
used. Hochenbaum and Kapur [70] detect nuances in a percussionist’s playing via an
accelerometer on their wrists. In their seminal robot Haile, Weinberg and Driscoll [47]
use fundamental frequency estimation to estimate where (radially) a human strikes a
large ‘pow-wow’ drum. The work presented in Section 4.3.2 below suggests that this
one feature is not sufficient to categorize sounds in the current application. Sarkar
[71] and Chordia and Rae [72] evaluate several methods for classifying tabla strokes,
which are characterized by subtle digital manipulations. Tindale, Kapur and Fujinaga
[73] perform a study similar to the present one focused on snare drum, which is played
with drumsticks. Although both [71] and [73] are intended to be realtime, they both
operate upon a few hundred milliseconds of  audio, which limits the maximum speed of
playing to a few Hz. The current study presents a full, working realtime implementation
for hand drums that does not limit the player’s repetition rate.
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4.3 Implementation
4.3.1 Onset Detection
In order to classify strokes in realtime, it is first necessary to detect where in the
signal the strokes occur. In the current context (a contact-mic affixed to a single per-
cussion instrument), even the most naive onset-detection algorithm, such as amplitude
thresholding, would likely suffice for a laboratory experiment. However, a more robust
algorithm was implemented here – a variant of  the one described in [74]. Specifically, an
STFT is performed on the incoming audio stream. At each analysis frame, the bins are
identified whose magnitudes have increased since the previous frame, and the amount
of  positive change is accumulated over all of  the bins. The resulting values, computed
at each successive analysis frame, serve as an onset-strength signal (OSS). Noise is re-
moved from the OSS by low-pass filtering. Percival uses a 14th order filter which will
introduce a delay of  40 milliseconds at a sample rate of  44.1 kHz. In order to mini-
mize this delay, in the current implementation the filter-order was hand-tuned to the
lowest acceptable value, 4, resulting in 12 ms delay. Peaks are picked from the OSS as
in [75]. Namely, onsets are identified at any local maximum in the OSS that is above a
user-defined threshold. Visual observation of  the plots in Figure 13 suggests that useful
timbral features can be extracted from a very short time window following note onset.
The classifier presented in this paper uses the first 50 milliseconds of  audio after the
peak is identified. This value is short enough to exceed the maximum repetition rate that
a human percussionist can sustain (roughly 16 Hz), but long enough to capture most
flams as single events, which is how they are typically used. Although a 50 millisecond
analysis latency is noticeably late in musical contexts, Chapter 6 of  this document in-
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troduces a predictive music generation algorithm which will correct for this and other
delays introduced by the robotic system.
4.3.2 Feature Selection
Preliminary analysis of  the three fundamental djembe strokes, bass, tone, and slap
[45], indicated that the frequency distribution is different for each stroke. Namely, more
energy is in the higher part of  the spectrum for tone as opposed to bass, and again for
slap as opposed to tone, as can be seen in Figure 12. For this reason, spectral centroid
was chosen as a classifier feature (see [62] for definitions of  the features used hence-
forth). It was furthermore hypothesized that other spectral features such as spread,
skewness, and kurtosis might be distinct for each stroke, and further analysis of  several
hand drums revealed this to be broadly correct, as can be seen in Figure 17(a).
However, it was also found that, in some cases, these features were linearly depen-
dent upon one another (an increase in one is always accompanied by an increase in
another, obviating the need for both). This may be related to the instrument’s transfer
function. If  the transfer function has a peak in the middle of  the spectrum, then sounds
with low centroids will most likely be skewed right, and high centroids will be skewed
left. Nonetheless, in most cases, the performance of  the classifier was marginally de-
graded by the systematic exclusion of  any one of  these items, so they were all included
in the model. Additionally, spread, skewness and kurtosis can be computed in a single
pass through the spectrum, so if  any one is included, the computational overhead of
including all is small. These spectral features are all computed using an STFT (N=1024,
Hann, hop=256), and averaged over the duration of  the 50 ms sample. The frequency
bins of  all four spectral features were logarithmically weighted to model their perceptual
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Figure 17. Cajon Stokes in timbre space. Black dots are of  category ‘bass’, blue are
‘tone’, and white are ‘slap’. In (a), the features are spectral centroid, spread, and
skewness; in (b) they are spectral centroid, zero crossing rate, and amplitude. Both are
from a single dataset of  50 millisecond samples of  uncontrived playing.
interpretations. These features alone still leave some overlap in the stroke categories. It
was hypothesized that amplitude and noisiness might account for some of  this overlap.
This was also found to be true, as can be seen in Figure 17(b), so RMS amplitude and
zero-crossing rate were included as features.
All features are normalized across the training set by subtracting the mean and di-
viding by the standard deviation. This prevents the feature with the largest scale from
dominating the classifier.
4.3.3 Realtime Classification
Following [71], a kNN classifier was implemented for the present study. Although
the time-complexity of  this algorithm is high, it by no means precludes realtime op-
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eration in this case. A full analysis is beyond the scope of  this paper. Nonetheless,
kNN, not including distance calculations, can be implemented to run in O(N) +O(k)
time on average (Quicksort by distance, then Quicksort lowest k by category), where
N is the number of  training examples, k is the number of  neighbors, and the symbol
O() indicates the order, or upper-bound, of  the algorithm’s growth-rate as a function
of  input-size. However, the implementation provided here has a higher complexity in
k, and runs in about O(Nk) + O(k2/2). This was tested to run about 10 times faster
than the former for values of k < 10, and twice as fast for very high values of k up to
350. This is owing to much simpler ‘operations’ despite a higher time-complexity. In
any event, the classifier’s accuracy was generally not found to improve for values of k
greater than about 5, so the added complexity is small in practice. In both cases, the
actual computation time of  kNN is dominated by calculating the distances, which has
a complexity of O(Nf), where f is the number of  features in the model. Because f
is fixed by the model, the goal would be to reduce N , which could be done through
a variety of  techniques, such as clustering. However, even this was not necessary; In
practice, the classifier was found to require between about 14 and 32 microseconds to
run on a 2.6 GHz Intel i7, for k = 5 and N = 100. On the other hand, feature calcu-
lation, including STFT, required between about 1405 and 2220 microseconds. These
calculations can run, at most, every 50 milliseconds (the amount of  audio used by this
algorithm), which would consume at most about 4% of  CPU time. Indeed, the operat-
ing system reported the CPU usage of  the classifier to be under 7% during a barrage of
strokes, and the excess is consistent with the onset-detector’s computation time.
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4.4 Evaluation
Several experiments were designed to test the classifier’s efficacy under a variety of
conditions. The first few experiments will go deep and analyze a single instrument, the
djembe, in a variety of  contexts. Subsequently, a broad assessment of  the generalizability
of  the model will be made by testing it on several instruments. Because in practice it
is desirable to capture only the sound of  the instrument played by the human, while
eliminating the sound of  the robot and other extraneous sounds, all instruments in
this study are recorded using a piezo-disc contact-mic coupled with a high-impedance
amplifier.
4.4.1 The Ecological Case
The first experiment was designed to be simple but ecologically valid, representing
how the classifier is intended to be used. A contact-mic was affixed to a djembe. The
frequency sensitivity of  the mic is highly dependent upon its placement, and a location
near the bottom of  the drum seemed to capture a good mix of  low and high frequen-
cies. Because the curvature of  the djembe is not amenable to a flat piezo disc, the disc
was coupled to the drum via a small amount of  putty. The classifier was trained by
playing 20 archetypical examples of  each stroke – bass, tone, and slap – in succession.
A rhythmic sequence of  125 strokes (49 bass, 47 tone and 30 slap) was then played, and
the onset detector and classifier’s performance were evaluated. The onset detector cor-
rectly identified all onsets and gave no false positives. The classifier was 95% accurate
for k = 2. The signal data was also recorded and fed back into the classifier for each k
from 1 to 5. The worst case was k = 5 with accuracy of 86%, as can be seen in Table 2 .
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Table 2. Classifier confusion matrix for uncontrived djembe strokes (worst-case
scenario where k = 1; Columns labelled by software; Rows by performer).
Bass Tone Slap
Bass 41 8 0
Tone 0 44 2
Slap 0 4 26
The confusion between tone and slap were attributable to the same strokes for each
value of k. These strokes were aurally ambiguous to the authors as well. The variation
in accuracy as a function of k was attributable to variation in confusion between bass
and tone. This is likely due to tie-resolution for ambiguous strokes, which could be im-
proved with a larger training set. It should be noted that leave-one-out cross-validation
on the training set indicated very high accuracy: 100% for 1 ≤ k ≤ 3. The lower accu-
racy on the independent set of  observations is probably because strokes used in actual
rhythms are somewhat less consistent than their archetypical counterparts, owing to
timing constraints, expressive variability, noise in the human motor control system, and
the physics of  the vibrating drum head.
4.4.2 Loudness
In the previous experiment, the drum was played at a moderate loudness with natural
metric accents. Another experiment was conducted to test the accuracy of  the classifier
when extreme variations in loudness were present. In this experiment, 30 strokes of
each category (bass, tone, slap) were recorded on djembe. Of  these, 10 were played
very softly, 10 intermediate, and 10 very loud. In this case, even after hand-tuning the
threshold, the onset detector failed to detect three strokes in the quietest category and
spuriously detected two false positives (immediately following a true positive) in the
loudest category. The spurious false positives were removed from the data, and no
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Figure 18. Classifier accuracy as a function of k, showing maximum accuracy for
k ≈ 5, and steadily decreasing for increasing k. The shape of  this curve is
representative of  all the data sets analyzed.
attempt was made to recover the missed strokes. Leave-one-out cross-validation was
performed on the data for all values of k, treating them as three stroke categories. The
accuracy is slightly improved by choosing k a few greater than 1, and then gradually
decreases with increasing k, as can be seen in Figure 18. The classifier was, on average,
93% accurate for 1 ≤ k ≤ 10.
4.4.3 Extended Techniques
Although bass, tone, and slap are the core strokes of  djembe technique, skilled play-
ers of  this and other hand drums define and use many more strokes, which are typically
subtler variations on the core three. This experiment tested the classifier’s accuracy on
a set of  7 strokes: bass, tone, slap, muted slap (dampened with free hand during stroke),
closed slap (the striking hand remains on drumhead after stroke), closed bass (ditto)
and flam (two quick slaps in rapid succession, taken as a single gestalt). Not all of  these
are proper to djembe technique, but are characteristic of  several Latin American and
African instruments. 50 examples of  each were played, and cross-validated. The classi-
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Table 3. Classifier confusion matrix for archetypical djembe strokes (k = 4; Columns
as labelled by software; Rows as labelled by performer).
Slap Tone Bass Closed
Slap
Muted
Slap
Closed
Bass
Flam
Slap 44 3 0 0 0 0 3
Tone 5 45 0 0 0 0 0
Bass 0 0 50 0 0 0 0
Closed
Slap
1 0 0 47 0 0 2
Muted
Slap
0 0 1 0 46 3 0
Closed
Bass
0 0 1 2 5 42 0
Flam 2 0 0 11 0 0 37
fier was 90.6% accurate for k = 5, and on average 88.2% accurate for for 1 ≤ k ≤ 10.
The confusion was as shown in Table 3 for k = 4.
It is interesting to note that the plurality of  confusion, 46% of  it, involved flam.
This was unexpected because flam was hypothesized to contain much more energy
over the sample than other strokes, owing to the second attack, which should make it
easily identifiable. Although this was true, as is seen in Figure 19, the effect had great
variance, which, on the low end, caused many flams to intermingle with the other stroke
categories. This is suspected to be a side-effect of  the temporal granularity of  the onset-
detector rather than an acoustic property of  the strokes, although further analysis is
needed.
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Figure 19. Djembe Stokes – Flams in Spectral Centroid - RMS Amplitude space.
4.4.4 Different Instruments
The previous experiments focused on djembe in order to give a complete picture of
the classifier’s performance on a single instrument. However, the classifier was designed
to be more general, so another set of  experiments tested several instruments.
4.4.4.1 Cajon
In one experiment, 20 archetypical strokes from each of  4 categories – bass, tone,
slap, and muted slap – were played on a Peruvian cajon (wooden box) without snares.
Cross-validation revealed an average accuracy of 93% for 1 ≤ k ≤ 10. In another
experiment, an uncontrived rhythmic sequence of  168 strokes from three categories
was played on cajon. Each stroke was manually labelled (bass, tone, slap) and given to
the classifier for analysis. Cross validation on this set yielded an average accuracy of
87% for 1 ≤ k ≤ 10. As with the djembe, the lower accuracy on performed strokes
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as opposed to contrived ones is likely attributable to greater variability in the acoustic
content of  the strokes. Generally, archetypical strokes should probably not be used as
training examples. Figure 17 depicts this dataset.
4.4.4.2 Darbuka
In this experiment, 30 archetypical strokes from each of  3 categories – doum, tek,
and pa – were played on darbuka (ceramic goblet drum). The classifier was on average
96% accurate for 1 ≤ k ≤ 10.
4.4.4.3 Frame Drum
Furthermore, 30 archetypical strokes from each of  3 categories – doum, tek, and pa
– were played on a small frame drum (hoop and animal hide) with unusually thick skin.
Cross-validation indicated an average of 95% accuracy for 1 ≤ k ≤ 10.
4.4.4.4 Bongos
Several percussion instruments, such as bongos, are actually two separate drums of
different pitch, optionally joined together by a center block and bolts. While it would
in principle be possible to treat each drum separately, with a separate contact-mic and
separate set of  training examples for each, in is interesting to know to what extent such
instruments could be analyzed as a single unit. Therefore, a contact- mic was placed on
the center block joining a pair of  bongos. 30 exemplary strokes from each of  5 categories
– open and closed strokes on the larger drum, and open, closed, and muted strokes on
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the smaller drum – were played. Cross validation yielded an average accuracy of 94%
for 1 ≤ k ≤ 10. The majority of  the confusion was between the open and closed
strokes on the larger drum. This is suspected to be due in part to the placement of
the contact-mic which was not acoustically ideal but provided a strong signal for both
drums. It is hypothesized that the accuracy could be increased by using two separate
microphones, one placed directly on the body of  each drum. Such microphones could
be soldered together in parallel and serviced by a single amplifier and set of  classifier
training examples.
4.4.5 More Subjects
In the foregoing studies, only one subject, the author, played the percussion instru-
ments. One might therefore argue that the method presented here may not generalize to
other subjects. Of  course the purpose of  using machine learning is that individual sub-
jects can specify their own stroke categories, so it is reasonable to hypothesize that the
method will generalize. To test this, three additional subjects with some musical train-
ing, only one of  whom considers percussion to be a primary instrument, were tested.
They were first asked to play 35 archetypical bass, tone, and slap strokes on cajon, as
might be done to train the classifier during normal use. Then they were asked to repeat
12 times the rhythm shown in Figure 20. This rhythm was constructed to contain an
equal number of  strokes in each category, and one of  each stroke transition (bass →
bass, bass → tone, bass → slap, etc…).
Three tests were performed on this data for each subject. In Test 1, the 105 archetyp-
ical strokes in three categories were cross-validated against themselves using leave-one-
out cross-validation. In Test 2, the 108 strokes in 12 repetitions of  the rhythm were
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Figure 20. Rhythm played by additional test subjects on cajon.
classified using the archetypical strokes as the training set. In Test 3, the 108 strokes in
12 repetitions of  the rhythm were cross-validated against themselves.
The classifier’s accuracy on these tests are shown in Table 4. The relatively high
accuracy on Test 1 accords with data presented elsewhere in this study. It is interesting
that Test 3 had a relatively high accuracy compared to Test 2. Test 3 demonstrates
that the strokes used in playing are relatively self-consistent, but Test 2 demonstrates
that they are not as consistent with the archetypical strokes. This suggests that the
subjects’ archetypical strokes are not the ones they use in actual playing. It is worth
pointing out that all three subjects played the archetypical strokes using only one hand,
and the rhythm using both hands. A better training strategy may involve having users
play segments of  predetermined rhythms. The somewhat lower accuracy of  Test 3
compared to Test 1 also accords with data presented elsewhere in this study. It may
also be pointed out that subjects universally found the order of  the last three strokes in
the rhythm confusing. At times they would stop and request to restart the experiment
after playing mistakes. This notwithstanding, the final data contains instances where
these strokes are, to the author’s ears, metathesized. For each subject, these strokes
explained a couple of  percentage points of  the difference between Test 3 and Test 1.
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Table 4. Classifier accuracy on three additional subjects playing cajon. Test 1
represents archetypical strokes, Test 2 is a rhythm classified against the archetypical
strokes, and Test 3 is the rhythm cross-validated against itself.
Subject Test 1 Test 2 Test 3
1 98% 78% 94%
2 97% 77% 90%
3 90% 67% 84%
4.5 Conclusion and Future Work
In conclusion, the provided classifier was found to work with relatively high accuracy
on a variety of  instruments. In practice, its correspondence to human perception is
acceptably high for the intended application, i.e. collaborative music making with a
musical robot. Future work will use a variant of  this algorithm to allow percussion
robots to perform auto-calibration. If  a human played several archetypical strokes on
the instrument as training examples, then the robot could search its control-parameter
space (impact angle, velocity, hand tension, etc…) for a point that yielded the lowest
self-classification error.
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4.7 Addendum
After initial publication of  this study, and error was found in the algorithm. Sec-
tion 4.3.2 above explains taking a windowed FFT over a 50 ms sample, and averaging
the centroid over the windows. This is not identical to averaging the spectrum over
the windows and computing the centroid on that. For abstruse mathematical reasons,
the latter should yield better results. Some additional testing shows that the classifier’s
accuracy increases marginally when using this method. This increase would be more
pronounced if  the sample were longer or the hop-size smaller.
72
Chapter 5
TIMBRAL AUTOEVALUATION
Abstract
Human musicians use timbre as an expressive device, selecting those timbres
which suit their aesthetic goals. By contrast, robotic musicians tend to play arbitrary
timbres defined by limitations in their hardware and software. This paper presents a
method whereby musical robots can learn to play particular timbres based on exam-
ples provided by human players, thereby making their playing sound more natural
and convincing. This could increase the success of  musical robots as performers,
companions, and therapeutic / rehabilitation devices. Trials of  the method pre-
sented in the paper show that the robot can find a target timbre in a reasonable
amount of  time. A perceptual study aimed at linking the robot’s performance to
human perception is less conclusive, but provides useful insight.
5.1 Introduction
For many musical instruments, skillful playing involves the deliberate use of  specific
timbres. A beginning flautist produces only one timbre, typically all breath and spit; a
beginning violinist plays scratchy and squeaky. Virtuosi, by contrast, will navigate the
entire timbre space of  the instrument, and may elect to play these timbres, but only when
it serves their aesthetic goals. Musical robots are frequently designed to use timbre like
beginners; they often produce arbitrary timbres rather than specific ones, and these are
typically not the canonic timbres used by skilled human players. This paper introduces
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a method whereby musical robots can learn to produce specific timbres so that they
more closely model the playing of  skilled humans.
A musical robot will have several control parameters such as, for example, bow
pressure and velocity for a violin robot, and there will exist a map between this control
space and the instrument’s timbre space. However, it can be difficult to make the robot
play a particular timbre by manually tuning the control parameters, as these are not
generally orthogonal to the timbral features. It would be better if  a robot could learn
how to produce timbres by listening to examples. If  a robot is provided with a target
timbre, i.e. by a human playing an example on the robot’s instrument, the robot could
search for the control parameters that best match the target timbre. It could accomplish
this by playing a variety of  timbres, listening to itself  via a microphone, and using some
optimization algorithm to minimize the distance between its own timbre and the target
timbre. In this manner, the robot could ‘learn’ technique by example. Moreover, while
playing, the ideal control parameters may change if, for example, malfunction or wear
changes the strength of  actuators or the relative position of  components. A suitable
optimization algorithm could be run continuously during normal operation, effectively
detecting and compensating for these small environmental changes.
5.2 Previous Work
A few studies have evaluated striking mechanisms for percussion robots [17][14].
However, these studies have focused on the physical properties of  the mechanisms such
as impact force and latency, and do not attempt to evaluate the resultant timbres. Semi-
nal work on the Waseda Flutist Robot allows the robot to listen to itself  and improve its
own intonation and timbre as it plays [3]. This work is based on a previous study that
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explicitly maps the flute’s drive conditions to its timbre space. Since the 1970s, many
studies such as [60] have attempted to map the perceptual space of  timbral distance by
having participants rate the similarity of  sounds. In general these have focused on gross
differences in timbre between instruments and not on subtleties within a single instru-
ment. There also exist exhaustive lists of  signal features related to timbral perception
[62]. The author is unaware of  any study that deals directly with the challenge at hand,
and the present study seeks to synthesize all of  these methods to approach a solution.
5.3 Implementation
5.3.1 Control Space
The robot used in this study, Kiki, plays djembe with a 3-DOF arm terminated by
a rubber end effector. The word ‘timbre’ comes from the Greek word for drum, and
because djembe is unpitched, its playing technique consists primarily in the manipula-
tion of  timbre. Kiki’s striking algorithm has four control parameters: ∆x, ∆y, θ, and s.
These parameters are depicted in Figure 21. ∆x, ∆y and θ specify the strike position.
Prior to striking, the arm is moved to a recoil position, which is identical to the strike
position except that the most distal servo is rotated away from the drum by some recoil
angle. To strike the drum, that servo moves at some angular speed until it reaches the
strike location, at which time its power is switched off  and it continues moving under
inertia. Increasing the parameter s increases both the recoil angle and angular speed.
∆x and ∆y have a resolution of  about 1 millimeter, θ has a resolution of  approximately
1 milliradian, and s ranges from 0 to 1 in arbitrary units. Not all points in the control
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Figure 21. A photo of  Kiki, and a diagram explaining the control parameters.
space result in the robot actually striking the drum; such points shall be referred to as
‘invalid’.
5.3.2 Timbre Space
5.3.2.1 Features
Timbral features are extracted from drum strokes as a variation on [65]. Namely, a
contact mic is placed on the robot’s drum. Stroke onsets are identified when the spectral
flux of  the incoming audio surpasses a certain threshold. From the note onset, one
second of  audio is recorded. Note that in the current study it is not necessary to choose
a shorter duration to accommodate the fast repetition rates found in natural playing.
Two features, RMS amplitude and zero-crossing rate (ZCR), are extracted from this
sample. Additionally, a windowed DFT is taken over the sample and averaged over the
windows. Four additional features, the first four spectral moments – centroid, spread,
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skewness, kurtosis – are calculated on the averaged spectrum. Timbral comparisons
shall be made using Euclidian distance on these six features. However, these features
all have different scales, so the feature with the largest scale would dominate the distance
calculation. In order to determine the relative scales of  the features, the timbre space
must be sampled by playing many arbitrary strokes of  different timbres on the drum.
This shall be referred to as ‘normalizing the timbre space’, and can be done efficiently
by a human or robot. The software then calculates and stores the arithmetic mean
and standard deviation of  each feature across the samples. Subsequently, all samples
are mapped from the raw feature space to the scaled feature space by normalization,
i.e. each observed raw feature has its mean subtracted from it, and is divided by its
standard deviation. For the remainder of  this paper, all operations shall be performed
in the scaled space.
5.3.2.2 Expected Distances
The goal of  this paper is to minimize the distance between the robot’s timbre and
some target timbre, but how close are two randomly selected timbres expected to be,
and what distance constitutes significantly smaller than random? To answer this, the dis-
tribution of  distances in the timbre space must be analyzed. Let it be assumed that the
timbral features are independent and timbres are normally distributed in each feature.
Consider two n-dimensional feature vectors, x and y. The square of  their distance, r2
is given by r2 = zT z, where z = x − y and T represents matrix transposition. What
is the distribution of z? In general, the distribution of  the difference of  two normally
distributed variables x ∼ N (µx, σ2x) and y ∼ N (µy, σ2y) is another normally distributed
variable z ∼ N (µz, σ2z) where µz = µx − µy and σ2z = σ2x + σ2y . In the n-dimensional
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case, if  the features have the same variance and are not correlated, this will generalize
as z ∼ N (µz, σ2zI), where where I denotes the identity matrix. Thus, in the present
case, because the features are normalized and assumed independent, z has zero mean
and covariance matrix 2I , i.e. z ∼ N (0, 2I). The probability density function of r2
given this distribution of z is solved in [76]. It is a gamma distribution Γ(α, β) with
parameters α = n2 and β = 2σ2z ,
r2 ∼ Γ(α, β) (5.1)
where
Γ(α, β) =
1
G(α)β
(r2
β
)α−1
e−
r2
β (5.2)
and the constant
G(α) =
∫ ∞
0
xα−1exdx (5.3)
known as the ‘gamma function’ is not to be confused with the so-called ‘gamma distribu-
tion’. Γ(α, β) has an expected value of αβ, so, in the present case, where α = 3; β = 4,
two randomly selected timbres would be expected to have a distance of
√
12. Employing
the usual definition of  ‘significance’, the distance between two timbres shall be deemed
significantly close if  the probability of  accidentally selecting two timbres so close is less
than 0.05. The probability P that two randomly selected timbres would have a squared
distance r2random at least as small as a particular critical value r2critical is given by the cu-
mulative distribution function.
P
[
r2random ≤ r2critical
]
=
∫ r2critical
0
Γ(α, β)dr2 (5.4)
In this case, numerical analysis reveals that P [r2random ≤ r2critical] = 0.05 when r2critical ≈
3.2708. Ergo, distances r less than 1.8085 may be considered significantly small. Notice
that this analysis relies on the assumption that the features are independent. In reality it
appears as though the extent to which this is true varies between musical instruments,
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Table 5. Timbral distances between strokes with identical striking methods.
Striking Method Mean Distance Variance
1 0.0748 0.0028
2 0.1162 0.0069
3 0.0368 0.0011
meaning that the expected distance will generally be less than given here. Nonetheless
this value provides a frame of  reference.
That defines an upper bound on how close learned timbres should be. What about
a lower bound? How close must two timbres be to be considered identical? To assess
this, the robot Kiki was asked to strike the drum 25 times using exactly the same striking
method each time, and the timbral distances were calculated (note that there are 300
distances between 25 strokes). This process was performed for three striking methods,
and the results are shewn in Table 5. The results are tightly clustered in the timbre
space for each striking method. According to this distances less than about 0.1 may be
considered roughly identical.
5.3.3 Map
Insofar as the goal is to explore the map from the control space onto the timbre
space, it is useful to identify some properties that the map may or may not possess.
First, it should not be assumed, based on prior knowledge, that particular points in the
control space will map to particular points in the timbre space. For example, humans
make a resonant bass sound by striking the center of  the djembe, but since the robot’s
body is not identical to a human’s, it may produce the same timbre with an unexpected
striking method. Moreover, the map should be assumed to be neither surjective nor
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injective. The former admits that there may exist regions of  the timbre space that are
not reachable by the robot. The latter admits that two different striking methods may
produce the same timbre. One may be tempted to evaluate the robot’s ability to find
a timbre using striking method as a proxy; the robot could play a target timbre using a
known striking method, then, after searching for the target timbre, the resulting striking
method could be compared to the original one. However, non-injectivity asserts that
the robot’s inability to find the original striking method does not imply that it has not
found the original timbre. In this study, the map will be assumed to be continuous, such
that adjacent striking methods produce adjacent timbres.
5.3.4 Optimization
Because the map between between the control and timbre spaces is unknown, an
optimization algorithm is used to search for the global minimum between two timbres.
In the current study, a variation on simulated annealing was used. This works as follows.
1. The timbre space is normalized with many arbitrary strokes.
2. A target timbre, ttarget, is defined (i.e. the human plays a target stroke on the
robot’s drum).
3. A variable known as the ‘most recently accepted striking method’, caccepted, is de-
fined.
4. caccepted must be initialized to a striking method that is known to be valid. The
robot strikes the drum with this method, calculates the timbral features, and mea-
sures the Euclidian distance, raccepted, to ttarget in the timbre space.
5. A new candidate striking method, ccandidate is generated by starting with caccepted,
randomly selecting one feature in the control space, and nudging it up or down
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by a random amount within certain range. The ranges are proportional to the
annealing temperature, T , which is reduced with each successive iteration of  this
step.
6. The robot strikes the drum using ccandidate. If  this stroke is not valid, ccandidate is
unconditionally rejected. If  it is valid, the Euclidian distance, rcandidate, to ttarget
is calculated. ccandidate will be accepted with a probability of eraccepted−rcandidate/T .
Accepting a stroke means setting caccepted ← ccandidate.
7. Steps 5 and 6 are iterated for many generations. If  they are iterated more than
a certain number of  times without producing a candidate stroke that is closer to
ttarget than the closest candidate thus far, cbest, then caccepted ← cbest.
8. cbest is returned. cbest should, in principal, be caccepted, but might not be if  the
algorithm has moved out of  the region of  the global minimum and has become
temporarily stuck in the vicinity of  some local minimum. cbest is not likely to have
been produced in the last generation.
5.4 Evaluation
Two types of  evaluation are performed for this technique. First, computational
methods shall be used used to ascertain the algorithm’s success in reaching a target point
in the timbre space. Secondly, a perceptual study determines whether the algorithm
becomes perceptually closer to the target as it runs.
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5.4.1 Computational
5.4.1.1 Trials
This algorithm was run a number of  times and its performance evaluated. The
algorithm was normalized using the 600 strokes recorded in Section 5.4.2 below – 400
robot strokes and 200 human strokes. T started at 1 and was reduced by 10% at each
generation. New features were generated with bounds ±50T mm for ∆x, ±10T mm
for ∆y, ±50T milliradians for θ, and ±0.5T units for s. caccepted was replaced with cbest
after 10 successive candidates worse than cbest.
The robot started each trial run with a tone-like stroke and proceeded for 150 gener-
ations. The robot takes 600 milliseconds to strike the drum before recording 1 second
of  audio, so one run takes about 4 minutes. For each target stroke, the algorithm was
run three times using that identical target. This process was carried out for a bass, tone,
and slap target, resulting in 9 trial runs. The starting and ending (i.e. best) distances
were recorded for each run. Additionally, the distance of  each candidate stroke to the
target was recorded, a curve of  the form y = axb was fitted to this data using a power
regression model, and the Pearson Correlation coefficient, R, was calculated for the
regression. For clarity, these variables are depicted in Figure 22 for trial 9. Additionally,
the results of  all 9 trials are shown in Table 6.
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Figure 22. Distance of  the target stroke to all candidates from trial 9, overlaid with a
power regression demonstrating the algorithm’s convergence trend. Also labelled are
the algorithm’s starting and ending (best) candidates as reported in the following table.
Table 6. Results of  9 trial runs of  the algorithm presented in this paper. Start and End
are the first and best distances to the target stroke, a and b are the parameters of  a
power regression that fits the distance to all candidates generated during the run, and
R is the correlation coefficient between the observed distances and the regression.
These are depicted in the preceding figure.
Trial Target Start End a b R
1 tone 1.54 0.29 2.45 -0.22 0.13
2 tone 1.82 0.42 2.20 -0.13 0.11
3 tone 2.02 0.47 1.64 -0.03 0.21
4 bass 4.53 2.78 5.80 -0.10 0.52
5 bass 4.98 2.08 5.08 -0.09 0.45
6 bass 5.42 1.89 7.32 -0.24 0.73
7 slap 3.04 0.54 6.05 -0.32 0.41
8 slap 4.20 0.42 2.81 -0.20 0.31
9 slap 3.85 0.32 6.41 -0.42 0.65
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5.4.1.2 Trends
In each trial, the signs of  the coefficients a and b, positive and negative respectively,
indicate a trend of  decreasing distance eventually converging on 0. For bass and slap
targets, this trend is highly significant with p < 0.001. For tone targets, the trend is,
in general, scantly significant; this is to be expected because the algorithm started with
a tone-like stroke relatively close to the target. In this case, one would expect the re-
gression curve to have nearly 0 slope, which will have 0 significance for any data. Note
that this does not prevent the algorithm from ending much closer to the target than
where it started; it only means that the algorithm did not perform much better than
playing random strokes and picking the best. This is not surprising because that is the
basic principal of  operation behind simulated annealing. In these cases, the algorithm
would probably converge faster if  the search space for new candidate striking methods
were proportional to raccepted and not just T , which would reduce the variance thereby
increasing the significance. This would also increase the likelihood that the algorithm
would become trapped in a suboptimal local minimum.
5.4.1.3 Unreachability
For tone and slap targets, the algorithm finished very near the target. For the bass
target, although the algorithm became significantly closer to the target, it ended some-
what far away. Evidently the target was in an unreachable region of  the timbre space.
In particular, in these trials, many strokes were rejected as invalid, and this occurred for
two reasons. Some candidates contained the lowest value of s producible by the robot,
or nearly so, and many of  these were too quiet to trip the onset detector. Second, these
84
trials resulted in the robot’s arm fully extended with nearly maximum values of∆x, and
many stroke candidates were out of  the arm’s reach. These trials were repeated for the
same target after lowering the onset detector’s threshold and physically lowering the
arm with respect to the drum. While this decreased the number of  rejected strokes, it
did not improve the best distance. To the author’s ear, in all trials with a bass target, the
algorithm did converge on what sounded like passable bass strokes, albeit quieter and
less resonant than the target. Raising s would have made the stroke louder, but would
have changed the spectral distribution in a way that evidently could not be compensated
by the other control parameters. For all trials with slap and tone targets, the result did
sound to the researcher to be quite similar to the target, but after listening to 150 inter-
vening candidate strokes it is difficult to make a nuanced comparison, which generally
prohibits a more rigorous perceptual evaluation of  an entire trial run taken as a unit.
These trials all started with a tone-like stroke as the first candidate. In practice, it
may be better to store a list of  many striking methods and their approximate timbres,
and select from that list a starting candidate that is already close to the target. In many
cases, this would help the algorithm find good strokes in fewer steps.
5.4.2 Perceptual
The previous section demonstrates that the proposed algorithm successfully ap-
proaches a target timbre in the timbre space. It does not demonstrate that accepted
candidate strokes become perceptually closer to the target as the algorithm runs. The ob-
servation that the feature set can be used to classify strokes, as presented in Chapter 4,
provides evidence that broad regions of  the timbre space do correspond to perception.
Similarly, the observation that identical striking methods are tightly clustered in the tim-
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bre space provides evidence that the space corresponds to perception at a very local
level. Furthermore, some of  the timbral features are already known to relate to percep-
tion of  timbral similarity; for example [60] finds perceptual brightness to be important
in how humans determine timbral similarity, and spectral centroid is known to be a
correlate of  brightness. What about the specific case in which arbitrary robot strokes
are compared to an arbitrary human stroke, as is performed at each generation of  the
algorithm?
5.4.2.1 Methodology
The following experiment was designed to test this. First a large list of  random
striking methods was generated and invalid methods were manually removed, resulting
in 416 methods. Human participants with at least some musical training were asked to
listen to the researcher play an arbitrary stroke S on the robot’s drum. Then the robot
played two strokes, A and B, chosen randomly from the list. The subject was asked to
assess which of  the robot’s strokes, A or B, sounded most similar to S . The subjects were
given 5 choices: A was much more similar than B to S; A was slightly more similar; equally
similar; B was slightly more similar than A; B was much more similar. These responses
were coded as the integers 1 to 5, respectively. This was repeated 50 times for each of
4 subjects. The strokes were also recorded through a contact-mic placed on the body
of  the drum and later played back into the robot’s listening system. For each subject,
the timbre space was normalized with all 150 strokes played during the trial. The robot
also rated the relative similarity of A and B to S according to dist(A, S) − dist(B, S)
where dist() is the Euclidian distance in the timbre space. The robot’s responses were
cross-correlated with the humans’. Results are shown in Table 7.
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Table 7. Correlation between human and robot timbral distance comparisons for all
and each of  4 participants, for two feature sets, sorted by the participant’s amount of
musical experience
Subject R (6 features) R (4 MFCCs) Experience
all 0.39 0.33
1 0.57 0.53 doctorate in music
2 0.49 0.48 masters in music
3 0.37 0.36 no music degrees, teaches music professionally
4 0.20 0.06 no music degrees, avocational music experience
5.4.2.2 Listening Styles
The humans’ responses, taken all together, were only moderately correlated with the
robot’s, but the correlation was highly significant (N = 200, R = 0.392739, p < 0.001).
When the analysis is performed separately for each subject, it is seen that the robot
agrees more strongly with subjects that have more academic musical training. The
robot’s agreement is significant for participants 1, 2, and 3 with p < 0.01, and not
significant for participant 4 with p < 0.2. From this it does not necessarily follow that
the robot more strongly models ‘expert’ listeners, or that low correlation indicates faulty
listening; participant 4 is also the only one that claims percussion as a primary instru-
ment, and that individual may have a different style of  listening than is modeled here. To
attempt to unravel the role of  listening style, the analysis was repeated for all 62 com-
binations of  the 6 features. For subjects 1, 2, and 3, spectral centroid alone predicted
their responses at least as well as the full set of  features. By contrast, participant 4’s
responses were completely uncorrelated with centroid, but RMS amplitude alone pre-
dicted their responses better than the full set of  features. The participants were also
asked to define the word ‘timbre’, and to an extent their responses confirm these obser-
vations. Participants 2 and 3 both provided definitions based on the spectral content of
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sound: “Timbre is the unique frequency content of  a particular sound…”, and “Tim-
bre is … related to the specific harmonic spectra that make up a sound.” Participant 4,
by contrast, resisted a purely spectral definition, saying that timbre is “not necessarily
pitch, but it would be more the warmth or the coldness of  the sound.” Subject 1’s re-
sponse was more enigmatic: “Usually when you talk about timbre you are talking about
the color of  the sound, in a sense. Variation in color.” It may be the case that some
listeners have been trained to listen specifically to spectral features, so naturally those
features predict the responses of  those individuals better than other individuals.
5.4.2.3 Controls
Based on these results, it is reasonable to wonder whether the robot is better at pre-
dicting relative perceptual distances when the absolute perceptual distances are small.
Perhaps when A and B are both perceptually very dissimilar to S, the degree of  dissim-
ilarity becomes difficult to assess, resulting in more-random responses. Unfortunately,
absolute perceptual distances were not collected in this study.
5.4.2.4 Other Features
Are there other features that would be better predictors of  the participant’s re-
sponses? The above analysis was repeated for all combinations of  the first 13 Mel
Frequency Cepstral Coefficients (MFCCs), calculated with 24 Mel bands, instead of  the
original 6 features. The first four MFCCs, including the 0th, performed slightly worse
than the original 6 features, and adding more coefficients generally reduced the robot’s
agreement with participants. These results are also shown in Table 7. Participants were
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asked to provide adjectives describing the timbre of  djembe, as well as the timbre of
individual djembe strokes relative to one-another. Several responses corresponded to
the features used in this study: “deep”, “higher pitched”, “the rimshot stroke seems
to have very strong high partials”, “bright”, “bassy to trebbly”, “high and low”. Other
features not used in this study, such as the shape of  the amplitude envelope and the
temporal evolution of  the spectrum, are also know to be important in how humans
compare timbres. Some of  the participants’ responses corresponded to these features,
and others still were more enigmatic: “visceral”, “embodied [the bass stroke]”, “there is
a whole range between more resonant strokes and kind of  clipped”, “like a stomp almost
… you can feel that in your foot”, “quick attack”, “It could thump”, “warm”, “percus-
sive”, “snappy”, “accented and unaccented”, “piercing”, “woody”, “natural”, “clean”.
The addition of  temporal centroid did not significantly improve the results, which is
perhaps not surprising in the case of  the djembe, which is not a sustaining instrument.
Perhaps other features may increase the agreement between robot and humans.
5.5 Discussion
Although the results in Section 5.4.1 suggest the algorithm can find target timbres,
whether those results correspond to perception is less conclusive. The foregoing anal-
ysis suggests that listeners will only sometimes agree with the robot at a given genera-
tion of  the algorithm, and listeners will only sometimes agree with one-another about
whether they agree with the robot; there may exist no Truth about this algorithm’s
success from a perceptual standpoint. On the other hand, the perceptual difference
between timbres in this study were all very subtle, and it is possible that the results
owe to inconsistent responses within each participant. Nonetheless, the regressions de-
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picted in Figure 22 suggests that the robot will eventually converge on a timbre that is
‘identical’ to the target (given that the target is reachable), according to the definition of
‘identical’ in Table 5. Additionally the observations in Section 5.4.2 suggest that ‘identi-
cal’ will correspond to perception in cases when temporal features play a minimal role.
It is likely that this model overfits the djembe, and trials should be run on other robots,
particularly those that play sustaining instruments. This might assist the development
of  a more robust feature set that more closely models more listeners and instruments,
which in turn would help more musical robots sound more like skilled musicians when
they play.
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Chapter 6
INTERACTIVE RHYTHM LEARNING FOR PERCUSSION ROBOTS
The previous chapter introduced a method that allows a robot to learn how to pro-
duce particular timbres by example. How is the robot to know in what contexts these
timbres should be used? Given a method of  transcribing timbre from a human per-
formance, as presented in Chapter 4, a robot might build a statistical model of  when
particular timbres are used, and incorporate that model into its own playing. This chap-
ter shall present such a model. This shall be operationalized as the problem of  learning
rhythms, where a rhythm comprises a sequence of  discrete timbral categories.
It is easy to make musical machines play fixed, static rhythms by, for instance, giving
them MIDI files to play. There are also a number of  techniques for generating rhythms
according to some closed process (to be discussed in detail anon). However, the present
goal is to make the robot listen to the human’s playing and respond in a natural way. In
particular, the goal is to make the robot capable of  learning specific repeated rhythmic
patterns, recall them according to context, and learn signal rhythms that trigger changes
in the rhythmic patterns. In the absence of  repeated rhythms, e.g. when the human
is freely improvising, the goal is for the robot to learn the general character of  the
human’s playing and generally match those features while sometimes introducing new
but stylistically appropriate musical ideas.
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6.1 Previous Work
This challenge intersects with several disciplines and there are several histories that
converge upon it. There exists relevant work in the fields of  algorithmic composition,
interactive computer music, musical robots, and statistical machine learning, yet none
of  these alone provides a complete approach. The following sections shall construct a
variety of  histories that together provide a starting point for the question at hand.
6.1.1 Algorithmic Composition
In a certain sense, this question falls within domain of  algorithmic composition, in-
sofar as the goal is to write a procedure that generates music for a robot to play. There
are many algorithms that have been used to aide composition since well before digital
computers. One common algorithm’s objective is to maintain a particular statistical
distribution amongst elements in the composition. For example, at the beginning of
the 20th century, works such as Joseph Hauer’s 1909 composition Nomos [77], his the-
oretical treatise Sphaerenmusic [78], Arnold Schoenberg’s Op. 23 [79], and Charles
Ives 1901 composition From the Steeples and the Mountains [80] developed pitch-selection
procedures that ensured a statical equivalence amongst the pitch classes. These tech-
niques became popular, and in the following decades increasingly sophisticated musical
machinery (function generators → analog synthesizers → digital computers) allowed
composers such as Stockhausen and Milton Babbitt to apply these methods more rig-
orously to more aspects of  music, including rhythm. Although interest in the style
associated with this music (serialism) eventually waned, the idea of  generating music
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by manipulating statistical distributions continued both in the creation of  new musical
styles [81] [82], and in the understanding of  previous styles [83] [84].
Another popular algorithm involves choosing musical elements randomly from a set
of  options. An early example of  this is found in Athanasius Kircher’s 1650 treatise [28]
where, under the heading ‘MUSURGIA MECHANICA’, in Tomus II Lib VIII pars
V, he describes the arca musarithmia, which allows laypeople to compose by piecing to-
gether randomly selected fragments of  melodies, rhythms, and modes, drawn from box
according to the poetic meter of  the text to be set. One hundred and seven years later,
C.P.E. Bach, evidently unaware of  Kircher, wrote a short treatise entitled ‘Invention by
which six measures of  double counterpoint can be written without a knowledge of  the
rules’, translated in [85]. This is essentially a two voice, six-bar composition in which
each (empty) bar can be populated arbitrarily with one of  9 options for the descant and
another 9 options for the bass (all composed by Bach). Similar compositions have been
attributed to Hayden [86] (composed by M. Stadler according to the New Grove) and
Mozart [87]. These pieces both have 16 bars and 11 options per bar – voices are not cho-
sen separately – and a pair of  dice are used to select from amongst these. In principle,
the number of  permutations that could be created using such a method quickly becomes
astronomically high – i.e. nm, where n is the number of  options per bar and m is the
number of  bars. However, in another sense, these 18th century examples are actually
single compositions, as the options for each bar are simple variants of  one another, and
the underlying harmony and structural organization will be identical in all permutations.
This history might continue through John Cage’s use of  indeterminacy, through David
Cope’s Emmy algorithm, which composes by recombining bits and pieces from existing
works using sophisticated rules [88] [89], to any musician who has used a random or
pseudo-random number generator in a computer program. However, as general histo-
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ries of  this nature meet digital computers, they typically become entangled in cybernetics
and classic ‘hard AI’ problems, where the goal increasingly becomes for a computer to
write music with absolutely no human intervention.
By contrast, human intervention is the primary goal of  this chapter. In particular,
the goal is an interactive algorithm that takes a human’s rhythm as input and generates
an accompanying rhythm as output. Historically, the question of  how to do this with
pitches has been studied much more deeply than how to do so with rhythm. Indeed,
attempts to proceduralize the melodic aspect of  composition vastly predate digital com-
puters. Music theory treatises from as far back as the 11th century show, given one
melody, how to generate one or several new melodies to accompany the first, following
a few simple rules [90]. This line of  thought was greatly expanded in the 16th century,
and it became common for music theorists to give lists of  constraints (i.e. composi-
tional ‘rules’) that should be met when generating a new melody to accompany a given
melody [91] [92][93]. For any given melody, there are typically only a small set of  new
melodies that will either meet the constraints or minimize the constraints that are bro-
ken. The advent of  computers in the 20th century brought many attempts to mechanize
these rules. Important pioneers were Lejaren Hiller and Leonard Isaacson whose work
in the 1950’s included experimentation with generating counterpoint in this style using
the Illiac computer at University of  Illinois at Urbana [94]. The work of  Hiller and
Isaacson culminated in the Illiac Suite, for string quartet, in which notes were generated
and selected according to a variety of  procedures (different in each movement). The
result is often regarded as the first piece of  music composed by a machine, and was
transcribed for performance by human musicians [95]. Another seminal study at MIT
showed that it is possible to generate counterpoint using second-order Markov chains
[96]. Such a network can also learn the relative weights of  the constraints by analyzing
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existing music. There are a few problems with this approach that limit its applicability in
the current study. First, the constraints define a musical style, and are hard-coded into
these systems, but the goal here is to learn the style rather than impose it. Furthermore,
as this method became increasingly codified, rhythm was systematically removed from
the model to the extent that later treatises on the subject proceed under the assumption
that all notes that make up a melody are equal in duration [97], which was never the
case in actual music of  this style. Another problem is that these algorithms run offline
and assume a time-flattened representation of  music and are generally not suitable for
realtime operation (including the ones that run sequentially).
6.1.2 Interactive Computer Music
Of  course, this does not mean that no realtime, interactive music generation systems
have been built. Robert Rowe’s seminal system ‘Cypher’ [98] implements several algo-
rithms for generating musical gestures (in the form of  MIDI), as well as many methods
of  systematically transforming those gestures. ‘Cypher’ also analyzes MIDI data from
a human player (and feedback from its own output), and extracts and classifies features
from the local timescale of  individual notes, and from the larger timescale of  musical
phrases. Users may then specify mappings between the analysis and synthesis. For in-
stance, input notes classified as having ‘low’ pitch could cause staccato output, or the
amount of  harmonic irregularity in input phrases could control phrase-length at the
output. George Lewis’s system ‘Voyager’ [99] has a similar organization. It comprises a
number of  music generation algorithms that continually generate 64 streams of  music,
of  which only a small ensemble are heard at at time. Every few seconds, a procedure
selects a new ensemble and a new synthesis algorithm, as well as new synthesis param-
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eters such as which scale, tempo, and timbre to use. ‘Voyager’ also listens to up to
two streams of  MIDI input (or live input coupled to the system through a pitch fol-
lower that generates MIDI), and calculates features such as average pitch, velocity and
note-spacing. The music generation algorithm can be set to imitate, oppose, or ignore
features coming from either of  the input streams. Although both systems have meth-
ods of  dealing with musical time, neither deal explicitly with rhythm as a gestalt. In
Joel Chadabe’s interactive piece ‘Rhythms’ [100], six musical voices loop subsequences
of  a larger, randomly determined rhythm, each voice maintaining a single pitch, while
two additional voices play ‘melodies’ by looping subsequences of  a larger sequence of
pitches. A human triggers changes in the music (length and starting position of  the
subsequences) by pressing keys on a computer keyboard, although the nature of  the
changes are randomly determined. In all of  the foregoing interactive systems, the be-
haviour is either hard-coded, or is manually configured by the user; none learn their
behavior by listening.
6.1.3 Musical Robots
In a few instances, interactive algorithmic musical systems have even been imple-
mented in robotic percussion players. Weinberg and Driscoll’s composition Pow uses a
call-and-response paradigm to generate rhythms [47]. In one part of  this composition,
a human plays a rhythm, and the robot responds by selecting a rhythm from a large
database of  constructed rhythms (made by exhaustively subdividing beats in different
ways). The robot’s selection is made according to two user-defined parameters – sim-
ilarity and stability. The similarity measure indicates how similar the robot’s response
should be to the human’s call, and stability indicates how chaotic-sounding the robot’s
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response should be, which is operationalized using the notion of  rhythmic expectancy
defined in [101]. In their robotic Marimba player, Hoffman and Weinberg focus on
generating jazz accompaniment in a way that is inspired by the notion of  physical ges-
ture rather than note sequences [8]. One simple way that they achieve this is to have
the four arms move back and forth across the instrument (they are mounted on tracks)
roughly in time with the music. Rhythmic patterns are preprogrammed, and if  an arm
happens by serendipity to be at the location of  a note in the current chord at the mo-
ment it is supposed to play, then it will strike that note. In another mode of  interaction
the robot plays rhythms that are inspired by the human’s rhythms. In this mode, the
robot quantizes the human’s rhythm and stores a decaying histogram representing the
probability with which the human plays an onset in each quantization bin. In fact, it
does this separately for each arm via clustering of  the human’s pitches. At every chord
change, the arms are positioned above notes in the current chord. They then play a
rhythm based on the probabilities in the histograms. Ajay Kapur’s MahaDeviBot accom-
panies an augmented sitar by looking up rhythms in a database [48]. The database is
populated with rhythms via automatic transcription recorded music. The sitar is fitted
with a pressure sensor under the player’s right thumb (whose position remains fixed
against the neck while playing), and the signal from that sensor serves as the database
keys. The sitar player initially generates keys by playing along with each rhythm in the
database and recording thumb pressure. Then, during performance, the sitar player’s
thumb pressure is correlated with the keys in the database, and the drum robot plays
the rhythm corresponding to the nearest matching key.
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6.1.4 Machine Learning
In another sense, learning rhythmic timbral sequences can be viewed as a problem
of  pattern-recognition and sequence generation. Recent advances in training algorithms
for neural networks have made them incredibly powerful tools for modeling sequences
with long-term dependencies. A common task is to learn language one character at
a time. In this model, the network’s inputs encode the current character in the se-
quence, and the outputs represent the next character. At each step, the output is fed
back into the input to generate the next character. One powerful technique for this
task is the Long-Short-Term-Memory (LSTM) network [102]. One such study uses an
LSTM to learn the first 100 megabytes of  the English Wikipedia [103]. After training,
it can generate new articles with valid markup including balanced xml tags, appropriate
section headings, and (rather nonsensical) English text with locally correct grammar
and a preponderance of  words pertaining to a particular subject. Another technique
is a standard Recurrent Neural Network (RNN) trained using Hessian Free (HF) Op-
timization [104]. In one study, this method was used to learn, amongst other things,
the first 100 megabytes of  text (without markup) from the English Wikipedia [105],
again one character at a time. Although the results on this task are subjective, this
technique has been shown to significantly outperform LSTM networks on standard
sequence modeling tasks [106], and the results here appear to be at least similar. An-
other study uses a LSTM network to learn handwriting from pen-traces (sequences of
(x, y) pen locations)[103]. The network’s inputs encode the current pen location and
its outputs encode a probability distribution for the subsequent pen location. Again,
sequences are generated by feeding the output back into the input at each cycle. After
training, this network can generate random lines of  plausible-looking handwriting with,
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mostly valid characters, some valid words, and word breaks at plausible intervals, in
a coherent, random, writing style. With some modifications it can be primed to gen-
erate handwriting mimicking a particular writer’s style, indicating that it ‘remembers’
subtle stylistic dependencies over the hundreds of  pen coordinates that make up a line
of  text. Repeated characters are stylistically similar but not identical. If  the concept of
text is replaced with music, and characters with notes, the applicability of  these studies to
the current study should be clear, as music may also be seen as a sequence of  notes with
long-term structural and stylistic dependencies. Not surprisingly, these techniques have
been applied to music generation. Here the focus shall be, perhaps somewhat unfairly,
on the rhythmic approaches in those studies. One seminal study [107] uses an RNN to
generate monophonic melodies. This study divides musical time into timepoints one
eighth-note (quaver) in duration (definitions of  ‘timepoints’ and other representations
of  rhythm are given in Section 6.2.2 anon). At each timepoint, the rhythm is repre-
sented using two binary neurons – one to indicate whether a note is sounding at that
timepoint, and another to indicate (given a repeated pitch) whether it is tied to the note
in the previous timepoint. This network is trained using a variant of  Back-Propagation
Through Time (BPTT), and produces valid but relatively uninteresting melodies with
simple rhythms. Another seminal study [108] extends the previous one in a number of
ways. This system represents time as note durations, quantized to the nearest twelfth
of  a beat. Each duration is encoded with three values: the base 2 logarithm of  the
duration, the number of  twelfths in the duration mod 3, and the number of  twelfths
mod 4. The latter two values are supposed to be rhythmic analogues to pitch chroma,
and are each encoded as (x, y) coordinates on a circle to facilitate distance calculations.
The author of  that study reasons that encoding each note as a single duration rather
than many timepoints helps the network learn long-term dependencies by greatly re-
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ducing the number of  time-steps in a passage of  music. Like the previous study, this
algorithm generates music that is locally valid but mostly lacks higher-order structure.
Both studies predate LSTM and HF optimization. Another similar study [109] uses a
LSTM network to learn 12-bar blues. Rhythm is represented with timepoints, as above,
but the end of  a note is signaled by using a finer grid-spacing than necessary, and forc-
ing the note ending to be marked with a zero. This study uses 2 timepoints per beat,
effectively encoding quarter notes (crotchets), for a total of  96 timepoints in one 12-bar
piece. The authors claim that the network learns global structure, but this is difficult to
assess due to limitations in the training data. More recently, emerging RNN techniques
have been applied to polyphonic transcription of  audio signals and the analysis and gen-
eration of  symbolic polyphonic music [110]. All these studies use training data with
very simple rhythmic structure, and to the author’s best knowledge, there has been no
previous attempt to model more complicated functions of  rhythm that are particular to
percussion instruments using these techniques. Note again that these models operate
without human interaction during composition, and therefore do not perfectly model
the present goals.
6.2 Rhythmic Models
6.2.1 Components of  Rhythm
A performed rhythm comprises at least three distinct temporal components: the
structural component, tempo, and timing [111]. The structural component is the se-
quence of  relative durations and metric positions indicated in a musical score, and is
not typically altered by performers. Tempo is the overall speed at which the structural
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rhythm is played, which may include accelerandi and rallentandi marked in a score, as
well as momentary, improvised fluctuations in speed used by the performer as an ex-
pressive device [111]. Timing is the relative lateness or earliness of  individual notes as
compared to the structural rhythm after tempo has been applied. Timing may be the
result of  noise in the human motor control system, or deliberate expressive decisions
made by the performer [112] [113] [114] [115], and is not directly notated in musical
scores. This study limits the model to include only the structural component of  rhythm
so it may be invariant to discrepancies in performance. The structural rhythm may be
extracted from a performed rhythm by using tempo tracking to isolate tempo [116]
[117] [118] [119] [74] [120] [121] [122] [123] [124] [125] [126] [127] [128] [129] [130],
and quantization to isolate timing [101][131][132]. Those methods that are inherently
predictive [118] [131] [120] [123] may be well-suited to the present purpose. There are
also methods of  doing the inverse: generating performances by applying tempo and
timing to structural rhythm [112]. The word ‘rhythm’ shall be used to refer to structural
rhythm henceforth.
6.2.2 Representations of  Rhythm
In order to proceduralize rhythm, it is necessary to find a suitable mathematical
representation of  rhythm. In the 1940s and ’50s, the composer Milton Babbitt devel-
oped two such representations of  rhythm. The first is known as a ‘duration series’, and
the second as a ‘timepoint series’ [133]. Both deal only with note onsets. This limits
them to monophonic rhythms, but does not preclude the use of  rests, which can be
conceptualized as having silent onsets. A duration series is an ordered set of  integers
representing relative durations. It is constructed by dividing an ordered set of  inter-
101
Figure 23. A rhythmic fragment represented as a duration series (relative durations)
and timepoint series (metric position). Here, the greatest common divisor, ∆τ , is the
duration of  a sixteenth note (semiquaver), and C is the number of  grid positions in a
quarter note (crotchet), i.e. 4.
onset intervals by its greatest common divisor ∆τ . A timepoint series is an ordered set
of  integers representing the metric positions of  note onsets. Suppose a grid is imposed
on musical time, where the grid-spacing is ∆τ , and the grid positions are i∆τ ∀ i ∈ N.
Timepoints are the indices 1 + (i mod C), where C is the number of  timepoints in a
larger structural unit such as a beat or measure, and a timepoint series is the ordered set
of  those timepoints that are populated by onsets. These representations are depicted in
Figure 23.
In theory, these representations are interchangeable, since, for i > 0, the ith member
in timepoint series T can be calculated as Ti = (T0 +
∑i−1
j=0Dj) mod C , where Dj is
the jth member of  the duration series. However, in practice, if  durations are obtained
from a human performance through a noisy measurement and quantization process,
the durations will most likely drift relative to the timepoints over time, and it is not safe
to assume that a conversion can be made correctly. For example, consider the case
in which a human plays a sequence of  perceptually equal durations, and the observed
(slightly unequal) durations are quantized (i.e. made equal) with a relaxation network
such as [101][134], which operates directly on a list of  observed durations. There is
no guarantee that the sum of  the durations will remain unaltered; the quantizer could
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marginally shorten all of  the observed durations. If  the result were converted to a time-
point representation by summing the durations and comparing this to a constant grid
whose positions are calculated from the observed onset times, then the timepoints will
be found to drift increasingly earlier with respect to the grid. Each representation has
advantages and disadvantages. Babbitt eventually argued against the use of  durational
series on grounds that are mainly pertinent to his own compositional style [133]. For
the case at hand, duration series have the advantage that they are amenable to sophis-
ticated quantization methods such as connectionist methods [101], whereas timepoint
series are most amenable to grid-based quantizers which typically do not perform as
well. Additionally, an observed set of  onset times may be encoded as a duration series
with no knowledge of  the tempo or the phase of  the rhythm relative to the musical
beat; this is desirable because extracting these from a performance can be messy. On
the other hand, if  a model is to operate in realtime, it will take small chunks of  input and
generate small chunks of  output, and the input and output will have to remain in phase
with each other. It is not possible to guarantee this with a durational representation of
rhythm. Suppose, for instance, that the model is given small durations as inputs, and
it continually outputs large durations. Over time the temporal separation between the
input rhythm and output rhythm will be unbounded. Timepoints do not suffer this
flaw as long durations can be built up in small chunks by repeated concatenations of
∅. This last problem does not seem tractable, and in any real system employing this
algorithm, the tempo and phase of  the rhythm relative to the beat will most likely have
to be inferred for other reasons, so timepoints are probably the better representation
for the current application.
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6.3 Implementation
The following subsections shall first describe a basic, oversimplified model for learn-
ing rhythms, and in the subsequent subsections this basic model shall be expanded to
make it suitable for real-world applications.
6.3.1 Basic Approach
6.3.1.1 Prediction
Let the assumption be made that the beat period and phase of  the music are known,
which can be achieved either by imposing these on the user (i.e. the robot determines
these values and the human follows them), or by performing beat-tracking. Let it also
be assumed that the human’s onset times have been properly captured using onset de-
tection or other means. Let it further be assumed that human either performs with
metronomic precision, or that their playing has been properly quantized. The initial
method presented here deals with one beat of  music at a time, so C is set to the number
of  timepoints in a beat. Every beat of  the input rhythm I and output rhythm O is en-
coded as a set of C real numbers. The values in I indicate the certainty that the human
played an onset at the respective timepoint; because perfect transcription is assumed,
the input values used in this study will either be 0 or 1. The values in O represent the
probability that the robot will play an onset at the corresponding timepoint. At a time
mathematically indistinguishable from the beginning of  each beat (i.e. slightly before
the beat, to account for computation time) I in the previous beat is used to calculate
O in the subsequent beat. The model used is a feedforward neural network with C
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Figure 24. The basic rhythm generation algorithm. At the beginning of  one beat,
input rhythms from the previous beat are binarized and fed into a feedforward neural
network. The network outputs the next beat of  the output rhythm.
real-valued inputs and outputs (other architectures shall be discussed below). So, at the
beginning of  each beat, the network’s inputs are loaded with I and propagated through
the network. The outputs are interpreted as O. This is depicted in Figure 24.
6.3.1.2 Learning
The network weights are initialized to random values. Consequently the outputs
are random, so the network must be trained in order to produce meaningful output.
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It is desirable for the robot to be adaptable to musical characters that may be different
between users or from moment to moment during interaction with a single user. For
this reason an online learning strategy is adopted. It is possible to train a large network
offline on a very large corpus of  existing or constructed rhythms of  different characters,
thereby mimicking adaptability by brute force (this is further considered below). There
may be certain advantages to this approach. However, an online approach is taken here
for the following reasons.
1. It is a design principal of  interactive robots that they should treat humans as indi-
viduals, not just generic humans [135]. One way of  achieving this is allowing the
robot to learn different models for different humans.
2. The author considers it to be a more poetically beautiful concept for the robot to
learn directly from its interactors, and recall this information during subsequent
interactions. This arrangement gives the robot a kind of  personal history and also
allows individuals to interact with each other through the robot, and such would
not be the case with a strictly offline approach.
Online learning is accomplished by interpreting O as a prediction about what I will
contain in the next beat (i.e. what the human will play). After making such a prediction
at the beginning of  one beat, the robot waits until the end of  that beat to find out what
I actually contained. That rhythm is loaded into the network outputs, and the network
weights are updated using the standard backpropagation / gradient descent algorithm,
which attempts to nudge the network’s weights towards values that would have caused
the desired output for the given input. This is depicted in Figure 25.
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Figure 25. The basic training algorithm. The network’s outputs are interpreted as a
prediction about the next beat of  input rhythm, and at the end of  that beat, the network
is updated with whatever the input rhythm actually contained.
6.3.2 Improvements
The basic model as presented is capable of  interactively generating timepoint series.
However, it makes a number of  assumptions that limit its applicability to the intended
purpose. These shall be rectified presently.
6.3.2.1 Timbre
A rhythm, as executed on a given percussion instrument, is rarely understood to
be simply a sequence of  onsets distributed in time. At the very least, a rhythm is ad-
ditionally understood to be a sequence of  timbral categories. In the most general case
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rests may also be thought of  as a possessing distinct timbre, although they shall not
be modeled in the present study. For a hand drum, timbral categories are associated
with particular methods of  striking the drum, whereas for compound percussion instru-
ments, such as drum kit, the timbre categories are additionally associated with particular
drums. Previous work has shown that it is possible to classify these timbral categories
in real time, as they are played by a human percussionist [65][72][68][71][73][69]. Con-
sequently, timbre may be included in the model of  the human’s playing (i.e. the network
inputs). Similarly, if  the robot is capable of  producing different timbres, then they may
be modeled as well at the network output. This is accomplished by replacing each input
and output neuron in the simple model with a cluster of  neurons, each member of  the
cluster representing a discrete timbre. This arrangement is depicted in Figure 26.
For the inputs, only those neurons that represent the timbre that the human played
at the given timepoint are set to 1. During training the input clusters are mapped to the
output clusters in such a way that at most one neuron in each output cluster is set to 1.
If  the number of  input neurons per cluster is equal to the number of  output neurons
per cluster, i.e. if  the human and robot are playing instruments with the same number
of  striking techniques, a one to one mapping bay be used. If  not, other mappings may
certainly be defined.
To interpret the network’s outputs, a slightly more sophisticated statistical method
must be adopted to determine what the robot should play. Suppose that the network
output O contains C clusters of  neurons (one per timepoint), O = {O1,O2 . . .OC}.
Each cluster Oc ∈ O contains N neurons (each representing a timbral category), with
activation levels of Oc = {O1c ,O2c . . .ONc }. Let R, also containing N neurons in each of
C clusters, be the rhythm to be actually played by the robot, i.e. each Rc contains 1 as
a member at most once, and all other members are 0. Each activation level Onc is inter-
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Figure 26. Perceptron modified to accommodate timbral categories. Each input and
output neuron has been replaced by a cluster of  neurons. Each neuron in a cluster
represents a discrete timbral category. NB – each neuron in each cluster is connected
to all neurons in the adjacent layer although some connections have been omitted here.
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preted as the probability that the corresponding timbral category should be included in
R, referred to henceforth as P [Onc ] for simplicity, i.e.
P [Onc ] = P (Rnc = 1|Oc, n) = Onc (6.1)
The overall probability that some unspecified category should be played for a given
cluster, referred to henceforth as P [Oc], is
P [Oc] = P (Rc ∋ 1|O, c) = max(1,
N∑
n=1
Onc ) (6.2)
In order to construct a rhythm for the robot to play that satisfies these probabilities,
a decision is made about which timbral category, if  any, is to be included in Rc from
cluster Oc by iterating over all Onc ∈ Oc, and selecting the first unit, if  any, that satisfies
the criterion
Rnc = 1 if
n∑
i=1
Oic ≥ rc (6.3)
Where 0 < rc ≤ 1 is a evenly distributed random number chosen independently for each
Oc ∈ O. Because this statistical test is performed N times for each cluster, care must
be taken to avoid errors. For example, note that rnc (chosen independently for each Onc )
must not be used in the above criterion, because P [Onc ] would become
∑n
i=1Oic which
is greater than desired, and the algorithm would generate too many notes. Nor can the
criterion be simply Onc ≥ rc or Onc ≥ rnc , because, for n > 1, P [Onc ] would become
Onc − max({O1c . . .On−1c } ⊂ Oc) or Onc ∗
∏n−1
i=1 1−Oic respectively. Both are less than
the desired probability and the algorithm would generate too few notes.
This model assumes that the network has been trained. Prior to training, the ex-
pected value of  each neuron cluster is likely to be greater than 1, depending on which
activation functions are used and how the weights were initialized. If  the standard prac-
tice is used, whereby weights and rest states are initialized to random numbers with
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zero mean, and the logistic sigmoid 11+e−x is the output-layer activation function, the ex-
pected value of  each output cluster will be about 0.5N (depending on the hidden-layer
activation function), and again the network will generate too many notes. If  an online
learning strategy is adopted, the network should be pre-trained to generate zero at all
output neurons for all input vectors. This may be accomplished by feeding the network
random input vectors and training with a target output of  all zeros, until it has ‘learned’
to output all zeros, according to the definition given in Equation 6.6.
6.3.2.2 Activation Function
Since valid values for output neurons lie between 0 and 1, it has thusfar been as-
sumed, according to standard practice, that a logistic sigmoid function would be used
for the output-layer activation. Notice, however, that this makes it impossible for the
network to indicate that with 100% likelihood the robot should play nothing on a given
timepoint. This is exacerbated by the presence of  multiple neurons per cluster, because
the neuron activations are summed, thereby increasing the probability of  a spurious on-
set. Worse, if  there are many timepoints per beat, this situation will occur frequently;
even if  the summed probability is small for a given timepoint, spurious onsets will be
likely over time. So an activation function should be chosen which can explicitly repre-
sent 0. One option is a ‘truncated sigmoid’, which is 11+e−x when x is greater than some
threshold, and 0 otherwise. This was found to significantly outperform the logistic
sigmoid on all experiments presented in Section 6.4 below.
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6.3.2.3 Timing
Predicting each beat at the very beginning of  that beat assumes that the robot can
strike the drum instantaneously if  an onset is generated in the first timepoint of  the
predicted beat. A human cannot strike a drum at the precise moment they decide to do
so, and it might not be realistic to impose that constraint on a robot. In other words,
the robot has latency, which must be dealt with. More generally, all interactive systems
contain multiple concurrent representations of  the present, and latency is one mani-
festation of  this phenomenon; from the user’s perspective, the system’s representation
of  the present lags their own. According to Einstein’s theory of  special relativity, it is
in fact a basic property of  nature that simultaneity is subjective and depends on the
reference-frame of  the observer. In systems where simultaneity from the perspective
of  the user is important, the typical approach is to reduce latency until it is nominally
negligible. In the case of  percussive robots, this approach is often not precise enough.
Even very fast, fixed-position actuators have a latency ranging from about 10 to 70
milliseconds [17], and more dynamic mechanisms capable of  moving about the drum
and producing timbral nuances may have hundreds of  milliseconds of  latency (300 for
Haile[15] and 600 for Kiki). By comparison, humans are relatively sensitive to small
latencies – the temporal threshold between perceived simultaneity and perceived suc-
cession for two identical acoustic stimuli is about 32 - 60 milliseconds, depending on
the individual and the experimental conditions [136]. Consequently, given almost any
striking mechanism, it is not safe for designers of  robotic percussion to assume that the
robot can achieve perceptual simultaneity with the user by claiming that this latency is
negligible. As a brief  counterargument, it is worth mentioning that tactile stimuli on a
human hand is perceived with about 30 ms more latency than auditory stimuli [136], so
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if  humans base the timing of  their own playing on haptic rather than auditory feedback,
the robot could lag by an extra 30 ms before being perceptually late. It is reasonable to
speculate, however, that percussionists base their timing primarily on sound rather than
haptics (Evelyn Glennie may be a special case). In any event, in order to offset latency,
percussive robots should decide what they are going to play some time in advance of
actually playing it, lest they constantly lag. Given that the learning method presented
here is inherently predictive, it can easily be modified to account for system latency.
Let the assumption be upheld that the music has a regular beat and the phase and
tempo are known. In theory these constraints may be relaxed later by making the grid-
spacing ∆τ very small; in principle the network should be capable of  learning rotations
of  the rhythm relative to the training cycle and distributions of  the strokes about the
intended subdivision, although in practice such a network will require many more neu-
rons and might take an impractically long time to converge. For a system with a single
human and robotic drummer, let there be defined three representations of  the present
– th, tr, and tc. These are, respectively, the present as defined by the human, the robot’s
striking mechanism, and a computer which is receiving the human’s input and sending
commands to the robot’s striker. From the human’s perspective, these are all translated
with respect to one-another. tr lags tc by some amount lcr which represents the entire
latency between the computer sending a command and the sound of  robot striking the
drum reaching the human. The robot should typically be designed in such a way that
lcr is constant. Furthermore, because a computer cannot act upon information until it
has received and processed it, tc lags th by at least lhc_min. For the case at hand, in which
the computer is receiving rhythms via a microphone, lhc_min must be a worst-case sce-
nario estimate that includes maximum buffering uncertainty(refer to Appendix B for a
more detailed analysis of  this), analysis latency (including the duration of  audio required
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to perform stroke-classification) and, if  rhythmic quantization is performed, the maxi-
mum unit of  time by which a note could be quantized backwards to end up on the first
timepoint of  the beat (i.e. half  of  the grid spacing for grid-based quantizers). Addition-
ally, the computer may deliberately introduce some arbitrary padding latency, so that
ultimately tc lags th by a total amount lhc. If th must be in phase with tr (i.e. translated
by an integer number of  beats), padding must be introduced such that lhc is the total
amount of  time needed between the human striking the drum and the computer send-
ing a command to the robot, such that the robot’s stroke falls on the desired timepoint
of  a future beat, as heard by the human. It would be given by
lhc = ∆t(ceil(
lcr + lhc_min
∆t
) + B)− lcr (6.4)
Where ∆t is the beat duration, B is a nonnegative integer constant, and ceil(x) is the
ceiling function which returns the smallest integer not less than x. Using B = 0 results
in the minimum requisite value for lhc, and increasing B specifies additional whole beats
of  delay. Figure 27 shows the relationships between these values.
In principle, the shorter lhc the better, because minimizing the temporal distance be-
tween the human and computer maximizes the amount of  information that is available
to the computer when it decides what the robot should play next. However, given a
particular network topology and training strategy, the total number of  beats separating
the human from the robot β = lhc+lcr∆t should not spontaneously change values accord-
ing to the beat duration ∆t, but must be constant for the life of  the network. This can
be accomplished by choosing a desired β >= ceil( lcr+lhc_min∆t ), and defining a minimum
allowable beat duration, ∆tmin, such that β∆tmin >= lcr Then, the appropriate lag is
simply
lhc = β∆t− lcr (6.5)
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Suppose the computer maintains musical time on a dedicated thread. Upon re-
ceiving the first downbeat from the human (after having obtained the beat-period and
phase), it may introduce lhc − lhc_min seconds delay before starting the thread. It may
then update the network every ∆t seconds and send commands to the robot every ∆τ
seconds from thread start. Notice then that if  the human’s onsets are recorded in the
human’s timebase, they will need to be converted to the computer’s timebase, by adding
lhc, prior to use. The robot will convert to its own timebase naturally by introducing
latency. This guarantees that if  the human plays a stoke and the computer delays it for
lhc seconds before repeating it to the robot, the robot will play a stroke β beats after the
human’s stroke.
A training scheme that accounts for these multiple representations of  the present
is depicted in Figure 27 and Figure 28. From the computer’s perspective, the network
still predicts what the robot should play in the immediate future, and learns from the
immediate past. However, from the human’s perspective, rather than predicting the
robot’s rhythm in the very next beat, the network predicts the rhythm β beats in the
future. Then, β + 1 beats later, the network is updated with what the human actually
played in that beat. This necessitates three distinct steps at each training cycle. One
forward pass through the network is made to predict the robot’s output. Then, in order
to put the network in the correct state for training, another forward pass is made using
the beat that ended β beats previously as input. Subsequently, a training pass is made
over the network, using the beat that just ended as the target output.
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Figure 27. Training algorithm that incorporates system latencies, as run at time t = 0.
From the human’s perspective, at the beginning of  each beat, the computer trains the
network by comparing the what the human just played to what the network predicted
she would play. Then the computer predicts what the human will play β beats later.
6.3.2.4 Long-term Dependencies
One very obvious and grave problem with the model presented thus far is that it
only models temporal dependencies one beat in duration. In other words, it can only
learn longer rhythms where each beat in the rhythm is unique. Formally, the prob-
lem is that feed-forward networks model functions, which map input to output, whereas
rhythms might more properly be discrete dynamical systems, in which the current state
(i.e. beat), and consequently the subsequent state, is determined by all past states. As
stated in Section 6.1.4, RNNs are a family of  very deep network topologies that model
discrete dynamical systems with long-term temporal dependencies, which have been
used to generate music offline and non-interactively. Recent optimization techniques
have made them very powerful. Unfortunately, RNNs are not well suited to the task
at hand. One problem is that they are very expensive to train online. The most com-
mon algorithm for training RNNs is Back-Propagation Through Time (BPPT), which
assumes that the entire training sequence is known in advance, which will not be the
case for online learning. The standard algorithm for training an RNN online is called,
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incongruously, realtime recurrent learning (RTRL). Incongruous because it has a time
complexity of  approximately O(N4) where N is the number of  neurons, which makes
it very impractical for realtime computation. Hessian-Free (HF) optimization speeds
up training by reducing the number of  epochs required. However, it does not help
here, as HF is an efficient method of  calculating how far down the error-gradient to
step during each training cycle (i.e. replacing a constant learning rate), but the gradient
would still need to be calculated at each time step, e.g. by using RTRL. Notice that the
character-level language model discussed in the introduction, which uses a special RNN
with gated neurons, and is trained with BPPT optimized with HF, still trained for five
days on 8 high-end GPUs [105].
Another problem with RNNs for the current application is that the timing solution
present in Section 6.3.2.3 above means that rhythm generation in this context is not
causal. In other words, it is not possible, at each step, to train the current state before
putting the network into the next state. Instead, because of  the time-delay, training al-
ways occurs on a network state that is a few cycles in the past; this is essentially because
a few cycles have elapsed while the robot was waiting to play. Of  course it is in principle
possible to save and subsequently restore past states for training, but by that time pre-
dictions have already been made based on future states, so reality effectively bifurcates
at each training cycle, and it is not clear which branch to follow. It may or may not
be possible to design a non-causal dynamical neural network, but further investigation
shall be left for future work.
So in order to expand the temporal range of  the network, the feedforward model is
upheld, but more input neurons are included to encompass several past beats. At each
training cycle (the beginning of  each beat), the input vector is shifted one beat to the
left, and the rightmost input neurons are populated with the most recently concluded
117
Figure 28. Rhythm generation model expanded to include longer-range dependencies
by including more of  the past rhythm as network input. This model also includes time
delay by predicting several beats in the future.
beat. This entire vector is propagated through the network to produce the next beat of
output. This is shewn in Figure 28. Training occurs as before.
6.4 Evaluation
A set of  experiments was performed to assess the network’s ability to learn both
specific rhythms and the musical character of  improvisation. These experiments were
carried out using two types of  methodology. One type consists of  strictly numerical anal-
ysis, whereby encoded rhythms were fed into the network offline, and its outputs were
analyzed statistically. The other type involves the realtime input and output of  sound.
In this latter type, contact-mic recordings were made of  the core djembe strokes, and
audio-editing software was used to arrange these into audio files containing metronomi-
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cally precise rhythms. These recordings were played into the realtime onset-detector and
stroke-classifier described in [65], which was trained to classify these particular strokes
with 100% accuracy. Onset times were ascertained by examining the audio-buffer time-
stamps and counting samples into the buffer to where the onset occurred. The first two
strokes in the constructed file were used to define the tempo, and subsequent strokes
were quantized using a simple grid-based quantizer. The quantized strokes were then
fed into the network in real-time, one beat at at time. The network outputs were either
sent to the robot to be played in realtime, one timepoint at at time, or to a software
simulation of  the robot which delays incoming messages by 600 ms before playing a
recording of  the stroke. These two types of  methodology are functionally identical and
were used interchangeably during software development. This software can receive live
input from a human just as easily as a constructed audio file. However, in the absence
of  robust tempo-following and quantization, the software is rather inaccurate at tran-
scribing human performance, which makes it difficult to isolate the network’s behaviour.
Because accurate transcription was not a goal of  this study, assessment with live human
input was not performed.
6.4.1 Network Topology
In all of  the following studies, the network had three stroke categories in both the
input and output rhythms (understood to be bass, tone, and slap), twelve timepoints
per beat, 6 input beats (i.e. 216 individual input neurons), 1 output beat (72 neurons),
and a single hidden layer with 9 individual neurons. The output layer used a truncated
sigmoid activation function as described in Section 6.3.2.2 with threshold −4, and the
hidden layer used softplus (ln(1 + ex)). Output is predicted two beats in advance, i.e.
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β = 2. In each experiment, the only model parameter, the learning-rate ℓ, was chosen
by trial and error to be approximately optimal for the given task.
The network shall be said to have ‘learned’ a rhythm when the robot is 95% likely to
play that rhythm in response to a particular input. This is defined as follows. Let Onc be
the activation level of  the nth neuron in the cth cluster in the output rhythm, let Rnc be
a binary value representing whether the robot actually plays the nth timbre at timepoint
c, and Tnc is the same in the target rhythm. The probability P (R = T|O) that the robot
will actually play the target rhythm is defined to be
P (R = T|O) =
C∏
c=1
⎧⎪⎪⎨⎪⎪⎩
P [Oix(1∈Tc)c ] if Tc ∋ 1
1− P [Oc] otherwise
(6.6)
where ix(1 ∈ Tc) is the index of 1 in Tc. Notice that if T is several beats in duration, the
product will have to be accumulated over several training cycles.
6.4.2 Learning Specific Rhythms
The first set of  tasks involves learning specific rhythms that are played repetitively
by the human. The goal of  this is to ascertain the degree to which the network can
learn when it is very precisely appropriate to play specific timbres. The dataset used
in these tasks comprised all of  the repeated djembe rhythms in [137] (i.e. the parts
labelled ‘djembe 1’, ‘djembe 2’, etc…, but not ‘signal’ or ‘introduction’ or parts for
other instruments). At times, the djembe serves an accompaniment role, so certain
common accompaniment patterns appear in several pieces; such rhythms were only
included once. This resulted in 66 unique rhythms ranging in length from 1 to 16 beats
(mean 3.79), and containing a mixture of  simple and compound meter (as written). Beat
groupings were used as given by the beaming in the text, although it is worth noting that
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the Western conception of  ‘beat’ is not entirely applicable to West African music, and
this represents only one of  several possible encodings of  the rhythms; another encoding
might involve keeping the duration eighth-notes (quavers), instead of  the beat, constant
across rhythms. Some rhythms were written with superfluous repetitions, e.g. a 2-beat
rhythm written twice to fill four beats; the superfluous beats were discarded. The few
instances of  unusual strokes in the data were replaced with one of  the core three. The
network was tested with this dataset on three tasks, to be presently discussed; results
are summarized in Table 8.
Table 8. Learning Specific Rhythms
Experiment Unit of Result Result
Individual Rhythms Number of  repe-
titions required to
learn a rhythm
14.32
Corpus of  Rhythms Number of  repe-
titions required to
learn and retain 65
rhythms
106.5
Signal Rhythm Probability of  play-
ing correct rhythm
following a signal
96%
6.4.2.1 Individual Rhythms
In the author’s experience playing in community drumming ensembles in the United
States, a common musical piece consists of  most members playing a single accompani-
ment rhythm in unison, repeated ad infinitum, while a select few members play counter-
rhythms or improvised solos. Several such pieces may be played during a single rehearsal
or performance. Can the robot learn to play the accompaniment rhythms in this sce-
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nario? Can it do so in a reasonable length of  time? Assessment of  this task was per-
formed by initializing the network weights, and repeatedly feeding a rhythm from the
dataset into the network one beat at a time. Here, the rhythms are taken out of  context
and assumed to have been repeated infinitely, so even during the first training cycle,
inputs representing past beats were populated with previous repetitions of  the rhythm
– i.e. each rhythm was rotated through the network. Then, learning duration was mea-
sured by counting the number of  times the rhythm was rotated through the network
in its entirety before it had been learned. This entire process, starting with initializing
the network, was repeated for every rhythm in the dataset (N = 66) and the results
were averaged across rhythms. That entire process was repeated 10 times and the aver-
ages were averaged. With ℓ = 0.65, the mean learning duration was 14.32 repetitions
of  the rhythm (N = 10, σ = 1.52). In the cited scenario, the network weights would
have to be manually initialized between pieces to achieve these results. If  the weights
are not initialized in between pieces, it takes a little longer to learn each rhythm. In a
test that initialized the network before the first rhythm, but not subsequently between
rhythms, using ℓ = 0.5, the average duration was measured to be 21.42 repetitions of
the rhythm (N = 10, σ = 2.760955). On the one hand, this is very feasible, as it takes
only 42 seconds to repeat a 4-beat rhythm 21 times at 120 beats per minute. On the
other hand it may be tedious to repeat a rhythm 21 times to a robot. Note however that
the definition of  ‘having learned’ a rhythm is relatively stringent; the network is capable
of  representing 7.9× 1028 unique 4-beat rhythms, and it is thus extremely unlikely that
the network will output the correct rhythm by chance alone, yet the given definition
specifies that such will happen 19 times out of  20. A more relaxed definition would be
that the network has ‘learned’ a rhythm after each neuron is 95% likely to output its tar-
get value. Repeating the last experiment with this relaxed definition and ℓ = 0.3 yields
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a mean of 9.87 repetitions of  the rhythm (N = 10, σ = 0.68). With such a definition,
it is not likely that the network will output the correct rhythm precisely, but it is signif-
icantly more likely than random to get each timepoint correct, which should produce
something that resembles the rhythm. In other words, after hearing a new rhythm only
a few times, the network should sound like it is starting to get the gist.
6.4.2.2 Corpus of  Rhythms
This shows that a previously-untrained network can learn individual rhythms, but
can it also retain rhythms it has learned? In a more standard machine-learning scenario
the network would be pre-trained with a corpus of  rhythms prior to human interac-
tion, either by offline training or by previous online interaction with humans. Can the
network learn a corpus of  rhythms? The same 66 rhythms as above were used to test
this. Here, after initializing the network and training it to output zeros, each rhythm
was rotated through the network in its entirety once, one after the next, round robin,
until all rhythms had been learned. Indeed, on average, the network learned all of  the
rhythms after hearing each rhythm 305.50 times (ℓ = 0.15,N = 10, σ = 158.55). Longer
rhythms take longer to learn, according to Equation 6.6; in the current dataset one out-
lier rhythm was twice as long as any other, and this one always took much longer to
learn than the others. Excluding it from the dataset resulted in a mean of  106.50 rep-
etitions of  each rhythm (N = 10, σ = 11.38). The convergence rate, in general, could
probably be improved using standard techniques (annealing, scrambling the order on
each cycle, Newton’s method, batch learning, etc…), although here the goal was to
demonstrate that the network is capable of  learning when to produce certain timbres
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across a large variety of  contexts – offline batch learning with maximum efficiency was
not the primary goal.
If  the only goal were to learn specific rhythms, it would of  course be faster and more
precise to simply transcribe what the human plays, hash it, and store it in a database.
Some advantages of  the method presented here are as follows: this method is agnostic
to the length of  rhythmic patterns so it is not necessary to explicitly segment the pattern
boundaries; neural networks tend to be impervious to small variations in input, as may
arise as the result of  transcription error or creative variation; fuzziness at the output
may be desirable to alleviate monotony – because a trained network contains a statistical
model of  the human’s playing, this fuzziness may be accepted as musically interesting
variation.
6.4.2.3 Signal Rhythms
Another task not suitable for database lookup is predicting changes in the music
according to context. Often in the rhythmic music of  Africa and Latin America, special
rhythms are used to signal musical changes. A good example comes from a pair of
rhythms in the dataset, called Yankadi and Makru, which are used in a courtship dance.
The basic Yankadi rhythm is repeated many times while men and women dance facing
each other in rows. After an arbitrary number of  repetitions, the drum leader plays a
signal rhythm (either on a whistle or a drum) which signals the switch to Makru. At
this time, the dancers begin dancing in pairs, while the drummers repeat the Makru
rhythm many times. Eventually, the leader plays the signal again, which prompts the
transition back to Yankadi, and so the piece continues, alternating Yankadi and Makru
for the duration of  the evening. These rhythms are depicted in Figure 29. So, the signal
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Figure 29. The rhythms Yankadi and Makru, with a signal rhythm initiating transitions
rhythm could be followed by either Yankadi or Makru, depending on the context (i.e.
what rhythm was previously playing).
Can the network learn and retain the ability to predict what the human will play fol-
lowing the signal? This was tested as follows. A numerical sequence was constructed
comprising 3 repetitions of  Yankadi, followed by the signal, followed by 3 repetitions
of  Makru, followed by the signal again. Three repetitions are the minimum such that
the network cannot learn this sequence as a single rhythm, i.e. every six beat window is
not unique; in other words, the network can not know in advance whether the human
plans on playing the signal or another repetition of  the current rhythm. This rhythm
was used to train the network with ℓ = 0.1 until the least accurate output neuron over
the whole sequence was at least 40% accurate (roughly meaning that it was about 40%
accurate in guessing whether the human would branch to the signal or continue re-
peating the rhythm). Then, an audio recording was constructed which contained an
arbitrary number of  repetitions of  each rhythm (always 8), each followed by the signal.
This audio file was fed into the network and conceptually paused after the signal, at
which time the network had already predicted the next two beats. The probability that
the predicted two beats would belong to the correct rhythm was calculated again ac-
cording to Equation 6.6. This process was repeated 20 times (10 transitions to each
of  Yankadi and Makru). On average, the probability that the network would output
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the first two beats of  the correct rhythm was 0.96 (N = 20, σ = 0.029). During this
test, the network continued to learn online from the input sequence with a rate of 0.1.
As learning goes hand-in-hand with forgetting previous information, one might predict
that the extra repetitions of  Yankadi and Makru in the test sequence would have caused
the network to forget the meaning of  the signal in the meanwhile. On the contrary, no
significant change in accuracy was observed over time (it actually increased marginally),
even though this task updated the network weights 720 times during testing (there were
that many beats in the input sequence).
In many musical situations, it may be appropriate for the robot not to play the same
rhythm as the human, but to always accompany rhythm a with rhythm b. In principal,
two human percussionists could train the robot to exhibit this behaviour, if  one human’s
rhythm was used as the network input and the other human’s as the target output.
6.4.3 Learning Improvisation
The preceding section treats the network’s ability to learn specific, repeated rhythms.
In a different scenario, a human may improvise rhythms with no explicit structural
repetition. In that case, the robot would not be expected to play in unison with the
human, but should instead either match or deliberately oppose salient characteristics of
the human’s music. Three tasks were used to assess the network’s ability to do this, as
will be presently discussed, and the results are summarized in Table 9.
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Table 9. Learning Improvisation
Experiment Unit of Result Result
Note Density Correlation and slope of  re-
gression line for input vs. out-
put note density
r = 0.977; m = 1.0
Meter Probability of  playing on an in-
correct timepoint
0.0039
Syncopicity Correlation and slope of  re-
gression line of  input vs. out-
put syncopicity
r = 0.96; m = 0.80
6.4.3.1 Note Density
One such character is the note density, d, of  the music, which may be defined here
as the number of  onsets divided by the number of  timepoints in a given span of  music,
or, if  rhythms are statistical, d =
∑C
c=1 P [Oc]/C . Very sparse rhythms may have a
different aesthetic character than very dense rhythms, and in many cases it would be
appropriate for the robot to match the human’s d. Consider a scenario wherein the
human improvises a rhythm with a particular character and corresponding d for a while,
and after some time begins improvising with a new character and corresponding d.
Can the robot adapt to this change? This was tested as follows. First, a very long
rhythmic training sequence was constructed comprising 6000 beats. For each 120-beat
segment (representing one minute of  playing at 120 BPM), a random d was chosen, and
a random rhythm was generated in that segment by, with a probability of d, populating
each timepoint with an onset in a random timbral category. The resulting sequence then
contained 50 such concatenated segments. To train the network, the entire sequence
was shifted through the network, to simulate previous interaction with a human. Then
a new 6000-beat validation sequence was constructed by the same means, and shifted
through the network. At each beat of  the validation sequence, the observed rhythmic
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density of  the network input (previous 6 beats) and predicted output (one beat) were
recorded and subsequently correlated. The input density and output density were found
to be linearly correlated with r = 0.977, and the regression line had a slope of 1, meaning
that the network is very good at matching the note density of  improvised rhythms. In
certain scenarios, it might be desirable for a robot to oppose the human’s d rather than
mimic it, such as when a foreground musical role in one part should be paired with a
background role in the other part; the described method does not present an obvious
way of  achieving this.
6.4.3.2 Meter
Another salient characteristic of  rhythm is its meter. In particular, in most cases, the
human’s decision to play in either simple or compound meter should be matched by
the robot. Simple meter is characterized by a binary or quaternary subdivision of  the
beat with onsets on the 1st, 4th, 7th, 10th timepoints (i.e. 16th notes or semiquavers) of
any beat, whereas compound meter uses a tripartite subdivision with onsets occurring
on the 1st, 5th, and 9th timepoints (triplets). These shall be referred to as the ‘valid’
timepoints for the corresponding meters. The network’s ability to match the input
meter was tested as follows. A training set of  1000 6-beat rhythms was constructed
for each meter, by randomly populating the respective valid onsets with an average
note density of  1 onset per beat. Each rhythm was rotated through the network once,
alternating meters. Then a validation set of  100 6-beat rhythms in each category was
similarly constructed and rotated through the network. Because meter is defined by
those timepoints where onsets should not occur, the probability of  playing on at least one
invalid timepoint was measured for each beat of  output, and averaged across all beats.
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On average, the network produced output on an invalid timepoint with a probability of
0.0039 (N = 1200, σ = 0.029). Although this is reasonably low, notice that it took a very
large number of  training cycles to achieve. With much less training, the network will
begin producing invalid onsets with a probability of  exactly 0 on the majority of  beats,
but will spuriously produce a relatively high probability, distributed in small quantities
across all invalid neurons, on a handful of  beats. More training reduces the frequency
and value of  these spuriously high probabilities, but does not seem to eliminate them.
So although the network can match meter given enough training, it does have trouble
producing output of  exactly 0 on specific timepoints.
6.4.3.3 Syncopicity
Yet another salient characteristic of  rhythm is syncopicity, s, which is a measure
of  how syncopated a rhythm is. This experiment considers only the 1st, 4th, 7th, 10th
timepoints of  any beat, referred to collectively as the ‘valid’ timepoints, whereas the 4th
and 10th specifically are considered the syncopated timepoints. Here s shall refer to
the rhythmic density defined over the syncopated timepoints divided by the rhythmic
density defined over the valid timepoints for a given span of  rhythm. Random sequences
with given s were constructed by, with probability s, populating syncopated timepoints
with an onset in a random category, and doing so with a probability of 1 − s in other
valid timepoints, resulting in an overall note-density of  0.5. The network’s ability to
match syncopicity was tested as for note density, i.e. a 6000-beat training sequence
followed by a 6000-beat validation example, with 120-beat segments with random r.
Output syncopicity was 96% linearly correlated with input syncopicity. The slope of  the
regression line was 0.80 indicating that although the network was very good at matching
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s, it has some trouble producing extreme values of s. This is consistent with the results
of  the meter test above, which suggests the network has some trouble outputting exactly
0 on specific timepoints.
6.5 Conclusion and Future Work
The algorithm’s ability to quickly learn a statistical model of  repeated rhythms
demonstrates that it learns the contextual use of  timbral categories as used by a hu-
man. That it can learn other features in improvised contexts demonstrates that the
resulting music will in some sense be stylistically appropriate.
In the future, the work presented in this paper should be tested with human inter-
actors. How does this method compare to playing with another human, or alone, or
to a robot that generates random rhythms, non-interactively? Does this method feel
responsive? If  users had a percussion robot employing this algorithm at home, would
it encourage them to play longer or more frequently than they would otherwise? Will
fuzziness at the robot’s output be interpreted as creativity or mistake?
130
Chapter 7
CONCLUSION
7.1 Extensibility
This dissertation has focused on timbre in Kiki. The most obvious extension of  this
work would be to apply timbral learning to more musical robots playing different types
of  instruments, especially pitched instruments. The methods could also be extended to
different features of  musical sound other than timbre. Can musical robots learn how
to use ‘playfulness’ in music by listening to humans play? Or loudness, for that matter;
how do musicians know when it is appropriate, in an ensemble setting, to play loud?
In some situations it is appropriate to mimic the loudness of  the other members of  the
ensemble, while at other times it is appropriate to oppose it. The techniques presented
here, at least very broadly speaking, could be extended to allow a robot to learn those
situations by listening.
More generally, this dissertation has presented a broad approach for interactive ma-
chine learning in musical contexts. The approach involves learning to transcribe what
the human is doing at the level of  information as opposed to data, learning to mimic
specific instances of  behaviour, and modeling how those instances are to be used in con-
text. This approach could be extended to other types of  musical interaction between
human and machine. For example, in a responsive dance environment, a computer
could be trained to recognize meaningful (as defined by the dancer) gestures. Given an
appropriate map from the gesture space to a sonic space, the computer could learn how
to produce sound of  interest to the dancers, and then learn how to assemble the sounds
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in sequence to form an improvised musical composition in response to an improvised
dance. If  the map from gesture to sound involved affective labels as an intermediate
step, the computer would learn in what contexts certain affective gestures are used, and
would respond with music that contains an appropriate affect without simply mimicking
the dancers. The computer would learn this by observing the dancers’ movement.
7.2 Future Work
This opus has presented a set of  tools for dealing with timbre in musical robots
with the aim of  making them more engaging for use by amateur musicians at home.
The assumption was that this will inspire musicians to play more at home, and that this
will in turn have other musical and extramusical benefits. In the future, the efficacy
of  these tools for this purpose should be evaluated directly. Will musicians play more
frequently or for longer periods of  time with a robot that models timbre than with one
that does not? Would this cause them to become better at keeping time while they play?
Would it accelerate the rehabilitation of  an atrophied arm? Would children playing with
such a robot experience increased long-term cognitive benefits?
Assuming that such benefits are found to exist, a more important future question
is how robots can be used to ensure these benefits become distributed equally in soci-
ety. Often, new technologies are expensive and therefore only benefit those whom are
privileged enough to afford them. The potential danger in a musical robot that could
increase cognitive abilities in children is that only rich schools would buy them, thus
increasing economic disparities for posterity. On the other hand, a musical robot that
is only purchased once would be far less expensive than an entire music program at
a public school, which would require continuous funding. This allows the possibility
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that musical robots, in contrast to human ensembles, could lower the barrier to these
benefits and make them more accessible to more people. A school that cannot afford
a music program might afford a robot. This would be consistent with the motivation
stated in the opening paragraph of  this dissertation: to use robots to fill niches that
human musicians do not currently occupy. Thus, if  Kiki or a similar robot were ever
commercialized, the most important work to be done would be to develop a strategy
for ensuring that it becomes not a toy for the rich, but a tool for increasing accessibility
to the associated benefits.
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APPENDIX A
PSEUDOCODE FOR INVERSE KINEMATICS OF A THREE SEGMENT ARM
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Algorithm 1 Inverse Kinematics
1: procedure EndpointToServoAngles(x, y,α, ℓ0, ℓ1, ℓ2)
2: p2x ← x− ℓ2 cosα
3: p2y ← y + ℓ2 sinα
4: ℓ3 ←
√
p22x + p
2
2y
5: if ℓ3 > ℓ0 + ℓ1 then return NO SOLUTION
6: λ1 ← 0.5 + ℓ
2
0−ℓ21
2∗ℓ23
7: p3x ← p2x ∗ λ1
8: p3y ← p2y ∗ λ1
9: θ3 ← ℓ
2
1+ℓ
2
3−ℓ20
2ℓ1ℓ3
10: H ← ℓ1 ∗
√
1− θ23
11: θ4 ← p2xℓ3
12: p1y ← p3y +H ∗ θ4
13: if p2y ≥ 0 then
14: H ← −H
15: p1x ← p3x +H ∗
√
1− (θ24)
16: ℓ4 ←
√
(x− p1x)2 + (y − p1y)2
17: λ2 ← 0.5 + ℓ
2
1−ℓ22
2ℓ24
18: p4y ← λ2 ∗ (y − p1y)
19: θ0 ← arcsin p1yℓ0
20: θ1 ← arccos ℓ
2
0+ℓ
2
1−ℓ23
2ℓ0ℓ1
21: θ2 ← arccos ℓ
2
1+ℓ
2
2−ℓ24
2ℓ1ℓ2
22: if (p1x < 0) then
23: θ0 ← π − θ0
24: if ((x > p1x) XOR (p2y > p4y)) then
25: θ2 ← −θ2
return θ0, θ1, θ2
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APPENDIX B
AUDIO BUFFERS DON’T DO WHAT YOU THINK THEY DO!
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Figure 30. Incorrect model of  realtime audio input, in which full buffers are given to
the user at regular intervals, as soon as they are full.
It is a universal misconception that, in audio systems, lhc_min (audio system input
latency) can be reduced by reducing the user buffer size. This is based on the erro-
neous model of  how audio samples are gathered and passed to userspace, as depicted
in Figure 30.
In this model, the user allocates buffers of  capacity n frames and passes them to
the kernel. Incoming audio frames from the ADC are placed directly into an enqueued
buffer, which is passed back to the user as soon as it becomes full. In this model, the
user would receive buffers with a frequency of n/f where f is the audio frame rate. If
n were 64 sample frames and f were 44.1 kHz, the user would expect a buffer every
1.5 milliseconds. This value is often wrongly taken to represent the system’s buffering
latency, and the uncertainty wrongly assumed to be on the order of 1/f or otherwise
negligible.
Although this model is widely cited and even presented in the documentation for
operating systems, it can be empirically demonstrated to be false (and will be momen-
tarily). Simple analysis reveals the flaw in the above model. Namely, modern operating
systems with kernels do not generally allow memory to be shared between userspace
and the kernel, as this would largely defeat the purpose of  the kernel, which is to protect
the system’s core functionality by isolating it. In fact, the ADC is typically a separate
piece of  hardware serviced by the DMA controller, and consequently audio samples
are written directly to a special DMA area in RAM. The address of  this DMA area
cannot be specified by the user, nor can the user’s buffers be allocated from this area,
as attempting to access it would result in a segmentation fault. Clearly, audio samples
must be written into a kernel buffer and subsequently copied into a userspace buffer.
For operating systems where the source code is available, this is easily verified by in-
specting the code. For example, in version 3.0.29 of  the Linux Kernel, in the file /ker-
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nel/sound/core/lib_pcm.c, we find the function that is responsible for passing audio
samples to userspace, simplified here for space and legibility:
bM/nT+KnHB#n`2/ni`Mb72`UV
&
+?` nnmb2`  #m7 4 U+?` nnmb2`  V /i Y Q77b2ic
+?`  ?r#m7 4 `mMiBK2@=/Kn`2 Y ?rQ77b2ic
+QTvniQnmb2`U#m7- ?r#m7- 7`K2bVc
'
The first two lines within this function calculate the memory addresses of  the
userspace and kernel buffers, respectively. The third line clearly shows audio samples
being copied out of  a DMA area owned by the kernel to a userspace buffer.
Another hypothetical model may therefore be proposed that involves a kernel buffer,
that is separate from the userspace buffers. Additionally, suppose for the sake of  argu-
ment that the capacity of  the kernel buffer might be much greater than a userspace
buffer intended for realtime use. In this model, the user receives nothing until the ker-
nel buffer is full. At that time, the kernel buffer is drained all at once by filling the
user buffers and passing them to the user in rapid succession, each buffer being filled
as soon as the previous one is enqueued. This model is shewn in Figure 31. In this
model, if  the kernel buffer has a capacity k of 4096 frames, and n and f are as above,
the user will receive n/k = 64 buffers in rapid succession, and then nothing for about
k/f = 92.9 milliseconds (minus the time it took to process 64 buffers). Note that on
average the user still must receive buffers with a frequency of n/f to prevent the kernel
buffer from overflowing, but the uncertainty has skyrocketed to k/f . It is this latter
value that must be included in the estimate of lhc_min.
A simple C-language program was written to test this hypothetical model on OS X.
The software uses the native-language audio library (AudioToolbox version 1.12). It
measures timing using mach_absolute_time(), which measures system up-time by count-
ing clock cycles, and is more accurate than gettimeofday(), which may drift as the time
daemon tries to synchronize with network time. The software registers a buffer callback
function with the kernel, which the kernel calls every time it wants to pass a buffer of
audio to the user. The callback function just measures the duration in microseconds
since the previous time the callback was called. It also obtains the buffer timestamp
from the kernel that indicates the time that the first sample in the buffer was acquired
from the ADC; the test software uses this to measure the latency between the first sam-
ple being acquired and the callback being called. This software was run with a variety of
buffer sizes, number of  buffers, number of  channels, and sample rates. Representative
results are displayed in Table 10.
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Figure 31. Correct model of  realtime audio input. Audio samples are collected in a
large kernel buffer. When that is full, it is drained very quickly by filling the user’s
buffers many times in rapid succession. The user will then receive no samples until the
large kernel buffer is full again.
Table 10. Input buffer callback latency on OS X using 4 buffers, each 2 channels and
512 sample frames
Buffer Number µsec since prev callback µsec since ADC
40 92749 93350
41 58 81798
42 12 70200
43 10 58600
44 78 47068
45 42 35500
46 5 23895
47 3 12288
48 92641 93319
49 43 81752
50 4 70146
51 4 58540
52 28 46958
53 6 35354
54 4 23748
55 5 12143
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Table 11. Output buffer callback latency on OS X using 4 buffers, each 2 channels and
64 sample frames
Buffer Number µsec since previous callback
1303 11492
1304 22
1305 6
1306 9
1307 11623
1308 23
1309 5
1310 3
1311 11608
1312 22
1313 4
1314 17
This supports the hypothesis that the kernel stores an internal buffer of  4096 sam-
ple frames (92.9 milliseconds at 44.1 kHz) which is emptied according to out model.
Similar tests supported the hypothesis that the size of  this buffer, in frames, is constant
regardless of  user parameters. Notice that there is an additional constant latency of  a
little over half  a millisecond, so that the last user buffer in a set is received about 0.5 ms
after the last sample was acquired (based on the buffer start time and buffer duration).
In any case, “sending a bang” or otherwise triggering an event at the moment the com-
puter discovers an onset in the audio buffer will be a very inaccurate way of  handling
events. If  a user needs to know what time an event in the audio stream occurred they
may use the buffer’s timestamp, if  it has one; otherwise it is possible to count samples,
although it may be difficult to ascertain what time the first sample occurred.
Although it is not important for the current study, a similar model can be demon-
strated for output buffers. In this case, OS X was found to have an internal buffer size
of  512 sample frames (11.6 milliseconds), as is supported by Table 11. Lowering the
user buffer size below this has no effect on output latency.
It is not known at what time these samples will arrive at the DAC to be played.
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