The forecast of rainfall and temperature is a difficult task due to their variability in time and space and also the inability to access all the parameters influencing rainfall of a region or locality. Their forecast is of relevance to agriculture and watershed management, which significantly contribute to the economy. Rainfall prediction requires mathematical modelling and simulation because of its extremely irregular and complex nature. Autoregressive integrated moving average (ARIMA) model was used to analyse annual rainfall and maximum temperature over Tordzie watershed and the forecast. Autocorrelation function (ACF) and partial autocorrelation function (PACF) were used to identify the models by aid of visual inspection. Stationarity tests were conducted using the augmented Dickey-Fuller (ADF), Mann-Kendall (MK) and Kwiatkowski-Phillips-Schmidt-Shin (KPSS) tests respectively. The chosen models were evaluated and validated using the Akaike information criterion corrected (AICC) and also Schwartz Bayesian criteria (SBC). The diagnostic analysis of the models comprised of the independence, normality, homoscedascity, P-P and Q-Q plots of the residuals respectively. The best ARIMA model for rainfall for Kpetoe and Tordzinu were (3, 0, 3) and (3, 1, 3) with AICC values of 190.07 and 178.23. That of maximum temperature for Kpetoe and Tordzinu were (3, 1, 3) and (3, 1, 3) and the corresponding AICC values of 23.81 and 36.10. The models efficiency was checked using sum of square error (SSE), mean square error (MSE), mean absolute percent error (MAPE) and root mean square error (RMSE) respectively. The results of the various analysis indicated that the models were adequate and can aid future water planning projections.
INTRODUCTION
The most important part of the hydrological cycle is rainfall [RAMANA et al. 2013] . It is the result of many complex physical processes that induce particular features and make its observation complex [AKROUR et al. 2015] . In the prediction of meteorological information the investigation and analysis of precipitation is so essential [RADHAKRISHNAN, DINESH 2006] , and accurate forecast of precipitation is crucial for improved management of water resources, particularly in arid environment [FENG et al. 2015] .
According to SOMVANSHI et al. [2006] , rainfall is natural climatic occurrences and its prediction remains a difficult challenge as a result of climatic variability. The forecast of precipitation is particularly relevant to agriculture, growth of plants and development, which profoundly contribute to the economy of Africa. In the statement of the above authors, attempts have been made to predict behavioural pattern of rainfall using autoregressive integrated moving average (ARIMA) technique. ARIMA model is fundamentally a linear statistical technique for modelling the time series and rainfall forecasting with ease to develop future predictions. Though rainfall estimation is an important component of water resources planning, its accurate assessment at locations where rainfall stations are scarce can be very difficult. This makes estimate of rainfall a valid concern using the right method. Thus in the empirical hydro-meteorological modelling of time series data, the emphasis is on modelling and predicting the mean characteristic of the time series using the conventional methods of an autoregressive moving average (ARMA) techniques propounded by BOX et al. [2015] .
In agricultural planning the understanding of rainfall variability and its prediction has great significance in the agricultural management and helps in decisionmaking process. Rainfall information is an important input in the hydrological modelling, predicting extreme precipitation events such as droughts and floods, for planning and management of irrigation projects and agricultural production is very important [NIRMALA 2015] .
The surface air temperature (SAT) represents an important element of a regional climate. Therefore maximum and minimum values of SAT are usually used as an input in various environmental applications, including agriculture, forestry, fisheries and ecological models to predict likely changes at field and landscape level attributes [KUMARI et al. 2012] . During the twentieth century and currently one of the topical issues discussed extensively among researchers and scientists in the field of climate change is changes in SAT. The likely impact of rise in temperature on human beings which is a global phenomenon is being pondered over by a host of scientists. KAPOOR and BEDI [2013] reported that considering all the climatic variables, forecasting of temperature variability is very essential for diverse applications. Applications of temperature prediction are for climate monitoring, drought detection, agriculture and production, planning in energy industry and many others. In a related study by KENITZER et al. [ 2007] , they argued that temperature forecasting is the most essential services delivered by the meteorologist to safeguard life and property of dwellers in a locality and also to improve the efficiency of operations and besides to aid individuals to plan a wide range of activities daily.
In Ghana, several studies have been conducted in recent times to analyse and forecast rainfall and temperatures change using the techniques of ARIMA modelling to assess the changes of rainfall and temperature regime both at the national, regional and watershed levels [ABDUL-AZIZ et al. 2013; AFRIFA--YAMOAH 2015; ASAMOAH-BOAHENG 2014] . A search of the literature revealed the gap of no rainfall and temperature analysis and forecast using the ARIMA model exist on the Tordzie watershed. The Tordzie basin is an important basin in the Volta region of Ghana. It has enormous economic benefit to its catchment dwellers. The water from the basin serves as a source of drinking water, washing, watering of animal, irrigation etc. The forecast model will be of tremendous assistance to National Disaster Management Organisation (NADMO). A further analysis of the forecast rainfall and temperature will alert them to prepare for disasters like drought and flood. These hydro-meteorological disasters results in loss of live and properties and millions of dollars are spent in assisting the victims of such natural calamities. A short coming in the agencies responsible for disaster management in Ghana is the weak capacity to forecast this events ahead of time to inform the general populace to prepare or find place of safety. Thus this study is to aid and complement the effort of the decision makers and those responsible for the safeguarding of life and property to plan for the future [AFRIFA-YAMOAH et al. 2016] . The result will further engender community resilience in terms of preparedness, mitigation and adaptation strategies. The overall objective of this study is to determine which ARIMA model is the best suited to predict the future rainfall and temperature in the Tordzie watershed.
MATERIALS AND METHODS

STUDY AREA AND DATA USED
The study was carried out in selected network stations in the Tordzie watershed in Ghana. The climatic data from the network of meteorological stations covering two different physiographic areas within the Tordzie watershed was collected for analysis. The network stations in the Tordzie watershed which data were analysed were Kpetoe and Tordzinu with coordinates of (6°54'0" N, 0°69'0"ꞌ E) and (5°5'0" N, 0°45'0" E) at elevation 79.0 and 5.4 m respectively. The selection of the physiographic sample area for the study was based on the data availability and the study requirements. Historical rainfall and temperature data were collected from the Ghana Meteorological Services Department. The data for the mentioned two network stations were of good quality as their consistency was checked. The data was continuous, there was no gap in it from the preliminary checks that was conducted to ascertain the data quality and consistency as require for any scientific analysis. The Tordzie watershed is shown in Figure 1 .
Tordzie is trans-boundary basin, the area in Ghana is 1865 km 2 which constitute 83.7% and the remaining area in Togo is 363 km 2 which is 16.3% making the total area of the basin 2228 km 2 [WRC 2010] . However, the emphasis of the current study is on the area within Ghana (b). 
METHODS
Study procedure
The data was organised and tabulated in Excel then XLSTAT, 2015 was used to model the mean annual rainfall and maximum temperature for the period 1984 to 2014 for Kpetoe and Tordzinu portion of the Tordzie watershed. The procedure for the autoregressive integrated moving average (ARIMA) model is described below.
The Box-Jenkins method of ARIMA modelling was used in this study. The procedure adopted by Box and Jenkins in the ARIMA modelling was an iterative process the best models were determined through trial and error. But, the iterative process has been made easy by the aid of statistical software packages. The said model has three parts and they are: autoregressive (AR), integrated (I) and moving-average (MA). The AR part denotes the autocorrelation between current and past observations while the MA part describes the autocorrelation structure of error (residuals). In the report of HASMIDA [2009] , the integrated part denotes the level of differencing needed to transform a non-stationary series into a stationary series. The non-seasonal ARIMA model is normally denoted (p, d, q) where the AR part of the model is represented by p, while d denotes the level of differencing required and q is the MA part. For non-seasonal components of a seasonal ARIMA model, the MA operator is written as:
Where: q = the order of non-seasonal MA operator; , j = 1, 2, …, q = the MA parameters, B = the backward shift operator such that
The AR operator is written as
Where: p = the order of non-seasonal AR operator, ∅ , I = 1, 2… p = the non-seasonal AR parameters.
The non-seasonal ARIMA model for a set of equidistant measurements Z = [Z 1 , Z 2 …Z n ] can be written as
Where: d = the number of differences; t = discrete time; a t = the white noise.
The general ARIMA (p, d, q) model is:
Where: ∅ = autoregressive parameter; ε t = residual or white noise; θ q = moving average parameter; X t = dependable variable; U t = d th difference of the dependable variable.
The first step in building the model was to establish whether there is any stationarity in the observed data. Visual inspection of the ACF (autocorrelation function) and PACF (partial autocorrelation function) indicated whether the series was stationary or not.
Stationarity tests
According to BOX et al. [2015] if a series is non stationary, then it necessitates a differencing to be carried out to transform it to a stationary series in order to continue with the ARIMA modelling. The tests carried out to identify that consist of:
The unit root's presence in the time series data was carried out. The standard tests for unit root is the augmented Dickey-Fuller (ADF) test. This test is based on estimates from an augmented autoregression. The selection of lag length k is one of the key issues in the ADF test [HUANG et al. 2016] . The presence of a unit root is an indication of non-stationarity of the series. The test was carried at 5% significant level. If the series is non-stationary differencing is required to convert it to a stationary data. Another test for stationarity is the KwiatkowskiPhillips-Schmidt-Shin (KPSS) test. It tests for the null hypothesis of stationarity as opposed to the ADF test which tests for the null hypothesis of nonstationarity. It also tests for a unit root of the series [HUANG et al. 2016] .
The Mann-Kendall (MK) test is principally conducted to test for a trend in the time series data. The presence of a trend in the series indicates a non-stationary series and must be transformed into a stationary series for an ARIMA process to continue. On the other hand if the series is stationary then the series is modelled as an ARMA process which do not require a differencing to be conducted [HUANG et al. 2016] .
Differencing. It is required in fitting ARIMA model to attend stationarity in both the mean and variance. To attend stationarity in the data, it could be done by log transformation and differencing of the original data [HUANG et al. 2016] . In this study, stationary first difference (d = 1) of the original data was carried out to achieve stationarity. The ACF and PACF of the differenced data were observed and tested for stationarity.
Independence. The fundamental assumption of the residuals of an ARIMA model are that they white noise. A white noise is a serially uncorrelated variable. If a series has a white noise it indicates uncorrelated random shock with a mean of zero and a variance which is constant [HUANG et al. 2016 ]. An independent residual indicates that no information can be extracted from the data. The independence of the series is arrived at by the visual inspection of the correlogram of the residuals. A correlogram with values close to zero is an indication that the residuals are uncorrelated and independent.
Homoscedasticity. If the variance of a disturbance term of each observation in a series is constant it is described as homoscedastic. A homoscedastic residuals have their variances stable. The probability of the disturbance terms attaining a given positive or negative value is same in all observations, meaning they have the same dispersion [HUANG et al. 2016] .
Forecasting. Statistical methods and for that reason ARIMA models are good for short-term forecasting because the historical data normally exhibit inertia and do not show drastic changes [MONTGOMERY et al. 2008 ]. Short-term forecasting is based on identifying, modelling and extrapolating the patterns found in the data.
Analysis of ACF and PACF
One of the techniques used to identify the models was the visual inspection of the series, which included the autocorrelation function (ACF) and the partial autocorrelation function (PACF). The mean annual rainfall and temperature data were used as the input variable. The auto covariance function, the autocorrelation coefficients and the partial correlation coefficients were computed from the said input variables and the series with its ACF and PACF were plotted using XLSTAT software.
Model diagnostic
To evaluate the model in order to select the best model for each category of data, the criteria used by KHADR [2011] , for selecting the best model was used. The criteria used were: 1. Akaike information criteria (AIC) 2. Schwarz-Bayesian information criteria (SBC)
The Akaike information criterion corrected (AICC) was established by AKAIKE [1974] to choose the best model among the class of plausible models. The models with the lowest value of AICC and SBC were selected as the most suitable model and used for the forecasting. The equations governing the above mentioned criteria [SCHWARZ 1978 ] are:
2 log 2 ln
Where: N = the number of observations; L = the likelihood function of the ARIMA models; δ = the mean square error.
When the number of samples is low, SBC is usually a better criterion than AIC. However, the study of MISHRA and DESAI [2005] and ALAM et al. [2014] indicated that AICC which is the revised version of AIC acts well even by low number of samples.
Model estimation
It is required to determine the model that best fits the data being analysed. This was achieved by observing the ACF and the PACF of the differenced data. The models were considered with both p and q starting from one to three. The models tested were: (1, 1, 1), (1, 1, 2), (1, 1, 3), (2, 1, 1), (2, 1, 2), (2, 1, 3), (3, 1, 1), (3, 1, 2) and (3, 1, 3). The model having the lowest AICC value was chosen as the best for each station.
Model diagnostic analysis
In order to be sure that the models were representative for the observed rainfall and temperature data and can be used to forecast the future data, the models were subjected to diagnostic tests. The best chosen models with their corresponding model parameter values are presented. Diagnostic checks were carried out to determine whether the models fit the data very well. If the model fits well the residuals should be uncorrelated (white noise) with a constant variance and also the residuals should be normally distributed [HUANG et al. 2016] .
Plot of residuals of ACF and PACF. After establishing the appropriate model with the above mentioned criteria, goodness of fit of the model was determined by plotting ACF and PACF of the residuals. A white noise residuals was an indication of the model fit being adequate. A residual with a zero mean and uncorrelated is termed white noise.
Calibration and validation. Calibration was done to assess the models for quality and accuracy of prediction. Calibration procedures were carried out to strengthen the models performance. Part of the observed field data, that is data from the meteorological station (from 1984 to 2004) was used for calibration of the model, while the remaining data were used to validate the model (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) Model validation and forecasting. The validated time series data was then used to forecast the future time series data of rainfall and temperature for ten years. The significance of the validation procedure was to determine the reliability of the model for forecasting of rainfall and temperature time series data. The procedure entails the comparison of the actual/observed data series with the forecasted data series to see how the model simulate the actual observation.
Performance evaluation criteria. The models were evaluated and validated using the following performance criteria: root mean square error (RMSE), sum of squares error (SSE), mean square error (MSE) and mean absolute percent error (MAPE). The equations of the performance criteria are stated below:
Where: Y p = the predicted values; Y o = the observed values; n = the number of observation.
At the forecasting stage, the estimated parameters were tested for their validity using the above error statistics. The procedure is summarised in Fig. 2 .
RESULTS AND DISCUSSION
The time series plot of Figures 3 and 4 of mean annual rainfall and maximum temperature on two network stations (Kpetoe and Tordzinu) encounters problem of non-stationarity. In order to use the ARIMA procedure for the modelling, the non-stationarity was removed by differencing to make the data set stationary. The time series plot portray an increasing but waving maximum temperature whiles the converse is the case for mean annual rainfall. The difference in the magnitude of time series plot of the said network stations is due to the differences in the ecological zones.
The stationarity tests were conducted on the mean annual rainfall and the maximum temperature data Table 1 . The tests buttressed that all the mean annual rainfall and maximum temperature data series were not stationary for Kpetoe and Tordzinu respectively. The ADF and KPSS tests indicated the data series had a unit root. Additionally, the MK test also revealed a trend in the data series which further buttressed the non-stationarity. From the pattern of the ACF and PACF plots as shown in Figures 5 and 6 , the mean annual rainfall and the mean maximum temperature series respectively were non-stationary. The patterns exhibited a very slow decay which was an indication of possible non-stationarity. Besides some of the spikes were outside the confidence interval and some very close to it. This indicated the values were significant and were not white noise [HUANG et al. 2016] . Thus differencing was carried out to convert the data to a stationary one. The implication of the above results is that ignoring nonstationarity of the data series will have led to the selection of sub-optimal model whose estimate may be misleading. This means the accuracy of the model depended on the stationarity information. The assertion is in agreement with the report of JUNG and SHAH [2015] who study the implication of non-stationarity on predictive models and HENDRY and PRETIS [2016] who considered the implication of non-stationarity on empirical modelling and forecasting. The first diagnostic check was the plot of histogram of the residuals (Figs. 7, 8 ) which confirmed the normality of the residuals for rainfall and maximum temperature respectively. The other requirement of a good model is that the residuals should be homoscedastic. The homoscedasticity plots were indicated in Figures 9 and 10 respectively of rainfall and maximum temperature models. The results of BreuschPagan test as shown in Table 2 confirmed the homoscedascity plots. A residual with constant variance is said to be homoscedastic. Homoscedasticity is a determinant of the model's ability to predict variables consistently. A heteroscedastic residuals cannot provide predictions that are reliable [HUANG et al. 2016] . The normality of residuals distribution was essential to produce a satisfactory confidence interval for the forecast. The results of Shapiro-Wilk, Anderson-Darling, Jarque-Bera and Lilliefors tests respectively further confirmed the normality of the residuals (Tab. 3).
The p-values of the aforementioned tests were more than 0.05 at 95% confidence interval. The P-P and Q-Q plots of the residuals also attested the normality (Figs. 11-14) . The Q-Q plot of standardised residuals was based on gamma distribution assumption for a data set. The Q-Q plot compared the observed data with the fore-casted data by plotting their quantile against each other. The data set almost lying in straight line is an indication that the two distributions were similar. The implication is that the fitted models are correct as their standardised residuals were from the same gamma distribution. The few data points far from the straight line may be due to deviation from the mean stemming from variability of the date set (heavy or low rainfall). The attribution made is corroborated by GEORGE et al. [2016] . The computed Hessian standard errors and all the estimated model parameters were within the confidence band. The implication of the non-normality of the data series is that the inference or prediction made with the model may be unreliable and misleading. The evidence of normality is corroborated by the histogram of the residuals which is almost bell shape ( Fig. 7-8 ).
OBSERVED AND FORECAST SERIES
The models accuracy was checked by comparing the observed series with the forecast series generated by the ARIMA model. A forecast series of a lead time of ten years were generated with a confidence interval of 95%. The forecast series for both rainfall and temperature data for the observed and forecast series for the physiographic stations on Tordzie watershed selected for this study were shown in Figures 15 and 16 respectively. The generated forecast data series followed the observed data set, with variability as is generally reported by other studies. The variability in the rainfall pattern as generated by the forecast model can be attributed to the global warming and the land use and land cover changes. The forecasted rainfall is on slow declining trend while the temperature is on a rise. This assertion agrees with [LOGAH et al. 2013; NKRUMAH et al. 2014; OWUSU, WAYLEN 2009; . The implication of the declining rainfall is an increasing drought leading to food insecurity [ŁA-BĘDZKI, BĄK 2017; NYATUAME, AGODZO 2017], also the variability in the forecast rainfall value could also be responsible for hydrological drought as has been reported by a similar study by [BĄK, KUBIAK-WÓJ-CICKA 2017].
After fitting the models the residual plots of ACF and PACF were examined and it was observed that the residuals were within the confidence intervals which is an indication of a good fit and the adequacy of the model. That is correlogram analysis of a plot of ACF and PACF. For a good forecasting model, the residuals left after fitting the model, must satisfy the requirements of a white noise process [HUANG et al. 2016] . From Figures 17 and 18 it was clear that the correlogram of the ACF and PACF of the residuals of the stations for both rainfall and temperature data fell within the confidence interval. This was an indication that they were not significant and that the residuals were independent and thus satisfying the residual criterion. Besides no patterns were observed in the residuals which further buttressed the point that the models could be used to represent the observed data. It means the residuals were very small in magnitude and have no pattern or trend. The residual is the difference between the observed and the forecast data. The implication is that the forecast value is as close as the observe data further indicating the performance efficiency of the model. Residuals are therefore employ to validate models. The study of NOBRE and SINGER [2007] is consistent with the above assertion. Also, the observed ACF and PACF plots indicated that one order differencing is adequate. Further differencing of higher orders revealed higher standard deviations, an indication of over differencing. Thus the minimum standard deviations were achieved with differencing order one (d = 1). Therefore the preliminary ARIMA (p, d, q) was selected. 
PERFORMANCE EFFICIENCY OF THE MODELS
The models performance efficiency were evaluated using sum of squares error (SSE), mean absolute percentage error (MAPE), mean square error (MSE) and root mean square error (RMSE) for both rainfall and temperature models respectively. The values for the respective models for each of the stations from each physiographic area of the studied watershed are presented in Table 4 . In the table mentioned, the (MAPE) which is an unbiased statistic was employed to evaluate the ability of the model to predict correctly. Its low value is an evidence of the models adequacy. It is reported in literature that the smaller the value the better the model's performance [GALAVI et al. 2013; VALIZADEH et al. 2014 ]. The forecast model for Kpetoe rainfall is:
Where: Y t = the forecast of rainfall for Kpetoe for time t years; Y t-1 = the forecast of rainfall for Kpetoe for previous year; Y t-2 = the forecast of rainfall for Kpetoe for previous two years; Y t-3 = the forecast of rainfall for Kpetoe for previous three years; ε t-1 = the previous one year residuals of rainfall for Kpetoe; ε t-2 is the previous two years residuals of rainfall for Kpetoe; ε t-3 is the previous three years residuals of rainfall for Kpetoe.
The model for Tordzinu rainfall is:
The forecast model Kpetoe mean maximum temperature is:
The forecast model for Tordzinu temperature is:
The Table 5 provides the model input parameters that was input into Equation (5) to obtain Equations (13-16). The models were used for the forecasting. The difference between the observed values and the forecasted values follows the normal distribution and other performance efficiency values which is an indication of the reliability of the models.
APPLICATION OF THE FORECAST MODELS
The developed models could be used for water resources planning and management. Sound water management planning and cropping system design can be achieved with an understanding of the statistical properties of long-term records of major climatic parameters like rainfall and temperature.
The probable climate change impacts on rainfall and temperature assessment and its forecast is crucial for disaster alertness, planning of irrigation infrastructural and development. The studied watershed has not received adequate research attention in climate change impact assessment and for that reason this study and the model developed will serve as a foundation for decision making on the watershed. The analysis carried out provides vital information in addressing projected climatic changes and their impacts on the fresh water resources of the watershed.
An exact knowledge of the future water resources of a watershed is a strategic information which is required for long-term planning of a watershed water users and food security issues of its users among other needs. Modelling tools permit this quantification feasible. The implication of the changing climate that is generally reported may be impacting at the local level and rendering the indigenous knowledge of predicting the climate pattern a Herculean task. Thus integrating the scientific procedure with that of the indigenous know-how is ideal in surmounting the challenge. The variability in the forecasted rainfall is in agreement with the earlier findings of NYATUAME et al. [2014] who reported that the climate change might have been responsible for the variability in the rainfall pattern in the Volta region of Ghana.
CONCLUSIONS
In this study, the annual rainfall and maximum temperature of Tordzie watershed was modelled using ARIMA models for the two stations on the basin. The results showed a slight decrease and in oscillatory manner in the rainfall for the future up to 2024 (2014-2024) in most part of the watershed. Interestingly, the maximum temperature forecast revealed a gentle upward increase but oscillating in nature. The upward fluctuating trend in the maximum temperature might be the reason for the decreasing rainfall in the said watershed. However, further comprehensive multivariate analysis employing a digitized data is required for a definite pronouncement on the rainfall and temperature situation. The models have been evaluated and validated after tentative identification and diagnostic tests were performed on them and the selected models proved adequate and suitable for the forecast of future annual rainfall and temperature values in the Tordzie watershed which can aid decision makers establish priorities in terms of water demand management.
