indicated above, the selector S allows visualization at high pulse rates by suppressing some readings according to a preselected scheme.
[91 S. J. Cahill and G. McClure, "A microcomputer-based heart-rate variability monitor," IEEE Trans. Biomed. Eng., vol. BME-30, pp. 87-93, Feb. 1983.
Statistical Mechanics of Neocortical Interactions: EEG Dispersion Relations LESTER INGBER
Abstract-An approach is explicitly formulated to blend a local with a global theory to investigate oscillatory neocortical firings to determine the source and the information-processing nature of the alpha rhythm. The basis of this optimism is founded on a statistical mechanical theory of neocortical interactions which has had success in numerically detailing properties of short-term memory (STM) capacity at the mesoscopic scales of columnar interactions, and which is consistent with other theories deriving similar dispersion relations at the macroscopic scales of electroencephalographic (EEG) and magnetoencephalographic (MEG) activity.
I. OBJECTIVES
If the development of artificial intelligence systems is to benefit from knowledge of how the neocortex processes macroscopic patterned information at multiple spatial-temporal scales, then this knowledge must be gained by at least testing viable theoretical formulations based on neocortical properties against empirical data plausibly related to such processing. Toward this end, in addition to the neuroscientific relevance of this work, an approach is formulated to determine just what proportion of local and global cortical circuitry gives rise to the alpha frequency. This has strong implications for other behavioral studies which seek correlations between macroscopic EEG-MEG data and their underlying neuronal mechanisms.
Manuscript received March 13, 1984 This calculation is an essential bridge to understand how neuronal specificity provides mechanisms underlying neuropsychological states, e.g., selective and global "attention." The statistical mechanical techniques employed are quite general [1] , e.g., they have been applied to study nucleon-nucleon velocity-dependent [ 2] Riemannian contributions to the binding energy of nuclear matter [3] , [4] , and to study the nonlinear dynamics of financial markets [5] . The former application of these mathematical techniques yields insights into representing mesoscopic firing patterns by eigenfunctions of a Lagrangian; the latter application is particularly interesting in the context of describing neocortical interactions more as a "neural throng" reminiscent of social interactions [61 than as "hard-wired" simple local circuits.
II. BACKGROUND Statistical Mechanics of Neocortical Interactions
A series of published studies has demonstrated that several scales of neocortical interactions can be consistently analyzed with the use of methods of modern nonlinear nonequilibrium statistical mechanics [ 7 ] - [ 11] . A more extensive background for these studies, with a fairly comprehensive set of references to other approaches, is detailed in these papers, but the Appendix gives an outline of these calculations. The formation, stability, and interaction of spatial-temporal patterns of columnar firings now can be explicitly calculated to test hypothesized mechanisms relating to information processing. A detailed scenario has been calculated of columnar coding of external stimuli, short-term storage via hysteresis, and long-term storage via synaptic modification [ 8 1 . This development supports the possibility of parallel processing of local information via microscopic circuits and of global patterned information via mesoscopic columnar mechanisms [ 121- [ 14 1 .
One of the most dramatic successes of this theory has been to produce a nonphenomenological calculation of a macroscopic "observable" from microscopic synaptic dynamics: the derivation ofSTM capacity [91, [10] eters, developing the statistical mechanics of neocortical interactions, and then discovering that indeed they are consistent with the empirical macroscopic data. Furthermore, this theory allows the local and global approaches to complement each other at a common level of formal analysis, i.e., the "equations of motion" analogous to F2(forces) = d(momentum)/dt describing mechanical systems. A more detailed calculation will include contributions from most probable states of the stochastically averaged microscopic system in the local approach, i.e., the linearized Euler-Lagrange equations, and will include contributions from normal modes of the linearized macroscopic system in the global approach, i.e., resonances of the dipole field equations.
It is plausible that studies of the source of the alpha rhythm will give direct insight into related mechanisms underlying evoked potentials. In any case, initially a study of the EulerLagrange variational equations can determine just what kinds of spatial-temporal structures can be supported by the mesocolumnar system, given initial driving forces that match/mismatch firing eigenfunctions (patterns of columnar firings) currently possessed by a given set of synaptic parameters, and under conditions of plastically changing synaptic parameters reflecting changes of bases of eigenfunctions. However, in contrast to the alpha rhythm being a gauge of a general alertness to process information, the time-locked averaged evoked potentials appear to be a gauge of more selective attention to information being processed. Therefore, to derive the nature of evoked potentials, it is more likely that more details of local interaction among columnar interactions must be included, properly short of neuronal specificity of the specific information being processed, to not refute the proper level of generality of these events. Laminar circuitry can be included in the statistical mechanics paradigm developed [8] . Therefore, ultimately Monte Carlo importance sampling techniques are to be extended to find the response of neocortex several hundred milliseconds after an initial excitation of -1 00 ms duration, e.g., analogous to thalamocortical stimulation. Stability analyses must be made of these solutions in the context of the original nonlinear equations. Also, laminar circuitry is to be included in both the local and global models. Previous papers have detailed how this can be realized, but more numerical study is needed to determine the degree to which this can be accomplished. The solutions will be tested by their goodness of fit to existing EEG data normalized to flat space [20] , [22] .
APPENDIX Microscopic Neurons
The microscopic probability pa, for neuron j firing (a1 = +1 if j fires, a = -1 if it does not) is derived from folding a process T for the distribution of q chemical quanta transmitted across a synaptic cleft, with a Gaussian process r for the distribution of the net effect of postsynaptic interaction as it affects the electrical activity at the axonal trigger zone. Each quanta contains thousands of molecules of neurotransmitter.
The probability pa. is essentially the same for T taken to be a Poisson or a Gaustian distribution [7] . Mesoscopic Domains A mesoscopic probability distribution P is developed for an afferent minicolumn of N 102 neurons, with spatial extent p -102 ,m and temporal relaxation Xr > rn, having excitatory (E) firing ME and inhibitory (I) firing MI, -NG _ MG .NG where G = E or I. P is a response to efferent input within the extent of a macrocolumn of N* neurons. As minicolumns are sensitive to one to several neuronal afferents within rn, the relaxation time r for mesocolumns is of the same order as the relaxation time -rn for neurons. E-and I-type neurons have chemically independent synaptic interactions in neocortex, although the firing of a neuron is affected by the contribution from G = E and I neurons. A mesocolumn is defined as this afferent minicolumn and efferent macrocolumn scaled down to minicolumnar size, expressing the convergence and divergence of neocortical interactions. NN where A = 2 Ag, + Bg, and the NN differential interactions VI I are further specified in other papers [9 ] . The JG are constraints on MG from long-ranged fibers, e.g., from thalamocortical cortical, ipsilateral association, and contralateral commissural excitatory fibers extrinsic to macrocolumns.
Macroscopic Regions
The macroscopic probability 
