Abstract. We present a new perfect simulation algorithm for stationary chains (indexed by Z) having unbounded variable length memory. This is the class of infinite memory chains for which the family of transition probabilities is represented through the form of a probabilistic context tree. Our condition is expressed in terms of the structure of the context tree. In particular, we do not assume the continuity of the family of transition probabilities. We give an explicit construction of the chain using a sequence of i.i.d. random variables uniformly distributed in [0, 1[. 
Introduction
In this paper we consider stationary stochastic chains on a countable alphabet. The memory of the chains can be arbitrarily long, and has variable length. The family of transition probabilities for these chains is represented by a probabilistic context tree. Under new sufficient conditions on the structure of the context tree, we present a new perfect simulation algorithm for the stationary chain compatible with the family of transition probabilities. This is the main result of this paper (Algorithm 1 and Theorem 3.1). As a byproduct, we obtain sufficient conditions for the existence and the uniqueness of the stationary chain (Corollary 3.1). We also show that this stationary chain has a regeneration scheme, and that under a stronger assumption, the expected size between two consecutive regeneration times is finite (Corollary 3.2). We do not assume any continuity condition on the transition probabilities of the processes considered in this paper.
The question of whether or not a family of transition probabilities determines a unique stationary chain of infinite memory comes back to the seminal papers of Onicescu and Mihoc (1935) . They called these processes chains with complete connections (chaînesà liaison complètes). Then Doeblin & Fortet (1937) proved the results on speed of convergence towards the invariant measure. Harris (1955) extended the results cited above, showing the existence and uniqueness of the stationary chain under weaker conditions. He also introduced the name chains of infinite order for this model. Later, Bressaud et al. (1999a,b) obtained mixing rates and speed of convergence to the invariant measure using a new coupling approach. Finally, Johansson &Öberg (2003) weakened all continuity conditions of the precedent papers by showing that existence and uniqueness hold if the family of transition probabilities has continuity rate in p for p ≤ 2.
Perfect simulation means to sample precisely from the stationary law of the chain, without relaxation error. Perfect simulation algorithms generally rely on a regenerative construction of the chain. Propp & Wilson (1996) introduced the coupling from the past algorithm, which perfectly simulates invariant measure of Markov chains. Regeneration schemes for chains with complete connection have been previously explored by Lalley (2000) and Berbee (1987) to prove existence and uniqueness of the stationary chain consistent with the family of transition probabilities having summable continuity rate (that is in p for p ≤ 1). In Comets et al. (2002) the authors perfectly simulate chains with long memory under weaker conditions than in the works of Berbee and Lalley. Their construction use a sequence of i.i.d. random variables uniformly distributed on [0, 1[, and relies on a regenerative construction of the chain introduced by Ferrari et al. (2000) .
Chains with variable length memory and probabilistic context trees appear in Rissanen's 1983 paper called A universal data compression system. His idea was to model a string of symbols as a realization of a stochastic chain where each new symbol is a probabilistic function of a suffix of the past symbols which length is a deterministic function of the past. Recently, variable memory models became popular in the statistics literature under the name of variable length Markov chains coined by Bühlmann & Wyner (1999) . For a review of this area, we refer to the paper by Galves & Löcherbarch (2008) .
The chains considered in this paper have memory of unbounded variable length and the study of existence and uniqueness of these chains seems to be new. It provides a way to consider non-continuous family of transition probabilities, using the information on the past dependence which is given by the probabilistic context tree. Moreover, the perfect simulation procedure introduced here is also new and of interest by itself. This paper is organized as follows. Section 2 presents the notation and the definitions needed to state our assumptions on the form of the context trees. In section 3 we give the perfect simulation algorithm and state the results of this paper. Section 4 presents some examples for the reader to get used to our assumption. The last sections are dedicated to the proofs of the results.
Notation and definitions
Let A be a countable alphabet. Given two integers m ≤ n, we will denote by a n m the sequence (a m , . . . , a n ) of symbols in A. The length of the sequence a n m is denoted by |a n m | and is defined by |a n m | = n−m+1. Given two sequences w and v, we will denote by vw the sequence of length |v| + |w| obtained by concatenating the two strings. The concatenation of sequences is also extended to the case in which v denotes a semi-infinite sequence, that is v = v −1 −∞ . If n is a non-null entire number and v a finite string of symbols in A, we denote by v n = vv . . . v the concatenation of n times the sequence v.
We will denote
the set of all infinite strings of past symbols and
the set of all finite strings of symbols. In this formula the case j = 0 corresponds to the empty string ∅.
2.1. Probabilistic context tree. We recall that a sequence s is a suffix of another sequence w if w
Definition 2.1. A subset τ of A * ∪ A −N is a tree if no sequence s ∈ τ is a suffix of another sequence w ∈ τ . This property is called the suffix property.
If the empty sequence ∅ belongs to τ , it follows from the suffix property that τ = {∅}. This is the tree reduced to its root. Definition 2.2. In case sup{|w| : w ∈ τ } = +∞
we will say that the tree τ is unbounded.
Definition 2.3. A tree τ is complete if any element a −1 −∞ of A −N has a suffix belonging to τ . The suffix property implies that this suffix is unique. We will call it the context of the sequence a −1 −∞ and it will be denoted by c τ (a −1 −∞ ). A complete tree will be called a context tree.
Definition 2.4. A probabilistic context tree on A is an ordered pair (τ, p) such that
(1) τ is a context tree; (2) p = {p(·|w); w ∈ τ } is a family of transition probabilities over A. Definition 2.5. We say that a symbol of A is -regular if inf
A sequence u of A is also said to be -regular if all symbols of A appearing in u are -regular.
Unbounded variable length memory chains.
Definition 2.6. We say that a stationary stochastic chain (X n ) n∈Z of law P is compatible with a probabilistic context tree (τ, p) if for any past a −1 −∞ ∈ A −N and any a ∈ A we have
These chains are called variable length memory chains. If τ is unbounded, the chain is called unbounded variable length memory chain.
Chains with unbounded variable length memory can be seen as a subclass of the chains of infinite memory for which the size of the "relevant past" (part of the past we need to know in order to predict the present symbol) depends on the past itself. In other words, they are the chains of infinite memory for which the family of transition probabilities can be represented through the form of a probabilistic context tree.
2.3. On the form of our context trees. Suppose we are given an unbounded context tree τ and fix a context w ∈ τ . For any context v we define the function m w : A * → N by With this definition, if a context v is such that m w (v) = k, then it can be written as
where for no −k − |w| + 1 ≤ i ≤ −|w| it holds that v i+|w|−1 i = w.
Let us denote I w k the set of introducing strings (v −k , . . . , v −1 ) corresponding to the contexts v ∈ τ with m w (v) = k
To each introducing string s of I w k we associate C w k (s) the set of concluding strings of the contexts having s as introducing string:
We denote the union over all introducing strings s having size k by C w k := s∈I w k C w k (s) which corresponds to the set
Finally, denote by w (k) the maximum length of the sequences belonging to C w k w
If C w k is empty, then w (k) = 0. Definition 2.7. Given an unbounded probabilistic context tree (τ, p), we say that a context w ∈ τ , |w| < +∞, is a good context if for any k w (k) < +∞.
Perfect simulation algorithm and Statement of the results
Consider a given family of transition probabilities which is represented by an unbounded probabilistic context tree (τ, p) having a fixed good context w ∈ τ which is also -regular. Denote by W the set of symbols of A appearing in w. We will assume without loss of generality that A = {1, 2, . . .} and W = {1, 2, . . . , #W}. Since w is -regular, each symbol a in W is -regular. We define for any a ∈ W and any v ∈ τ
Note that for any a ∈ A and any v ∈ τ
where λ denotes the Lebesgue measure on [0, 1[. This partition is illustrated in Figure 1 .
Let (U n ) n∈Z be a sequence of independent random variables uniformly distributed in [0, 1[ and defined in some probability space (Ω, F, P). All the chains considered in what follows will be constructed using this sequence (U n ) n∈Z .
We will construct a deterministic measurable function X : [0, 1[ Z → A Z such that the law P(X(U ) ∈ ·) is compatible with (τ, p). The construction of this function is carried out in such a way that for any n ∈ Z, [X(U )] n = a whenever U n ∈ I(a), for any a ∈ W. Figure 1 . Illustration of the partition of [0, 1[ with the disjoint intervals {I(a)} a∈W and {J(a|v)} a∈A for some v ∈ τ .
Let us now sketch the simulation algorithm. Consider a string a −1 −k of symbols in W and a context v ∈ τ (for example w) such that k ≥ |v| and a 
Thus, we can construct [X(U )] n with no need to specify [X(U )]
Suppose we are in one of the two following possibilities: (1) the symbol assigned to [X(U )] n , say a 0 , and the string a −1 −k are such that there exists a context in τ , say v(0) which is suffix of a 0 −k , (2) U n+1 ∈ I(a) for some a ∈ W. In these cases, we can construct the chain independently of the past symbols [X(U )]
and in case (2) we put the symbol a.
In general, suppose we managed to construct [X(U )]
. We check if we are in one of the two situations described above, that is if there exists a context which is suffix of [X(U )] n+l n−k , or if U n+l+1 belongs to I(a) for some a ∈ W. In these cases we can continue the construction of the next step of the chain, independently of the past symbols [X(U )]
This is the way our perfect simulation works. Observe that we constructed [X(U )] 
We use the convention that a n n+1 := ∅. We also introduce for any m ≤ n the F(U n m )-measurable function L : [0, 1[ n−m+1 → {0, 1} which takes value 1 if and only if the construction we described above is successful, that is if we managed to construct [
m , U n ) = Λ . We now give the perfect simulation algorithm and state the results of this paper. The variables used in the algorithm are
• m and n are time indexes taking values in {. .
end while
with
then Algorithm 1 stops almost surely after a finite number of steps, i.e., we have for any
In the rest of the paper, we will often put [X(U )] i = X i in order to avoid overloaded notations, but it is important to keep in mind the fact that for any i, X i is constructed as a function of (U n ) n∈Z . Actually, Theorem 3.1 says that X i depends only on a P-a.s. finite part of this sequence:
Corollary 3.1. (Existence and uniqueness). The output of Algorithm 1 is a sample of the unique stationary chain compatible with (τ, p).
Note that the -regularity assumption for the symbols of W is slightly weaker than the regularity (also called strongly non-nullness) assumption of the literature, and we know that this later condition neither implies existence nor uniqueness of the stationary measure (see for example Bramson & Kalikow (1993) ).
The random variable obtained at the output of Algorithm 1 corresponds to
We call time t a regeneration time for our chain (X n ) n∈Z if
Define the chain (F i ) i∈Z on {0, 1} by
Then, consider the sequence of time indexes (T l ) l∈Z defined such that F j = 1 if and only if j = T l for some l in Z, T l < T l+1 and with the convention T 0 ≤ 0 < T 1 . We say that (X n ) n∈Z has a regeneration scheme if the chain (F i ) i∈Z is renewal.
Corollary 3.2. (Regeneration scheme). In the conditions of Theorem 3.1 the chain (X n ) n∈Z has a regeneration scheme, moreover, if
then the expected time between two consecutive regeneration times is finite.
Examples of probabilistic context trees
In this section we give some examples in order to make clear the notation we used to define the form of our context trees, and also the notion of good context. We only give examples on finite alphabet of 2 or 3 letters, due to the difficulty to draw context trees on bigger alphabet.
Example of Figure 2(a).
Example of a bounded probabilistic context tree on a three letters alphabet. To each context v, we assign in the boxes the transition probabilities p(1|v), p(2|v), p(3|v). In this paper we will consider only unbounded context trees, but we put this example to remember that the model has been introduced by Rissanen (1983) 
Example of Figure 2(b).
The bottom part of an unbounded probabilistic context tree on A = {0, 1} having as good context the symbol 1. To each context of the form 10 k we assigned the transition probability p k = p(1|0 k 1), the transition probability p(0|0 k 1) is 1 − p k . For any k, the set I 1 k has only one element which is the sequence of k zeros:
Moreover, for any k, we have C Figure 3 . The bottom part of an unbounded context tree on A = {0, 1} having as good context the symbol 1. As in Figure 2 (b), the set I 1 k has only one element which is the sequence of k zeros: to which corresponds the function w (as defined by (3)). Since the assumption of the theorem is that w cannot increase too much, we can restrict the proof to the case where w increases and goes to infinity, without loss of generality. Note that the assumption on the form of our context tree implies that for any context v of τ ,
Example of
This section is organized as follows. We will first give some more definitions, then we will prove Lemmas (5.1, 5.2, 5.3 and 5.4) which are needed to prove the theorem. Only at the end of this section we prove Theorem 3.1.
First, we introduce a new chain (Z i ) i∈Z taking value in W ∪{ }, constructed with (U i ) i∈Z as follows. For any m ∈ Z we put Z (m+1)|w| m|w|+1 = w whenever U (m+1)|w|−i+1 ∈ I(w −i ), i = 1, . . . , |w|, and Z (m+1)|w| m|w|+1 = |w| otherwise.
Remark 5.1. The way we define this new chain implies that Z
concatenation of blocks of size |w| which are either w or |w| , and for any m ∈ Z we have
and the integer valued function
then by (11) we have for any a n
We also denote
where σ w is a non-null integer number to be fixed later in the proof. We can finally define the random variable N Z ST OP which plays a principal role in the whole proof: N Z ST OP := max n ≤ −σ w |w| + 1 :
ζ n = 1 and ∀j ≥ n + σ w |w|,
Therefore, the way Algorithm 1 is performed implies that
Suppose we have been able to construct X i 
which in turn implies that the size of the context at time i is bounded above The random variable N Z ST OP is a time index which depends only on the chain (Z n ) n∈Z , this fact turns it simpler to study than N ST OP . By the last lemma we know that N Z ST OP ≤ N ST OP , therefore we will now try to show that N Z ST OP is P-a.s. finite. In the sequel we will only use the chain (Z n ) n∈Z , and in order to shorten notation, we will write
We define the integer valued function r w for k ≥ 0 by
it is the inverse of the function w .
To study the distribution of N Z ST OP , we define for any n in Z, a new chain C (n) i i≥n which is constructed using the sequence (Z i ) i≥n−σw|w|+1 as follows. At time n we put
and for i > n
i−1 = 0. Therefore, once the chain touches zero, it remains in this state forever. Remember that the randomness is in t(i) since it depends on the process (Z n ) n≤i by (17). The utility of this new chain lies in its relation with N Z ST OP . Lemma 5.2.
Proof. Follows from the definition (19) of the chain C 
The next lemma is the key lemma of the paper. It gives us an alternative definition of the chain C (n) i i≥n using the form of our trees, and more precisely, using the property of good context.
Lemma 5.3. For any time index n, we have
Proof. Let us construct for some fixed n ∈ N the chain C (n) i i≥n
We know by the definition of the chain that
and that if C (n)
Remains to study the case where i > n and C
(n)
i−1 = c ≥ 1. In this case, c is the smallest integer number such that h
We are searching for the smallest j such that
We have two possibilities.
(1) If Z i i−|w|+1 = w, then t(i) = t(i − 1). Then if we suppose that j = c − 1 we obtain h
which means that j = c − 1 verifies (22), however, we still have to show that this is the smallest possible value of j verifying (22). To see that, suppose that for some j = d < c − 1, we have
Then, since t(i) = t(i − 1) we can rewrites the preceding inequality as
which means that at time i − 1, the value j = d + 1 verifies
And since d + 1 < c, this means that c is not the smallest value of j verifying (23), which is a contradiction with the hypothesis of the present case (see (21)). Thus c − 1 is the smallest value of j verifying (22), and
(2) If Z i i−|w|+1 = w, then t(i) = i. In this case, the smallest j verifying h
By definition of r w (see (18) behaves in relation to the chain (Z i ) i∈Z (here for j = n, n ). In this particular case, the good context w has size 3, the number σ w = 2 and r w (|w|) = 3. Thus the chains leave the state zero only after two occurrences of w, and they take value r w ((σ w − 1)|w|) = r w (|w|) = 3. After that, they increase or decrease according to the occurrence of w.
Remark 5.2. Two important observations concerning this new chain.
• The chain C • Note also that in the case where |w| ≥ 2, σ w has to be chosen such that
(this is verified for any σ w ≥ 1 when |w| = 1). This ensures that the chain can visit values greater than r w ((σ w − 1)|w|). Otherwise, it could be (it depends on the form of the tree) that for any m, the chain C (m|w|) i i≥m|w| touchs zero for the first time at time m|w| or at time m|w| + r w ((σ w − 1)|w|), and hence has no chance to stay non-null forever. A way to get (24) is to take
where the first inequality comes from the fact that r w is an increasing function (by definition (18)), and the second inequality comes from the fact that w increases and goes to infinity. We are now ready to prove Theorem 3.1.
Proof of Theorem 3.1. By Lemmas 5.1 and 5.2:
and our goal is to prove that this probability goes to zero when n diverges. Let us denote by R [−n,0] the longest sequence of non-overlapping w's in Z 0 −n :
where for any positive real number α, α denotes the integer part of α. The random variable R [−n,0] is (see Remark 5.1) the longest success run in n+1 |w|
Bernoulli trials for which the probability of success is |w| . Thus we know (see Novak (1991) ) that
Let us denote
and
We decompose P(B(−n)) as
and we want to show that these two terms go to zero as n goes to infinity. We already know that the first one goes to zero by (26). We now focus on the second term of (29).
Observe that
hence the term (29) is bounded above by
For any f (n) ≤ i ≤ n+1 |w| and any − n+1 |w| ≤ k ≤ −i we can use the following inclusion
which simply follows from the fact that instead of taking the intersection over all i's in (28), we only take in account the term i = (k + σ w )|w|. By Lemma 5.4 we get for i ≥ σ w l≥(k+σw)|w| Figure 6 . Illustration of the inclusion (31). Here |w| = 3, σ w = 2, and Z (k+i)|w| k|w|+1 = w i . We indicate by circles the trajectory that the chain C ((k+σw)|w|) l takes, and by small points the possible trajectories that the chain has to take in order to touch zero at some time after time (k +σ w )|w|.
Remembering that the chain Z 
which does not depend on k, therefore injecting this inequality in (30) gives
Using now the definition (27) of the function f we see that f (n)|w| ≤ n+1 |w| −1 , hence
If we prove that the sequence 1 − |w|
is summable, then we are done since by (32), the second term of (29) is bounded above by the tail of this sequence.
In the conditions of Theorem 3.1 the function w verifies (6), then there exists a finite integerk and a sufficiently small positive real number β such that for any k greater than k
. By the definition of r w (see equation (18)
(1 + β)|w| log 1 1− |w| log n for any n greater thann wheren is such that r w (n) ≥k. Then
which is finite since β is positive. Thus, in the conditions of Theorem 3.1
which implies that N ST OP is P-a.s. finite. This concludes the proof of the theorem.
Observer that condition (33) is weaker than condition (6), but it seems to us that the later condition is easier to understand intuitively.
Proof of Corollary 3.1
We first state a simple and useful lemma.
Lemma 6.1. In the conditions of Theorem 3.1 we have for any m ≤ n (n can take value +∞)
By the translation invariance of the sequence (U n ) n∈Z we have for any
ST OP is P-a.s. finite in the conditions of the Theorem 3.1, the lemma is proved. The process (X n ) n∈Z is constructed using the sequence (U n ) n∈Z as follows: for any
Theorem 3.1 says that this construction can be done for any k ∈ Z, from a random time
where f and L have been defined before Algorithm 1. For each y ∈ A Z and i ≥ 0, we define X y,−i n n∈Z as follows. For n < −i, X y,−i n = y −i , and for n > −i
This is the chain constructed using our probabilistic context tree (τ, p), over the given fixed past y Proof. First, observe that if
is the sample obtained at the output of Algorithm 1, therefore Proof of Compatibility statement. To say that the process constructed in this paper verifies (2) is equivalent to say that
for any F(U 0 −∞ )-measurable function g. By (4) and (34) we have
In these conditions, (36) amounts to
for any cylindrical g. Suppose that g(X 0 −∞ ) = g(X 0 −k ). By construction, (37) holds for the fixed past process, therefore
We insert in both expectations
> −i} and we take the limit i → ∞. For the left-hand term of (38), Lemma 6.2 together with the Dominated Convergence Theorem yield,
For the right-hand term of (38) we first notice that for
and using the Dominated Convergence Theorem one more time yields that the right-hand term of (38) 
We conclude that (37) holds for any cylindrical measurable function g, then the compatibility statement is proved. The stationarity of (X n ) n∈Z follows from the construction in Algorithm 1.
Proof of Uniqueness statement. To prove uniqueness, assume µ and µ are two measures on A Z compatible with (τ, p):
Using now the chains defined by (35), we get
Since both chains are defined on the same probability space (Ω, F, P) one obtains
which goes to zero as i → ∞ by Theorem 3.1.
7. Proof of Corollary 3.2 7.1. Proof of the existence of a regeneration scheme. To show that the chain (F i ) i∈Z is renewal, we would like to prove first that for arbitrary integers t 1 < t 2 , . . . < t n P(F t l = 1, l = 1, . . . , n) = P(F 0 = 1)× P(F t n−1 −tn = 1|F 0 = 1)× P(F t n−2 −t n−1 = 1|F 0 = 1)× . . .
. We have by the definition (8) (using the convention that t n+1 = +∞)
which is an intersection of disjoint events, since for l = 1, . . . , n
Moreover, since the sequence (U n ) n∈Z is invariant by translation, we have
, and for l = 1, . . . , n − 1
Also, as in (39) we have
Rewriting (39) using the chain (F i ) i∈Z gives us the relation we wanted to prove. Moreover, we have by Lemma 6.1 P(N ST OP [0, +∞] > −∞) = 1 which means that there are infinitely many 1's in (F i ) i∈Z . Thus, the chain (F i ) i∈Z is renewal, and (X n ) n∈Z has a regeneration scheme with respect to the random times
7.2. Proof that the expected size between two consecutive 1's is finite. To see that, we will compute P( 
then we are done, since this implies that the expected time between two consecutive 1's will be finite. The rest of this proof is dedicated to the proof of (41). We can use the following inequality (where R [m,n] is defined by (25)) P(B(−m + 1)) ≤
where g is a suitably chosen function on the integers. We will choose g such that in the conditions of the corollary, the terms of (42) are summable in m.
• For the first term of (42), we use the following simple bound
  which says that if the longest run of non-overlapping w's has size strictly smaller than g(m), then none of the m/|w| /g(m) non-overlapping intervals contained in [−m + 1, 0] have the sequence w g(m) . The intersection is disjoint, hence
.
Using the fact that 1 − x ≤ e −x for any real number x the last term is bounded above by:
We will take g(m) = (1 − α) log 1/ |w| m |w|
with α in (0, 1). First, observe that for any β ∈ (0, 1), there exists a sufficiently big integer numberm such that for any m ≥m we have  • For the second term of (42), we use the bound (32): In the conditions of the corollary, relation (9) implies that there exists a finite integerk and a sufficiently small positive real number γ such that for any k greater thank
and by the definition of r w (see equation (18) C log 1/ |w| , replacing C by its expression (10), we see that this sequence is summable if we take α < γ 1 + γ .
This can be done, since the only restriction is that α ∈ (0, 1). In the conditions of the corollary, the sequences of (42) are summables in m, therefore P(T l+1 − T l ≥ m) is also summable in m and the corollary is proved.
Discussion
Observe that we impose no conditions on the part of the family of transition probabilities relative to the symbols of A which do not appear in w, and to the pasts of A −N which do not contain w as subsequence. That is, we make no assumptions on the set {p(a|a To conclude, we would like to make the following remark. In this paper we showed how to perfectly simulate chains of infinite order under new assumptions on the probabilistic context tree representing the family of transition probabilities. A similar result has been obtained by Comets et al. (2002) under completely different assumptions involving the continuity rate. In this sense, it is perhaps difficult to compare the two results. There is however an important difference between our result and the one of the above cited authors. The difference is in the regeneration scheme. In fact, the one we described using the random variable N ST OP [t, +∞] should be denominatedà la Comets et al. (2002) since it uses the sequence (U n ) n∈Z . Let us describe rapidly another regeneration scheme, which can be seen directly on the realization of the process (X n ) n∈Z . Define the random variable [t, +∞] in the same way we defined (F n ) n∈Z using N ST OP [t, +∞] . Observe that (F X n ) n∈Z is also renewal and therefore, (X n ) n∈Z has another regeneration scheme which is visible in the sense that N X ST OP [t, +∞] is defined using only the sequence (X n ) n∈Z . This is made possible by the information given by the context tree, and seems to be impossible using only the continuity assumption of Comets et al. (2002) .
