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Abstract
We derive Stein approximation bounds for functionals of uniform random variables,
using chaos expansions and the Clark-Ocone representation formula combined with
derivation and finite difference operators. This approach covers sums and functionals
of both continuous and discrete independent random variables. For random variables
admitting a continuous density, it recovers classical distance bounds based on absolute
third moments, with better and explicit constants. We also apply this method to
multiple stochastic integrals that can be used to represent U -statistics, and include
linear and quadratic functionals as particular cases.
Keywords : Independent sequences; uniform distribution; Stein-Chen method; Malliavin cal-
culus; covariance representations; Clark-Ocone formula.
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1 Introduction
The Stein and Chen-Stein methods have been developed together with the Malliavin calcu-
lus to derive bounds on the distances between probability laws on the Wiener and Poisson
spaces, cf. [9], [12], [13] and for discrete Bernoulli sequences, cf. [10], [4], [5]. The results of
these works rely on covariance representations based on the number (or Ornstein-Uhlenbeck)
operator L on multiple Wiener-Poisson stochastic integrals and its inverse L−1. Other co-
variance representations based on the Clark-Ocone representation formula have been used
in [18] on the Wiener and Poisson spaces, and in [19] for Bernoulli processes.
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This paper focuses on functionals of a countable number of uniformly distributed random
variables, and uses the framework of [14], cf. also [15], [16], to derive covariance repre-
sentations from chaos expansions in multiple stochastic integrals, based on a version of the
Clark-Ocone formula with finite difference or derivation operators. We obtain general bounds
on the distance of a random functional to the Gaussian and gamma distributions using Stein
kernels, see Propositions 3.1-3.3, and we also derive specific bounds for multiple stochastic
integrals, see Corollary 5.2. Other recent approaches to the Stein method for arbitrary uni-
variate distributions using Stein kernels include [7].
When restricted to single stochastic integrals, our framework applies to sums
Zn :=
1√
n
n∑
k=1
Xk, n ≥ 1,
of independent centered random variables (Xk)k≥1 with variance one. This includes the
case of discrete random variables and, e.g., sums and polynomials of Bernoulli random
variables with variable parameters, as a consequence of Proposition 3.4, see Proposition 4.2.
In addition, this approach yields the general bound
dW (Zn,N ) ≤ 2
n3/2
n∑
k=1
E[|Xk|3], (1.1)
where dW denotes the Wasserstein distance, see (4.4) below, which recovers classical results
such as the bound of Theorem 1.1 in [2], however with an additional factor two.
On the other hand, for random variables which admit a continuous density, as a consequence
of Proposition 3.2 we find in Proposition 4.4 that
dW (Zn,N ) ≤ 1
n3/2
√√√√ n∑
k=1
(∫ ∞
−∞
∣∣∣∣ 1F ′k(y)
∫ y
−∞
xdFk(x)
∣∣∣∣2 dFk(y)− 1
)
, (1.2)
assuming that the cumulative distribution function Fk of Xk admits a non-vanishing density
on the support of Xk. This recovers in particular Proposition 3.3 of [18] in the case n = 1.
For several usual distributions the bound (1.2) improves on (1.1) which is based on absolute
third moments. For example in the Gaussian case, (1.2) yields dW (Zn,N ) = 0 as expected.
For the Gamma and Beta distributions it also yields better constants than (1.1). The bound
(1.2) may however perform worse than (1.1), or can become infinite if F ′(x) becomes too
2
close to 0 on an interval.
Multiple stochastic integrals with respect to a point process with uniform jump times are par-
ticularly treated in Proposition 3.4 and 5.1 and Corollaries 5.2 and 5.3, with an application
to a combinatorial central limit theorem for general i.i.d. random sequences in Theorem 5.4.
In Section 6 we consider U-statistics, or quadratic functionals of the form
Qn :=
∑
1≤k,l≤n
ak,lXkXl,
where (Xk)k≥1 is a sequence of normalized independent identically distributed random vari-
ables, such that Var[Qn] = 1. Corollary 6.2 shows that we have the bound
dW (Qn,N ) ≤ 2
√
nL2n
C +
√√√√E[X41 ] + 2nL4n
∑
1≤l,p≤n
(
n∑
k=1
ak,lak,p
)2 , (1.3)
where C = 3E[X41 ] + (E[X
4
1 ])
2 and
L2n := max
1≤k≤n
n∑
l=1
a2k,l,
which provides a different bound from Theorem 1 in [3], with explicit constants. In case
a2k,2k−1 = 1/
√
n, the bound (1.3) yields
dW (Qn,N ) ≤ 8E[X
4
1 ]√
n
,
which recovers the known convergence rate in 1/
√
n as on pages 1074-1075 of [3]. Corol-
lary 6.4 provides another bound obtained from derivation operators.
More generally, our approach applies to functionals of uniformly distributed random vari-
ables, see Propositions 3.2 and 3.3 which deal respectively with smooth random functionals
and with multiple stochastic integrals, cf. Proposition 3.4.
This paper is organized as follows. In Section 2 we recall the framework of [14] for the con-
struction of random functionals of uniform random variables, together with the construction
of derivation operators and the associated stochastic integral (Clark-Ocone) decomposition
formula. In Section 3 we derive Stein approximation bounds for the distance of the laws of
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general functionals to the Gaussian and gamma distributions. Section 4 deals with single
stochastic integrals which can be used to represent sums of independent random variables.
Section 5 treats the general case of multiple stochastic integrals, which can be viewed as
U -statistics. Finally, in Section 6, double stochastic integrals are discussed with theirs ap-
plications to quadratic functionals. In the appendix Section 7 we prove a multiplication
formula for multiple stochastic integrals.
2 Functionals of uniform random sequences
Stochastic integrals
Consider an i.i.d. sequence (Uk)k∈N of uniformly distributed random variables on the interval
[−1, 1], where N := {0, 1, 2, . . .}, and let the jump process (Yt)t∈R+ be defined as
Yt :=
∞∑
k=0
1[2k+1+Uk,∞)(t), t ∈ R+.
We also denote by (Ft)t∈R+ the filtration generated by (Yt)t∈R+ , and let
F˜t := F2k, 2k ≤ t < 2k + 2, k ∈ N.
The compensated stochastic integral ∫ ∞
0
utd(Yt − t/2)
with respect to the compensated point process (Yt − t/2)t∈R+ can be defined for square-
integrable F˜t-adapted processes (ut)t∈R+ by the isometry relation
E
[∫ ∞
0
utd(Yt − t/2)
∫ ∞
0
vtd(Yt − t/2)
]
= E
[∫ ∞
0
ut
(
vt −
∞∑
k=0
1(2k,2k+2](t)
∫ 2k+2
2k
vr
dr
2
)
dt
2
]
,
(2.1)
see [14], where (ut)t∈R+ and (vt)t∈R+ are square-integrable F˜t-adapted processes. This also
implies the bound
E
[(∫ ∞
0
utd(Yt − t/2)
)2]
≤ 1
2
E
[∫ ∞
0
|ut|2dt
]
,
for (ut)t∈R+ a square-integrable F˜t-adapted process.
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Given f1 ∈ L1(R+) ∩ L2(R+) we define the first order stochastic integral
I1(f1) :=
∞∑
k=0
f1(2k + 1 + Uk)− 1
2
∫ ∞
0
f1(t)dt =
∫ ∞
0
f1(t)d(Yt − t/2).
Next, given fn a function which is square integrable on Rn+ and belongs to the space Lˆ2(Rn+)
of symmetric functions that vanish outside of
∆n :=
⋃
ki 6=kj≥0
1≤i6=j≤n
[2k1, 2k1 + 2]× · · · × [2kn, 2kn + 2],
we define the multiple stochastic integral
In(fn) :=
n∑
r=0
(−1)n−r
2n−r
(
n
r
)
∑
k1 6=···6=kr≥0
∫ ∞
0
· · ·
∫ ∞
0
fn(2k1 + 1 + Uk1 , . . . , 2kr + 1 + Ukr , y1, . . . , yn−r)dy1 · · · dyn−r
= n!
∫ ∞
0
∫ tn
0
· · ·
∫ t2
0
fn(t1, . . . , tn)d(Yt1 − t1/2) · · · d(Ytn − tn/2),
see [16] for a construction using a Wick type product, and [22] for the Poisson point process
version. It is easy to notice, see (2.1) above and Propositions 4 and 6 of [14], that (In(fn))n≥1
forms a family of mutually orthogonal centered random variables which satisfy the bound
E
[
(In(fn))
2
] ≤ n! ‖fn‖2L2(Rn+,dx/2) , n ≥ 1, (2.2)
which allows us to extend the definition of In(fn) to all fn ∈ Lˆ2(Rn+). If in addition we have∫ 2k+2
2k
fn(t, ∗)dt = 0, k ∈ N, (2.3)
i.e. the function fn is canonical [23], then the multiple stochastic integral In(fn) can be
written as the U -statistic of order n based on the function fn, i.e.
In(fn) =
∑
k1 6=···6=kn≥0
fn(2k1 + 1 + U1, . . . , 2kn + 1 + Un), (2.4)
with the isometry and orthogonality relation
E [In(fn)Im(fm)] = 1{n=m}n!〈fn, fm〉L2(R+,dx/2)◦n , (2.5)
see [14] page 589. Finally, every X ∈ L2(Ω) admits the chaos decomposition
X = E[X] +
∞∑
n=1
In(fn), (2.6)
for some sequence of functions fn in Lˆ
2(Rn+), n ≥ 1, cf. Proposition 7 of [14].
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Finite difference operator
Consider the finite difference operator ∇ defined on multiple stochastic integrals X = In(fn)
as
∇tX := X ◦Ψt − 1
2
∫ 2bt/2c+2
2bt/2c
X ◦Ψsds, t ∈ R+, (2.7)
where
Ψt(ω) :=
(
U1(ω), . . . , Ubt/2c−1(ω), t− 2bt/2c − 1, Ubt/2c+1(ω), . . .
)
, t ∈ R+,
cf. Definition 5 and Proposition 10 of [14]. The operator ∇ does not satisfy the chain rule
of derivation, however it possesses a simple form and it can be easily applied to multiple
stochastic integrals.
Proposition 2.1 Given fn ∈ Lˆ2(Rn+), we have
∇tIn(fn) = nIn−1(fn(t, ∗))− n
∫ 2bt/2c+2
2bt/2c
In−1(fn(s, ∗))ds, t ∈ R+. (2.8)
Proof. We observe that
In(fn) ◦Ψt = In(fn) + nIn−1(fn(t, ∗))− nIn−1(fn(v, ∗))|v=2bt/2c+1+Ubt/2c . (2.9)
Consequently we have
1
2
∫ 2bt/2c+2
2bt/2c
In(fn) ◦Ψsds
= In(fn) + n
∫ 2bt/2c+2
2bt/2c
In−1(fn(s, ∗))ds− nIn−1(fn(v, ∗))|v=2bt/2c+1+Ubt/2c , t ∈ R+,
and applying this to (2.7) we obtain the conclusion. 
In particular, under the condition (2.3) we have the equality
∇tIn(fn) = nIn−1 (fn(t, ∗)) , t ∈ R+,
as in Proposition 10 of [14]. The operator ∇ also admits an adjoint operator ∇∗ given by
∇∗ (In(gn+1)) := In+1(1∆n+1 g˜n+1),
where g˜n+1 is the symmetrization of gn+1 ∈ Lˆ2(Rn+) ⊗ L2(R+) in n + 1 variables, and ∇ is
closable with domain
Dom(∇) = {X ∈ L2(Ω) : E[‖∇X‖2L2(R+)] <∞},
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and we have the duality relation
E[〈∇X, u〉L2(R+,dx/2)] = E[X∇∗(u)], X ∈ Dom(∇), (2.10)
for u in the domain Dom(∇∗) of ∇∗, cf. Proposition 8 of [14]. The operator L defined on
linear combinations of multiple stochastic integrals as
LIn(fn) := −∇∗∇tIn(fn) = −nIn(fn), fn ∈ Lˆ2(Rn+),
is called the Ornstein-Uhlenbeck operator. By (2.6) the operator is well-defined, invertible
for centered X ∈ L2(Ω), and the inverse operator L−1 is given by
L−1In(fn) = − 1
n
In(fn), n ≥ 1.
Recall that the operator ∇ satisfies the Clark-Ocone formula
X = E [X] +
∫ ∞
0
E
[∇tX | F˜t]d(Yt − t/2), (2.11)
for X ∈ L2(Ω), see [14], Theorem 2. This relation is reformulated using the operator Ψt in
the next proposition.
Proposition 2.2 For all X ∈ L2(Ω) we have
X = E [X] +
∫ ∞
0
E
[
X ◦Ψt | F˜t
]
d(Yt − t/2). (2.12)
Proof. Since the integral term in the right hand side of (2.7) is constant in t on every
interval of the form [2k, 2k + 2), k ∈ N, we get∫ ∞
0
E
[∇tX | F˜t]d(Yt − t/2) = ∫ ∞
0
E
[
X ◦Ψt − 1
2
∫ 2bt/2c+2
2bt/2c
X ◦Ψsds
∣∣∣F˜t] d(Yt − t/2)
=
∫ ∞
0
E
[
X ◦Ψt | F˜t
]
d(Yt − t/2),
and (2.11) ends the proof. 
In particular, it follows from the Clark-Ocone formula (2.11) that∫ ∞
0
E
[
In−1(fn(t, ∗)) | F˜t
]
d(Yt − t/2) = 1
n
In(fn), (2.13)
since the integral term in the right hand side of (2.8) is constant in t on every interval of the
form [2k, 2k + 2), k ∈ N.
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Derivation operator
Given X a random variable of the form
X = f(U0, . . . , Un), f ∈ C1b ([−1, 1]n+1),
we consider the gradient Dt defined as
DtX :=
n∑
k=1
∂kf(U0, . . . , Un)
(
(1− Uk)1(2k,2k+1+Uk](t)− (1 + Uk)1(2k+1+Uk,2k+2](t)
)
,
cf. Definition 3 of [14]. By Proposition 5 of [14] the gradient D is closable, and its closed
domain is denoted by Dom(D). For any X ∈ Dom(D) and φ ∈ C1b (R) we have φ(X) ∈
Dom(D), and the operator D satisfies the chain rule of derivation
Dtφ(X) = φ
′(X)DtX, X ∈ Dom(D), (2.14)
for all φ ∈ C1b (R). The gradient operator
D : Dom(D) ⊂ L2(Ω) −→ L2(Ω× R+)
with domain Dom(D), defined by DX = (DtX)t∈R+ satisfies the following Clark-Ocone
representation formula, see Theorem 2 of [14].
Proposition 2.3 For X ∈ L2(Ω) we have
X = E [X] +
∫ ∞
0
E
[
DtX | F˜t
]
d(Yt − t/2). (2.15)
Covariance identities
From (2.14) the gradient operatorD satisfies the following covariance identity, see e.g. Propo-
sition 3.4.1 in [17], p. 121.
Lemma 2.4 Let X, Y ∈ Dom(D). We have
Cov(X, Y ) =
1
2
E
[∫ ∞
0
E
[
DtX | F˜t
]
DtY dt
]
.
Proof. By (2.1) and (2.15) we have
Cov(X, Y ) = E [(X − E [X])(Y − E [Y ])]
= E
[∫ ∞
0
E
[
DtX | F˜t
]
d(Yt − t/2)
∫ ∞
0
E
[
DtY | F˜t
]
d(Yt − t/2)
]
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=
1
2
E
[∫ ∞
0
E
[
DtY | F˜t
] (
E
[
DtX | F˜t
]− Φt(X)) dt] ,
where
Φt(X) :=
1
2
∞∑
k=0
1(2k,2k+2](t)
∫ 2k+2
2k
E
[
DrX | F˜r
]
dr, t ∈ R+.
By the independence between F˜2k and (Uk, . . . , Un) we get
Φt(X) =
1
2
n∑
k=0
1(2k,2k+2](t)
×
∫ 2k+2
2k
E
[
∂kf(U1, . . . , Un)
(
(1− Uk)1(2k,2k+1+Uk](r) −(1 + Uk)1(2k+1+Uk,2k+2](r)
) ∣∣F˜2k] dr
=
1
2
n∑
k=0
1(2k,2k+2](t)
∫ 2k+2
2k
E [∂kf(y1, . . . , yk−1, Uk, . . . , Un)
× ((1− Uk)1(2k,2k+1+Uk](r)− (1 + Uk)1(2k+1+Uk,2k+2](r))]|(y1,...,yk−1)=(U1,...,Uk−1) dr
=
1
2
n∑
k=0
1(2k,2k+2](t)E [∂kf(y1, . . . , yk−1, Uk, . . . , Un)
× ((1− Uk)(1 + Uk)− (1− Uk)(1 + Uk))]|(y1,...,yk−1)=(U1,...,Uk−1)
= 0.
We conclude that
Cov(X, Y ) =
1
2
E
[∫ ∞
0
E
[
DtY | F˜t
]
E
[
DtX | F˜t
]
dt
]
=
1
2
E
[∫ ∞
0
E
[
E
[
DtX | F˜t
]
DtY | F˜t
]
dt
]
=
1
2
E
[∫ ∞
0
E
[
DtX | F˜t
]
DtY dt
]
.

As a consequence of Lemma 2.4 we have the inequality
1
2
E[〈D·X,E[D·X | F˜·]〉L2(R+)] = Var[X] ≤ ‖X‖2L2(Ω). (2.16)
Using the operator ∇ and the Clark-Ocone formula (2.11)-(2.12) we can also obtain the
covariance identity
Cov(X, Y ) =
1
2
E
[∫ ∞
0
E
[∇tX | F˜t]∇tY dt]
from (2.1) and (2.7) as in the proof of Lemma 2.4.
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Stein kernel
The next proposition shows that the Stein kernel ϕX defined in (2.17) is a Stein kernel in
the sense of Definition (2.1) in [6].
Proposition 2.5 Let X ∈ Dom(D) be such that E[X] = 0. The Stein kernel
ϕX(z) :=
1
2
E
[∫ ∞
0
DtXE
[
DtX | F˜t
]
dt
∣∣∣X = z] , z ∈ R, (2.17)
satisfies
Cov(X,φ(X)) = E[φ′(X)ϕX(X)], (2.18)
for any φ ∈ C1b (R).
Proof. We note that by Lemma 2.4 and Jensen’s inequality we have
‖ϕX(X)‖L1(Ω) ≤ ‖ϕX(X)‖L2(Ω) ≤ E[X2] =
√
E
[∫ ∞
0
|DtX|2dt
2
]
<∞,
and, for any φ ∈ C1b (R),
Cov(X,φ(X)) =
1
2
E
[∫ ∞
0
E[DtX | Ft]Dtφ(X)dt
]
=
1
2
E
[
φ′(X)
∫ ∞
0
DtX E[DtX | Ft]dt
]
=
1
2
E
[
E
[
φ′(X)
∫ ∞
0
DtX E[DtX | Ft]dt
∣∣∣X]]
= E[φ′(X)ϕX(X)]. (2.19)

In particular, (2.19) shows that we have
E[ϕX(X)] = Var[X], X ∈ Dom(D).
In the sequel we will also use the identity
ϕXk(y) = −
1
F ′k(y)
∫ y
−∞
xdFk(x), (2.20)
see Relation (3.17) in [11]. Next, we review some examples of Stein kernels.
Gaussian case. The Stein kernel of X1 ' N (0, σ2) with the Gaussian cumulative distri-
bution function F (x) is given by
ϕX1(y) = −
1
F ′(y)
∫ y
−∞
xdF (x) = σ2, y ∈ R.
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Gamma case. When X1 has the centered gamma distribution with shape parameter s > 0
and density function
F ′s(x) =
(x+ s)s−1
Γ(s)
e−(x+s) x ∈ [−s,∞), k ≥ 1,
we have E[|X1 − s|] = 2sse−s, hence the Stein kernel of X1 is
ϕX1(y) = −
1
F ′s(y)
∫ y
−s
xdFs(x) = y + s, y ∈ R.
Beta case. When X1 has the centered Beta(α, 1) distribution, α > 0, we have
Fα(x) =
(
α
α + 1
+ x
)α
, x ∈
[
− α
α + 1
,
1
α + 1
]
,
and the Stein kernel of X1 is
ϕX1(y) = −
1
F ′α(y)
∫ y
−α/(α+1)
xdFα(x) =
1
α + 1
(
α
α + 1
+ y
)(
1
α + 1
− y
)
, y ∈ R.
(2.21)
Single stochastic integrals. Such integrals can be used to represent the sum Zn of
independent centered random variables (Xk)k≥1 as
Zn =
n∑
k=1
Xk = I1
(
f11[0,2n]
)
, (2.22)
where
f1(t) :=
∞∑
k=0
F−1k
(
t
2
− k
)
1[2k,2k+2)(t), (2.23)
satisfies
∫ 2k+2
2k
f1(t)dt = 0, k ∈ N, and
F−1k (t) := inf{s ∈ R+ : FX(s) ≥ t}, t ∈ [0, 1],
is the right-continuous inverse of the cumulative distribution function Fk of Xk, k ≥ 1.
In the sequel we let C1(R+) denote the set of functions which are C1 on every interval of the
form (2k, 2k + 2), k ∈ N. The next lemma can be useful when computing the Stein kernel
of single stochastic integrals according to (2.17), see Propositions 4.3 and 4.4 below.
Lemma 2.6 Assume that Zn = I1
(
f11[0,2n]
)
=
n∑
k=1
Xk belongs to Dom(D), n ≥ 1. We have
〈D·Zn, E
[
D·Zn | F˜·
]〉L2(R+) = −2I1(ϕX1+[·/2](f1(·))) + E[Z2n].
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Proof. We note that for f1 ∈ C1(R+) ∩ L2(R+), we have
DtI1(f1) =
∞∑
k=0
(
(1− Uk)1(2k,2k+1+Uk](t)− (1 + Uk)1(2k+1+Uk,2k+2](t)
)
f ′1(2k + 1 + Uk).
Next, by Proposition 10 and Lemma 1 in [14] we get
E
[
DtI1(f1) | F˜t
]
= E
[∇tI1(f1) | F˜t] = f1(t), t ∈ R+,
hence by (2.3) we have
〈D·I1(f1), E
[
D·I1(f1) | F˜·
]〉L2(R+)
=
∫ ∞
0
∞∑
k=0
(
(1− Uk)1(2k,2k+1+Uk](s)− (1 + Uk)1(2k+1+Uk,2k+2](s)
)
f ′1(2k + 1 + Uk)f1(s)ds
=
∫ ∞
0
∞∑
k=0
(
1(2k,2k+1+Uk](s)− 1(2k+1+Uk,2k+2](s)
)
f ′1(2k + 1 + Uk)f1(s)ds
= 2
∫ ∞
0
∞∑
k=0
(
1(2k,2k+1+Uk](s)f
′
1(2k + 1 + Uk)f1(s)
)
ds
= 2
∞∑
k=0
f ′1(2k + 1 + Uk)
∫ 2k+1+Uk
0
f1(s)ds
= 2
∫ ∞
0
f ′1(t)
∫ t
0
f1(s)dsd(Yt − t/2) +
∫ ∞
0
f ′1(t)
∫ t
0
f1(s)dsdt
= 2
∫ ∞
0
f ′1(s)
∫ t
0
f1(s)dsd(Yt − t/2) +
∫ ∞
0
|f1(t)|2dt.
On the other hand, by (2.1) and (2.20), see (3.17) in [11], we have
f ′1(x)
∫ x
0
f1(t)dt =
1
2
∞∑
k=0
1
F ′k(F
−1
k ((x− 2k)/2))
∫ x
2k
F−1k
(
t
2
− k
)
dt1[2k,2k+2)(x)
=
∞∑
k=0
1[2k,2k+2)(x)
1
F ′k(F
−1
k ((x− 2k)/2))
∫ F−1k ((x−2k)/2)
−∞
tdFk(t)
= −
∞∑
k=0
ϕXk(F
−1
k ((x− 2k)/2)1[2k,2k+2)(x)
= −
∞∑
k=0
ϕXk(f1(x))1[2k,2k+2)(x)
= −ϕX1+[x/2](f1(x))1[2k,2k+2)(x),
where we used the identity (2.20). 
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Density representation and bounds
Working along the lines of the proof of Theorem 3.1 in [11] by replacing (3.15) therein with
(2.19) above we can derive the following result, where Supp(f) denotes the support of the
function f .
Proposition 2.7 Let X ∈ Dom(D) be such that E[X] = 0. The law of X has a density
pX with respect to the Lebesgue measure if and only if the Stein kernel ϕX defined in (2.17)
satisfies ϕX(X) > 0 a.s. In this case Supp(pX) is a closed interval of R containing 0 and
we have
pX(z) =
E[|X|]
2ϕX(z)
exp
(
−
∫ z
0
u
ϕX(u)
du
)
, a.e. z ∈ Supp(pX).
As a consequence of Proposition 2.7 we get the following result on density bounds as in
Corollary 3.5 of [11].
Proposition 2.8 Let X ∈ Dom(D) be a centered random variable such that
0 < c ≤
∫ ∞
0
DsXE[DsX | Fs]ds ≤ C a.s.,
where C, c > 0 are positive constants. Then the density pX satisfies
E[|X|]
2C
exp
(
−z
2
2c
)
≤ pX(z) ≤ E[|X|]
2c
exp
(
− z
2
2C
)
, a.e. z ∈ R,
and the tail probabilities satisfy
P (X ≥ x) ≤ exp
(
− x
2
2C
)
and P (X ≤ −x) ≤ exp
(
− x
2
2C
)
, x > 0.
3 Stein approximation bounds
The total variation distance between two real-valued random variables X and Y is defined
by
dTV (X, Y ) = sup
A∈B(R)
|P (X ∈ A)− P (Y ∈ A)| ,
where B(R) denotes the Borel subsets of R. The Wasserstein distance between the laws of
X and Y is defined by
dW (X, Y ) := sup
h∈Lip(1)
|E[h(X)]− E[h(Y )]|,
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where Lip(1) is the class of real-valued Lipschitz functions with Lipschitz constant less than
or equal to 1.
In the following propositions we derive bounds for the Wasserstein and total variation dis-
tances between the normal distribution and the distribution of a given random variable
X ∈ Dom(D). Recall that by Stein’s lemma, cf. [21], [8], for any continuous function
h : R −→ [0, 1] the Stein equation
h(x)− E [h(X)] = f ′h(x)− xfh(x),
where X ∼ N , admits a solution fh(x) that satisfies the bound |f ′h(x)| ≤ 2. In the sequel
we denote by
T := {h ∈ C2b (R) : ‖h′‖∞ ≤ 1, ‖h′′‖∞ ≤ 2}
the space of twice differentiable functions whose first derivative is bounded by 1 and whose
second derivative is bounded by 2. For the gamma approximation we will use the distance
dH(X, Y ) := sup
h∈H
|E[h(X)]− E[h(Y )]|,
where
H := {h ∈ C2b (R) : max{‖h‖∞, ‖h′‖∞, ‖h′′‖∞} ≤ 1}.
Derivation operator bounds
In the next Proposition 3.1 we derive a Stein bound using the Stein kernel ϕX(z) defined in
(2.17), see also Proposition 3.3 of [18] for a bound using a different probabilistic representa-
tion of the Stein kernel. Here we denote by Γ(ν/2) a random variable distributed according
to the gamma law with parameters (ν/2, 1), ν > 0. We also let 〈·, ·〉 denote the usual inner
product 〈·, ·〉L2(R+) on L2(R+).
Proposition 3.1 For any X ∈ Dom(D) such that E[X] = 0, we have
dW (X,N ) ≤ E[|1− ϕX(X)|] ≤ |1− E[X2]|+ ‖ϕX(X)− E[ϕX(X)]]‖L2(Ω),
where the Stein kernel ϕX is defined in (2.17), and
dTV (X,N ) ≤ 2E[|1− ϕX(X)|] ≤ 2|1− E[X2]|+ 2‖ϕX(X)− E[ϕX(X)]]‖L2(Ω).
If moreover X is a.s. (−ν,∞)-valued then we have
dH(X , Γν) ≤ E[|2(X+ν)−ϕX(X)|] ≤ ‖2(X+ν)−E[X2]‖L2(Ω) +‖ϕX(X)−E[ϕX(X)]‖L2(Ω).
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Proof. We focus on the first inequalities, as the second inequalities follow from the triangle
inequality and Jensen’s inequality, and the identity E[ϕX(X)] = E[X
2] that follows from
Lemma 2.4.
(i) By Lemma 2.4 we have
E [Xfh(X)] =
1
2
E
[∫ ∞
0
E
[
DtX | F˜t
]
Dtfh(X) dt
]
=
1
2
E
[
f ′h(X)
∫ ∞
0
E
[
DtX | F˜t
]
DtX dt
]
. (3.1)
Hence, using the bound (2.33) in [12] and (3.1), we get
dW (X,N ) ≤ sup
φ∈T
|E[φ′(X)−Xφ(X)]| (3.2)
= sup
φ∈T
∣∣∣∣E [φ′(X)(1− 12〈D·X,E[D·X | F˜·]〉
)]∣∣∣∣
= sup
φ∈T
|E [φ′(X) (1− ϕX(X))]|
≤ E [|1− ϕX(X)|] .
(ii) By the covariance identity (3.1) we have
|E[h(X)]− E[h(N )]| =
∣∣∣∣E [f ′h(X)(1− 12〈D·X,E[D·X | F˜·]〉
)]∣∣∣∣
= |E [f ′h(X) (1− ϕX(X))]|
≤ 2E [|1− ϕX(X)|] ,
and this bound can be extended to h = 1C for any C ∈ Bb(R) by the same approximation
argument as in the proof of e.g. Theorem 2.1 of [18].
(iii) Given h ∈ H a twice differentiable function bounded above by 1 we choose c > 0 and
a < 1/2 such that
|h(x)| ≤ ceax, x > −ν.
By e.g. Lemma 1.3-(ii) of [9], letting Γν := 2Γ(ν/2)− ν, the functional equation
2(x+ ν)f ′(x) = xf(x) + h(x)− E[h(Γν)], x > −ν,
has a solution fh which is bounded and differentiable on (−ν,∞), and such that
‖fh‖∞ ≤ 2‖h′‖∞ and ‖f ′h‖∞ ≤ ‖h′′‖∞.
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By the covariance identity (3.1) on C1b (R) for the centered random variable X we have
|E[h(X)]− E[h(Γν)]| = |E[(2(X + ν)f ′h(X)−Xfh(X))]|
=
∣∣∣E [f ′h(X)(2(X + ν)− 〈D·X,E[D·X | F˜·]〉)]∣∣∣
= |E [f ′h(X) (2(X + ν)− ϕX(X))]|
≤ ‖h′′‖∞E[|2(X + ν)− ϕX(X)|].
The claim follows by taking the supremum over all functions h ∈ H. 
As a consequence of Proposition 3.1, for any X ∈ Dom(D) such that E[X] = 0, we have
dW (X,N ) ≤ |1− E[X2]|+
√
E[(ϕX(X)− E[X2])2]
= |1− E[X2]|+
√
E[(ϕX(X))2 − 2ϕX(X)E[X2] + (E[X2])2]
= |1− E[X2]|+
√
E[(ϕX(X))2]− (E[X2])2, (3.3)
and
dTV (X,N ) ≤ 2|1− E[X2]|+ 2
√
E[(ϕX(X))2]− (E[X2])2.
Similarly, Proposition 3.1 implies the following corollary which applies in particular to
smooth functionals X ∈ Dom(D).
Proposition 3.2 For any X ∈ Dom(D) such that E[X] = 0, we have
dW (X,N ) ≤ 1
2
‖2− 〈D·X,E
[
D·X | F˜·
]〉‖L2(Ω)
≤ |1− E[X2]|+ 1
2
‖〈D·X,E
[
D·X | F˜·
]〉 − E[〈D·X,E[D·X | F˜·]〉]‖L2(Ω),
and
dTV (X,N ) ≤ ‖2− 〈D·X,E
[
D·X | F˜·
]〉‖L2(Ω)
≤ 2|1− E[X2]|+ ‖〈D·X,E
[
D·X | F˜·
]〉 − E[〈D·X,E[D·X | F˜·]〉]‖L2(Ω).
For any a.s. (−ν,∞)-valued X ∈ Dom(D) such that E[X] = 0, we have
dH(X,Γν) ≤ ‖2(X + ν)− 〈D·X,E
[
D·X | F˜·
]〉‖L2(Ω)
≤ ‖2(X + ν)− ‖X‖2L2(Ω)‖L2(Ω) + ‖〈D·X,E
[
D·X | F˜·
]〉 − E[〈D·X,E[D·X | F˜·]〉]‖L2(Ω).
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Finite difference operator bound
Using the finite difference operator ∇ we obtain the following bound which applies in par-
ticular to multiple stochastic integrals, see Proposition 3.4 below.
Proposition 3.3 Let X ∈ Dom(∇) be such that E[X] = 0. We have
dW (X,N ) ≤ E
[∣∣∣∣1− 12〈∇·X,−∇·L−1X〉
∣∣∣∣] (3.4)
+
1
2
E
[∫ ∞
0
|∇tL−1X||∇tX|2dt
]
+
1
4
E
[∫ ∞
0
|∇tL−1X|
∫ 2bt/2c+2
2bt/2c
|∇sX|2dsdt
]
.
Proof. By (2.7), for every function f ∈ C2(R), the finite difference operator ∇ satisfies
∇tf(X) = 1
2
∫ 2bt/2c+2
2bt/2c
(f(X ◦Ψt)− f(X ◦Ψs))ds
=
1
2
∫ 2bt/2c+2
2bt/2c
(
f ′(X ◦Ψs)(X ◦Ψt −X ◦Ψs) +Rf (X ◦Ψt −X ◦Ψs)
)
ds
=
1
2
∫ 2bt/2c+2
2bt/2c
f ′(X ◦Ψs)(X ◦Ψt −X ◦Ψs)ds+ 1
2
∫ 2bt/2c+2
2bt/2c
Rf (X ◦Ψt −X ◦Ψs)ds,
t ∈ R+, where the function Rf is such that |Rf (y)| ≤ y2‖f ′′‖∞/2, y ∈ R. Hence for any
f ∈ T , by the duality relation (2.10) we have
E[f ′(X)−Xf(X)] = E[f ′(X)−XLL−1f(X)]
= E
[
f ′(X)− 1
2
〈∇f(X),−∇L−1X〉
]
= E
[
f ′(X)− 1
2
∫ ∞
0
∇tf(X)(−∇tL−1X)dt
]
= E
[
f ′(X)− 1
4
∫ ∞
0
∫ 2bt/2c+2
2bt/2c
f ′(X ◦Ψs)(X ◦Ψt −X ◦Ψs)ds(−∇tL−1X)dt
]
− 1
4
E
[∫ ∞
0
∫ 2bt/2c+2
2bt/2c
Rf (X ◦Ψt −X ◦Ψs)ds(−∇tL−1X)dt
]
. (3.5)
Regarding the first term, we note that for any two square-integrable random variables F and
G, by (2.7) we have
E [(F ◦Ψt)G] = 1
2
E
[
(F ◦Ψt)
∫ 2k+2
2k
G ◦Ψsds
]
and E [(∇tF )G] = 1
2
E
[
∇tF
∫ 2k+2
2k
G ◦Ψsds
]
,
(3.6)
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t ∈ [2k, 2k + 2], k ∈ N, hence∣∣∣∣∣E
[
f ′(X)− 1
4
∫ ∞
0
∫ 2bt/2c+2
2bt/2c
f ′(X ◦Ψs)(X ◦Ψt −X ◦Ψs)ds(−∇tL−1X)dt
]∣∣∣∣∣
=
∣∣∣∣E [f ′(X)− 12
∫ ∞
0
f ′(X)(X ◦Ψt −X)(−∇tL−1X)dt
]∣∣∣∣
=
∣∣∣∣E [f ′(X)(1− 12
∫ ∞
0
(X ◦Ψt −X)(−∇tL−1X)dt
)]∣∣∣∣
=
∣∣∣∣E [f ′(X)(1− 12
∫ ∞
0
∇tX(−∇tL−1X)dt
)]∣∣∣∣
≤ E
[∣∣∣∣1− 12
∫ ∞
0
∇tX(−∇tL−1X)dt
∣∣∣∣] ,
because ‖f ′‖∞ ≤ 1. Next, given that ‖f ′′‖∞ ≤ 2, the term (3.5) can be bounded as
1
4
∣∣∣∣∣E
[∫ ∞
0
∫ 2bt/2c+2
2bt/2c
Rf (X ◦Ψt −X ◦Ψs)ds(−∇tL−1X)dt
]∣∣∣∣∣
≤ 1
4
E
[∫ ∞
0
|∇tL−1X|
∫ 2bt/2c+2
2bt/2c
|X ◦Ψt −X ◦Ψs|2dsdt
]
=
1
4
E
[∫ ∞
0
|∇tL−1X|
∫ 2bt/2c+2
2bt/2c
|∇tX −∇sX|2dsdt
]
=
1
4
E
[∫ ∞
0
|∇tL−1X|
∫ 2bt/2c+2
2bt/2c
(|∇tX|2 + |∇sX|2 − 2∇sX∇tX)dsdt
]
=
1
4
E
[∫ ∞
0
|∇tL−1X|
∫ 2bt/2c+2
2bt/2c
(|∇tX|2 + |∇sX|2)dsdt
]
=
1
2
E
[∫ ∞
0
|∇tL−1X||∇tX|2dt
]
+
1
4
E
[∫ ∞
0
|∇tL−1X|
∫ 2bt/2c+2
2bt/2c
|∇sX|2dsdt
]
,
where we used the relation
E
[
(F ◦Ψt)
∫ 2k+2
2k
∇sGds
]
= 0 and E
[
∇tF
∫ 2k+2
2k
∇sGds
]
= 0,
t ∈ [2k, 2k + 2], k ∈ N, that hold similarly to (3.6). We conclude to (3.4) by the inequality
(3.2), which is the bound (2.33) in [12]. 
The second term in (3.4) can also be written as
1
4
E
[∫ ∞
0
|∇tL−1X|
∫ 2bt/2c+2
2bt/2c
|X ◦Ψt −X ◦Ψs|2dsdt
]
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=
1
4
E
[∫ ∞
0
|∇tL−1X|
∫ 2bt/2c+2
2bt/2c
|X ◦Ψt −X|2 ◦Ψsdsdt
]
=
1
4
E
[∫ ∞
0
|∇tL−1X|
∫ 2bt/2c+2
2bt/2c
|X ◦Ψt −X|2dsdt
]
=
1
2
E
[∫ ∞
0
|∇tL−1X||X ◦Ψt −X|2dt
]
.
Taking X = In(fn) in Proposition 3.3, we get the following result.
Proposition 3.4 Let fn ∈ Lˆ2(Rn+). The following estimate holds:
dW (In(fn),N ) ≤
√√√√E [(1− 1
n
‖∇In(fn)〉‖2L2(R+,dx/2)
)2]
+
1
2n
E
[∫ ∞
0
|∇tIn(fn)|3dt
]
+
1
4n
E
[∫ ∞
0
|∇tIn(fn)|
∫ 2bt/2c+2
2bt/2c
|∇sIn(fn)|2dsdt
]
.
4 Single stochastic integrals
For single stochastic integrals, Proposition 3.4 shows the following.
Proposition 4.1 For f1 ∈ L2(R+) such that
∫ 2k+2
2k
f1(t)dt = 0, k ∈ N, we have
dW (I1(f1),N ) ≤
∣∣∣∣1− 12
∫ ∞
0
|f1(t)|2dt
∣∣∣∣+ 12
∫ ∞
0
|f1(t)|3dt+ 1
4
∫ ∞
0
|f1(t)|
∫ 2bt/2c+2
2bt/2c
|f1(s)|2dsdt
≤
∣∣∣∣1− 12
∫ ∞
0
|f1(t)|2dt
∣∣∣∣+ ∫ ∞
0
|f1(t)|3dt. (4.1)
Consider now a sum Zn of independent centered random variables (Xk)k≥1 written, as in
(2.22), as
Zn := I1
(
f11[0,2n]
)
=
n∑
k=1
Xk, (4.2)
with f1 ∈ C1(R+) ∩ L2(R+) given by (2.23) from the respective cumulative distribution
functions (Fk)k≥1. In this case, Proposition 4.1 can be rewritten as follows.
Proposition 4.2 Given (Zn)n≥1 written as in (4.2) we have
dW (Zn,N ) ≤ |1− E[Z2n]|+
n∑
k=1
E[|Xk|3] +
∞∑
k=0
E[|Xk|]E[|Xk|2]. (4.3)
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Proof. We note that f1(2k+ 1 +Uk) = F
−1
k ((Uk + 1)/2) has same distribution as Xk, k ≥ 1,
hence (4.1) can be rewritten as
dW (Zn,N ) ≤ |1− E[Z2n]|+
1
2
∫ 2n
0
|f1(t)|3dt+ 1
4
∞∑
k=0
∫ 2k+2
2k
|f1(t)|dt
∫ 2k+2
2k
|f1(s)|2ds
= |1− E[Z2n]|+
1
2
n∑
k=1
∫ 2
0
|F−1k (t/2)|3dt+
1
4
∞∑
k=0
∫ 2
0
|F−1k (t/2)|dt
∫ 2
0
|F−1k (t/2)|2ds
= |1− E[Z2n]|+
n∑
k=1
∫ ∞
−∞
|x|3dFk(x) +
∞∑
k=0
∫ ∞
−∞
|x|dFk(x)
∫ ∞
−∞
|y|2dFk(y)
= |1− E[Z2n]|+
n∑
k=1
E[|Xk|3] +
∞∑
k=0
E[|Xk|]E[|Xk|2].

Using Ho¨lder’s inequality, Proposition 4.2 shows that
dW (Z˜n,N ) ≤ 2
(E[(Zn)2])3/2
n∑
k=1
E[|Xk|3], n ≥ 1, (4.4)
for the normalized sum Z˜n := (E[(Zn)
2])−1/2
n∑
k=1
Xk, which recovers the bound (1.1) of [2],
with however a worse constant.
Bernoulli random variables
Given (pk)k≥1 a sequence in (0, 1), letting
f(t) :=
∞∑
k=1
αk√
pk(1− pk)
(
1[2k−2,2k−2+2pk](t)− pk
)
, t ∈ R+,
the single integral I1(f11[0,2n]) becomes a weighted sum
I1(f11[0,2n]) =
n∑
k=1
αkXk
of centered and normalized Bernoulli random variables (Xk)k≥1 with parameters (pk)k≥1,
and (4.3) shows that
dW (I1(f1),N ) ≤
∣∣∣∣∣1−
∞∑
k=1
|αk|2
∣∣∣∣∣+ 2
∞∑
k=1
|αk|3 1− 2pk(1− pk)√
pk(1− pk)
,
which provides a simple distance bound for the sum of non-symmetric Bernoulli random
variables, cf. Corollary 3.3 of [10], Corollary 4.1 of [19] and Theorem 4.1 of [4] for other
versions.
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By Proposition 3.2 we have the following result that uses the derivation operator D.
Proposition 4.3 For f1 ∈ C1(R+) ∩ L2(R+) such that
∫ 2k+2
2k
f1(t)dt = 0, k ∈ N, we have
dW (I1(f1),N ) (4.5)
≤
∣∣∣∣1− 12
∫ ∞
0
|f1(t)|2dt
∣∣∣∣+ 12
√√√√2∫ ∞
0
∣∣∣∣f ′1(x)∫ x
0
f1(t)dt
∣∣∣∣2 dx− ∞∑
k=0
(∫ 2k+2
2k
|f1(t)|2dt
)2
.
The bound for dTV (I1(f1),N ) is twice as large as (4.5).
Proof. We note that by (2.1) and Lemma 2.6 we have
E
[(
〈D·Zn,E
[
D·Zn | F˜·
]〉 − E[〈D·Zn,E[D·Zn | F˜·]〉)2]
=
1
2
∫ 2n
0
∣∣∣∣f ′1(x)∫ x
0
f1(t)dt
∣∣∣∣2 dx− 14
n∑
k=1
(∫ 2k
2k−2
|f1(t)|2dt
)2
,

Proposition 4.3 can be rewritten as follows using sums Zn of random variables (Xk)k≥1.
Proposition 4.4 Assume that (Xk)k≥1 is a sequence of independent centered random vari-
ables having non-vanishing continuous densities. Then the sum
Zn :=
n∑
k=1
Xk, n ≥ 1,
satisfies the bound
dW (Zn,N ) ≤ |1− E[Z2n]|+
√√√√ n∑
k=1
(
E[(ϕXk(Xk))
2]− (E[(Xk)2])2
)
. (4.6)
The bound for dTV (Zn,N ) is twice as large as (4.6).
Proof. By Lemma 2.6, (2.1) and (2.20), see (3.17) in [11], we have
1
2
∫ 2n
0
∣∣∣∣f ′1(x)∫ x
0
f1(t)dt
∣∣∣∣2 dx− 14
n∑
k=1
(∫ 2k
2k−2
|f1(t)|2dt
)2
=
n∑
k=1
(∫ 1
0
∣∣∣∣ 1F ′K(F−1k (x))
∫ x
0
F−1k (t)dt
∣∣∣∣2 dx− (E[(Xk)2])2
)
=
n∑
k=1
(∫ ∞
−∞
∣∣∣∣ 1F ′k(y)
∫ y
−∞
xdFk(x)
∣∣∣∣2 dFk(y)− (E[(Xk)2])2
)
=
n∑
k=1
(
E[(ϕXk(Xk))
2]− (E[(Xk)2])2
)
,

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Next, we consider some particular cases.
Gaussian case. The Stein kernel of Xk centered Gaussian is given by
ϕXk(y) = −
1
F ′k(y)
∫ y
−∞
xdFk(x) = E[X
2
k ], y ∈ R, k ≥ 1,
and the bound (4.6) recovers dW (Zn,N ) ≤ |1− E[Z2n]| as expected.
Gamma case. The Stein kernel of Xk a centered gamma random variable is ϕZn(y) =
y + E[Z2n], y ∈ R, hence
E[(ϕZn(Zn))
2] = E[(Zn + E[Z
2
n])
2] = E[Z2n](1 + E[Z
2
n]),
and the bound (4.6) shows that the sum Zn satisfies
dW (Zn,N ) ≤ |1− E[Z2n]|+
√
E[Z2n], n ≥ 1.
By the scaling relation
ϕaZn(y) = a
2ϕZn(y/a) = ay + a
2E[Z2n], y ∈ R,
we find that the normalized sum Z˜n := Zn/
√
E[Z2n] satisfies
dW (Z˜n,N ) ≤ 1√
E[Z2n]
, n ≥ 1.
In particular, in the i.i.d. case we have
dW (Z˜n,N ) ≤ 1√
nE[X21 ]
, n ≥ 1,
which systematically improves on (4.4) and on the bound (1.1) of [2], i.e.
dW (Zn,N ) ≤ n E[|X1|
3]
(E[Z2n])
3/2
=
2√
nE[X21 ]
(
2Γ(3 + E[X21 ], E[X
2
1 ]) + 2(E[X
2
1 ])
2+E[X21 ]e−E[X
2
1 ](1 + E[X21 ])
Γ(3 + E[X21 ])
− 1
)
,
where Γ(3 + s, s) denotes the upper incomplete gamma function. Indeed, the ratio
2
(
2Γ(3 + s, s) + 2s2+se−s(1 + s)
Γ(3 + s)
− 1
)
,
of the two bounds tends to infinity as s tends to infinity, and has smallest value 2 as
s tends to 0.
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Beta case. When Xk has the centered Beta(α, 1) distribution, α > 0, k ≥ 1, we have
F (x) =
(
α
α + 1
+ x
)α
, x ∈
[
− α
α + 1
,
1
α + 1
]
,
and E[X2k ] = α/((α + 1)
2(α + 2)), hence by (2.21) we have
E[(ϕXk(Xk))
2] =
1
(α + 1)2
E
[(
α
α + 1
+Xk
)2(
1
α + 1
−Xk
)2]
(4.7)
=
2α
(α + 4)(α + 3)(α + 2)(α + 1)2
,
and by Proposition 4.4, the normalized sum
Z˜n :=
1√
nE[X21 ]
n∑
k=1
Xk, n ≥ 1,
satisfies
dW (Z˜n,N ) ≤ 1√
n
√
4 + α(α2 + α− 2)
α(α + 3)(α + 4)
,
which systematically improves on (4.4) and on the bound (1.1) of [2], i.e.
dW (Zn,N ) ≤ 1√
n
E[|X1|3] = 2√
n
√
α + 2
α
(
6α(α/(α + 1))α+1 + 1− α
α + 3
)
,
as can be checked from Figure 1.
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Figure 1: Comparison of bounds.
For example in the uniform case with α = 1 we have Xk = Uk, k ∈ N, and F (x) = (x+ 1)/2,
x ∈ [−1, 1], and
f1(t) =
√
3
∞∑
k=0
(t− 2k − 1)1[2k,2k+2)(t),
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hence (4.1) shows that the sequence Zn :=
√
3/n
n∑
k=1
Uk, satisfies
dW (Zn,N ) ≤ 3
3/2
√
n
E[|X1|3] = 3
4
√
3
n
,
whereas (4.5) yields dW (Zn,N ) ≤ 1/
√
5n.
5 Multiple stochastic integrals
In this section we apply the multiplication formula given in the appendix Section 7 in order
to obtain bounds on the distance between multiple stochastic integrals and the normal
distribution N . In the sequel for 0 ≤ i ≤ k ≤ n ∧m we define
fn ?
i
k gm(γ1, . . . , γk−i, t1, . . . , tn−k, s1, . . . , sm−k) (5.1)
:=
1
2i
∫
[0,∞)i
fn(z1, . . . , zi, γ1, . . . , γk−i, t1, . . . , tn−k)gm(z1, . . . , zi, γ1, . . . , γk−i, s1, . . . , sm−k)dz1 · · · dzi,
and we denote by fn ?˜
i
kgm the symmetrisation of fn ?
i
k gm, i.e.
fn ?˜
i
kgm(x1, . . . , xm+n−k−i) :=
1
(m+ n− k − i)!
∑
σ∈Sm+n−k−i
fn ?
i
k gm(xσ(1), . . . , xσ(m+n−k−i)),
where Sm+n−k−i stands for the group of all permutations of the set {1, . . . ,m + n− k − i}.
Note that fn ?
i
k gm may not satisfy (2.3), even if fn and gm satisfy (2.3). The multiplication
formula of Theorem 7.1 below can be given in many different forms, one of which is presented
in the next Proposition 5.1.
Proposition 5.1 Let fn, gm satisfy (2.3) and fn ?
i
k gm ∈ L2(Rm+n−k−i+ ) for every 0 ≤ i ≤
k ≤ m ∧ n. We have
In(fn)Im(gm) =
2(m∧n)∑
k=0
Ik(hk),
where
hk =
n∧m∑
r=0
r∑
l=0
1{2n−r−l=k} r!
(
n
r
)(
m
r
)(
r
l
)
fn ?˜
l
rgm.
Bounds obtained from the finite difference operator ∇
To obtain a more explicit bound than in Proposition 3.4 we have to employ the multiplication
formula. Precisely, by virtue of Proposition 5.1 we may express
(
In(fn)
)2
as follows:
(
In(fn)
)2
=
2n∑
k=0
Ik
(
Gnkfn
)
, (5.2)
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where
Gnkfn(z1, . . . , zk) = 1∆k(z1, . . . , zk)
n∑
r=0
r∑
l=0
1{2n−r−l=k}r!
(
n
r
)2(
r
l
)
fn ?˜
l
rfn(z1, . . . , zk).
Corollary 5.2 Let fn ∈ L2(Rn+) be a symmetric function satisfying (2.3). Assume that
Ĝnkfn(∗) :=
1
2
∫ ∞
0
Gn−1k fn(t, ∗)dt
belongs to ∈ L2(Rk+) for all 1 ≤ k ≤ 2n− 2. We have
dW (In(f),N ) ≤
√√√√(1− n! ‖fn‖2L2(R+,dx/2)◦n)2 + n2 2n−2∑
k=1
k!
∥∥∥Ĝnkfn∥∥∥2
L2(R+,dx/2)◦k
+n2
√
2(n− 1)! ‖fn‖L2(R+,dx/2)◦n
√√√√2n−2∑
k=0
k!
∫ ∞
0
∥∥Gn−1k fn(t, ·)∥∥2L2(R+,dx/2)◦k dt.
Proof. We are going to estimate both components appearing in Proposition 3.4. The
formula (5.2) lets us write
(∇tIn(fn))2 = nn! ‖fn(t, ·)‖2L2(R+,dx/2)◦(n−1) + n2 2n−2∑
k=1
Ik
(
Gn−1k fn(t, ·)
)
.
Hence we have
1
n
‖∇·In(fn)‖2L2(R+,dx/2) = n! ‖fn‖2L2(R+,dx/2)◦n +
n
2
2n−2∑
k=1
∫ ∞
0
Ik
(
Gn−1k fn(t, ·)
)
dt.
Since multiple integrals of different orders are orthogonal, we get
E
[(
1− 1
n
‖∇·In(fn)〉‖2L2(R+,dx/2)
)2]
=
(
1− n! ‖fn‖2L2(R+,dx/2)◦n
)2
+ n2
2n−2∑
k=1
E
[(∫ ∞
0
Ik
(
Gn−1k fn(t, ·)
)
dt/2
)2]
.
Finally, by (2.5), we obtain
E
[∣∣∣∣∫ ∞
0
Ik
(
Gn−1k fn(t, ·)
)
dt/2
∣∣∣∣2
]
= E
[(
Ik
(
Ĝnkfn
))2] ≤ k! ∥∥∥Ĝnkfn∥∥∥2
L2(R+,dx/2)◦k
,
which implies
E
[∣∣∣∣1− 1n‖∇·In(fn)〉‖2L2(R+,dx/2)
∣∣∣∣2
]
≤
∣∣∣1− n! ‖fn‖2L2(R+,dx/2)◦n∣∣∣2+n2 2n−2∑
k=1
k!
∥∥∥Ĝnkfn∥∥∥2
L2(R+,dx/2)◦k
.
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To get the second component of the estimates in the thesis we use Cauchy-Schwarz inequality
in the following way:
1
2n
∫ ∞
0
E
[|∇tIn(fn)|3] dt ≤ 1
2
√∫ ∞
0
E
[(
In−1(fn(t, ∗))
)2]
dt
√∫ ∞
0
E [|∇tIn(fn)|4] dt
≤ n2 ‖fn‖L2(R+,dx/2)◦n
√
(n− 1)!
2
∫ ∞
0
E
[(
In−1(fn(t, ∗))
)4]
dt.
Since
(
In−1(fn(t, ∗))
)2
=
2n−2∑
k=0
Ik
(
Gn−1k fn(t, ·)
)
,
and by orthogonality of multiple integrals, we have∫ ∞
0
E
[(
In−1(fn(t, ∗))
)4]
dt ≤
2n−2∑
k=0
k!
∫ ∞
0
∥∥Gn−1k fn(t, ·)∥∥2L2(R+,dx/2)◦k dt,
which ends the proof. 
As noted above, In(fn) can be used to represent various U-statistics, including polynomials
of Bernoulli random variables, in which case Corollary 5.2 provides an alternative to the
results of [10], [5], [19] for Bernoulli processes.
Bounds obtained from the derivation operator D
Here we let C1(Rn+) denote the set of functions which are C1 on every set of the form
(2k1, 2k1 + 2)× · · · × (2kn, 2kn + 2), k1, . . . , kn ∈ N.
Given fn ∈ C1(Rn+) ∩ L2(Rn+), we define
Hk(s, z2, . . . , zk+1) :=
n−1∑
r=0
r∑
l=0
1{2n−2−r−l=k} r!
(
n− 1
r
)2(
r
l
)(
∂1fn(s, ∗) ?˜lr
∫ s
0
fn(t, ∗)1{∗<s}dt
)
(z2, . . . , zk+1),
and
Jk(s, z1, . . . , zk)
:=
n−1∑
r=0
r∑
l=0
1{2n−2−r−l=k} r!
(
n− 1
r
)2(
r
l
)(
fn(s, ∗)?˜lrfn(s, ∗)1{∗<s}
)
(z1, . . . , zk),
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1 ≤ k ≤ 2n− 2, where
{∗ < u} := {x ∈ Rn−1 : xi < u, i = 1, . . . , n− 1},
and assume that Hk, Jk ∈ L2(Rk+1+ ). Additionally, we denote
Ĵk(z1, . . . , zk) =
1
2
∫ ∞
0
Jk(s, z1, . . . , zk)ds.
Next is a consequence of Proposition 3.2.
Corollary 5.3 Let fn ∈ C1(Rn+) ∩ L2(Rn+) and satisfy (2.3). We have
dW (In(f),N ) ≤
∣∣∣1− n! ‖fn‖2L2(R+,dx/2)◦n∣∣∣
+ n2
√√√√1
2
2n−2∑
k=0
∫ ∞
0
E [|Ik(Hk(s, ∗))|2] ds+
2n−2∑
k=1
E
[∣∣Ik(Ĵk)∣∣2]− 1
4
∞∑
i=0
2n−2∑
k=0
E
[∣∣∣∣Ik (∫ 2i+2
2i
Jk(s, ∗)ds
)∣∣∣∣2
]
≤
∣∣∣1− n! ‖fn‖2L2(R+,dx/2)◦n∣∣∣+ n2
(
1
2
2n−2∑
k=0
k!
∫ ∞
0
‖Hk(s, ∗)‖2L2(R+,dx/2)◦k ds+
2n−2∑
k=1
k!
∥∥∥Ĵk∥∥∥2
L2(R+,dx/2)◦k
+ ((n− 1)!)2
∞∑
i=0
∣∣∣∣∫ 2i+2
2i
∥∥fn(s, ∗)1{∗<s}∥∥2L2(R+,dx/2)◦(n−1) ds
∣∣∣∣2
)1/2
.
The bounds for dTV (In(f),N ) are equal to those for dW (In(f),N ) multiplied by 2.
Proof. By Lemma 2.4 and formula (2.5) we get
E
[〈D·In(fn), E[D·In(fn) | F˜·]〉] = 2E [(In(fn))2] = 2n! ‖fn‖2L2(R+,dx/2)◦n .
Next, we are going to provide an explicit form for the expression 〈D·In(fn), E
[
D·In(fn) | F˜·
]〉.
We have
DtIn(fn)
= n
∑
0≤k1 6=···6=kn−1
(
(1− Ubt/2c)1(2bt/2c,2bt/2c+1+Ubt/2c](t)− (1 + Ubt/2c)1(2bt/2c+1+Ubt/2c,2bt/2c+2](t)
)
× ∂1fn(2bt/2c+ 1 + Ubt/2c, 2k1 + 1 + Uk1 , . . . , 2kn−1 + 1 + Ukn−1)
= n
(
(1− Ubt/2c)1(2bt/2c,2bt/2c+1+Ubt/2c](t)− (1 + Ubt/2c)1(2bt/2c+1+Ubt/2c,2bt/2c+2](t)
)
× In−1
(
∂1fn(2bt/2c+ 1 + Ubt/2c, ∗)
)
.
By Proposition 10 and Lemma 1 in [14] we get
E
[
DtIn(fn) | F˜t
]
= E
[∇tIn(fn) | F˜t] = nIn−1 (fn(t, ∗)1{∗<2bt/2c}) .
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Consequently, using the assumption (2.3) twice, we arrive at
〈D·In(fn), E
[
D·In(fn) | F˜·
]〉
= n2
∫ ∞
0
(
(1− Ubt/2c)1(2bt/2c,2bt/2c+1+Ubt/2c](t)− (1 + Ubt/2c)1(2bt/2c+1+Ubt/2c,2bt/2c+2](t)
)
× In−1
(
∂1fn(2bt/2c+ 1 + Ubt/2c, ∗)
)
In−1
(
fn(t, ∗)1{∗<2bt/2c}
)
dt
= n2
∫ ∞
0
(
1(2bt/2c,2bt/2c+1+Ubt/2c](t)− 1(2bt/2c+1+Ubt/2c,2bt/2c+2](t)
)
× In−1
(
∂1fn(2bt/2c+ 1 + Ubt/2c, ∗)
)
In−1
(
fn(t, ∗)1{∗<2bt/2c}
)
dt
= 2n2
∫ ∞
0
(
1(2bt/2c,2bt/2c+1+Ubt/2c(t)In−1
(
∂1fn(2bt/2c+ 1 + Ubt/2c, ∗)
)
In−1
(
fn(t, ∗)1{∗<2bt/2c}
))
dt
= 2n2
∞∑
k=0
In−1 (∂1fn(2k + 1 + Uk, ∗)) In−1
(∫ 2k+1+Uk
0
fn(t, ∗)1{∗<2k}dt
)
= 2n2
∫ ∞
0
h(s)d(Ys − s/2) + n2
∫ ∞
0
h(s)ds,
where
h(s) := In−1 (∂1fn(s, ∗)) In−1
(∫ s
0
fn(t, ∗)1{∗<s}dt
)
, s ∈ R+,
is a random process when n ≥ 2. Note that by integration by parts we have∫ ∞
0
h(s)ds =
∫ ∞
0
In−1 (fn(s, ∗)) In−1
(
fn(s, ∗)1{∗<s}
)
ds.
By the Fubini theorem we may express
∫∞
0
h(s)d(Ys − s/2) and
∫∞
0
h(s)ds as 2n − 1 and
2n− 2 integrals with respect to d(Ys− s/2), respectively. Then, applying (2.1) 2n− 2 times
together with (2.3), we obtain
E
[∫ ∞
0
h(s)d(Ys − s/2)
∫ ∞
0
h(s)ds
]
=
∫
R2n−1+
E
[∫ ∞
0
∂1fn(u, x1, . . . , xn−1)
∫ u
0
fn(t, xn, . . . , x2n−2)dt1{(xn,...,x2n−2)<u}d(Yu − u/2)
]
× fn(s, x1, . . . , xn−1)fn(s, xn, . . . , x2n−2)1{(xn,...,x2n−2)<s}dx1 · · · dx2n−2ds
= 0,
and consequently
E
[
〈D·In(fn), E
[
D·In(fn) | F˜·
]〉2] = 4n4E [(∫ ∞
0
h(s)d(Ys − s/2)
)2]
+n4E
[(∫ ∞
0
h(s)ds
)2]
.
Using the orthogonality of multiple integrals of different orders and the relation
In−1(fn(s, ∗))In−1(fn(s, ∗))1{∗<s} =
2n−2∑
k=0
Ik (Jk(s, ∗)) ,
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we rewrite the latter component as follows:
E
[(∫ ∞
0
h(s)ds
)2]
= 4E
(n−1∑
k=0
Ik(Ĵk)
)2
= 4
n−1∑
k=1
E
[(
Ik(Ĵk)
)2]
+
(
(n− 1)!
∫ ∞
0
∥∥fn(s, ∗)1{∗<s}∥∥2L2(R+,dx/2)◦(n−1) ds
)2
= 4
n−1∑
k=1
E
[(
Ik(Ĵk)
)2]
+
4
n2
‖fn‖4L2(R+,dx/2)◦n .
Furthermore, by Proposition 5.1 we have
In−1(∂1fn(s, ∗))In−1
(∫ s
0
fn(t, ∗)1{∗<s}dt
)
=
2n−2∑
k=0
Ik (Hk(s, ∗)) ,
hence (2.1) gives us
E
[(∫ ∞
0
h(s)d(Ys − s/2)
)2]
=
1
2
E
[∫ ∞
0
|h(s)|2ds
]
− 1
4
∞∑
i=0
E
[(∫ 2i+2
2i
h(s)ds
)2]
=
1
2
E
∫ ∞
0
(
2n−2∑
k=0
Ik(Hk(s, ∗))
)2
ds
− ∞∑
i=0
E
(n−1∑
k=0
Ik
(∫ 2i+2
2i
Jk(s, ∗)ds/2
))2
=
1
2
2n−2∑
k=0
∫ ∞
0
E
[
(Ik(Hk(s, ∗)))2
]
ds−
∞∑
i=0
n−1∑
k=0
E
[(
Ik
(∫ 2i+2
2i
Jk(s, ∗)ds/2
))2]
.
We apply this to Proposition 3.2 and get the first inequality in the assertion of the theorem.
In order to derive the other one we use (2.2) and the estimate
n−1∑
k=0
E
[(
Ik
(∫ 2i+2
2i
Jk(s, ∗)ds/2
))2]
≥ E
[(
I0
(∫ 2i+2
2i
J0(s, ∗)ds/2
))2]
= ((n− 1)!)2
(∫ 2i+2
2i
∥∥f(s, ∗)1{∗<s}∥∥2L2(R+,dx/2)◦(n−1) ds
)2
.

A combinatorial central limit theorem
In this section, we show that the bounds of [4] for the Rademacher combinatorial central
limit theorem of [1] can be extended to our setting of random sequences.
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Given K a symmetric subset of ∆˜q := {a ∈ Nq : ai 6= aj if i 6= j}, (bk)k≥0 a sequence of
real numbers, and (Xk)k≥0 an i.i.d. sequence of random variables such that E[X1] = 0 and
E[X21 ] <∞, define
S(b)(K) :=
1
(q!µ⊗qb (K)(E[X2])q)1/2
∑
(i1,...,iq)∈K
bi1 · · · biqXi1 · · ·Xiq .
Following § 6.3 of [4], we letK∗j denote the collection of all (i1, . . . , iq) ∈ K such that ik = j for
some k ∈ {1, . . . , q}, and we define K# ⊂ K×K by stating that a pair (i1, . . . , iq), (j1, . . . , jq)
belongs to K# if {i1, . . . , iq} ∩ {j1, . . . , jq} = φ and there are (k1, . . . , kq), (l1, . . . , lq) ∈ K
such that {k1, . . . , kq, l1, . . . , lq} = {i1, . . . , iq, j1, . . . , jq} and (k1, . . . , kq) does not coincide
with (i1, . . . , iq) or (j1, . . . , jq).
Theorem 5.4 There exists a constant C = C(q) such that
dW
(
S(b)(K),N ) ≤ C (E[X41 ])q

(
µ
⊗(2q)
b (K
#)
)1/2
µ⊗qb (K)
+
(
sup
j≥1
µ⊗qb (K
∗
j )
µ⊗qb (K)
)1/4 .
Proof. Let F be the distribution function of X1 with generalised inverse function F
−1.
Then we have S(b)(K)
d
= Iq(fq), where
fq(t1, . . . , tq) =
1K(bt1/2c, . . . , btq/2c)
(q!µ⊗qb (K)(E[X
2
1 ])
q)1/2
bbt1/2c · · · bbtq/2cF−1
(
t1 − 2bt1/2c
2
)
· · ·F−1
(
tq − 2btq/2c
2
)
.
By Theorem 5.2, there exist constants C1, C2 depending only on q, such that
dW (Iq(fq),N ) ≤ C1
(
2q−2∑
k=1
∥∥∥Ĝqkfq∥∥∥
L2(R+,dx/2)◦k
+
2q−2∑
k=0
∫ ∞
0
∥∥Gq−1k fq(t, ·)∥∥L2(R+,dx/2)◦k dt
)
≤ C2
(
q−1∑
k=1
k∑
r=1
∥∥(fq ?rk fq) 1∆2q−k−r∥∥L2(R+)◦(2q−k−r) + q∑
k=1
k−1∑
r=0
‖fq ?rk fq‖L2(R+)◦(2q−k−r)
)
.
(5.3)
Note that for r ≤ k we have
∥∥(fq ?rk fq) 1∆2q−k−r∥∥L2(R+)◦(2q−k−r) = 2q+r
(∫ 2
0
(
F−1(s)
)2
ds
)2r+2q−2k (∫ 2
0
(
F−1(s)
)4
ds
)k−r
×
∑
y,z∈Nq−k
∑
x∈Nk−r
 ∑
(w1,...,wr,x1,...,xk−r,y1,...,yq−k)∈K
(w1,...,wr,x1,...,xk−r,z1,...,zq−k)∈K
f˜q(w, x, y)f˜q(w, x, z)

2
1∆˜2q−k−r(x, y, z)
≤ 22q (E[X41 ])q ∥∥∥(f˜q?˜rkf˜q)1∆˜2q−k−r∥∥∥l2(N)◦(2q−k−r) ,
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where, as in [4] or [10], the notation ?˜ is here the discrete version of the product defined in
(5.1), and
f˜q(i1, . . . , iq) :=
1K(i1, . . . , iq)
(q!µ⊗qb (K)(E[X2])q)1/2
bi1 · · · biq .
Furthermore, for fixed y, z ∈ Nq−k we get∥∥∥(f˜q?˜rkf˜q)1∆˜2q−k−r∥∥∥l2(N)◦(2q−k−r)
=
∑
y,z∈Nq−k
∑
x∈Nk−r
 ∑
(w1,...,wr,x1,...,xk−r,y1,...,yq−k)∈K
(w1,...,wr,x1,...,xk−r,z1,...,zq−k)∈K
f˜q(w, x, y)f˜q(w, x, z)

2
1∆˜2q−k−r(x, y, z)
≤
∑
y,z∈Nq−k
 ∑
x∈Nk−r
∑
(w1,...,wr,x1,...,xk−r,y1,...,yq−k)∈K
(w1,...,wr,x1,...,xk−r,z1,...,zq−k)∈K
f˜q(w, x, y)f˜q(w, x, z)

2
1∆˜2q−2k(y, z)
≤
∥∥∥(f˜q?˜kkf˜q)1∆˜2q−2k∥∥∥l2(N)◦(2q−2k) ,
where the first inequality follows from the general inequality
∑
i∈I a
2
i ≤
(∑
i∈I ai
)2
, ai ≥ 0,
and the fact that sgn
(
f˜q(w, x, y)f˜q(w, x, z)
)
is constant for fixed y, z ∈ Nq−k. Thus, we get∥∥(fq ?rk fq) 1∆2q−k−r∥∥L2(R+)◦(2q−k−r) ≤ 22q (E[X41 ])q ∥∥∥(f˜q?˜kkf˜q)1∆˜2q−2k∥∥∥l2(N)◦(2q−2k) .
Analogously, for r < k we obtain
‖fq ?rk fq‖L2(R+)◦(2q−k−r) ≤ 22q
(
E[X41 ]
)q ∥∥∥(f˜q?˜k−1k f˜q)∥∥∥
l2(N)◦(2q−2k)
.
Finally, applying this to (5.3), we may write
dW (Iq(fq)
≤ C (E[X41 ])q
(
max
k∈{1,...,q−1}
∥∥∥(f˜q?˜kkf˜q)1∆˜2q−2k∥∥∥l2(N)◦(2q−2k) + maxk∈{1,...,q}∥∥∥(f˜q?˜k−1k f˜q)∥∥∥l2(N)◦(2q−2k)
)
,
for some C = C(q), and both maxima can be calculated as in Theorem 6.2 of [4]. 
Theorem 5.4 extends the standard Berry-Esseen bound of Corollary 6.2 in [4] to general
independent random sequences, in particular when K takes the form K = {1, . . . , n}q ∩ ∆˜q.
Note also that the general result on random sequences in Proposition 6.8 of [10] does not
apply to the total variation or Wasserstein distances.
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6 Quadratic functionals
This section is devoted to double stochastic integrals, which are a special case of the multiple
integrals discussed in Section 5. We study them in a separate section because of many
applications i.e. to quadratic functionals. Taking n = 2 in Corollary 5.2 of Section 5, we get
the following result.
Corollary 6.1 Let f2 ∈ L2(R2+) be a symmetric function satisfying (2.3). Assume that the
functions
Ĝ21f2(y) =
1
2
∫ ∞
0
|f2(x, y)|2dx and Ĝ22f2(y, z) =
1
2
∫ ∞
0
f2(x, y)f2(x, z)dx
belong to L2(R+) and L2(R2+), respectively. Then we have
dW (Zn,N )
≤
√(
1− 1
4
‖f2‖2L2(R2+)
)2
+
∫ ∞
0
(∫ ∞
0
|f2(x, y)|2 dx
)2
dy
2
+
∫ ∞
0
∫ ∞
0
(∫ ∞
0
f2(x, y)f2(x, z) dx
)2
dy
2
dz
+ ‖f2‖L2(R2+)
√
1
2
∫ ∞
0
(∫ ∞
0
|f2(x, y)|2 dx
)2
dy + ‖f2‖4L4(R2+) +
∫ ∞
0
∫ ∞
0
∫ ∞
0
|f2(x, y)f2(x, z)|2dxdydz.
For example, when f2 ∈ C1(R2+) ∩ L2(R2+) is given by
f2(s, t) :=
∑
1≤k,l≤n
ak,lf1(s)f1(t)1(2k−2,2k]×(2l−2,2l](s, t), s, t ∈ R+, (6.1)
where A = (ak,l)1≤k,l≤n is a symmetric matrix with vanishing diagonal and such that∑
1≤k,l≤n a
2
k,l = 1, Corollary 6.1 yields the following result, when f1 is given by (2.23).
Corollary 6.2 Given (Xk)k≥1 a sequence of independent identically distributed random vari-
ables such that E[Xk] = 0 and E[X
2
k ] = 1, k ≥ 1, let Qn denote the normalized quadratic
form
Qn :=
∑
1≤k,l≤n
ak,lXkXl, (6.2)
with E[Qn] = 0 and E[Q
2
n] = 1, n ≥ 2. We have
dW (Qn,N )
≤ 2
√√√√E[X41 ] n∑
l=1
(
n∑
k=1
a2k,l
)2
+ 2
∑
1≤l,p≤n
(
n∑
k=1
ak,lak,p
)2
+ 4
√√√√(3E[X41 ] + (E[X41 ])2) n∑
k=1
(
n∑
l=1
a2k,l
)2
.
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Proof. Writing Qn as
Qn := I2
(
f21[0,2n]×[0,2n]
)
=
∑
1≤k,l≤n
ak,lI1
(
f11(2k−2,2k]
)
I1
(
f11(2l−2,2l]
)
,
n ≥ 2, we have
dW (Qn,N ) ≤ 1√
2
√∫ 2n
0
(∫ 2n
0
|f2(x, y)|2 dx
)2
dy +
∫ 2n
0
∫ 2n
0
(∫ 2n
0
f2(x, y)f2(x, z) dx
)2
dydz
+ 2
√
1
2
∫ 2n
0
∣∣∣∣∫ 2n
0
|f2(x, y)|2 dx
∣∣∣∣2 dy + ∫ 2n
0
∫ 2n
0
|f2(x, y)|4dxdy +
∫ 2n
0
∫ 2n
0
∫ 2n
0
|f2(x, y)f2(x, z)|2dxdydz
=
1√
2
∫ 2
0
|f1(x)|2 dx
√√√√∫ 2
0
|f1(y)|4dy
n∑
l=1
(
n∑
k=1
a2k,l
)2
+
(∫ 2
0
|f1(x)|2 dx
)2 ∑
1≤l,p≤n
(
n∑
k=1
ak,lak,p
)2
+ 2
√√√√√∣∣∣∣∫ 2
0
|f1(x)|2 dx
∣∣∣∣2 ∫ 2
0
|f1(y)|4dy
1
2
n∑
l=1
(
n∑
k=1
a2k,l
)2
+
∑
1≤l,p≤n
n∑
k=1
a2k,la
2
k,p
+ ∣∣∣∣∫ 2
0
|f1(x)|4dx
∣∣∣∣2 ∑
1≤k,l≤n
a4k,l
= 2E[X21 ]
√√√√E[X41 ] n∑
l=1
(
n∑
k=1
a2k,l
)2
+ 2(E[X21 ])
2
∑
1≤l,p≤n
(
n∑
k=1
ak,lak,p
)2
+ 4
√√√√3(E[X21 ])2E[X41 ] n∑
l=1
(
n∑
k=1
a2k,l
)2
+ (E[X41 ])
2
n∑
k=1
(
n∑
l=1
a2k,l
)2
,
where we used the relation∫ 2
0
|f1(x)|4dx = 2
∫ 1
0
|F−1(y)|4dy = 2E[X41 ].

Bounds of that type have been already studied in the literature, see e.g. [20] and [3]. They
are usually presented by means of the expression
L2n := max
1≤k≤n
n∑
l=1
a2k,l.
Following this convention we can apply the bound of Corollary 6.2 to obtain
dW (Qn,N ) ≤ 2
√
nL2n

√√√√E[X41 ] + 2nL4n
∑
1≤l,p≤n
(
n∑
k=1
ak,lak,p
)2
+ 2
√
3E[X41 ] + (E[X
4
1 ])
2
 .
(6.3)
Note that the constants in the above bound are explicit. For example, when
Qn =
2√
n
n∑
k=1
X2k−1X2k,
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we have L2n = 1/n and ∑
1≤l,p≤2n
(
2n∑
k=1
ak,lak,p
)2
=
1
n
,
hence (6.3) recovers the known convergence rate
dW (Qn,N ) ≤
√
2
n
(√
1 + E[X41 ] + 2
√
3E[X41 ] + (E[X
4
1 ])
2
)
≤ 8E[X
4
1 ]√
n
,
cf. pages 1074-1075 of [3], with an explicit constant depending on E[X41 ] instead of
√
E[|X1|3].
On the other hand, Corollary 5.3 applied with n = 2 gives the following result.
Corollary 6.3 For any f2 ∈ C1(R2+) ∩ L2(R2+) satisfying (2.3), we have
dW (I2(f2),N )
≤
∣∣∣∣1− 14‖f2‖2L2(R2+)
∣∣∣∣+
{
2
∫ ∞
0
(∫ x
0
∂1f2(x, y)
∫ x
0
f2(t, y)dt dy
)2
dx
+ 4
∫ ∞
0
∫ x
0
(
∂1f2(x, y)
∫ x
0
f2(t, y)dt
)2
dydx+ 4
∫ ∞
0
∫ ∞
0
∫ x
0
(
∂1f2(x, y)
∫ x
0
f2(t, z)dt
)2
dzdxdy
+ 2
∫ ∞
0
(∫ ∞
y
|f2(x, y)|2dx
)2
dy + 2
∫ ∞
0
∫ ∞
0
(∫ ∞
z
f2(x, y)f2(x, z)dx
)2
dydz
− 4
∞∑
i=0
(∫ 2i+2
2i
∫ x
0
|f2(x, y)|2dydx
)2}1/2
. (6.4)
The bound for dTV (Qn,N ) is twice as large as (6.4).
Proof. We apply Corollary 5.3 with
H0(x) =
1
2
∫ x
0
∂1f2(x, y)
∫ x
0
f2(t, y)dtdy, H1(x, y) = 1{y<x}∂1f2(x, y)
∫ x
0
f2(t, y)dt,
H2(x, y, z) = 1{z<x}
1
2
∂1f2(x, y)
∫ x
0
f2(t, z)dt+1{y<x}
1
2
∂1f2(x, z)
∫ x
0
f2(t, y)dt, x, y, z ∈ R+,
and
J1(s, y) = |f2(s, y)|21{y<s}, J2(s, y, z) = 1
2
f2(s, y)f2(s, z)1{z<s} +
1
2
f2(s, y)f2(s, z)1{y<s},
Jˆ1(z1) =
1
2
∫ ∞
z1
(f2(s, z))
2ds, Jˆ2(z1, z2) =
1
4
∫ ∞
z2
f2(s, z1)f2(s, z2)ds+
1
4
∫ ∞
z1
f2(s, z1)f2(s, z2)ds.

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When f2 ∈ C1(R2+) ∩ L2(R2+) is given by (6.1), Corollary 6.3 shows the following bound on
quadratic functionals.
Corollary 6.4 Given (Xk)k≥1 a sequence of independent identically distributed random vari-
ables such that E[Xk] = 0 and E[X
2
k ] = 1, k ≥ 1, the normalized quadratic form Qn defined
in (6.2) satisfies
dW (Qn,N ) ≤ 4
√√√√E[(ϕXk(Xk))2](2 + E[X41 ])L2n + 2 ∑
1≤q,l≤n
(
n∑
k=1
ak,qak,l
)2
−
n∑
k=1
(
k−1∑
l=1
a2k,l
)2
.
(6.5)
The bound for dTV (Qn,N ) is twice as large as (6.5).
Proof. By Corollary 6.3, we have
dW (I2(f2),N ) ≤
√
2I1 + 4I2 + 4I3 + 2I4 + 2I5 − 4I6,
where
I1 =
∫ ∞
0
(∫ x
0
∑
1≤k,l,p,q≤n
ak,lf
′
1(x)f1(y)1(2k−2,2k]×(2l−2,2l](x, y)
×
∫ x
0
ap,qf1(t)f1(y)1(2p−2,2p]×(2q−2,2q](t, y)dt dy
)2
dx
=
∫ ∞
0
n∑
k=1
1(2k−2,2k](x)
( ∑
1≤p,l≤k
ak,lap,l
∫ x
0
|f1(y)|21(2l−2,2l](y)dyf ′1(x)
×
∫ x
0
f1(t)1(2p−2,2p](t)dt
)2
dx
=
∫ ∞
0
n∑
k=1
1(2k−2,2k](x)
(∑
1≤l≤k
(ak,l)
2
∫ x
0
|f1(y)|21(2l−2,2l](y)dyf ′1(x)
×
∫ x
0
f1(t)1(2k−2,2k](t)dt
)2
dx
=
(∫ 2
0
|f1(y)|2dy
)2 ∫ 2
0
(
f ′1(x)
∫ x
0
f1(t)dt
)2
dx
n∑
k=1
(
k−1∑
l=1
(ak,l)
2
)2
≤ 8(E[X21 ])2E[(ϕXk(Xk))2]
n∑
k=1
(
k−1∑
l=1
(ak,l)
2
)2
,
I2 =
∫ ∞
0
∫ x
0
( ∑
1≤k,l≤n
ak,lf
′
1(x)f1(y)1(2k−2,2k]×(2l−2,2l](x, y)
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×
∫ x
0
∑
1≤p,q≤n
ap,qf1(t)f1(y)1(2p−2,2p]×(2q−2,2q](t, y)dt
)2
dydx
=
∫ ∞
0
∫ x
0
( ∑
1≤k,l≤n
ak,lf
′
1(x)f1(y)1(2k−2,2k]×(2l−2,2l](x, y)
×
∫ x
0
ak,lf1(t)f1(y)1(2k−2,2k](t)dt
)2
dydx
=
∑
1≤k,l≤n
a4k,l
∫ ∞
0
1(2k−2,2k](x)
(
f ′1(x)
∫ x
0
f1(t)1(2k−2,2k](t)dt
)2
×
∫ x
0
|f1(y)|41(2l−2,2l](y)dydx
≤
∑
1≤k,l≤n
a4k,l
∫ 2
0
(
f ′1(x)
∫ x
0
f1(t)dt
)2
dx
∫ 2
0
|f1(y)|4dy
≤ 4E[X41 ]E[(ϕXk(Xk))2]
∑
1≤k,l≤n
a4k,l,
I3 =
∫ ∞
0
∫ ∞
0
∫ x
0
( ∑
1≤k,l≤n
ak,lf
′
1(x)f1(y)1(2k−2,2k]×(2l−2,2l](x, y)
×
∫ x
0
∑
1≤p,q≤n
ap,qf1(t)f1(z)1(2p−2,2p]×(2q−2,2q](t, z)dt
)2
dzdxdy
=
∫ ∞
0
∫ ∞
0
∫ x
0
( ∑
1≤k,l≤n
ak,lf
′
1(x)f1(y)1(2k−2,2k]×(2l−2,2l](x, y)
×
∫ x
0
∑
1≤q≤n
ak,qf1(t)f1(z)1(2k−2,2k]×(2q−2,2q](t, z)dt
)2
dzdxdy
=
∑
1≤k,l,q≤n
∫ ∞
0
∫ ∞
0
∫ x
0
1(2k−2,2k]×(2l−2,2l](x, y)1(2q−2,2q](z)|f1(y)|2|f1(z)|2a2k,l
×
(
ak,qf
′
1(x)
∫ x
0
f1(t)1(2p−2,2p](t)dt
)2
dzdxdy
≤
∑
1≤k,l,q≤n
(∫ 2
0
|f1(y)|2dy
)2(∫ 2
0
f ′1(x)
∫ x
0
f1(y)dy
)2
a2k,la
2
k,q
≤ 4(E[X21 ])2E[(ϕXk(Xk))2]
∑
1≤k,l,q≤n
a2k,la
2
k,q,
hence
2I1+4I2+4I3 ≤ 16E[(ϕXk(Xk))2]
 n∑
k=1
(
k−1∑
l=1
(ak,l)
2
)2
+ E[X41 ]
∑
1≤k,l≤n
a4k,l +
∑
1≤k,l,q≤n
a2k,la
2
k,q
 .
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On the other hand, we have
I4 =
1
2
∫ ∞
0
∫ ∞
y
∣∣∣∣∣ ∑
1≤k,l≤n
ak,lf1(x)f1(y)1(2k−2,2k]×(2l−2,2l](x, y)
∣∣∣∣∣
2
dx
2 dy
=
1
2
∑
1≤k,l≤n
a4k,l
∫ ∞
0
1(2l−2,2l](y)|f1(y)|4
(∫ ∞
y
|f1(x)|21(2k−2,2k](x)dx
)2
dy
≤ 1
2
∑
1≤k,l≤n
a4k,l
(∫ 2
0
|f1(y)|2dy
)4
≤ 8 (E[X21 ])4 ∑
1≤k,l≤n
a4k,l,
I5 =
∫ ∞
0
∫ ∞
0
(∫ ∞
z
∑
1≤k,l,p,q≤n
ak,lf1(x)f1(y)1(2k−2,2k]×(2l−2,2l](x, y)
×ap,qf1(x)f1(z)1(2k−2,2k]×(2l−2,2l](x, z)dx
)2
dydz
=
∫ ∞
0
∫ ∞
0
|f1(y)|2|f1(z)|2
∑
1≤q,l≤n
1(2l−2,2l](y)1(2q−2,2q](z)
×
(
n∑
k=1
ak,qak,l
∫ ∞
z
|f1(x)|21(2k−2,2k](x)dx
)2
dydz
≤
(∫ 2
0
|f1(y)|2dy
)4 ∑
1≤q,l≤n
(
n∑
k=1
ak,qak,l
)2
≤ 16 (E[X21 ])4 ∑
1≤q,l≤n
(
n∑
k=1
ak,qak,l
)2
.
and
I6 =
n∑
i=1
∫ 2i
2i−2
∫ x
0
∣∣∣∣∣ ∑
1≤k,l≤n
ak,lf1(x)f1(y)1(2k−2,2k]×(2l−2,2l](x, y)
∣∣∣∣∣
2
dydx
2
=
n∑
k=1
(
n∑
l=1
a2k,l
∫ 2k
2k−2
|f1(x)|2
∫ x
0
|f1(y)|21(2l−2,2l](y)dydx
)2
=
n∑
k=1
(
k−1∑
l=1
a2k,l
∫ 2k
2k−2
|f1(x)|2
∫ 2l
2l−2
|f1(y)|2dydx
)2
= 16
(
E[X21 ]
)4 n∑
k=1
(
k−1∑
l=1
a2k,l
)2
.
Hence we have
2I4 + 2I5 − 4I6 ≤ 32
 ∑
1≤k,l≤n
a4k,l +
∑
1≤q,l≤n
(
n∑
k=1
ak,qak,l
)2
− 2
n∑
k=1
(
k−1∑
l=1
a2k,l
)2
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≤ 32
 ∑
1≤q,l≤n
(
n∑
k=1
ak,qak,l
)2
−
n∑
k=1
(
k−1∑
l=1
a2k,l
)2 ,
and combining the above bounds gives us (6.5). 
When (Xk)k≥1 is a sequence of independent gamma identically distributed normalized ran-
dom variables we have E[(ϕXk(Xk))
2] = 2, and (6.5) yields
dW (Qn,N ) ≤ 4
√√√√2(2 + E[X41 ])L2n + 2 ∑
1≤q,l≤n
(
n∑
k=1
ak,qak,l
)2
−
n∑
k=1
(
k−1∑
l=1
a2k,l
)2
.
A similar expression can be obtained from (4.7) in the beta case.
7 Appendix - multiplication formula
We now formulate and prove the multiplication formula which is used in the proof of Corol-
lary 5.2.
Theorem 7.1 (Multiplication formula). Let fn, gm satisfy (2.3) and fn?
i
kgm ∈ L2(Rm+n−k−i+ )
for all 0 ≤ i ≤ k ≤ m ∧ n. Then we have
In(fn)Im(gm) =
m∧n∑
k=0
k!
(
m
k
)(
n
k
) k∑
i=0
(
k
i
)
Im+n−k−i
(
fn ?˜
i
kgm
)
.
Proof. Without loss of generality we consider only n ≥ m. We use mathematical induction
with respect to m, if m < n, and with respect to n, if m = n. The formula is clearly valid for
n ≥ 0 and m = 0. Let us assume that the formula is valid for the following pairs of indices:
(n,m− 1), (n− 1,m) and (n− 1,m− 1). By (2.9) we get(
In(fn)Im(gm)
) ◦Ψt = S1(t) + S2(t) + S3(t),
where
S1(t) = mnIn−1(fn(t, ∗))Im−1(gm(t, ∗)) +mIn(fn)Im−1(gm(t, ∗)) + nIn−1(fn(t, ∗))Im(gm),
S2(t) = −
(
nIn−1(fn(v, ∗))Im(gm) ◦Ψt +mIn(fn) ◦ΨtIm−1(gm(v, ∗))
)
|v=2bt/2c+1+Ubt/2c ,
S3(t) = In(fn)Im(gm)−mnIn−1(fn(v, ∗))Im−1(gm(v, ∗))|v=2bt/2c+1+Ubt/2c .
We note that by (2.3) we have E
[
S2(t) | F˜t
]
= 0. Additionally, the function s 7−→ E[S3(t) |
F˜s
]
is constant for s ∈ [2bt/2c, 2bt/2c+ 2) which, combined with (2.12), implies∫ ∞
0
E
[∇t(In(fn)Im(fm)) | F˜t]d(Yt − t/2) = ∫ ∞
0
E
[(
In(fn)Im(gm)
) ◦Ψt | F˜t]d(Yt − t/2)
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=∫ ∞
0
E
[
S1(t) | F˜t
]
d(Yt − t/2).
Then, by the induction hypothesis and renumeration in the first sum below, we get∫ ∞
0
E
[∇t(In(fn)Im(fm)) | F˜t]d(Yt − t/2)
=
∫ ∞
0
E
nm (m∧n)−1∑
k=0
k!
(
m− 1
k
)(
n− 1
k
) k∑
i=0
(
k
i
)
Im+n−2−k−i
(
fn(t, ∗) ?ik gm(t, ∗)
)
+m
(m−1)∧n∑
k=0
k!
(
m− 1
k
)(
n
k
) k∑
i=0
(
k
i
)
Im+n−1−k−i
(
fn ?
i
k gm(t, ∗)
)
+n
m∧(n−1)∑
k=0
k!
(
m
k
)(
n− 1
k
) k∑
i=0
(
k
i
)
Im+n−1−k−i
(
fn(t, ∗) ?ik gm
) ∣∣∣F˜t
 d(Yt − t/2)
=
∫ ∞
0
E
(m∧n)∑
k=1
k!
(
m
k
)(
n
k
) k−1∑
i=0
(k − i)
(
k
i
)
Im+n−1−k−i
(
fn(t, ∗) ?ik−1 gm(t, ∗)
)
+
(m−1)∧n∑
k=0
k!(m− k)
(
m
k
)(
n
k
) k∑
i=0
(
k
i
)
Im+n−1−k−i
(
fn ?
i
k gm(t, ∗)
)
+
m∧(n−1)∑
k=0
k!(n− k)
(
m
k
)(
n
k
) k∑
i=0
(
k
i
)
Im+n−1−k−i
(
fn(t, ∗) ?ik gm
) ∣∣∣F˜t
 d(Yt − t/2).
Thus, the formula (2.13) gives us for m 6= n∫ ∞
0
E
[∇t(In(fn)Im(fm)) | F˜t]d(Yt − t/2)
=
(m∧n)∑
k=1
k!
(
m
k
)(
n
k
) k−1∑
i=0
k − i
m+ n− k − i
(
k
i
)
Im+n−k−i
(
fn ?
i
k gm
)
+
(m−1)∧n∑
k=0
k!
(
m
k
)(
n
k
) k∑
i=0
m− k
m+ n− k − i
(
k
i
)
Im+n−k−i
(
fn ?
i
k gm
)
+
m∧(n−1)∑
k=0
k!
(
m
k
)(
n
k
) k∑
i=0
n− k
m+ n− k − i
(
k
i
)
Im+n−k−i
(
fn ?
i
k gm
)
.
If m = n, then the term I0 (fn ?
n
n gn) does not appear in the above sums. Nevertheless,
since I0 (fn ?
n
n gn) = 〈fn, gn〉L2(Rn+,dx/2), the assertion of the theorem follows from (2.5) and
Clark-Ocone formula (2.11). 
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