Abstract-A typical objective of data visualization is to generate low-dimensional plots that maximally convey the information within the data. The visualization output should help the user not only identify the local neighborhood structure of individual samples, but also obtain a global view of the relative positioning and separation between cohorts. Here, we propose a novel visualization framework designed to satisfy these needs. By incorporating additional cohort positioning and discriminative constraints into local neighbor preservation models through the use of computed cohort prototypes, effective control over the arrangements and proximities of data cohorts can be obtained. We introduce various embedding and projection algorithms based on objective functions addressing the different visualization requirements. Their underlying models are optimized effectively using matrix manifold procedures to incorporate the problem constraints. Additionally, to facilitate large-scale applications, a matrix decomposition based model is also proposed to accelerate the computation. The improved capabilities of the new methods are demonstrated using various state-of-the-art dimensionality reduction algorithms. We present many qualitative and quantitative comparisons, on both synthetic problems and real-world tasks of complex text and image data, that show notable improvements over existing techniques.
D
ATA visualization relies on the creation of effective visual representations of the given datasets, in order to facilitate the viewers' understanding of the underlying data structure based on their cognitive and perceptual skills. Amongst different data visualization schemes, the simplest and most popular one, is plotting high-dimensional objects in lower-dimensional spaces [1] , or generating low-dimensional representations of objects from their link information (usually represented as knowledge graphs) [2] . Over the past few decades, a large amount of data and signal processing techniques have been developed to generate low-dimensional data representations, and these can also be employed for the creation of meaningful plots [3] , [4] .
Classic dimensionality reduction approaches highlight the global data characteristics in the reduced space. For instance, principal component analysis (PCA) [5] maximizes the data variance along dominant data projections, and independent component analysis [6] maximizes the statistical independence. Canonical correlation analysis [7] , which has recently been applied to learn low-dimensional representations for words [8] , seeks dominant directions maximizing the correlation between two data matrices. Subsequent work on manifold learning, such as locally linear embedding (LLE) [9] , Isomap [10] and Laplacian eigenmaps (LE) [11] , examine the local character of the data and rely on the observation that high-dimensional patterns most frequently lie on low-dimensional manifolds. Following this assumption, various effective strategies to capture and visualize low-dimensional manifolds have been proposed. Examples include Riemannian manifold learning [12] , adaptive manifold learning [13] , and different variations of spectral embeddings working on the discriminant, ranking, semi-supervised and multi-output cases [14] , [15] , [16] , [17] .
An alternative way to study the local character of data is through modeling and preserving the joint/conditional probability distribution of object pairs based on their intrinsic neighboring structures. Examples of relevant methods include stochastic neighbor embedding (SNE) [18] , neighbor retrieval visualizer [19] , t-distributed SNE (t-SNE) [20] . Examples of their supervised extensions include neighborhood component analysis (NCA) [21] based on linear projections, its convex version of maximally collapsing metric learning (MCML) [22] , as well as the supervised variations of t-SNE [23] . Another way is through maximum variance unfolding (MVU), which maximizes the overall variance of the embedding while preserving the local distances between the neighboring samples [24] , [25] . Its extension, the colored MVU (CMVU) [26] , learns the low-dimensional representation from not only the local properties of the data, but also the side information, such as class labels. Other example works which combine multiple types of information characterizing the objects from different views include [27] , [28] , [29] . These encode such multi-view information in the reduced space, to highlight more reliably the local data structure and/or enhance class separabilities.
A different path for visualization is through the use of neural networks, for which recent advances in deep learning have enabled systems with deep architectures to generate low-dimensional representations of objects with improved generalization [30] , [31] . Example works include those attempting to preserve the local character of the data and (or) to minimize an approximated nearest-neighbor type classification loss through a neural network based mapping function, such as the deep semi-supervised embedding [32] and the deep supervised t-distributed embedding [33] . When objects are represented by a knowledge graph where link information between objects is made available, their low-dimensional representations can be learned by embedding-driven relational learning algorithms that aim at deriving object embeddings that infer link validities [2] , [34] .
The primary focus of this work is the visualization of high-dimensional objects. As discussed earlier, some techniques aim at highlighting the global data statistics, while some at preserving the local data character (e.g., the neighborhoods formed between objects), and/or enhancing the cohort separability (e.g., the separation achievable between different object classes). Despite the success of these methods, they do not necessarily pay attention to additional factors that can further improve and enrich the expressiveness of the visualized output.
To exemplify this, we make use of the Cora document collection [35] (described in Section 4.3), where the objective is to display the documents as two-dimensional points and demonstrate their distribution according to their word content. The classical dimensionality reduction algorithms SNE and normalized spectral embedding (NSE) [36] , the popular data visualization algorithm t-SNE, as well as their supervised versions 1 are compared. Table 1 contains the visualization output of the methods and reports their intra-class neighbor preservation (S n ) and the class separation (S s ) scores (both explained in Appendix G, which is available in the online supplemental material at http://doi.ieeecomputersociety.org/ 10.1109/TPAMI.2017.2715806). It can be seen that, all methods exhibit reasonably good local neighbor preservation and their supervised versions offer excellent control of class separabilities. However, the locations of the data classes in the reduced space are rather arbitrary, and as a result, the relevant positions and proximity profiles between the mapped classes do not follow any pattern. For example, the neighbor classes of the "genetic algorithms" document class vary arbitrarily across the methods.
To produce a meaningful visualization, the relative positions between object cohorts 2 are expected to convey
TABLE 1 Visualization of Cora Publications Using Different Techniques
For the supervised visualization, different values of the shrinking factor are used, and the three nearest neighbor classes of the "genetic algorithms" class are highlighted. Different classes correspond to different shadings.
1. Following the same setup as in [20] , PCA first reduces the dimensionality to 30. Then, a Gaussian kernel is employed to convert the Euclidean distance matrix of the reduced data to a joint probability matrix P. The width of the kernel is computed by setting the perplexity measure to 30, which is a smooth approximation of the effective neighbor number. NSE employs P as its weight matrix from which the Laplacian is computed. The supervised versions of SNE, NSE and t-SNE are realized by following the simple linearly supervised distance transformation used in [23] , which shrinks the distances between the intra-class objects by a factor of 0 < < 1 when computing P.
2. Here, we extend the concept of data classes to data cohorts, to allow the inclusion of more general pattern structures, such as data clusters located by a clustering algorithm, or pattern groupings resulting from auxiliary information. important information to the viewers, instead of being recovered arbitrarily. For example, in corpus topic visualization, documents related to the "breast cancer" topic are expected to be closer to documents related to "lung cancer", rather than the "cardiovascular" topic. Depending on the application, there often exist different types of information sources that can imply closeness relationships between cohorts, but these are frequently ignored in the process. For example, in the simplest case, the high-dimensional pattern representations themselves can be used to directly estimate similarities between object cohorts. Alternative options are to utilize some domain-specific measures and information sources external to the original data representations. With respect to the Cora corpus, for example, a citation network is available between the documents, from which the crosscitation rates between two classes of documents can be computed, and subsequently be used to control the relative positions and closeness between the classes.
One avenue for advancing data visualization and augmenting the utility of the presented information to the users, is to seek new algorithm designs with much better control over cohort arrangement. The work presented here, proceeds in this spirit and proposes various novel designs that, in addition to preserving the local data characteristics and maintaining cohort separability, they effectively control the proximity profiles between cohorts.
The principal characteristics of the presented work include the following. To achieve controllable cohort positioning and localization, we propose to use a set of cohort prototypes to underpin the access to the proximity profiles between cohorts. A set of multi-objective models are constructed by incorporating additional cohort positioning and discriminative constraints into local neighbor preservation, through the use of these prototypes. These cohort prototypes can be generated from either the input data itself or external information, according to the viewers' interests. Two types of models are developed; the embedding models that directly compute the low-dimensional representations, and the projection ones that learn projection-based mapping functions. To enforce independency between the recovered dimensions in the target space, full rank constraints are applied to the embeddings, while orthogonality constraints are applied to the projections. The resulting constrained problems are solved by applying an effective strategy that converts the constrained optimization problem to an unconstrained one over a matrix manifold by approximating the geometric structure of that manifold. To accelerate the projection-based algorithms, an alternative projection model is also proposed by introducing an auxiliary representation of the cohort prototypes that results in a very fast one-step eigen-decomposition of a smallsized matrix. In the experiments, we examine the proposed visualization strategy using different datasets and different visualization tasks, and compare with various representative classical and state-of-the-art visualization algorithms.
MOTIVATION
In the context of data visualization, there has not been a unified description of what objective a dimensionality reduction algorithm should achieve. As summarized in Section 1, the primary focus of the state of the art is to capture the local data character based on local neighbor preservation (e.g., SNE, t-SNE, LLE), or to maintain separation between classes via enhancing between-class scatter (e.g., Fisher criterion related approaches), or repositioning inter-and intra-class nearest neighbors (e.g., NCA and its equivalent convex version MCML), or to achieve both (e.g., supervised t-SNE, some deep embedding models). Although by doing so, a global view of cohort arrangement is naturally derived, the problem is that the generated cohort layouts cannot always be trusted as they can become arbitrary and unpredictable when the underlying cohort structures are complex.
We elaborate on this issue by analyzing connections between sample neighbor preservation, cohort separation and cohort localization. Preserving local neighbors of individual samples can naturally preserve in the new space those data cohorts or fractions of cohorts that contain more and stronger neighbor pairs. This can subsequently result in effective separation among cohorts with strong division. However, cohorts with weak division can be lost (e.g., by being merged with other cohorts) or broken into fractions in the new space. Alternatively, supervised algorithms attempt to preserve each data class in the new space as a whole and maintain separation between the classes. It is very important to note that neither preserving local neighbors for individual samples, nor maintaining (or enhancing) separation for cohorts can induce full control of the relevant positioning and cohort localization. This is because, given a local neighbor graph between samples and their inherent cohort division, inter-cohort neighbor links are more sparse and possess smaller similarity weights than intra-cohort links. These small and sparse weights can be effective for the algorithm to place some cohorts (or their fractions) away from each other, but not effective enough to control how far away. 3 Therefore, different visualization algorithms can often result in different and unpredictable cohort neighbor adjacencies. 3. The algorithm can compromise the between-cohort proximities (or proximities between data patches from different cohorts) to give priority to follow more accurately the stronger and denser links (with higher weights) between neighbor samples from the same cohort.
We demonstrated in Table 1 the arbitrary positioning of the pre-defined data classes in the visualized space for various techniques using the Cora document collection. Here, we provide another demonstration in Table 2 to show the arbitrary positioning of unsupervised clusters for SNE, t-SNE and its supervised version using the same documents, which are grouped to twenty clusters using spectral clustering [37] . The two neighbor adjacency graphs between the clusters, constructed in the original and visualized spaces, are compared in the second row of Table 2 , while its first row illustrates the embedded documents. The edges are constructed by identifying two effective neighbors for each targeted cohort. The incorrect neighbor links in the visualized space are highlighted in dashed and dotted lines.
To further investigate the changes in local neighborhoods, cohort separation and positioning between the new and original spaces, Table 3 provides another example using different 3-dimensional patterns divided into groups of similar sizes. The 2-dimensional embeddings are computed by SNE, t-SNE and LLE with the effective neighbor number (or its approximation by perplexity) set to 30. All the algorithms perform well in terms of local neighbor preservation as indicated by the high neighbor preservation score S n . For the simpler Swiss roll data, group separation can be well maintained and some algorithms can even match the original group positioning, e.g., LLE. However, for the more complex Cylinder datasets, none of the algorithms in Table 3 is capable of maintaining both good group separation and reasonable group positioning. By generating visualizations with the supervised versions of SNE and t-SNE in Table 4 for Cylinder2, group separation does improve, but group positioning is again arbitrary. Tables 1, 2, 3 , and 4, we see that existing works can produce undesirable cohort layouts. This is because they prioritize local neighbor preservation and cohort separation, and these can lead to compromised cohort positioning due to the sparse and weak inter-cohort links. So far, there is no existing work studying how to produce a visualization output with control in simultaneously and effectively capturing all three aspects. To improve and enrich the expressiveness of the visualized output, we will define a multi-objective visualization and propose a set of strategies, referred to as cohort visualization with cohort arrangement control (COVA), by incorporating additional cohort positioning and discriminative constraints that enhance local neighbor preservation through the use of computed cohort prototypes. 
As demonstrated via

PROPOSED METHODS
The notation for the data input is as follows. We are given a set of data samples denoted by
with x x i ¼ ½x i1 ; x i2 ; . . . ; x id T being the ith sample, X ¼ ½x x 1 ; x x 2 ; . . . ; x x l T the entire l Â d feature matrix, and R k the reduced (target or visualization) space of typical dimensionality k ¼ 2 or 3. The integer vector y y ¼ ½y 1 ; y 2 ; . . . ; y l T is used to store the information of cohort memberships, with y i 2 f1; 2; . . . ; cg indicating the cohort index of the ith sample, and c the total number of existing cohorts. An equivalent cohort membership representation is the l Â c binary matrix Y ¼ ½y ij with each element y ij set to one if and only if the ith sample belongs to the jth cohort. Finally, the sample cardinality of ith cohort is denoted by n i .
Regarding data cohorts, one type could be the assigned clusters computed from the feature matrix X using a clustering algorithm [38] . The objective would be to visually display the cluster structures to the users [39] . Another type of data cohorts could be the predefined data classes relevant to a classification problem [21] , [40] . Sometimes, the cohort label information can be partially available. In this case, membership of the unlabeled samples can be predicted from the labeled ones by employing a simple classifier, e.g., k-nearest neighbor (KNN), where the labeled samples are used for training.
COVA Embeddings
The low-dimensional representations or embedding fz z i g l i¼1
in the visualization space R k (or equivalently the l Â k embedding matrix Z ¼ ½z ij ) are to be computed for all d-dimensional data samples x x i . A visualization model that preserves in the target space the local neighboring pattern between the samples typically relies on the l Â l similarity weight matrix W ¼ ½w ij that controls the neighboring adjacency structure of the underlying similarity graph of the samples fx x i g l i¼1 . It can be sparsely constructed using a nearest neighbor search, and the actual weights w ij can be computed using any predefined similarity measure, such as the Gaussian kernel, cosine similarity, etc. Neighbor preservation through W can be achieved by minimizing either an accumulated weighted error [37] , according to
or an accumulated Kullback-Leibler (KL) divergence based on Student t-distribution [20] , as
where kÁk 2 denotes the L 2 -norm. The normalization function p s ðÁÞ is set to convert the input similarity weight to either a joint probability pði; jÞ by p s ðw ij Þ ¼
to a conditional probability pðijjÞ by p s ðw ij Þ ¼
. The same normalization is applied to the estimated similarity weights. Both formulations attempt to transmit the neighborhood information contained in W to the embedding space reflected by the Euclidean distances between samples.
Since the similarity weight between a sample and itself does not contribute to the neighboring patterns based on the above formulations, the diagonal elements of the matrix W are set to zero. By encoding the cohort label information Y within the weight matrix W, e.g., by shrinking the intercohort similarity using the factor 0 < < 1 [23] , such that
where denotes the Hadamard multiplication, the separation between cohorts can be enhanced.
As discussed in Sections 1 and 2, however, the cooperation between Eqs. (1), (2), and (3) does not impose effective control over the proximity profile between the data cohorts in the target space. Therefore, we propose to restrict the cohort distribution of the samples mapped in R
k . An effective way to achieve this, is to construct a set of k-dimensional vectors fy y i g c i¼1 . Specifically, for each ith data cohort, y y i ¼ ½y i1 ; y i2 ; . . . ; y ik T is defined in the target space and referred to as a cohort prototype. These prototypes are constructed in a way to encode information reflecting the underlying closeness between the cohorts, and are gathered in a c Â k prototype matrix Ç Ç ¼ ½y ij . We then use each prototype to tie the data samples with their corresponding cohort to control the relevant positioning of cohorts, and simultaneously, to boost the inter-cohort separabilities. The benefit of this strategy, is that it effectively delegates the comparatively complex control of groups of samples to the simpler problem of controlling a small set of low-dimensional prototypes.
Cohort Prototype Generation
We formulate the cohort prototype vectors fy y i g c i¼1 such that their pairwise distances reflect the relevance and proximities between their corresponding cohorts. Assuming a c Â c dissimilarity matrix D ¼ ½d ij (similarities can be converted to dissimilarities) is constructed for the c cohorts, it can be subjected to a reconstruction technique to obtain the c cohort prototypes that encapsulate most of the relevant information content contained within D. Specifically, multidimensional scaling [41] , [42] can be employed to obtain the sought Ç Ç by taking D as the input. Focusing on the neighboring patterns between cohorts, stochastic, manifold or ordinal embedding techniques can be used to preserve the cohort neighborhood structure of D (Appendix H.7, available in the online supplemental material, contains an empirical comparison of such methods). The key question that remains, is how to capture the proximity information between cohorts in order to construct D.
The most straightforward way is to compute d ij directly from the original data X, so that the generated prototypes reflect the inherent cohort proximities in the original space. This can either be based on sample pair relations
or on relations between the cohort centers, such as
The dissimilarity measure dðÁ; ÁÞ between two patterns, can be the Euclidean distance, or a dissimilarity quantity converted from the cosine similarity, a Gaussian or polynomial kernel, etc. Another way to compute d ij is based on the weight matrix W generated for local neighbor preservation. The averaged similarity is used to obtain d ij as
which reflects density of neighbor links between samples from two cohorts. More generally, the users are free to define their own cohort proximity structure according to the application at hand, which may not necessarily be under the control of the original data X. Some more direct domain-specific measures and information resources external to the original data can be used. For example, when visualizing articles based on their word content (e.g., using a bag-of-word model to construct X), proximity between article cohorts can be computed externally based on their cross-citation rates. Letting Q Q ¼ ½u ij denote a binary citation matrix between articles, where each binary weight u ij indicates whether one article is cited by the other, one possible cohort similarity measure can be based on the density of citation links between two article cohorts, e.g., computed by
Another example is that, when visualizing images based on their pixel content (e.g., using a convolutional neural network (CNN) to construct X), proximity between image cohorts can be computed externally by examining the image captions. For instance, by treating the collection of image captions from each cohort as a document and modeling the documents using a bag-of-word model, proximity between two cohorts can be computed as the cosine similarity between their two document vectors.
Cohort Arrangement Control
Since the prototypes communicate the cohort geometry, we control the relevant positioning and localization of the cohorts by co-locating the data samples together with the cohort prototypes fy y i g c i¼1 in the joint visualization space R k . To enable data samples mapped in R k to be distributed proximately to the particular prototype that represents the cohort of the sample, a sum of penalized distances between prototypes and associated embedded samples can be minimized, according to
where r ij quantifies the degree of confidence that the ith sample belongs to the jth cohort, stored in the l Â c matrix R ¼ ½r ij . Alternatively, an accumulated KL divergence can be minimized, given as
As in Eq. (2), the Student's t-distribution with a single degree of freedom, e.g., ð1 þ kz z s À y y j k 2 2 Þ À1 , is used to compute the confidence degree based on the Euclidean distance between a sample and the cohort prototype in the target space. Compared to the Gaussian function expðÀkz z s À y y j k 2 2 Þ, it has longer tails and it drops less rapidly as the distance increases, leading thus, to a reduced sensitivity to scale changes for points far apart [20] .
The template confidence r ij to be matched in the target space can be computed by examining the proximity between the ith sample and the centroid of the jth cohort in the original space, such that
where rðÁ; ÁÞ is set as a similarity measure. It can also be computed as the averaged adjacency weights in W between the ith sample and samples from the jth cohort, given as
The above formulations of r ij push data samples that are closer to a cohort center in the original space to stay closer to its corresponding cohort prototype in the target space. To enhance cohort separation, the links between a data sample and prototypes can be adjusted based on the following rescaling process
where 0 p ( 1 and LðÁ; ½a; bÞ is a mapping function that linearly rescales elements in the input matrix to a given interval ½a; b. When p ¼ 0, cohort separation is maximally enforced by simply cutting the links between a data sample and its irrelevant prototypes by fixing r ij to zero when y i 6 ¼ j. An alternative for computing the confidence degree is to formulate r ij as a probability, according to
Between samples and their irrelevant cohorts, r ij is set as a small value 0 p ( 1 to equally push the samples to stay away. Between a sample and its own cohort, r ij is obtained using a probability function p Á ð Þ estimated from the similarity set fs tj g n j t¼1 with s tj computed by Eqs. (9) or (10) . The normal distribution can be assumed, with mean and standard deviation directly estimated from fs tj g n j t¼1 . When the sample size n j is small, a Student's t-distribution can be used to obtain p s ij À Á . More complex alternatives, such as mixture models or kernel density estimators can also be used to estimate pðs ij Þ. Compared to Eqs. (9) and (10), Eq. (12) changes the driving force for drawing samples to cohort prototypes. It drives data samples distributed in a denser area within a cohort to move closer to the cohort prototypes.
As a result of minimizing the sum of either the penalized distance errors in Eq. (7) or the KL divergence in Eq. (8) , the data samples would form clusters in R k around the locations indicated by the cohort prototypes determined by matrix Ç Ç. Cohort separation is at the same time realized by setting weak links between the data samples and the prototypes of the other cohorts. The use of small positive values for r ij when y i 6 ¼ j, e.g., being controlled by p ¼ 0:1, is usually favored over zeros for regularization purposes, which is particularly effective when KL divergence is used to formulate the objective.
Bi-objective COVA Model Construction
The different objectives correspond to different intuitive rules between data patterns and cohort prototypes. Eqs. (1) and (2) correspond to the rule that enables the original samples and their embedded counterparts in the target space to have accordant (dis)similarity characteristics (rule 1). And Eqs. (7) and (8) correspond to the rule of enabling the distances between data samples and prototypes in R k to reflect the membership associations between samples and cohorts (rule 2). In order to simultaneously control cohort arrangement, maintain cohort separations and preserve the local data geometry, the objectives in Eqs. (7) and (8) and Eqs. (1) and (2) can be combined to a multiobjective formulation. To maintain a comparable scale for distances between samples and prototypes and to avoid inflation/deflation of the objectives caused by the number of distances examined, the weights w ij and r ij are normalized to We now make several comments on the rule-specific objectives. The satisfaction of the two rules can be achieved with any of the four possible combinations of the two pairs of objectives (or of ones based on alternative rule-specific objectives constructed from similar arguments). This is advocated by the fact that the constituent objectives act differently in enforcing the rules. 
Model Optimization
The aforementioned bi-objective optimization can generate the embedded patterns fz z i g l i¼1 . However, in order to obtain independent coordinates in the k different axes, we require Z to have linearly independent columns, by solving
where O ðCÞ and O ðLÞ are any of the previously defined rulespecific objectives. The feasible set in Eq. (13) includes all the full-rank l Â k matrices (we assume l > k), and it is an open submanifold of the vector space R lÂk , referred to as the noncompact Stiefel manifold R lÂk Ã . In Appendix A, available in the online supplemental material, we summarize the
The model based on Eqs. (1) and (7) has the analytical solution
where I lÂl is the l Â l identity matrix, and the regularization parameter 0 < z ( 1 is used to handle matrix singularity. We explain how to derive this solution in Appendix D, available in the online supplemental material. For the other three objective term combinations, it is not possible to obtain analytical solutions due to the involvement of Eqs. (2) and (8). Here, we show how to seek solutions using iterative optimization relying on the Euclidean gradient. Specifically, the constrained optimization can be converted to an unconstrained one in a smooth search space by working with certain manifold defined constructs, such as representations of the tangent space, retraction mapping and Riemannian gradient, facilitated by the rich geometric structure of a manifold [43] . Given an objective function fðxÞ imposed over the manifold M, the tangent space, denoted by the composite notation T x M, provides a local vector space approximation of the manifold M at x 2 M, in which the tangent vector is defined as a generalized notion of the directional derivative. A retraction mapping R x M : T x M ! M is used to map updates in the tangent space at x 2 M onto the manifold. The composite notation R x M is used to denote the retraction mapping function, with R representing retraction, x indicating the point location where the mapping is computed, and M the corresponding manifold name. It can be viewed as moving in the direction of a tangent vector whilst remaining on the manifold. The Riemannian gradient represents the first order information of the cost function on the manifold, and is denoted by gradfðxÞ. We denote the Euclidean gradient of the cost function as GradfðxÞ, to be distinguished from the Riemannian. Finally, to solve the optimization problem in the form of min x2M fðxÞ, many unconstrained optimization approaches, such as gradient descent or Newton methods, can be adapted to operate over the manifold. Taking the gradient descent, as an example, the ði þ 1Þth iteration update can be implemented as
where the scalar g > 0 controls the step size. The retraction mapping R x i M is computed at the current solution x i obtained in the ith iteration with an update determined by Àg gradfðx i Þ.
For the current problem, we work on the noncompact Stiefel manifold using gradient descent, and this requires to compute the Riemannian gradient and to determine the retraction mapping. It can be shown (based on proposition 2.1 in [44] ) that the tangent space T Z M of the manifold M ¼ fZ j Z 2 R lÂk ; rankðZÞ ¼kg at Z 2 M, is actually the entire vector space of l Â k matrices (henceforth, we replace the general notation x for a point on the manifold with the sought embedding Z). Thus, given an arbitrary matrix 2 R lÂk , its orthogonal projection onto T Z M is itself; this is denoted by P Z ð Þ ¼ . Also, because the noncompact Stiefel manifold is an embedded manifold of the vector space, the Riemannian gradient of the cost function is the orthogonal projection of its Euclidean gradient onto the tangent space at the input matrix [43] . This gives gradfðZÞ ¼ P Z ðGradfðZÞÞ ¼ GradfðZÞ.
Computation [44] , [45] . When Z i þ is a full-rank matrix, it is already on the manifold, and hence, there is no need for further processing; that is R Z i Mð Þ ¼ Z i þ . Subsequently, the gradient descent update of the embedding matrix becomes Z iþ1 ¼ Z i À ggradfðx i Þ, which resembles the standard gradient descent for unconstrained optimization. When rankðZ i þ Þ < k, we project Z i þ back to the manifold at Z i , which is equivalent to seeking a full-rank matrix that is close to Z i þ . To achieve this, a very small value can be added to the zero singular values of Z i þ . These modified singular values along with the singular vector matrices of Z i þ are used to reconstruct a full-rank matrix close to Z i þ to be the output of the retraction mapping.
Apart from the constraint of linearly independent columns admitting a structure of the noncompact Stiefel manifold, alternative constraints for optimizing Z, could be the orthogonal feasible set
, where the diagonal matrix B stores the scaling parameters. The first set M 1 admits a structure of the Stiefel manifold and M 2 the generalized Stiefel manifold, of which the geometries are discussed in [43] , [47] . Compared to M and M 2 , M 1 is more restrictive, has lower expressive power and may create somewhat peculiar embedding distributions. Compared to M, M 2 requires extra effort to tune the parameter matrix B and performance improvement is not guaranteed. Thus, in this work we choose the rank constraint to compute the COVA embeddings. An example is provided in Appendix C, available in the online supplemental material, to illustrate the effects of the feasible sets M, M 1 and M 2 .
COVA Projections
It is often required to have a mapping f f : R d ! R k , so that the original dataset is processed in an out-of-sample extension fashion. This is needed, for example, when dealing with incremental applications that respond to data growth, in which instead of constantly recalculating the embedding of the expanded set ½X the embedded versions for the newly added samples X new . We describe such a transformation for mapping data samples. It relies on mapping a d-dimensional sample x x to a (dis)similarity space, where every dimension constitutes a relational measurement rðÁ; ÁÞ between x x and a prototype sample. Given a set ofk l prototype samples fq 
Optimizing COVA Projections
Proceeding with solving the multiobjective optimization of Section 3.1.3, we replace Z with FU and seek to identify the projection matrix U. Similar to previous works [48] , [49] for projection-based embeddings, we enforce orthogonality of the projection matrix. This requires us to optimize over the feasible set M ¼ fU j U 2 Rk Âk ; U T U ¼ I kÂk g, which corresponds to the Stiefel manifold. We derive and summarize the Euclidean gradients with respect to U for the contributing objectives in Appendix A, available in the online supplemental material. In the projection case, it is not possible to derive analytical solutions for all the possible objective combinations (see Appendix D, available in the online supplemental material), and instead we perform iterative optimization over the Stiefel manifold. Given an arbitrary matrix 2 Rk Âk , its projection onto the tangent space T U M of the Stiefel manifold at U 2 M is
where skewðXÞ ¼ XÀX T 2 . Because the Stiefel manifold is an embedded manifold of the vector space, the Riemannian gradient is the orthogonal projection of its Euclidean gradient onto the tangent space, which gives gradfðUÞ ¼ P U ðGradfðUÞÞ. Given the tangent vector U 2 T U M, the retraction mapping can either be defined through QR decomposition, such that 4 . When required, both old and new embedded patterns can be optimized together, with ½Z T old ; f fðX new Þ T T employed as the initializer, where f f is applied row-wise to its data matrix input.
5. Compared to embedding models, projection ones learn parametric mapping functions with fixed formulations to connect the original and new spaces. Therefore, they offer less freedom in generating the embedded patterns than the embedding models which directly learn the embedding coordinates. To enhance the cohort control of a projection model, one effective way is compact information in X based on the cohorts. For instance, a similarity matrix S can be computed between data samples and a set of representative samples from different cohorts. By applying an h-nearest neighbor search to S, the averaged similarity value between a sample and its neighbor representatives from the ith cohort can be used as its ith compacted feature. This results in an l Â c cohort-based feature matrix X c ¼SY p M À1 , whereS ¼ S NðS; hÞ and each element of the matrix NðS; hÞ ¼ ½d ij is a binary neighborhood indicator, set to one if sample x x i is in the h-nearest neighbors (based on S) of the jth representative or vice-versa. M is a c Â c diagonal matrix storing in its diagonal the number of the representative samples from each class, and Y p denotes the cohort label matrix of the representative samples. Subsequently, another level of nonlinear transformation f f r is applied to X c to obtain F and then the embedded pattern is obtained by FU.
where qfðÁÞ denotes the Q factor of the input matrix, or through polar decomposition, such that
A detailed description of the Stiefel manifold and its properties, as well as the derivations of Eqs. (16), (17) , and (18) are provided in Appendix B, available in the online supplemental material. For the application of gradient descent, the projection matrix can be updated according to
where fðÁÞ is the bi-objective term aO ðCÞ þ ð1 À aÞO ðLÞ .
Eigen-COVA Model
All the above projection models are optimized iteratively. In this section, we propose a very efficient projection model with analytical solution, which relies primarily on the two distance-based objectives O ðCÞ dist and O ðLÞ dist . We first create a projection to map the cohort prototypes y y i to some auxiliary representations e e i in R k , that have to preserve accurately the prototype distribution in Ç Ç. To do this, we define a mapping c c :
where V ¼ ½v ij is the k Â k projection matrix. If the embedded prototypes fe e i g c i¼1 are collected within a c Â k embedding matrix E ¼ ½e ij , then the overall projection can be expressed as E ¼ Ç ÇV. Using this, we can substitute the prototypes y y i in O ðCÞ dist of Eq. (7) with their auxiliary representations, and the modified objective becomes
and needs to be optimized over both Z and E.
As mentioned above, we must require that fe e i g c i¼1 preserve the original cohort proximity information. The introduction of the new mapping necessitates the use of a third objective, enforced by maximizing the following distancebased score
ky y i À y y j k 2 ke e i À e e j k
where W y ¼ ½w ðyÞ ij is a c Â c weight matrix, having elements w ðyÞ ij ¼ ky y i À y y j k 2 . Its maximization implies, that the further apart two prototypes y y i and y y j are, the more distant their representations e e i and e e j should be forced to be by the stronger weighting term ky y i À y y j k 2 . In cooperation with O ðCÞ dist , the maximization of Eq. (22) additionally manages to regulate cohort closeness and between-cohort sample scatter.
For the eigen-COVA model, we optimize a multiobjective function expressed as
where the parameters 0 < a; h < 1 regulate the strengths of the constituent rules. Specifically, a controls the trade-off between the local neighbor preservation and the global cohort control, whereas h controls the trade-off between cohort proximity and sample separation. It is now possible, after incorporating the projections Z ¼ FU and E ¼ Ç ÇV, to rewrite this optimization more compactly as
subject to scale and orthogonality constraints, with the matrix P ¼ U T ; V T Â Ã T containing the two sought projection matrices. The symmetric ðk þ kÞ Â ðk þ kÞ matrix
aggregates the entire problem information and the two userdefined weights a and h, where LðÁÞ denotes the Laplacian matrix of a square matrix input. The definition of O eig depends on the ðl þ cÞ Â ðk þ kÞ matrix T ¼ F 0 lÂk 0 cÂk Ç Ç ! , and the symmetric ðk þ kÞ Â ðk þ kÞ matrix
The solution of Eq. (24), accompanied by the constraint P T P ¼ I kÂk , is straightforward through the eigenvectors of O eig that correspond to the smallest k eigenvalues. The firstk rows of P store the sample projections U, while the remaining rows the auxiliary projections V of the cohort prototypes. The existence of multiple projections is warranted by the symmetry of O eig , which makes P orthogonal. Nevertheless, these eigenvectors cannot give orthogonal U and V, since
Therefore, we employ an orthogonalization procedure typically used in sequential projection pursuit algorithms [50] , to compute the solution in k steps. In each step, only one eigenvector of O eig corresponding to the smallest eigenvalue is needed (this can be done using, for example, the inverse power method). In each subsequent step, the contribution of the previously found projection is removed from the original data samples and prototypes. Specifically, if for the tth step, we denote by F ðtÞ and Ç Ç ðtÞ the matrices of the data samples and prototypes, respectively, we can use the update rule , and similarly for the prototypes. In this way, the geometric characteristics of the embedded samples and prototypes associated with each dimension, can potentially capture separate aspects of the data that enhance the exploratory value of the resulting visualization. The optimization involves k updates of the projection vectors. Each update relies on the computation of the ðk þ kÞ Â ðk þ kÞ matrix O eig and of a single eigenvector.
Model Implementation Details
The specific COVA embedding models (Section 3.1) are referred to as COVA-E1 (using O 13). Similarly, for the COVA projection models (Section 3.2.1), we define the corresponding COVA-P1, COVA-P2, COVA-P3 and COVA-P4 models. The COVA-E1 and eigen-COVA models possess analytical solutions, while the other versions (E2-4 and P1-4) are optimized iteratively using gradient descent with standard line search. Compared to existing visualization techniques that usually possess computational complexity quadratic to the sample size [20] , the increased complexity of COVA is only linear to the sample size. A detailed complexity analysis is provided in Appendix E, available in the online supplemental material.
To visualize large datasets, [20] proposes an effective strategy by displaying only a random subset of the samples but utilizing information gathered from the entire dataset, which we adopt for large-scale COVA visualizations. For P1-P4, their gradient computation is more expensive compared to the embedding models. In order to speed them up, we apply stochastic gradient descent through gradient estimations from a sample subset [21] , instead of using the entire dataset. Parallel and multi-core executions could also be used to facilitate futher accelerations. When optimizing E2-4, a rank examination of the updated matrix Z i þ , whose size is l Â k, is performed in each iteration, and this introduces an extra cost of Oðlk 2 Þ. Given its small column size (k ¼ 2; 3), it is unlikely that a rank deficient embedding matrix is obtained in every iteration. Thus, we perform retraction mapping every a fixed number (e.g., N c ¼ 10) of iterations instead of every single iteration, leading to reduced computational cost (here, N c is referred to as the rank checking condition number). To facilitate practitioners in the field, we present pseudo-code of the proposed algorithms together with initialization guidelines in Appendix F, available in the online supplemental material.
EXPERIMENTAL ANALYSIS AND RESULTS
We compare the different versions of COVA with various popular and state-of-the-art visualization and representation learning methods. These include the unsupervised embedding methods LLE [9] , SNE, t-SNE, local linear coordination (LLC) [51] , Isomap [10] and the unsupervised embeddings computed from the Laplacian matrix defined in local discriminant models and global integration (LDMGI) [16] , the semi-supervised deep embedding [32] , the supervised t-SNE embedding (S-t-SNE) [23] , the supervised projection methods linear discriminant analysis (LDA) [52] , NCA [21] and MCML [22] , as well as the recently developed multimodal manifold analysis (MMA) [29] 6 . Results evaluation is based on qualitative visual comparisons and quantitative analyses based on cohort separation (S s ), cohort positioning (S c or S ðrÞ c ) and sample neighbor preservation (S n ) scores as described in Appendix G, available in the online supplemental material. To compute S n , " k is set to the 90 percent of the size of the smallest cohort. For illustration purposes, we restrict the visualizations to k ¼ 2 dimensions.
Demonstration with Synthetic Data
First, we provide a simple demonstration using 2D synthetic data containing the sinusoidal shape shown in Fig. 1a . We employ 2D data as it is straightforward to perform a visual comparison of the original and reorganized cohort positionings in the two corresponding spaces of equal dimensionality. The mean sample from each cohort is used as its cohort prototype (marked in Fig. 1a with a solid circle); further implementation details are provided in Appendix H.1, available in the online supplemental material. The visualization output of COVA-E1 with a ¼ 0:1 is displayed in Fig. 1b . It can be seen that COVA can effectively control the cohort locations through the use of predefined prototypes. The output from applying t-SNE to the same data is displayed in Fig. 1c . Although it offers a good S n score, the visualized cohort structure is different from the original one, where two cohorts split into fragments as indicated by the solid and dashed boxes of Fig. 1c . Tables 3 and 4 show that embedding methods, such as LLE, SNE and t-SNE (and their supervised versions), do not reflect well the original cohort structure for some example 3D synthetic datasets. Here, we use COVA to visualize the Cylinder2 dataset as shown in the last row of Table 3 . To generate 2D cohort prototypes from the 3D input data points, t-SNE is applied to a Gaussian similarity matrix computed between the cohort centers. These prototypes, which are displayed in Fig. 2a , reveal intrinsic patterns of the original cohort arrangements and guide COVA to produce cohort structure closer to the original structure. Example output of E2 and E3 with a ¼ 0:6 is displayed in Figs. 2b and 2c , with the output of other COVA models shown in Appendix H.1 (see Fig. H.4) , available in the online supplemental material.
As evidenced by Fig. 1c and Tables 3 and 4 , preserving only individual sample neighbors in the embedded space does not guarantee a reliable global arrangement of data cohorts. Compared to LLE, SNE and t-SNE that are specialized at neighbor preservation, COVA can sometimes violate certain sample neighbor links, but gains control over the global cohort structure (see Figs. 1 and 2) . By doing so, the benefit is that the distances between visualized cohorts start to carry meaningful information rather than being arbitrary, and the overall expressiveness of the visualized output is improved.
Appendix H.1, available in the online supplemental material, displays additional results obtained with different settings of cohort prototypes and another 2D synthetic data, as well as comparative analysis between different versions of COVA models (see Tables H.1 6. MMA represents a multi-view strategy relying on mixing multiple types of data proximities, and we use it here as a supervised embedding tool to mix the neighboring and class-based proximities.
Scene Image Visualization
We process 36,500 scene images from the Places2 image database [53] , belonging to 365 unique scene classes, each containing 100 images. Every image is represented by 4,096 features extracted by a convolutional neural network (CNN). A 36,500 Â 36,500 local neighbor adjacency matrix W is constructed by identifying 30 effective neighbors for each image based on Gaussian similarity, where the Gaussian kernel width is uniquely decided for each image based on a fixed perplexity of 30 by following the same approach as in [20] . Each scene class is treated as a cohort, and the cohort membership matrix R is computed by Eqs. (10) and (11) .
In the following experiments, images from targeted scene classes are visualized. Cohort prototypes are computed directly from the input data to display the scene class structure as it exists in the original space. The cohort distance matrix D is computed from W via Eq. (6), based on which t-SNE is used to compute the feature vectors of the cohort prototypes. The relative positioning of these prototypes reflects the local neighboring relations between scene classes, and S ðrÞ c is used to evaluate the preservation of such class neighbor structure in the new space.
Embedding Based Visualization
Images from 30 randomly selected classes are displayed with COVA weight set to a ¼ 0.6. Class neighbor preservation is illustrated in Fig. 3 , where the computed cohort prototypes preserve 60.4 percent of the original class neighbor links, while COVA embeddings preserve over 90 percent of the neighbor links indicated by the prototypes, and t-SNE only preserves 30.8 percent of the original class neighbor links.
Figs. 3e and 3f display the different class arrangements from COVA-E2 and t-SNE. The prototypes approximate the original link structure 7 and enable COVA to offer class arrangement much closer to the original space than t-SNE.
We further investigate how cohort prototypes influence COVA by replacing a random subset of the generated prototypes with random patterns. The change of COVA performance versus varying percentages (from 0 to 100 percent) of random prototypes is shown in Figs. 4a, 4b, 4c , and 4d. The embedded images of COVA-E1 together with the used cohort prototypes are illustrated in Figs. 4e, 4f , and 4g. The figures show a matching arrangement between the cohorts and their corresponding prototypes, indicating robust cohort positioning control of COVA. When all the prototypes are generated randomly, there is a drop in the S ðrÞ c score. Cohort separation is related to the distribution of the used prototypes. Therefore, S s varies without a fixed pattern which matches the random characteristic of those replaced prototypes. Figs. 4a, 4b , 4c, and 4d show that, no matter how many random prototypes are included, local neighbor preservation performance for individual samples is stable. In general, cohort prototypes affect the global arrangement of cohorts more than the local arrangement of individual samples as indicated by the varying S ðrÞ c and S s scores. Another experiment is conducted to study how COVA performs when only part of the samples are labeled. In each trial, n l out of 100 images from each class are treated as labeled samples, where n l 2 f5; 10 : 10 : 90g. Class membership of the unlabeled samples is predicted by a KNN classifier trained with the labeled ones. Fig. 5a compares the performance changes against varying number of labeled images for COVA-E4 and S-t-SNE ( ¼ 0:7), and results of other COVA embedding models are shown in Appendix H.2 (see Fig. H.5) , available in the online supplemental material. In addition to S ðrÞ c computed by comparing with 7. When aggressively reducing feature dimension from 4,096 to 2 having a high number of classes, it is challenging to generate 2D prototypes to perfectly reflect all the original neighbor links between classes. Depending on the complexity of the class structure, cohort prototypes approximate such structure with varying accuracy level.
the gold standard cohort prototypes generated using all the images from each class based on their ground truth labels, S 0ðrÞ c is computed by comparing with the input prototypes generated using only the n l labeled images for each class. In general, COVA is able to form desired cohort arrangement matching the given cohort prototypes indicated by reasonably good S 0ðrÞ c . However, the cohort separation and positioning information can become less reliable when fewer labeled samples are available, and this results in lower S s and S ðrÞ c . S-t-SNE is very strong at enhancing cohort separation, indicated by its high S s score computed using all the input labels (including the predicted ones for the unlabeled images). However, it can result in overfitting when there are few labeled samples available, e.g., being informed by the wrongly predicted labels. This is exemplified by Figs. 5b and 5c , where S-t-SNE generates cohorts with more mixed shadings, indicating more misplaced images from other classes, than COVA, given 5 percent labeled images.
In previous experiments, the COVA weight is fixed to a ¼ 0:6. We investigate how a affects COVA by varying it between 0 and 1. Performance changes are displayed in Figs. 6a, 6b, 6c, and 6d for different versions of COVA, where t-SNE performance is displayed as a baseline. By increasing a, stronger cohort positioning and separation control is enforced, resulting in increased S ðrÞ c and S s scores, which is however associated with a decreased S n score. This delineates the trade-off between local neighbor and global cohort control. Compared to t-SNE, there is a mild drop in the S n score of COVA. This is reasonable as COVA is designed to simultaneously achieve multiple objectives and cannot offer the highest scores for all measures. The output of COVA-E3 with different values of a is shown in Figs. 6e, 6f , and 6g. Lower a leads to less concentrated sample distributions within each cohort. In general, a should depend on whether a more spread-out scatter plot with less accurate cohort location control is preferred by the user over one with denser and more tightly controlled cohorts.
Projection Based Visualization
In addition to visualization, we study out-of-sample extension for projection models by splitting the studied images from each class to training and test sets. The compared models project the same relation features F computed by a Gaussian kernel with all the training samples used as the sample prototypes. Results are demonstrated with a=0.9.
We examine COVA projections against varying number of displayed scene classes, using 30 percent of images from each class for training and the remaining ones to test. Similar changing patterns are observed for multiple COVA projection models. Taking P1, P2 and eigen-COVA as examples, Figs. 7a, 7b, and 7c display their performance change, where the performance of NCA is used as the baseline. As the class number increases, S s and S ðrÞ c drop for both COVA and NCA. This shows that it becomes harder for projection models to control effectively the arrangement of higher number of classes. Local neighbor preservation is not affected though, as indicated by stable S n score. Example output of COVA-P1 and NCA is displayed in Figs. 7e, 7f, 7h , and 7i. Overall, COVA provides similar local sample neighbor control to NCA, but much better cohort control. Cohort control of COVA projections can be improved by using compacted features with combined cohort information (see Footnote 5) . By using all the training samples as the representative samples and copying the corresponding elements from W toS for compact feature generation, Fig. 8 demonstrates the improved cohort arrangement using COVA-P1 and eigen-COVA, showing better match to the used cohort prototypes. Appendix H.2, available in the online supplemental material, contains additional results. These include visual comparisons between COVA and other existing methods in addition to t-SNE, S-t-SNE and NCA (see Figs. H.6 and H.7. a, available in the online supplemental material), and results of the more challenging task of visualizing 8,000 images from 80 scene classes using COVA and t-SNE (see Fig. H.8 , available in the online supplemental material). We observe how COVA projection methods perform given different values of COVA weights a and h (see Fig. H.9 , available in the online supplemental material) and varying number of training samples (see Fig. H.10 , available in the online supplemental material). We also provide an overall quantitative comparison between COVA and existing methods in terms of S n , S ðrÞ c and S s (see Table H .3, available in the online supplemental material) and computational time comparisons between COVA and representative state-of-the-art methods (see Fig. H.11 , available in the online supplemental material).
Publication Visualization with External Citations
We visualize 2,708 scientific publications from the Cora collection [35] , classified into one of the seven predefined classes of "case based", "genetic algorithms", "neural networks", "probabilistic methods", "reinforcement learning", "rule learning" and "theory". Each publication is described by a binary word vector indicating the presence of 1,433 unique words. Additionally, citation link information between the publications is available, stored as a 2; 708 Â 2; 708 binary matrix. Closeness between cohorts is computed externally from the citation links, as explained in Section 3.1.1, based on which cohort prototypes are computed using t-SNE so that their relative positioning approximates the citation strength between two publication cohorts. The generated cohort prototypes are displayed in Fig. 9a .
Both word content and citation information are used to derive enriched and compacted features for representing the documents; further details are provided in Appendix H.3, available in the online supplemental material. Euclidean distances are used to compute the local neighbor weight matrix W by identifying 50 effective neighbors. The cohort membership matrix is computed via Eq. (12) . Around 15 percent of the samples are randomly chosen to be thek sample prototypes for computing relation features. Given the simpler cohort structure of seven classes (compared to the thirty of Places2), there is a chance for COVA to preserve the exact cohort locations as indicated by the prototypes, and therefore S c is used to measure cohort positioning quality. Fig. 9 displays the COVA output from E1, E2, P1, P4 and eigen-COVA with a ¼ 0.9 and h ¼ 0.92. The output of other COVA models 8 are shown in Appendix H.3 (see Fig. H .12), available in the online supplemental material. It is shown that the overall relative locations and proximities between the embedded cohorts match the distribution of the cohort prototypes. We connect the centroid of each class with its two undirected nearest (using Euclidean distances) neighboring classes. The between-class neighbor structure from each model can be directly compared with the between-prototype structure in Fig. 9a . It can be seen, that models E1 and P4 achieve a perfect match between the linked neighbors of the prototypes and the cohorts, while the remaining models achieve near perfect matches with only few mismatched links. The visualization output of existing algorithms is shown in Appendix H.3 (see Fig. H.13) , available in the online supplemental material, where the cohort locations and the closeness levels differ notably amongst them.
In Appendix H.3, available in the online supplemental material, we additionally examine the effect of a using COVA-E1 (see Fig. H .14, available in the online supplemental material), and show the quantitative performance comparison between COVA and existing methods for visualizing the seven publication cases (Table H. 3, available in the online supplemental material). We also study the same task, as illustrated in Table 2 , to visualize unsupervised publication clusters by COVA without relying on external information (see Figs. H.15 and H.16, available in the online supplemental material).
Additional Experiments
Additional experiments on visualizing different types of data objects, such as clinical trials, Flickr images and distributed semantic word vectors, are provided in Appendices H.4-H.6, available in the online supplemental material. Different methods that can be used to generate cohort prototypes are compared in Appendix H.7, available in the online supplemental material. A summary guide for the use of COVA is provided in Appendix H.8, available in the online supplemental material.
CONCLUSION
This work raised a critical issue of the current data visualization practices for high-dimensional data, with regard to their use of algorithms that generate low-dimensional representations of the data, since such methods only focus on preserving the local neighborhoods of the data patterns and maintaining or enhancing the separability between data cohorts. This results in obtaining patterns with the relevant positions and proximities between cohorts varying arbitrarily. We proposed a set of models, that can directly utilize information sources, such as the high-dimensional data itself or external domain-specific information, to administer control of the neighborhood structure in both data samples locally and cohort arrangements globally, via incorporating cohort prototypes as landmarks. For the introduced models, we also provided the mechanisms to optimize them and obtain the low-dimensional target patterns under a set of problem constraints using matrix manifold techniques. A very efficient projection model based on matrix decomposition was also proposed for large-scale applications. The notable effectiveness and improvement of the proposed algorithms over many existing methods for the purposes of visualization, was demonstrated both qualitatively and numerically using multiple synthetic and complex realworld text and image datasets. " For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
