virus. However, in many individuals CXCR4-tropic (X4) virus appears in late infection. The reasons for this phenotypic switch are unclear. The patterns of chemokine receptor expression suggest that X4 and R5 viruses have a preferential tropism for naïve and memory T cells, respectively. Since memory cells divide approximately 10 times as often as naïve cells in uninfected individuals, a tropism for memory cells in early infection may provide an advantage. However, with disease progression both naïve and memory cell division frequencies increase, and at low CD4 counts, the naïve cell division frequency approaches that of memory cells. This may provide a basis for the phenotypic switch from R5 to X4 virus observed in late infection. We show that a model of infection using observed values for cell turnover supports this mechanism. The phenotypic switch from R5 to X4 virus occurs at low CD4 counts and is accompanied by a rapid rise in viral load and drop in CD4 count. Thus, low CD4 counts are both a cause and an effect of X4 virus dominance. We also investigate the effects of different antiviral strategies. Surprisingly, these results suggest that both conventional antiretroviral regimens and CCR5 receptor-blocking drugs will promote R5 virus over X4 virus.
Human immunodeficiency virus type 1 (HIV-1) binding to and entry into cells are mediated by the interaction of the viral gp120 protein with cell surface CD4 molecules. Studies of HIV-1 infection have shown that the virus, in addition to binding to cellular CD4, also binds to a variety of chemokine receptors (3) . Usually, in early HIV-1 infection, the virus shows a tropism for the CCR5 receptor (R5 virus). However, strains of virus that bind to the CXCR4 chemokine receptor (X4 virus) appear in late infection in at least 50% of patients (24) . This change in viral phenotype is associated with rapid depletion of CD4 cells and disease progression (8) . The reason for this phenotypic change in late disease is uncertain (41) . It has been suggested that X4 virus may be more virulent than R5 virus. However, if this were the case, it is not clear why X4 virus should not dominate from early infection, since it must arise frequently due to the small number of mutations required to make the shift from CCR5 to CXCR4 tropism (11) . It has also been suggested that R5 virus dominates early infection, because its tropism for CCR5 promotes infection of macrophages at the site of infection. However, R5 virus predominates even after parenteral infection (57) , and CD4 T cells, not macrophages, are found to be the dominant cell type infected in both early and late infection (47, 54) . In addition, a recent study has shown that target cell availability, as measured by coreceptor expression, cannot be the driving force for R5-to-X4 viral evolution, since higher levels of CXCR4 expression among both total and CD45 ϩ R0 Ϫ CD4 ϩ cells ("naïve" cells) were associated with a delayed development of X4 viruses (55) . Thus, there has been no consistent explanation for the observed changes in viral phenotype with disease progression in HIV.
CCR5 and CXCR4 are preferentially expressed in memory and naïve T cells, respectively (5) . Thus, a recent study (9) has proposed that the observed tropism of R5 virus for memory cells and X4 virus for naïve cells (4) may drive the evolution of phenotypes with disease progression. Recent studies have shown that viral production from naïve cells is many times lower than viral production from memory cells (17, 62) . It is possible that the relatively high division rate of memory T cells compared to that of naive T cells in an uninfected host (9, 23, 32, 33) provides a relative advantage for memory cell-tropic (R5) virus in early infection, since CD4 ϩ T-cell division, even if not an absolute requirement for infection (17, 22, 52, 62) , is thought to make viral production more efficient (6, 50, 61) . With disease progression and depletion of CD4 cells, the fractions of both naïve and memory T cells in division increase (e.g., as measured by Ki67). However, the fraction of naïve T cells in division increases more rapidly and by late stage disease approaches that of memory T cells (23, 34, 45, 46) . This is also suggested by an association between higher plasma levels of interleukin-7, a cytokine that drives naïve cell proliferation, and the presence of X4 viruses (28) .
In this paper we develop a mathematical model to explore the relationship between cell turnover and the evolution of viral phenotype. We demonstrate that either an association of cell division with increased viral production or with increased infectivity is consistent with the observed phenotypic changes. We also examine the effects of conventional antiretroviral ther-apy using this model. Our results suggest that successful treatment, which leads to a reduction in viral load and T-cell turnover (23) , should result in a reversion from the CXCR4 phenotype to the CCR5 phenotype. This reversion has been observed in treated patients, especially those with a strong treatment-induced suppression in viral load (48) . Finally, we use the model to predict the effects of drugs that block the interaction of the virus with cellular chemokine receptors (CCR5-blocking drugs) on viral phenotype and disease progression. The model suggests that CCR5-blocking drugs will not promote a conversion to X4 virus, and when given early in disease may even delay the emergence of X4 virus. When given after the emergence of X4 virus, CCR5-blocking drugs may still inhibit X4 virus. If R5 virus levels remain significant, then by reducing the level of R5 virus, they may allow some CD4 cell recovery, thereby reducing naïve cell turnover and X4 virus production.
MATERIALS AND METHODS
Analysis of the role of cell turnover and viral tropism in HIV-1 infection requires explicit consideration of cell division rates in naïve and memory T cells. Experimental evidence suggests that activated or proliferating cells produce higher levels of virus than do resting cells when infected (17, 22, 62) . Therefore, we have developed a model that incorporates the division rates of naïve and memory T cells and their effect on viral production. In addition, the model incorporates viral phenotypes differing in their ability to bind to naïve and memory CD4 ϩ T cells. A schematic outline of the model is presented in Fig. 1 , and the equations are presented in the Appendix. The underlying assumptions of the model can be summarized briefly as follows. (i) Naïve cells are produced from the thymus at a rate . (ii) The division of naïve and memory T cells (r N and r M , respectively) increases as the total number of CD4 cells decreases according to an experimentally observed relationship. Specifically, we assume that the division rates of the memory and naïve T-cell populations are proportional to the fraction of each population that is Ki67 ϩ (10, 43) (see the Appendix for details). (iii) When a naïve cell divides, a daughter cell with probability f becomes a memory cell and with a probability of 1Ϫf remains a naïve cell (16, 21, 36) . (iv) Naïve and memory cells become infected with virus of type i at rates ␤ Ni and ␤ Mi , respectively, determined by the affinity of virus of type i for naïve (N) and memory (M) cells (K Ni and K Mi ), where i ϭ R5, X4, or R5X4. (v) Infected naïve and memory cells produce virus at rates p N and p M , respectively, proportional to the division rates of naïve and memory cells, r N and r M , respectively. (vi) Free virus is cleared (by immune and nonimmune mechanisms) at a rate c. In addition, free virus is removed by infection of naïve and memory cells. We do not include viral mutation and evolution in this model (38) . So few mutations are necessary to mediate the switch in tropism between R5 and X4 viruses (11) , that in the model when even a small amount of one is present, the other one will also be present. Thus, here the rise in X4 virus is not a question of waiting for a mutation to arise but a question of selection and dominance of X4 virus.
RESULTS
"Infection" is initiated in the model by the introduction of 1,000 viral particles/ml each of R5 virus, X4 virus, and dualtropic virus. The results of the model correlate well with the observed features of disease progression, without requiring time dependence in any of the parameters (Fig. 2a ). An early CD4 cell decline in acute infection is followed by a slight recovery in CD4 cell numbers and a subsequent steady decline with time. Recently, it has been shown that this early T-cell depletion is very pronounced in some lymphoid compartments, such as gut-associated lymphoid tissue (27, 31) . R5 virus dominates early in the course of infection, because naïve cell division is low, and thus, the X4 tropism for naïve cells is disadvantageous. As CD4 cell numbers decline, naïve and memory cell turnover increases, as suggested experimentally by Ki67 measurements (23) (Fig. 3 and Appendix) . A phenotypic switch from R5 to X4 virus occurs at low CD4 numbers, when cell division is high. This switch is accompanied by a rise in total viral levels (49) and a drop in CD4 counts (25, 29) . Notably, in our model R5 virus was not eliminated after the switch to X4 virus, in agreement with experimental data (58) . Indeed, the percentage of the population comprised by R5 and the time for the switch in viral tropism depend on the model parameters, providing an explanation why different patients experience the switch at different points in time. Indeed, for certain combination of parameters, the switch may occur so late (Ͼ10 years) that it is possible that some patients would succumb to opportunistic diseases before the phenotypic switch is observed (data not shown). Dual-tropic virus, capable of binding to both CCR5 and CXCR4 chemokine receptors (R5X4) may also be observed, depending on the relative affinities of the different viruses for CCR5 and CXCR4. If these viruses are not truly dual-tropic, i.e., not efficient at using both receptors, then they will be rarely seen even after the switch (Fig. 2a) . Importantly, the shift from R5 to X4 is both a consequence of low CD4 counts (which promote increased naïve cell division) and a cause of rapid CD4 cell decline (since X4 virus targets the naïve cell pool) (4, 9) . Effects of cell division. The basic model outlined above is based upon the assumption that cell division is required for efficient production of virus from infected CD4 ϩ T cells and is consistent with observations from Zhang et al. (62) that dividing cells contain about five times more HIV RNA than resting cells do. However, an alternative assumption about the role of cell division is possible on the basis of in vitro studies that suggested that division may be needed for efficient infection of CD4 ϩ T cells (6, 50, 61) . To explore the consequences of this alternative proposal, we let infection depend on cell division but assumed that viral production rates are independent of the rate of cell division. This situation is modeled by replacing assumptions iv and v above with the following. (iv) Naïve and memory cells become infected with virus at rates ␤ Ni and ␤ Mi , respectively, proportional to the affinity of virus of phenotype i for naïve (N) and memory (M) cells (K Ni and K Mi ), and the replication rate of naïve and memory cells (see Appendix). In this context, faster dividing cells are more permissive for virus infection. (v) Infected naïve and memory cells produce virus at equal rates, i.e., p N ϭ p M .
The results of this version of the model are very similar to those when division is required for viral production (Fig. 2b) and again are consistent with observed clinical features. This is not surprising, since both assumptions link increased cell turnover with increased viral production, either directly by having each cell produce more virus or indirectly by having more infected cells.
Effects of antiretroviral therapy. We tested the effects of different forms of therapy on the evolution of the viral phenotype using the model. The effects of a protease inhibitor (PI), with efficacy ε PI , were modeled by having only a fraction, (1 Ϫ ε PI ), of the virus produced being infectious, with the remaining fraction (ε PI ) being noninfectious (39) . On the other hand, reducing the infectivity of free virus (␤) by a factor ε RT corresponds to applying a reverse transcriptase inhibitor (RTI) with efficacy ε RT . We simulated antiretroviral therapy with a combination of protease and reverse transcriptase inhibitors with overall efficacy ε ϭ 1 Ϫ [(1 Ϫ ε PI )(1 Ϫε RT )] ϭ 0.45, against both X4 and R5 viruses (Fig. 4) . We note that in this model, without latency and long-lived infected cells, higher drug efficacy would lead to virus eradication (39), which is not the scenario we want to study. Treatment leads to reduction in the level of virus and the infection of CD4 cells, and CD4 counts slowly increase with time (Fig. 4) . We simulated two scenarios, one in which therapy is introduced before the phenotypic switch to CXCR4-tropic virus and the other in which therapy is not commenced until after the switch.
Introduction of treatment early in the course of disease (prior to the phenotypic switch) reduces viral loads and slows or prevents CD4 cell decline (Fig. 4a) . Since the dominance of X4 virus is related to CD4 decline and increased naïve cell turnover, treatment delays or averts the rise in X4 virus (Fig.  4a) . The introduction of treatment later in disease (after the phenotypic switch to X4 virus dominance) causes a reduction in the levels of virus (Fig. 4b) . However, X4 virus is more strongly affected. This occurs because treatment reduces viral loads and allows some recovery of CD4 ϩ T-cell numbers. As CD4 cell numbers increase, naïve cell turnover decreases to a point where infection of CXCR4-positive naïve cells is no longer productive enough, leading to a reversion to R5 predominance (Fig. 4b) .
Effects of chemokine receptor blocking. Drugs that block viral entry into cells by interfering with binding to chemokine receptors are in clinical trials. However, one concern about the use of these drugs is that blocking the infectivity of one viral phenotype may simply promote the other phenotype (19, 53) . This is particularly of concern in the case of CCR5 receptor blocking, since conversion to X4 virus is associated with rapid CD4 depletion and disease progression. Thus, the use of CCR5 receptor-blocking agents could potentially accelerate disease progression. Theoretical models of viral tropism have the po- tential to provide some insight into the likely effects of these drugs.
Drugs blocking viral binding to CCR5 receptors can be simulated in the model by reducing the binding of virus to these receptors. If, for example, we assume a drug blocks viral binding to CCR5 receptors with an efficacy of 45%, this is equivalent to reducing the affinity of viruses to CCR5 receptors by 45%. It is then possible to investigate whether the use of CCR5 receptor-blocking agents would promote a shift from R5 to X4 virus. Again, this was investigated in two scenarios: (i) treatment with a CCR5 receptor blocker early in infection (before the phenotypic switch to X4 virus), and (ii) treatment with a CCR5 receptor blocker after the phenotypic switch. In our simulations CCR5 receptor blockers do not increase the viral titers of X4 virus in either case.
Administration of a CCR5 receptor-blocking drug before the switch to X4 virus reduces R5 virus load, prevents CD4 depletion, and leads to a rise in CD4 cell numbers (Fig. 4c) . Rising CD4 numbers decrease naïve cell division and thus make X4 virus infection less productive. Thus, CCR5 blockers act to delay or prevent the rise of X4 virus (Fig. 4c) . Administration of CCR5 receptor-blocking drugs after the phenotypic switch to X4 virus has similar effects (Fig. 4d) . Since R5 virus is still present at significant levels after the phenotypic switch and thus continues to contribute to CD4 cell death, reducing its binding to CCR5 causes a slight reduction in overall viral load and a slight rise in CD4 numbers. The rise in CD4 cell numbers reduces naïve cell turnover and therefore X4 virus levels. Thus, somewhat surprisingly, in this framework, blocking CCR5 receptor binding reduces both R5 and X4 virus levels (Fig. 4d) , as long as R5 virus still comprises a significant part of the viral population prior to treatment.
DISCUSSION
The reasons for the phenotypic shift from CCR5-tropic to CXCR4-tropic virus in late HIV infection are unclear. We have developed a mathematical model of HIV infection that demonstrates that an explanation based on naïve and memory cell turnover and tropism is consistent with the available data on viral and T-cell dynamics. The results of the model qualitatively reproduce the observed clinical features of early HIV infection, including an early viral peak, early CD4 cell decline, and subsequent rebound, followed by progressive rises in viral load and declines in CD4 cell count and eventually a viral phenotypic switch to X4 virus in late infection. Uniquely, the long time scale associated with the phenotypic switch is an intrinsic feature of the model dynamics and does not depend on parameters varying in time. The model does not explain why X4 virus does not arise in some individuals (15) . However, it seems likely that this may occur due to interindividual variations in the proliferative response of CD4 cells and/or the patient succumbing to opportunistic infection before X4 virus dominates. In this regard, it is important to note that variations in the relationship between proliferation and total CD4 ϩ Tcell count (Fig. 3) , which would be expected among patients, lead to differences in the time to the viral phenotype switch and in the relative viral load of each phenotype. For instance,
FIG. 4. Predicted effects of antiretroviral therapy (purple bar at the top of each panel) introduced before (1,000 days) (a) or after (1,800 days) (b) the phenotypic switch to X4 virus. Predicted effects of CCR5-blocking drugs administered prior to (c) or after (d) the switch. CD4
ϩ T-cell count (cells per microliter) (black), total viral load (red), R5 (blue), and X4 (green) viral loads are shown. Parameter values used in the simulations are given in the Appendix. When there is only R5 virus, the total virus curve (red) is hidden under the R5 curve (blue). After antiretroviral therapy, in panels a and b, the total viral load also includes noninfectious virus, which would be measured in an assay.
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on October 31, 2017 by guest http://jvi.asm.org/ lowering A, a parameter in the division of memory cells, in Fig.  3 by just 10% increases the period of R5 dominance, before the phenotype switch, by about 1 year (Fig. 5a ). By contrast, varying the initial X4 inoculum between 10 copies/ml and 10 5 copies/ml changes the time to the phenotypic switch by only ϳ9 months (Fig. 5b) . Two other observations not explored in this model could also contribute to variations in time for the phenotypic switch. Some reports suggest that both the relative proportion of memory cells (at least in peripheral blood) and the expression levels of CCR5 increase with time (2, 14, 37, 44) . The interplay between these changes and the increase in the division rate of naïve cells (23, 46) and how they influence the phenotypic switch warrant further study. The model was used to address the effects of antiretroviral therapy on viral tropism. Only a few studies have looked at the effects of antiretroviral therapy on viral phenotype, when introduced after the rise in X4 virus. These studies have suggested that antiretroviral therapy leads to a reversion to predominantly R5 virus (12, 18, 40) and that in treated patients X4 to R5 reversion correlates with significant reductions in viral load (48) . By contrast, X4 virus was maintained in treated patients that failed to suppress viral load. Furthermore, in patients with good viral control and initial reversion to R5 phenotype, X4 virus arose again with loss of viral control (48) . The reversion to R5 virus with viral control is consistent with our proposed mechanism of viral phenotype selection and the predictions of the model presented here (Fig. 4b) . We should point out that these therapy results depend on the efficacy of therapy being similar in cells infected with R5 and X4 viruses. If therapy differentially inhibits those viruses, then the results may be different. For instance, if drug activity depends on intracellular phosphorylation, such as in the case of zidovudine (26) , and this is more efficient in activated cells, then that drug may preferentially inhibit R5 viruses. From the clinical point of view, it is also important to note that although a reversion to R5 phenotype is observed after initiation of antiretroviral treatment, both R5 and X4 HIV variants have been shown to persist in viral reservoirs after prolonged suppression of plasma viremia below the level of detection (13, 56) .
The model was also used to address the likely effects of CCR5 receptor-blocking agents on viral phenotype. The results suggest that CCR5 receptor blockers should not promote X4 viral dominance, but instead, provided they suppress R5 virus sufficiently, they should act to drive a reversion to predominantly R5 virus. This is due to the recovery of CD4 ϩ T cells during treatment and the corresponding reduction in the proportion of cells dividing. Thus, the validity of this result depends on the relationship between cell division and CD4 ϩ T-cell numbers (Fig. 3) being valid during treatment, which has not yet been tested. We note that another model, which did not include this mechanism, predicted a selection of X4 virus (42) . However, in an important recent experiment, R5 entry blockers were tested in macaques doubly infected with R5 and X4 viruses, and a marked decrease in R5 virus (ϳ50-fold) without a switch to a CXCR4-tropic virus was found (60) . However, in two of three macaques, there was a transient increase (Ͻ15-fold) in plasma X4 virus (60) . In vitro experiments have also been used to analyze the effects of CCR5 receptor blockers on viral phenotype. Even though in these in vitro experiments there was no pressure from T-cell dynamics, CCR5 receptor blockers still did not promote a shift to CXCR4 receptor tropism, rather they selected for viral mutations that increased viral affinity for the CCR5 receptor (19, 53) . Here we did not address the effect of such mutations on R5 viruses. In experiments with mouse models of infection, treatment with a CCR5 antagonist led to a tropism switch in some mice in one experiment (albeit more than 3 weeks after treatment was stopped) (35) but no outgrowth of X4 virus in another study (51) . Again, this is consistent with the results of our model. There is no advantage for the virus to acquire CXCR4 receptor tropism while naïve cell division rates are low. In at least one case of a human patient infected with R5 and X4 viruses and treated with a CCR5 antagonist, R5 viruses were preferentially suppressed, but there was not a measurable drop in viral load. Moreover, upon the end of treatment, R5 viruses increased to pretreatment levels. Even though we did not simulate this situation, because in our treatment results, the viral load always declines, the differential regulation of R5 and X4 viral loads implied by this study is in agreement with our model, since R5 and X4 viral load levels are regulated by cell division status (59) .
In summary, we have presented a model that provides a FIG. 5. Predicted effect on the time for the phenotypic switch of changing the parameter A for a memory cell in the relationship between T-cell numbers and division rates (Fig. 3) (a) and the initial inoculum of X4 virus (note the logarithmic x axis) (b). All other parameters were held constant at the values shown in the Appendix, and the dashed vertical line shows our original simulations (Fig. 2a) . 
The rates of viral production from infected naïve and memory cells are proportional to the division rate of the respective cell class as follows, p N ϭ pr N Fig. 2a . We emphasize that the choice of these last parameters is not unique, and indeed many different combinations, varying by severalfold, produce similar results. In fact, we tried several alternatives for our model to test its robustness and the impact of our assumptions. For example, in the model of equations 1 to 5, we neglect division of infected cells. This is one possibility, but we also simulated the other extreme, with infected cells dividing at the same rate as uninfected cells. Our results (not shown), both for production and infection dependent on division, were very similar to those shown in Fig. 2 and 4 . In addition, here we allowed for infection of memory cells by X4 viruses (K MX4 ϭ 0.038/cell), as suggested by Blaak et al. (4) . However, in other simulations (not shown) we precluded this possibility. In those cases we again obtained very similar results to our Fig. 2 and 4 , but the dual-tropic strain was more readily observed in a manner dependent on the value of K MX4 . This may indicate that the observation of R5X4 virus in vivo may in part depend on the ability of X4 to also infect memory cells. In our model, this results from competition between X4 and R5X4 for memory cell infection, with the efficiency of X4 to infect these cells dictating in part the ability of the dual-tropic virus to thrive in the population. The same mechanism could be operational in vivo. However, in vivo R5X4 viruses could also fulfill other roles, such as being a stepping stone for emergence and adaptation of the X4 virus. In our model this is not the case, because we start the simulations with all strains present, and mutation and evolution of individual strains are not considered. Because many basic questions regarding the interaction between virus and target cells remain, we do not have a way to define a unique, most appropriate model (41) . However, by exploring the impact of several specific assumptions, we have shown that our results are robust to a variety of model changes.
We simulated reverse transcriptase inhibitor (RTI) therapy by reducing the infectivity of both X4 and R5 virus by (1 Ϫ ε RT ), where ε RT is the efficacy of the RT inhibitor. Likewise, we simulated protease inhibitor therapy by dividing the viral population into infectious and noninfectious viruses, with only (1 Ϫ ε PI ) of the newly produced viruses being infectious. We chose ε RT ϭ ε PI ϭ 0.25838, such that (1 Ϫ ε RT )(1 Ϫ ε PI ) ϭ 0.55. Thus, the overall effectiveness of therapy is ϳ45%. We simulated CCR5 inhibitor therapy reducing K MR5 and K MR5X4 by 45%. In our model, without long-lived or latently infected cells and with the parameters chosen above, larger drug-induced reductions in viral production or infectivity rates lead to virus eradication, a situation we are not interested in studying here.
Division rates of naïve and memory T cells. HIV-1 disease progression leads to a progressive decline in CD4 T-cell numbers. As CD4 cell numbers decline, the fraction of the remaining CD4 ϩ T cells in division increases. This increase in fraction of cells dividing has been ascribed to both homeostatic mechanisms (20, 30) and immune activation (7, 23) . Although the precise reason for this increase is unclear, it is a consistent finding in both human and animal studies (23, 34, 45, 46) . Importantly, studies that have differentiated between naïve and memory cell division have consistently found that the fraction of naïve cells in division shows a greater increase following HIV infection than memory cell division (34, 45, 46) . A more recent study suggests that the fraction of CD4 cell in division, as measured by Ki67 ϩ cells, is negatively correlated with CD4 counts (23) . We analyzed this experimental data on the fraction of naïve and memory cells in division ( Fig. 3 and reference 23) to investigate their association with CD4 cell counts. We found that in the case of naïve CD4 cells the association is more consistent with an inverse relationship (y ϭ A/x ϩ B) than a linear relationship (y ϭ mx ϩ b), where y is the fraction of cell dividing and x is the total number of CD4 ϩ T cells per ml (Fig. 3 ). It is difficult to differentiate between a linear and an inverse relationship in the case of memory cells, although the data are compatible with an inverse relationship. Here we used an inverse relationship for r N and r M , although use of a linear relationship for memory cells does not alter the qualitative outcome (data not shown). The correspondence between the fraction of cells dividing (measured by Ki67) at a given point in time and the division rate depends on the duration of the cell cycle (more specifically, the time cells remain Ki67 ϩ ). For example, if we assume that cells in division are Ki67 ϩ for an average of ϳ1 day, then the replication rate is numerically identical to the fraction of cell in division (Ki67 ϩ ). In our model this means that ␥ ϭ 1 (cell cycle) day
Ϫ1
. ). Here for simplicity we adopt ␥ ϭ 1 day
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