Abstract. We introduce concepts of "recursive polynomial remainder sequence (PRS)" and "recursive subresultant," and investigate their properties. In calculating PRS, if there exists the GCD (greatest common divisor) of initial polynomials, we calculate "recursively" with new PRS for the GCD and its derivative, until a constant is derived. We call such a PRS a recursive PRS. We define recursive subresultants to be determinants representing the coefficients in recursive PRS by coefficients of initial polynomials. Finally, we discuss usage of recursive subresultants in approximate algebraic computation, which motivates the present work.
Introduction
The polynomial remainder sequence (PRS) is one of fundamental tools in computer algebra. Although the Euclidean algorithm (see Knuth ([1] ) for example) for calculating PRS is simple, coefficient growth in PRS makes the Euclidean algorithm often very inefficient. To overcome this problem, the mechanism of coefficient growth has been extensively studied through the theory of subresultants; see Collins ([2] ), Brown and Traub ([3] ), Loos ([4] ), etc. By the theory of subresultant, we can remove extraneous factors of the elements of PRS systematically.
In this paper, we consider a variation of the subresultant. When we calculate PRS for polynomials which have a nontrivial GCD, we usually stop the calculation with the GCD. However, it is sometimes useful to continue the calculation by calculating the PRS for the GCD and its derivative; this is necessary for calculating the number of real zeros including their multiplicities. We call such a PRS a "recursive PRS."
Although the theory of subresultants has been developed widely, the corresponding theory for recursive PRS is still unknown within the author's knowledge: this is the main problem which we investigate in this paper. By "recursive subresultants," we denote determinants which represent elements of recursive PRS by the coefficients of initial polynomials. This paper is organized as follows. In Sect. 2, we introduce the concept of recursive PRS. In Sect. 3, we define recursive subresultant and show its relationship to recursive PRS. In Sect. 4, we discuss briefly using recursive subresultants in approximate algebraic computation.
Recursive Polynomial Remainder Sequence (PRS)
First, we review the PRS, then define the recursive PRS. At last, we show recursive Sturm sequence as an example of recursive PRS.
Definition of Recursive PRS
Let R be an integral domain and polynomials F and G be in R [x] . We define a polynomial remainder sequence as follows.
Definition 1 (Polynomial Remainder Sequence (PRS)). Let F and G be polynomials in R[x]
of degree m and n (m > n), respectively. A sequence (P 1 , . . . , P l ) (1) of nonzero polynomials is called a polynomial remainder sequence (PRS) for F and G, abbreviated to prs(F, G), if it satisfies
for i = 3, . . . , l, where α 3 , . . . , α l , β 3 , . . . , β l are elements of R and deg If F and G are coprime, the last element in the complete PRS for F and G is a constant. Otherwise, it equals the GCD of F and G up to a constant: we have prs(F, G) = (P 1 = F, P 2 = G, . . . , P l = γ · gcd(F, G)) for some γ ∈ R. Then, we can calculate new PRS, prs(P l , d dx P l ), and if this PRS ends with a non-constant polynomial, then calculate another PRS for the last element, and so on. By repeating this calculation, we can calculate several PRSs "recursively" such that the last polynomial in the last sequence is a constant. Thus, we define "recursive PRS" as follows.
Definition 2 (Recursive PRS). Let F and G be the same as in Definition 1. Then, a sequence
of nonzero polynomials is called a recursive polynomial remainder sequence (recursive PRS) for F and G, abbreviated to rprs(F, G), if it satisfies
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For a sequence of nonzero real numbers L = (a 1 , . . . , a m ), let V (L) be the number of sign variations of the elements of L. Then, we calculate the number of the real zeros of P (x), including multiplicity, as
⊓ ⊔
Subresultants for Recursive PRS
Let F and G be polynomials in R[x] such that
To make this paper self-contained and to use notations for our definitions, we first review the fundamental theorem of subresultants, then discuss subresultants for recursive PRS.
Fundamental Theorem of Subresultants
There exist several different definitions of subresultants. Here, we follow definitions and notations basically by von zur Gathen and Lücking ( [6] ). ). The Sylvester matrix of F and G, denoted by Syl(F, G), is an (m + n) × (m + n) matrix constructed from the coefficients of F and G, such that
Definition 4 (Sylvester Matrix). Let F and G be as in (14
Next, we define the "subresultant matrix" to derive polynomial subresultants.
Definition 5 (Subresultant Matrix). Let F and G be defined as in (14). For j < n, the j-th subresultant matrix of F and G, denoted by 
. Let F and G be defined as in (14). For j < n and k = 0, . . . , j, let
is called the j-th subresultant of F and G. ⊓ ⊔ Theorem 1 (Fundamental Theorem of Subresultants [3] ). Let F and G be defined as in (14), (P 1 , . . . , P k ) = prs(F, G) be complete PRS, and ((α 3 , β 3 ), . . . , (α k , β k )) be its division rule. Let n i = deg(P i ) and c i = lc(P i ) for i = 1, . . . , k, and
By the above theorem, we can express coefficients of PRS by determinants of matrices whose elements are the coefficients of initial polynomials.
Recursive Subresultants
We construct "recursive subresultant matrix" whose determinants represent elements of recursive PRS by the coefficients of initial polynomials.
To make help for readers, we first show an example of recursive subresultant matrix for recursive Sturm sequence in Example 1.
Example 2 (Recursive Subresultant Matrix).
We express P (x) and
where horizontal lines in matrices divide them into the upper and the lower components. Note that the matrix
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As a result, M
(k,j) (F, G) becomes as shown in Fig. 1 . Then, M (k,j) (F, G) is called the (k, j)-th recursive subresultant matrix of F and G.
⊓ ⊔ Proposition 1. For k = 1, . . . , t and j < j k−1 −1, the numbers of rows and columns of M (k,j) (F, G), the (k, j)-th recursive subresultant matrix of F and G are
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Proof. By induction on k. For k = 1, by definition of the subresultant matrix, we see that M (1,j) (F, G) is a (m + n − j) × (m + n − 2j) matrix. Let us assume that equations (25) and (26) are valid for 1, . . . , k − 1. Then, we calculate the numbers of the rows and columns of M (k,j) (F, G) as follows.
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By adding formulas (27) and (28), we obtain (25).
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This proves the proposition.
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Now, we define recursive subresultants by recursive subresultant matrices. (14), and let (P 
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Proof. For a univariate polynomial P (x) = a n x n + · · · + a 0 x 0 with a j ∈ R for j = 0, . . . , n, let us denote the coefficient vector for P (x) by p = t (a n , . . . , a 0 ). We prove the lemma by induction on k. For k = 1, it follows immediately from the Fundamental Theorem of subresultants (Theorem 1). Let us assume that (32) is valid for 1, . . . , k − 1. Then, we haveS
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Conclusion and Motivation
In this paper, we have defined recursive PRS as well as recursive subresultants, and proved a similar theorem as the fundamental theorem of subresultant. The concept of recursive subresultant is inspired, in approximate algebraic computation, by representing coefficients in recursive PRS by the coefficients of initial polynomials. For example, consider calculating recursive Sturm sequence of a polynomial with floating-point number coefficients by floating-point arithmetic. In the case the initial polynomial has multiple or close zeros, there may exist a polynomial in the sequence such that it is difficult to decide whether the polynomial becomes zero or not. Also, zero recognition of very small leading coefficient is another important problem because it plays crucial role in calculating the number of real zeros.
For the problem of zero recognition of very small leading coefficients, the present author and Sasaki ( [5] ) have proposed a criterion for calculating the number of real zeros correctly by Sturm's method: if the Sturm sequence satisfy certain condition on Sylvester matrix, then we can neglect the small leading coefficient which makes computation of the Sturm sequence more stable. We expect that the recursive subresultant (matrix) will be useful for zero recognition of a polynomial in recursive Sturm sequence, by representing its coefficients by the coefficients of initial polynomials then analyzing it by numerical methods; this is the problem on which we are working now.
