Abstract
Introduction
Inter frame prediction coding involves removal of temporal redundancy between any two given video frames. In order to achieve compression of video signals, motion estimation between the successive frames is performed which contributes significant bit saving by transmitting only the motion vectors. This is the most computationally intensive operation in the coding and transmitting of video signals [1] [2] [3] . Due to this, block based motion compensation techniques have been proposed to alleviate the computational burden [8] [9] [10] [11] [12] . Now we review the recent studies reported on block based motion compensation techniques. Early in 1981, Koga et al. proposed the three-step search (TSS) method [5] . It employs rectangular search patterns with different sizes. The proposed algorithm doesn't work well to most real-world video sequences in which the motion vector distribution was non-uniformly biased toward the zero vectors. Later, some variants and improved versions of fast motion estimation were proposed. In 1994, Li et al. proposed the new three-step search (NTSS) [6] . The algorithm suits well for searching large motion. The algorithm considers a center-biased search pattern and supports a halfway-stop technique. It is faster on the average, and yields better motion estimation as compared to the usual TSS. In 1996, Po et al. proposed the four-step search (4SS) [7] which reduces the search points further, while maintaining a performance similar to NTSS in terms of motion compensation errors.
The early algorithms are fast but too simple, and yield relatively low estimation speed. In recent years, some advanced models are proposed. In [4] , Z. Y. Mai et al. proposed a motion estimation method based on SSIM (MEBSS). An improved MEBSS for H.264 inter-coding has been proposed. Experiment results show that the MEBSS can reduce average 20% bit rate and 2% encoding time while maintaining the same perceptual video quality and the maximum reduction in bit rate is more than 50%. Anastasias et al. proposed Hexagonal (HS) that adopts center-biased checking point pattern for fast block motion estimation [3] . Experimental results show that HS provides competitive performance with reduced computational complexity. Cross diamond search (CDS) which exploits a more dominant cross-center-biased property in most real-world sequences was proposed by Cheung et al. [1] . CDS requires about two to five fewer points than DS. Ding et al presented a Line search strategy and a parallel search pattern strategy in [2] . Computational complexity has been greatly reduced using the proposed search pattern.
The above mentioned algorithms are essentially single model based methods. In recent year, the hybrid models are found to be more effective than single-model-based methods. In 2004, Xuang et al. proposed a new efficient three-step-search in [8] . The proposed algorithm employs a small diamond pattern in the first step, and the unrestricted search steps are used to search the center area. Experimental results show that the algorithm performs better than new three-step search in terms of mean square error (MSE) and computation time saving by up to 15% on average.. In 2005, Chun et al. proposed cross-diamond hexagonal search (CDHS) and hexagonal search patterns (HSP). CDHS employs a smaller cross-shaped pattern before the first step of CDS and replaces the diamond-shaped pattern with hexagonal search patterns (HSP) in subsequent steps. The proposed algorithm performs faster than diamond search (DS) and CDS. In 2006, Liu et al presented a variable shape search algorithm in [9] . The algorithm works based on the principle of diamond search and hexagon search. The initial big diamond search was used to verify the directional center-biased characteristics of the real-world video sequence, and the directional hexagon search has been used to identify a small region where the best motion vector is expected to locate. Finally, the small diamond search selects the best motion vector in the located small region. In order to improve the performance of motion estimation in video coding, a novel search algorithm that utilizes the global search ability of particle swarm optimization (PSO) and the local search ability of simplex method (SM) was proposed [10] . In [11] , a novel method called the threshold-aware two-path search (TATPS) block matching algorithm was presented. In [12] , the block-based estimation method is extended to evaluate the effect of dropping parts of coefficients in H.264 bit-stream.
Fig 1. Search Pattern for Proposed Algorithm
It is well known that the tradeoff between the efficiency of motion estimation and reconstructed quality of video frame lies on the selection of suitable techniques. This paper suggests a hybrid motion compensation technique (H-MCT) based on the search approach such as cross diamond search and efficient 3-step search algorithm. The objective of this research is to show that the number of search points can be reduced to alleviate the computational complexity. The performance is evaluated with two matching criteria functions, namely, sum of absolute difference (SAD) and mean absolute difference (MAD) and the experimental results show that the proposed scheme performs better than CDS and E3SS [8] scheme in terms of computational time and search point requirements. 
The proposed Hybrid Scheme Fig Proposed Motion Estimation technique flow diagram
In order to ease the computational burden involved in CDS and E3SS for different types of video sequences (both slow movements and fast movements), hybrid motion compensation technique (H-MCT) algorithm is proposed which involves less computation overload for any type of video sequences. The pattern for the proposed algorithm is shown in Fig 1. It involves the pattern considered for both CDS and E3SS algorithms. 
Experimental Results and Discussions
The performance of the proposed hybrid scheme is evaluated in terms of two matching criteria SAD and MAD, number of search points, fidelity measure such as PSNR. The computational complexity is also compared by observing the total processing times. Consider a block of pixels of size N*N in the reference frame, at a displacement of (i, j), where i and j are integers with respect to the candidate block position. The computational complexity is evaluated by the total number of addition and multiplication involved in the motion estimation procedure, instead of evaluated by the running time since the running time is heavily affected by the hardware platform and the programming skill.
Matching criteria SAD and MAD are defined as [3, 16] :
PSNR characterizes the motion compensated image that is created by using motion vectors and macro blocks from the reference frame and is given by Eq. (3):
The proposed algorithm is tested with standard video sequences and the results are compared with CDS & E3SS algorithms respectively. The given video still frame is divided into 16x16 block size. It is known that the frame block size is considered to be stationary or quasi stationary due to center biased global minimum motion vector distribution, motion vector confined to area with search window size ±7 [10] . Figs 2-4 show the computational calculation estimated based on the two cost functions, MAD and SAD for different video sequences. The final keyframes by the proposed scheme
It can be seen from the Figs 2-4 that the proposed technique performs better than CDS and E3SS schemes in terms of the cost functions MAD and SAD irrespective of the number of frames. Fig.5 shows the computational requirement obtained for the average video datasets. Fig.5 confirms the computational efficiency of the proposed technique. In order to further evaluate the performance of the proposed motion estimation technique, the number of search points has been calculated and Fig. 6 shows the motion vectors required for the computation for different video dataset. For the full search scheme, all the video sequences require 250 search points.
From Fig.6 , it can be inferred that the proposed scheme requires less search points compared to the other motion estimation techniques which confirms its efficiency. Fig.7 shows the fidelity results obtained for different schemes.
Although the value of PSNR obtained for the proposed scheme found to be less, the computational complexity along with the fidelity results together suggest the suitability of the proposed scheme for real-time video compression problems. 
