A new stochastic process is introduced and considered -squared Bessel process with special stochastic time. The analogues of fundamental properties for Brownian motion are deduced for squared Bessel process. In particular an analogue of the celebrated strong Markov construction of Brownian motion independent of a given sigma field is presented and proved. This result has strong consequences. It allows for deeper understanding the nature of first hitting time of squared Bessel process. The joint distribution of two correlated squared Bessel processes is presented. For squared Bessel process it is also established a new interesting time inversion result. It is presented a general formula that ties squared Bessel process, geometric Brownian motion and its additive functional and that is generalization of the known Lamperti's relation. The new introduced process enables to find the conditional distribution of the first hitting time of a squared Bessel process with nonnegative index. Finally a completely new method of finding the density of first hitting time of squared Bessel process with nonnegative index is presented.
Introduction
Time changing and use of so called Bessel clock were among plenty of techniques used to explain the distribution of Brownian motion functionals. In series of works Yor, Matsumoto and co-authors delivered results for distributional dependencies betwen A t = t 0 e 2Bu+2µu du and e Bt+µt using the unique properties of squared Bessel processes (BESQ) (see for instance [4] , [12] , [13] , [14] , [1] ). These studies have given a reflection of the great and still growing importance BESQ processes play in distributional explanation of Brownian motion functionals. In this work we follow these studies. We introduce the new process with special stochastic time that turns out to play some surprising role in the understanding the distribution and path behaviour of squared Bessel process. To give an example -the very fundamental result coming from strong Markov property for Brownian motion is that for a stopping time τ the process (B τ +t − B τ ) is another Brownian motion independent of F τ on some filtered probability space with Brownian motion B. The natural question one may ask is if the similar construction can be deduced for another fundamental processes for instnace for squared Bessel process. In this work we answer this question positively for a squared Bessel process with nonnegative index. The answer comes along with the mentioned new introduced stochastic process which we call squared Bessel time process. If R is a squared Bessel process with nonnegative index and a (F t )-stopping time τ , then the procesš R a = R(τ + aR(τ )) R(τ ) , a ≥ 0 turns out to be a new squared Bessel process independent of F τ . We present the natural example where squared Bessel time process occurs -geometric Brownian motion. It is known that the triple of geometric Brownian motion, its additive functional and squared Bessel process constitute some closed system known as Lamperti's relation (see for instance [10] , [11] , [14] ). We discover that the new introduced process is strictly connected with this system. We present that Lamperti's relation is a particular case of even more general identity that ties the triple. This observation definitely extends the understanding of the relation between geometric Brownian motion, it's additive functional and related squared Bessel process.
We present some interesting application of the squared Bessel time process: we establish the joint law of two correlated squared Bessel processes. This is important result as the popular in appliactions CIR process is nothing but squared Bessel process with deterministic changed time (see for instance Section 6.3 in [8] ). Another application presented is the new time inversion result for squared Bessel process. The review and examples of time inversion results for Markov processes can be found in [13] . The new result we present in this paper is that the law of inversed squared Bessel process is the same as the law of (scaled) squared Bessel process starting from the random point.
Finally, an effective application of the introduced process is the description of distribution and conditional (and hence joint) distribution of first hitting times for squared Bessel process. The first hitting time is an important object in theory of stochastic processes. In particular the distribution of first hitting time is crucial in financial mathematics for problem of barrier options valution. The study of the first hitting time for a Bessel process has been undertaken recently by Hamana and Matsumoto in [6] and [7] . They found the solution for an appropriate differential equation tied to the generator of the Bessel process and used the fundamental fact that the Laplace transform of hitting time is such a solution (see also Kent [9] ). After inverting the Laplace transform, which is very hard computational task using among others theory of meromorphic functions and other complex analysis techniques, they obtained explicit expressions for the densities by means of the zeros of the Bessel functions. Some sharp estimates for the density of first hitting time of Bessel process were presented also in [3] . Instead of considering the first hitting time for Bessel process we consider the first hitting time of its square -namely squared Bessel process. We use the squared Bessel time process to establish the conditional distribution P(τ y ≤ t|R(T ) = x), where τ y is the first hitting time of y by a squared Bessel process R and t ≤ T . We present completely new method of obtaining the density of τ y by a solution of special inhomogenuous Volterra equation of the first kind. The interesting property of trajectory of squared Bessel process is the deduced: if t > 0 and a starting from 1 BESQ at time t satisfies R(t) > 1, there is almost sure a point on interval (0, t] such that R reaches 1 at this point.
Bessel time process
In the sequel R denotes a squared Bessel process (BESQ), considered when needed on the canonical space of all continuous functions on [0, ∞) along with its Borel sets (C([0, ∞), B). By P x we denote the measure for coordinate process such that R(0) = x ≥ 0 -we are using the standard notation for a Markov family indexed by a starting point x (see for instance Chapter III in [16] ). For simplicity we will use P instead of P 1 (for the special case x = 1).
When canonical space is considered -(F t ) t≥0 denotes canonical filtration generated by coordinate process, augmented to satisfy usual conditions. On the space with a squared Bessel process R, (F R t ) t≥0 denotes filtration generated by R and augmented to satisfy usual conditions. On the canonical space C([0, ∞) → R) we follow the standard notation where θ denotes the shift operator. For a squared Bessel process R we assume that index µ is nonnegative, which assures that the set {0} is polar. If µ > 0 the process is transient and never reaches 0 (for a detailed disscusion see Section 1 Chapter XI in [16] ).
Definition 2.1. Let R be a squared Bessel process of index µ ≥ 0 starting from 1. Let a ≥ 0. We define a Bessel time process as
It is clear from the definition that (X(t, a)) t is not an (F R t ) t≥0 -adapted process. However, it is a functional of R and it turns out that it inherits some markovian features. Let us start from the following elementary lemma. 
Proof. Let R be the coordinate process. In our notation R is under P the squared Bessel process such that R(0) = 1 and F t takes the role of F R t . We have
Using Markov property of R for a positive Borel-measureable function f we can write
which gives equality (3).
For next proposition let us introduce some auxiliary notation. Let R
where a ≥ 0 is fixed. In case v = 1 we use R instead of R 1 and X 1 (t, a) = X(t, a) defined by (1) .
Proof. Let t > 0 and r v t = R v 2 t be a Bessel process. The density p t of a Bessel process r v is obtained from that of BESQ by a straightforward change of variables (see Section 1 in Chapter XI [16] ).
where I µ is a modified Bessel function. Let us look at X v 2 (t, a) as a functional of the Bessel process r v t . We have
where in the last equality we use Fubbini's theorem and substitutionỹ = y/x. From the last expression we obtain
For next considerations let us denote
and observe that from Proposition 2
Corollary 2.4. Let a ≥ 0. For fixed t ≥ 0, on the canonical space
Moreover X(t, a) is independent of F t and the two above facts hold for any (F t ) t≥0 -stopping time τ .
Proof. By previous proposition distribution of X(t, a), for fixed t ≥ 0 and a ≥ 0 does not depend on t nor on the starting point of R v 2 . As a consequence for every s, t ≥ 0 random variable X(t+ s, a) does not depend on F s . Indeed, for any positive Borel-measureable function f on [0, ∞) from (3) and observation about H made before corollary we obtain
To conclude that X(t, a) is independent of F t it is enough in last equality to put 0 instead of t and t instead of s.
Let us now observe that due to strong markovianity of R, the above facts hold for any (F t ) t≥0 -stopping time τ . Indeed
where in the second equality we used the scaling property of BESQ, namely: for any x > 0 the process (
Let us define by τ y the first moment of reaching y > 0 by R, i.e.
Moreover for t > 0 and any positive Borel-measureable f we have
Proof. For ǫ > 0 consider X(t, ǫ). Let f be Borel and positive. From the strong Markov property of R we have
For the second part of the proposition observe that from Corollary 2.4
R(τy+ǫy) y has a BESQ distribution at time ǫ independent of τ y . In result
where in the second equality we used again Corollary 2.4.
The next theorem tells that having obtained y, in a short time, process R escapes in some sense arbitrarily far away from the point y.
Theorem 2.6. Let δ > 0. Then
Proof. From the previous proposition
Observe that for x = 1 we have lim t→0 f x (t) = lim t→∞ f x (t) = 0. Thus the assertion follows now from continuity of f x and the Lebesgue theorem. Now let us fix t ≥ 0 and look at the process (X(t, a)) a≥0 with respect to filtration
It is clear that X(t, 0) = 1. The surprising and less obvious is the next: Theorem 2.7. For any fixed t ≥ 0 the process (X(t, a)) a≥0 is starting from 1 and independent of F t BESQ with index µ ≥ 0.
Proof. We will show that positive process r given by (r 2 a ) a≥0 = (X(t, a)) a≥0 is a Markov process with transition density given by (5) and such that X(t, 0) = 1. Let p be a transition function of √ R. Let us again look at the X(t, a) as a functional of Bessel process √ R (see the proof of Proposition 2.3). Choose 0 ≤ a 1 < a 2 < .. < a n and f 1 , f 2 , .., f n , where each f i is a positive Borel function. Observe that
.dx 1 dx, where we substitutedx i = xi x and used the fact that for any a > 0
Remark 2.8. The last theorem shows that having a BESQ(µ), let's say R, for a fixed t ≥ 0 we can construct another BESQŘ a = R(t+aR(t)) R(t)
which is again BESQ with index µ, but independent of F t . This is what we announced in introduction. When one looks closer one can see that this is an analogue construction to (B τ +t − B τ ), B -standard Brownian motion, but for BESQ process. From strong Markov property for BESQ follows that t in the definition ofŘ a can be replaced by a stopping time τ . Let us observe that for a process R the usual procedure of adding a cemetary point (to define R(τ ) on the whole space Ω) and puting R(τ ) = ∆ on {τ = ∞} may be forgotten as the death point of R is infinite a.s. (ζ = ∞ -see also remark after Theorem 3.1 in Chapter III and Exercise 2.10 in Chapter IX of [16] ). Theorem 2.9. Let τ be an (F t )-stopping time. Then the process (X(τ, a) ) a≥0 is BESQ with index µ ≥ 0 starting from 1 and independent of F τ .
Proof. From Theorem 2.7 the assertion holds for τ taking values in a countable set. To get the general case we introduce τ n = [16] ).
Having constructed a new squared Bessel process (Ř) a≥0 = (X(t, a)) a≥0 independent of a given filtration (F t ) we may wonder if some analogues of reflection principle for Brownian motion occur for BESQ. As we can see in the next theorem the answer is positive. Moreover, we will see in the Section 4 that this analogue of principle reflection has very strong consequence, as it allows in completely new way establish the density of the first hitting time of squared Bessel process.
Theorem 2.10. Let R,R be two independent copies of BESQ with index µ ≥ 0 and starting from 1. Fix t > 0. Then for every 0 < y ≤ b
Proof. For 0 < y ≤ b, we have
where a y = (t − τ y )/y ∈ F τy is well defined and nonnegative on {τ y ≤ t}. For every a ≥ 0 from the last remarkŘ a = R(τy+ay) y is independent of F τy . Thus
In fact we can state more about the path of BESQ after hitting the point y > 0:
, whereŘ is BESQ(µ) independent of F τy .
Proof. From Corollary 2.4 and Theorem 2.9 (Ř a , a ≥ 0) = (X(τ y , a), a ≥ 0) is the squared Bessel process with index µ and independent of F τy . From Definition 1 we haveŘ
AsŘ a is independent of F τy we have for a = τ y α−1 y
Proposition 2.12. For fixed t ≥ 0 and any s ≥ 0
, whereŘ x is BESQ(µ) independent of R starting from x ≥ 0.
Proof. Observe that (X(t, a), a ≥ 0) is independent of F t by Theorem 2.7. For any s ≥ 0 and a = s R(t) we have
, whereŘ is independent of F t squared Bessel process. From the last equality
.
Assertion follows now from scaling property of BESQ and independency of procesš R and random variable R(t).
Proposition 2.13. For fixed t ≥ 0 and any bounded measurable functional F t on C([0, t]; R + )
(13) EF t (R)R(t + aR(t)) = (1 + δa)EF t (R)R(t).

In result (14) E(R(t + aR(t))|F t ) = (1 + δa)R(t)
and (15) ER(t + aR(t)) = (1 + δa)(1 + δt).
Proof. From Corollary 2.4 X(t, a) is independent of F t . Thus
E(F t (R)R(t + aR(t))) = E(F t (R)R(t)X(t, a)) = E(F t (R)R(t))EX(t, a)
= (1 + δa)E(F t (R)R(t)).
The application of the squared Bessel time process leads us to the construction of two correlated squared Bessel processes with explicitly known joint distribution. In fact it is the answer to the question how the joint distribution of the two correlated Bessel processes looks like. The question arose in financial mathematics and is strictly connected with the stochastic volatility models, where an asset price process and its variance are two correlated stochastic processes (see [8] ). For instance popular among practitioners CIR process is a squared Bessel process with deterministic changed time. However, as far as we know, the joint distribution of two correlated CIR processes is not known. Although the correlation structure in stochastic volatility models is usually imposed on the dynamics of the two processes, we belive our construction gives some new light on this subject. Theorem 2.14. For a fixed t ≥ 0 define
Then (Ř a , U a ) is the pair of the two corellated squared Bessel processes with index µ and covariance given by
H(s, t, δ) = 1 + (t ∧ s)(δ + 4) + 2δ(t ∧ s) 2 + δ(t ∨ s)(1 + δ(t ∧ s)).
Moreover for any positive, Borel functions f, g and R (1) , R (2) , R (3) three independent, starting from 1 BESQ processes with index µ we have
(1−R
Proof. From Theorem 2.7Ř a is a squared Bessel process with index µ independent of F t . ThusŘ a and R(t) are independent, and in result from scaling property of BESQ, for fixed t ≥ 0 the process
, a ≥ 0) is BESQ with index µ starting from the random point R(t). From the definition ofŘ a we have
Observe that from Markov property for a BESQ R starting from 1 and t, s ≥ 0 we obtain
where we used the fact that for
we have
and the definition of function H. Observe that
In result from the last equality we obtain
Now let f, g be two positive, Borel functions. We have
We have further
(1,ỹ)dxdzdỹ.
In the same way we obtain
(1,z)dxdzdỹ
The next important result is another version of time inversion for squared Bessel process (for a short review of time reversal/inversion theory see for instance Chapter VII Par. 4 in [16] or [13] ). In fact it is an answer to the following question: can we obtain any equivalence between the BESQ process and the BESQ process of the same index but with inverted time? The answer is positive. We can achieve it by making the starting point of BESQ random. Theorem 2.15. Let R x be BESQ with index µ ≥ 0 and starting from x > 0. Let
Then for any fixed t ≥ 0 the following equivalence in law holds
where S is independent ofR squared Bessel process with index µ.
Proof. By Theorem 2.7 (X(t, a), a ≥ 0) is BESQ(µ) starting from 1 and independent of F t . DefineR t = t 2 R starting from 0. Indeed, there exists a constant M > 0 such that
where B (i) , i = 1, .., M are independent Brownian motions. Thus
and obviously the last expresion tends to 0 for t ↓ 0. For detailed study and the role ofR in the time-inversion operations see [13] . In particularR is a square of an upward Bessel processr with index µ ≥ 0. The processsr is a diffusion (see again [13] ) on [0, ∞) with generator
. Now, inŘ a , let us put at 2 in place of a to obtaiň
In result (19)
Now observe that from Theorem 2.7, LHS of (19) is independent of F 1 t , thus ofR t . In result, if we replace a with â Rt in (19) we obtain
Finally from scaling property of BESQ we have
and the processŘ is BESQ(µ) independent ofR t .
Corollary 2.16. (Time inversion)
For any t ≥ 0 we have equality in law
whereR andR are independent.
Proof. It is enough to put a = 1 t to obtain from the previous theorem
To finish the proof observe that both sides of the last equality tend to 0 with t → 0.
Bessel time process and geometric Brownian motion
Although in the previous section we have already seen the surprising applications of the Bessel time process (X(t, a) , a ≥ 0), one may wonder where the construction of squared Bessel time process can be observed. The answer is: the structure of Bessel time process is observed in decomposition of a geometric Brownian motion.
where
Proof. Let R be a BESQ(µ) such that R(A h ) = e 2B h +2µh . The last identity is known in literature as Lamperti's relation (for the detailed study of it see for instance [19] or [14] ). From the definition of X we have
From the known decomposition
s (see [4] , [12] )and Lamperti's relation
Note that the process (e 2Bs+2µs , s ≥ 0) is independent of F B h . In the same time processes R, B are adapted to the filtration (F R t ).
Let us introduce some useful notation. For a standard Brownian motion B and h ≥ 0 letB
t 0 e 2Bu+2µu du ≥ h} is a stopping time, (B(κ h )) is another Brownian motion independent of F κ h . Lamperti's relation implies that for any Brownian motion B there exists associated squared Bessel process with index µ such that
The triple R(t), A t , e 2Bu+2µu constitutes then the closed system. In particular there exists a BESQ(µ)R h such that
Recall that for h ≥ 0
Next theorem states that for the Brownian motionB(h) the squared Bessel procesš R h is exactly the BESQR h associated toB(h) from Lamperti's relation (the closed system). Proof. By (21) we have
Now observe that from the definition ofŘ
On the other hand ifR h is an associated toB(h) BESQ(µ) from Lamperti's relation thenR
The proof is complete.
The surprising conclusion coming from the Bessel time process considerations is that Lamperti's relation is a special case of a deeper fact:
where R,Ř x are two independent BESQ(µ) starting from 1 and x ≥ 0 appropriately.
Proof. From Proposition 2.12 we have
whereŘ x is BESQ(µ) starting from x ≥ 0 and independent of R. To finish the proof it is enough to put A t instead of t in last equality. 
Distribution and conditional distribution of the first hitting time of squared Bessel process
In first part of the section we present how the theory of squared Bessel time process introduced in previous sections enables us to describe the conditional distribution of the first hitting time of squared Bessel process. Again we assume that index µ is nonnegative and starting point of considered BESQ is equal to 1. As above we denote by τ y a first hitting time of y > 0 by a BESQ R. Let g y be a density of the random variable τ y g y (t)dt = P(τ y ∈ dt).
Let q t denote the transition density of the squared Bessel process R x with index µ ≥ 0 and starting from x q t (x, y)dy = P(R x (t) ∈ dy).
We have the following important theorem describing the conditional distribution P(τ y ≤ t|R T = x) Theorem 4.1. Let t ≤ T and y > 0. We have for x > 0
Proof. From Theorem 2.9 we have the following representation 1
whereŘ is independent of F R τy . Put a = T − τ y . Observe that on the set {τ y ≤ t} we have for positive Borel-measureable f
y is starting from y BESQ(µ), independent of F R τy . We have in result
On the other hand independency betweenŘ y and F R τy along with Fubinni's theorem yields
Thus from both equalities
The previous theorem states that conditional distribution of first hitting time of squared Bessel process can be expressed in terms of transition density function q of BESQ(µ) and g y -the density of first hitting time τ y . As it was mentioned in Introduction the distribution of first hitting time of Bessel proces has been studied by several authors. The Laplace transform of the first hitting time of a point y > 1 can be computed as in [9] by general theory on the eigenvalue expansion and is expressed as a ratio of modified Bessel functions (see Section 4 in Part II in [2] ). The thorough study of first hitting time for linear continuous Markov processes can be found also in Chapter VII Section 3 in [16] . In case y < 1 the distribution of first hitting time of Bessel process can be found in recent works of Hamana and Matsumoto ([6] , [7] ). When the index of Bessel process is 1 2 the density is expressed as simple formula, in other cases the density formula is expressed via series and integral representation using the zeros of the Bessel functions (see Theorem 2 in [6] ).
In this paper we present completely new method of obtaining the distribution of first hitting time. Instead of considering a Bessel process we study the hitting time of squared Bessel process. One can easily check that for nonnegative index the first hitting time of BESQ τ y is the corresponding first hitting time of √ y of Bessel process. We use Theorem 2.10 to obtain the density of τ y as a solution of an inhomogenuous Volterra integral equation of the first kind. Proof. LetR be BESQ(µ) independent of R. From Theorem 2.10 we have for x ≥ y P(R(t) < x) = 1 − P R t − τ y y ≥ x y , τ y ≤ t .
Thus from independence betweenR and R and the last equality we obtain q t (1, x) = P(R(t) ∈ dx)/dx = − ∂ ∂x P R t − τ y y ≥ x y , τ y ≤ t = − ∂ ∂x Proof. If y = 1 we have from Theorem 4.1 for T = t P(τ 1 ≤ t|R(t) = x) = 1 q t (1, x) t 0 q t−z (1, x)g 1 (z)dz.
However for x ≥ 1 we have from Theorem 4.2 q t (1, x) = t 0 q t−z (1, x)g 1 (z)dz, hence P(τ 1 ≤ t|R(t) = x) = 1.
