Abstract. Given a doubly infinite sequence of positive numbers {c k : k ∈ Z} such that {c −1 k : k ∈ Z} satisfies a LLN with limit α ∈ (0, ∞], we consider the nearest-neighbor simple exclusion process on Z where c k is the probability rate of the jumps between k and k + 1. If α = ∞ we require an additional condition corresponding to macroscopic homogeneity of the medium. By extending a method developed in [7] we show that the diffusively rescaled process has hydrodynamic behavior described by the heat equation with diffusion constant 1/α. In particular, the process has diffusive behavior for α < ∞ and subdiffusive behavior for α = ∞.
Introduction
We consider a system of particles on Z with site exclusion interaction whose stochastic dynamics has Markov generator
where f is a cylinder function on the state space {0, 1} Z and, given η ∈ {0, 1} Z , η k,k+1 is defined as
The family {c k } k∈Z is thought of as the environment of the above exclusion process. We assume that c k > 0 for all k ∈ Z and that for a suitable constant α ∈ (0, ∞] lim k↑∞ S(⌊yk⌋) − S(⌊xk⌋) (y − x)k = α ∀x < y, (1.2) where ⌊·⌋ denotes the integer part and the function S : Z → R is defined as Our main results concern the hydrodynamic limit of the above exclusion process. In what follows given a probability measure µ on {0, 1} Z we denote by P µ the law of the exclusion process with generator (1.1) and initial distribution µ. Theorem 1. Suppose that {c k } k∈Z satisfies condition (1.4) with α ∈ (0, ∞). Let ρ 0 : R → [0, ∞) be a bounded Borel function and let {µ n } n≥0 be a family of probability measures on {0, 1} Z such that, for all ϕ ∈ C 0 (R) ∩ L 1 (R) and δ > 0, where ρ : R × [0, ∞) → R satisfies the heat equation
with boundary condition ρ(x, t)dx → ρ 0 (x)dx vaguely as t ↓ 0.
We remark that the above function ρ can be represented as ρ(x, t) = R p(t, x − y)ρ 0 (y)dy, where p(t, x) is the density of a Gaussian variable N (0, 2t/α). We can prove the subdiffusive behavior of the system whenever condition (1.2) is satisfied together with the following technical condition (H): For all x ∈ Q, ∀a = 0, ∀ε > 0 there exists a sequence of numbers b n with ab n ≥ 0 such that
Note that condition (H) is satisfied if the following holds:
Theorem 2. Suppose that {c k } k∈Z satisfies condition (1.2) with α = ∞ and condition (H). Let ρ 0 : R → [0, ∞) be a Borel function and let {µ n } n≥0 be a family of probability measures on {0, 1} Z such that, for all ϕ ∈ C c (R) and δ > 0,
Then, for all t > 0, ϕ ∈ C c (R) and δ > 0,
The above exclusion process with bond disorder is an example of random barrier model (a small transition rate c k corresponds to a barrier between sites k and k + 1) and it has been used by physicists to model transport of charge carriers in one dimensional disordered media (see for example [1] , [2] ). From a physical viewpoint (1.2) is the natural condition in order to observe a diffusive behavior possibly with zero diffusion constant: the diffusively rescaled process can be associated to a 1D resistor network with Z/n as vertex set such that the bond [j/n, (j + 1)/n] has resistace 1/(nc j ). Then the total resistance of the filament (x, y] is given by
Therefore, assumption (1.2) means that the linear filament has uniform (macroscopic) resistance per unit length equal to α. In particular, it is natural to have a non trivial diffusive behavior if α < ∞ and a null diffusive behavior if α = ∞ (condition (H) is a more technical condition, used only in the proof of Proposition 6). Due to the above observation the conditions required in [7] [Theorem 3] appear artificial. There, K. Nagy proves the same result as in Theorem 1 above for almost all realization of a i.i.d. random environment {c k } k∈Z by requiring that E(c −4 k ) < ∞ and that c k ≤ C < ∞ a.s. The strategy followed by K. Nagy consists in showing that, for what concerns bulk diffusion, one can ignore the site exclusion constraint in the diffusive limit. In these notes we show how to improve this method by using a classing result of C. Stone [8] allowing to represent the random walk on Z having c k as probability rate for a jump between k, k + 1 as a space-time change of a 1D Brownian motion (see also [5] ).
We observe that by standard techniques for non gradient systems one can prove the hydrodynamic limit for the exclusion process on Z d where c x,y is the probability rate for a jump between adjacent sites x, y and {c x,y : |x − y| = 1} is a family of i.i.d. random variables such that 0 < C ≤ c x,y ≤ C −1 a.s. The hydrodynamic limit holds for almost any realization of the disorder {c x,y : |x − y| = 1} and is independent from the disorder. See for example [4] (here the canonical expectation of the gradient density field is zero, thus simplifying drastically the treatment in [4] and allowing to get a proof for any dimension).
Finally, we point out that the result of Section 4 are valid in all dimensions. In forthcoming notes we will treat exclusion processes on Z d , d ≥ 2, with bond-dependent transition rates.
The paper is structured as follows. In Section 2 we discuss some examples and applications. In Section 3 we show that the dynamics of the above exclusion process is well defined and recall its graphical representation. In Section 4 we recall and extend the method developed in [7] [Section 4]. In Section 5 we study the symmetric random walk on Z with rates {c k } k∈Z using Stone's representation. In Section 6 we give the proof of Theorem 1 and Theorem 2.
Examples and applications
There are many deterministic situations where the assumptions of Theorems 1 and 2 are satisfied. We discuss here the case of random environment {c k } k∈Z .
If {c k } k∈Z are positive i.i.d. random variables with E(1/c 0 ) < ∞, then (1.4) is satisfied almost surely with α = E(1/c 0 ).
Let {c k } k∈Z be positive i.i.d. random variables such that 1/c 0 belong to the domain of attraction of a one-sided stable distribution with index α, 0 < α < 1. For simplicity, let us assume that
We claim that condition (1.2) is satisfied a.s. In fact, given x < y in Q let
Since 1 − z ≤ e −z for all z ≥ 0, given 0 < ε < 1,
by Borel-Cantelli lemma we can assume that a.s.
for k large enough. By taking ε small enough we get that, given x < y in Q, a.s. (1.2) is satisfied. This implies that a.s. (1.2) is satisfied for all x < y in R.
Due to the above estimate, if 0 < α < 1/2 then condition (H) is satisfied a.s. with b n = 0. In order to treat the case 1/2 ≤ α < 1 let us write Y j = 1/c j and
The above estimates imply for n large enough that
We choose β, γ such that 0 < β < 2 − 1/α and 0 < γ < 1/α with β − αγ < 0. Then we fix ρ > 0 such that ρ(β − αγ) < −1. The above estimates together with Borel-Cantelli Lemma imply that for almost all realization {c k } k∈Z condition (H) is satisfied for n = N ρ with N ∈ N and b n = N ρβ . In fact, we can fix ε > 0 small enough such that ε < 1/α − γ and ε < −β + 2 − 1/α. Then, due to Borel-Cantelli lemma, for almost all {c k } k∈Z given x ∈ Q it holds
for n large enough (depending on the environment and on x). The above estimates imply (1.6) and (1.7).
In is simple to check that all arguments in the proof of Theorem 2 remain valid by restricting to the case n = N ρ , N ∈ N. In conclusion, we have proved the following result We conclude with a remark on condition (1.2). As already noted, (1.2) implies condition (1.4). We show here that the inverse implication is false.
Consider the subsets A, B, C ⊂ Z defined as
In particular, (1.2) cannot hold for α = ∞, x = 1, y = 2. Let us verify that (
where
The above identity implies for 2 2n+1 ≤ k < 2 2n+2 that 2 3
(2.5) and (2.6) imply (2.4). Due to (2.3) and (2.4) we get lim inf
By symmetry one gets
In conclusion, {c k : k ∈ Z} satisfies (1.4) with α = ∞ but it does not satisfy (1.2) with α = ∞.
Graphical representation of the exclusion process
We first prove that due to (1.4) the dynamics of the exclusion process is well defined by using the graphical representation for exclusion processes [3] [6], which will be used also in Section 4.
Let N k (·), k ∈ Z, be a family of independent Poisson processes defined on some probability space (Ω, F, P ) such that E(N k (t)) = c k t. Given t > 0 we define G t as the random graph with vertex set Z and edges {k, k + 1} such that N k (t) ≥ 1.
Lemma 1.
For almost all ω, the graph G t (ω) has only finite connected components for all t > 0.
and the sum in the last member goes to ∞ as N ↑ ∞ since it cannot hold lim x↑∞ c x = ∞ due to (1.4) . Note that in the above bound we have used that, for a suitable constant
In particular, almost surely for all t ∈ N the set {x : N x (t) = 0} is unbounded from below and from above, thus implying that G t has only finite connected components for all t ∈ N. To conclude the proof it is enough to observe that G s ⊂ G t for s ≤ t.
Let A ∈ F with P (A) = 1 be a set of configurations ω such that G t (ω) has only finite connected components for all t > 0 and N k (·) has only jumps of value 1 for all k ∈ Z. Let ω ∈ A. Then, given an initial configuration η(0), the configuration η(t) = η(t)[ω] at time t is defined as follows:
Let C be a connected component of G t (ω) and let
Start with η(0). At time s 1 switch the values between η k and η k+1 if N k (s 1 ) = N k (s 1 −)+1 and {k, k + 1} ∈ C. Repeat the same operation orderly for times s 2 , s 3 , . . . , s n . Then the resulting configuration coincides with η(t) on C.
Site exclusion constraint
In this section, following the main ideas of [7] [Section 4], we prove that the site exclusion constraint becomes negligible when considering the bulk diffusion of the particle system, i.e. from a hydrodynamic viewpoint the system behaves as a family of independent continuous-time random walks on Z with Markov generator H :
(4.1) Note that the random walk on Z with Markov generator H is reversible since the transition rates are bond dependent. In particular, p(t, j, k) = p(t, k, j) where p(t, x, y) denotes the probability that the random walk starting at x is in y at time t.
Since
we can write
has trajectories of bounded variation on finite intervals a.s.
Formally, (4.2) implies that
where T (t) = e tH , i.e.
Due to the graphical construction of the dynamics discussed in Section 3, if x∈Z η x (0) < ∞ then dM j (s) = 0 for all 0 ≤ s ≤ t for all but a finite family of j, thus implying that the series in (4.4) reduces to a finite sum. In this case, one can check that (4.4) holds a.s. by direct computation since
The following result shows that the site exclusion constraint is negligible in the diffusive limit from a hydrodynamic viewpoint.
Proof. Let the support of ϕ be included in [−L, L] and fix ε > 0. Given x ∈ Z and t > 0 define C x (t) as the connected component of G t containing x. Then for each n we can chose b n large enough such that P (A c n ) < ǫ where A n is a measurable subset of configurations ω satisfying the following conditions:
Given η(0) and n, define η (n) (0) ∈ {0, 1} Z as
Due to the graphical construction of the dynamics and condition (4.6), if ω ∈ A n then
where η (n) (s) denotes the configuration at time s obtained by the graphical construction when starting from η (n) (0) at time 0. Moreover, due to (4.7) if ω ∈ A n then
Therefore, the l.h.s. of (4.5) for a fixed n can be bounded by
n + ε where
Since x∈Z η (n)
In order to conclude the proof it is enough to apply Lemma 2 to the above estimates.
Lemma 2. For each n ∈ N let ν n be a probability measure on {0,
Recall that the above series over j reduces to a finite sum whenever k∈Z η k (0) < ∞, and therefore it is well defined a.s.
Proof. We define f n as
(4.8)
We remark that due to the graphical representation of the exclusion process, f n can be thought of as a function on the probability space {0, 1} Z × Ω, B × F, ν n ⊗ P , where B denotes the Borel σ-algebra of {0, 1} Z . Moreover, note that |f n | ≤ c(ϕ) due to (4.4). In the following arguments n can be thought as fixed. Due to our assumption on ν n , given ε with 0 < ε < 1 there exists ℓ n ∈ N such that ν n (A c n ) ≤ ε where A = {η : η x = 0 if |x| ≥ ℓ n } .
Moreover, one can find M ∈ N such that P (B c ) ≤ ε where
Due to the graphical representation, one gets
where D = A × B and
In particular,
M,n . By the same computations as in [7] [Lemma 12], one gets
Since ε is arbitrary, we get the thesis.
5.
The random walk on Z with jump rates {c k } k∈Z
Let us recall how one can express a 1D nearest-neighbor random walk as space-time change of a 1D Brownian motion (see [8] for a detailful and more general discussion).
Let B be the Brownian motion with E(B 2 (t)) = t, defined on some probability space (W, F, P) (note that in [8] B is chosen with diffusion coefficient 2, thus changing the final results of some factors 2). Denote by L(t, y) the local time of B. Then, P-almost surely, Let ν be a Radon measure on R (i.e. ν is a Borel positive measure on R, bounded on bounded intervals). We write supp(ν) for the support of ν and assume that supp(ν) is unbounded from below and from above, namely inf (supp(ν)) = −∞ , sup (supp(ν)) = ∞ .
For each x ∈ supp(ν) and t ≥ 0 set
Note that ψ(·|x, ν) is a non decreasing right continuous function having left limits. The same holds for ψ −1 (t|x, ν) = sup {s ≥ 0 : ψ(s|x, ν) ≤ t} . [8] Let {ν n } n≥0 , ν be Radon measures on R with support unbounded from below and from above and let x n ∈ supp(ν n ) be a converging sequence with lim n↑∞ x n = x. Suppose that:
Let us recall another consequence of the results in [8] (see also [5] [Section 2]): ν) is the continuous-time random walk on {x k } k∈Z starting in x j such that after reaching site x k it remains in x k for an exponential time with mean
and then it jumps to x k−1 , x k+1 respectively with probability
5.1. The case α ∈ (0, ∞). Recall the definition of S given in (1.3) and set S n (x) = S(⌊xn⌋) n . Due to condition (1.4) 6) implying that lim n↑∞ S n (x) = αx for all x ∈ R. Set
Due to Proposition 4,
is the random walk on Z/n starting at x with generator H n : R Z/n → R Z/n where
Proof. Since lim n↑∞ ν n ({x}) = 0 for all x ∈ R, it is enough to consider the cases where a = 0 or b = 0. We deal with the former (the latter is similar).
Due to (5.6) lim n↑∞k (n) = ∞, therefore we can assume the above expression to be true for k =k,k + 1. Since S(k)/n ≤ b and S(k + 1)/n > b, (5.9) implies
and therefore the thesis. Due to the above lemma, Proposition 3 holds for all sequences x n , n ≥ 1, such that x n ∈ Z/n and x = lim n↑∞ x n . Moreover, due to (5.1) ψ(t|x, (2α) −1 dx) = (2α) −1 t thus implying Z(·|x, (2α) −1 dx) = B(2αt) + x ∼ √ 2αB(t) + x, where X ∼ Y means that the random variables X, Y have the same law.
The proof of the hydrodynamic limit will be based on the following technical result:
where ⇒ denotes weak convergence and x n = ⌊xn⌋/n.
Proof. By Proposition 3, since S n (x n ) → αx, P-almost surely
Since P-almost surely Z ·|αx, (2α) −1 dx) is continuous, (5.11) implies that P-almost surely
Fix a ∈ R. Since S is increasing and due to (5.7),
Due to (5.12) with T = t and since, given ε > 0, αa − ε ≤ S n (a) ≤ αa + ε for n large enough, we obtain that
Due to arbitrariness of ε,
5.2.
The case α = ∞. Fix x ∈ R and define S (n) : Z → R as
Define the measure ν n on R as
Proposition 4 implies that
is the continuous-time random walk on Z/n starting at x n with Markov generator H n defined in (5.8).
Proposition 6. Suppose that α = ∞ and that the assumptions of Theorem 2 are satisfied. Fix t > 0. Then for all x ∈ R,
Proof. Given n and u < v < w in Z/n, it is simple to build on a same probability space random walks X ′ n (·|u), X ′ n (·|v), X ′ n (·|w) having respectively the same law of X n (·|u), X n (·|v), X n (·|w) and such that
It is enough to start with independent RWs with generator H n starting respectively at u, v, w: as soon as the RW with initial point v hits one of the remaining two, they move together for the rest of the time. Due to such a coupling, it is enough to prove the thesis for x ∈ Q. We first prove that for all a > 0
Due to (5.14), it is enough to prove that
On (W, F, P) define the hitting time
Due to the reflection principle, Due to (5.1), the scaling property of Brownian motion and since the local time is jointly continuous with probability 1, one gets for all s ≥ 0 that
by taking s = δw 2 n one gets P ψ(δw
Consider the event
On B ρ,ε it holds
Due to condition (H ) we can find a non negative sequence b n such that
Due to (5.24), c n ( √ δρ) ≥ b n + 1 for n large enough. Therefore, on B ρ,ε ,
The above estimate and (5.23) imply that lim n↑∞ Y n = ∞ on B ρ,ε . In particular, 
Proof of Theorem 1 and Theorem 2
Let us point out that in both cases α ∈ (0, ∞) and α = ∞ it holds 1 n k∈Z ϕ k n j∈Z p(tn 2 , k, j)η j (0) = 1 n j∈Z η j (0)E (ϕ (X n (t|j/n))) ,
where X n (t|·) has been defined in (5.7) for α ∈ (0, ∞) and in (5.14) for α = ∞. Let us first prove Theorem 1. Let g(x) = E ϕ 2/αB(t) + x . Since g ∈ C 0 (R) ∩ L 1 (R) and R g(x)ρ 0 (x)dx = R ϕ(x)ρ(x, t)dx, due to our assumption on µ n we get lim n↑∞ µ n 1 n k∈Z g k n η k − R ϕ(x)ρ(x, t)dx > δ = 0.
Due to the above limit, Proposition 2 and (6.1), in order to prove Theorem 1 it is enough to show that lim n↑∞ µ n   1 n j∈Z E (ϕ (X n (t|j/n))) − E ϕ 2/αB(t) + j/n η j (0)
Since the above expectation is bounded by 1 n j∈Z E (ϕ (X n (t|j/n))) − E ϕ 2/αB(t) + j/n , due to Scheffé Theorem (see the arguments in [7] after Statement 15 or the proof of Theorem 2 below) and the uniform continuity of ϕ it is enough to prove that lim n↑∞ E (ϕ (X n (t|x n ))) = E ϕ 2/αB(t) + x , ∀x ∈ R, (6.2) where x n = ⌊xn⌋. The above limit follows from Proposition 5, thus concluding the proof of Theorem 1.
Let us prove Theorem 2. Due to (1.9), Proposition 2 and (6.1), it is enough to prove that lim n↑∞ µ n   1 n j∈Z η j (0)E (ϕ (X n (t|j/n))) − 1 n j∈Z η j (0)ϕ j n   = 0.
Without loss of generality we can assume ϕ ≥ 0. Then the above expectation is bounded by R |f n (x) − ϕ(x)| dx + ε n (6.3)
where lim n↑∞ ε n = 0 and f n (x) = j∈Z E (ϕ (X n (t|j/n))) I {x∈j/n,(j+1)/n} .
In order to conclude it is enough to apply the same arguments described in [7] after Statement 15: f n ≥ 0, lim n↑∞ f n (x) = ϕ(x) for all x ∈ R due to Proposition 6 and R f n (x)dx = 1 n j∈Z E (ϕ (X n (t|j/n))) = 1 n j∈Z k∈Z p(tn 2 , j, k)ϕ k n = 1 n j∈Z k∈Z p(tn 2 , k, j)ϕ k n = 1 n k∈Z ϕ k n → R ϕ(x)dx.
In particular we can apply Scheffé Theorem and get that the integral in (6.3) goes to 0, thus allowing to conclude the proof.
