



















Two-bubble nodal solutions for slightly subcritical
Fractional Laplacian ∗
Qianqiao Guo, Yunyun Hu
Abstract In this paper, we consider the existence of nodal solutions with two bubbles to the slightly
subcritical problem with the fractional Laplacian

(−∆)su = |u|p−1−εu in Ω,
u = 0 on ∂Ω,
where Ω is a smooth bounded domain in RN , N > 2s, 0 < s < 1, p = N+2sN−2s and ε > 0 is a small
parameter, which can be seen as a nonlocal analog of the results of Bartsch, Micheletti and Pistoia (2006)
[1].
Keywords Fractional Laplacian, Nodal solutions, Slightly subcritical problem, Lyapunov-Schmidt reduc-
tion
1 Introduction
This paper is devoted to the problem involving Fractional Laplacian

(−∆)su = |u|p−1−εu in Ω,
u = 0 on ∂Ω,
(1.1)
where Ω is a smooth bounded domain in RN , N > 2s, 0 < s < 1, p = N+2sN−2s and ε > 0 is a small
parameter, (−∆)s stands for the fractional Laplacian operator.
The fractional Laplacian appears in physics, biological modeling, probability and mathematical fi-
nance, which is a nonlocal operator. Therefore it is difficult to handle and has attracted much attention
in recent years. Importantly, Caffarelli, Silvestre [2] developed an extension method to transform the non-
local problem into a local one, which helps to study the fractional Laplacian by purely local arguments.
By using their extension, many authors studied the existence of solutions to problem (−∆)su = f(u)
with f : RN → R. For example, when s = 12 , Cabre´ and Tan [3] and Tan [4] established the existence of
positive solutions for nonlinear equations having subcritical growth.
Then it is interesting to study the blow-up phenomenon of solutions to (1.1) as ǫ→ 0+. For positive
solutions, Chio, Kim and Lee [5] established the asymptotic behavior of least energy solutions and the
existence of multiple bubbling solutions. Rois and Luis [6] generalized the work of Chio, Kim and Lee [5],
∗The second author was supported by the National Natural Science Foundation of China (Grant Nos.11271299, 11001221)
and the Fundamental Research Funds for the Central Universities (Grant No. 3102015ZY069).
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and took into account both subcritical and supercritical case. These papers are however not concerned
with the nodal solutions involving the Fractional Laplacian.
If s = 1, problem (1.1) was extensively studied about the blow-up phenomenon of positive and nodal
solutions. It was proved in [7, 8, 9] that as ε goes to zero, positive solution u to problem (1.1) blows up
and concentrates at a critical point of the Robin’s function. Rey [10] considered the positive solutions
with double blow-up and showed that the two concentration points σ∗1 and σ
∗





is a critical point of the function




2 (σ2, σ2)−G(σ1, σ2), (σ1, σ2) ∈ Ω× Ω (1.2)
and satisfies Φ(σ∗1 , σ
∗
2) ≥ 0. Here G is the Green’s function of the Dirichlet Laplacian and H is its regular
part. See also [11] for the existence of positive solutions with multiple bubbles. In a convex domain, it
proved in [12] that no positive solutions have multiple bubbles for problem (1.1). On the other hand,
nodal solutions with multiple-bubbles also exist for the problem (1.1) with s = 1 in a general smooth
bounded domain Ω. As the parameter ε goes to zero, Bartsch, Micheletti and Pistoia [1] proved the
existence of nodal solutions which blow up positively at a point σ∗1 ∈ Ω and blow up negatively at a point
σ∗2 ∈ Ω, with σ∗1 6= σ∗2 . In [13] Ben Ayed, Mehdi and Pacella classified the nodal solutions according to
the concentration speeds of the positive and negative part. Bartsch, D’Aprile and Pistoia in [14] studied
the existence of nodal solutions with four bubbles in a smooth bounded domain Ω. When Ω is a ball,
they also proved the nodal with three bubbles in [15].
In this paper, we are interested in the existence of nodal solutions which blow-up and concentrate at
two different points of the domain Ω.
In order to state our result, we introduce some well known notations. Let G be the Green’s function
of (−∆)s in Ω with Dirichlet boundary conditions, that is, G satisfies


(−∆)sG(·, y) = δy in Ω,
G(·, y) = 0 on ∂Ω,
(1.3)
where δy denotes the Dirac mass at the point y. The regular part of G is given by
H(x, y) =
cN,s






The diagonal H(x, x) is usually called the Robin’s function of the domain Ω.
Now we can state the main result. Let us consider the function ϕ : Ω× Ω→ R defined by




2 (σ2, σ2) +G(σ1, σ2), (1.5)
which will play a crucial role in our analysis.
Theorem 1.1. Suppose that 0 < s < 1 and N > 2s, then there exists a small number ε0 > 0 such that
for 0 < ε < ε0, problem (1.1) has a pair of solutions uε and −uε. As ε goes to zero, uε blows up positively
at a point σ∗1 ∈ Ω and negatively at a point σ∗2 ∈ Ω, where ϕ(σ∗1 , σ∗2) = min
Ω×Ω
ϕ.
The proof of Theorem 1.1 is motivated the result of Bartsch, Micheletti and Pistoia [1] on the local
problem, based on a Lyapunov-Schmidt reduction scheme. The main point is to find critical points of the
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finite dimensional reduced functional corresponding to critical points of the energy function of problem
(1.1). The reduced functional is given in terms of the Green’s and Robin’s functions. In subcritical
case, the role of Green’s and Robin’s functions in the concentration phenomena associated to the critical
exponent has already been considered in several works, see [7, 8, 9, 5] and [10, 11]. The proofs here
borrow ideas of the above mentioned works.
This paper is organized as follows. In section 2, we present some definitions and the basic properties
of the fractional Laplacian in bounded domains and in the whole RN . Section 3 is devoted to developing
the analytical tools toward the main results. Moreover, nodal solutions are constructed by the Lyapunov-
Schmidt reduction method. Finally, in the Appendix, some necessary estimates for the construction of
the nodal solutions are exhibited.
2 Preliminary
In this section we review some basic definitions and properties of the fractional Laplacian. We refer
to [16, 3, 17, 18, 19, 20, 21] for the details.
Let Ω be a smooth bounded domain in RN . We define (−∆)s through the spectral decomposition
using the powers of the eigenvalues of the Laplacian operator −∆ in Ω. Let {λi, φi}∞i=1 denote the
eigenvalues and eigenfunctions of −∆ in Ω with zero Dirichlet boundary condition,


−∆φi = λiφi in Ω,
φi = 0 on ∂Ω.
(2.1)










































Note that by the above definitions, we have the following expression for the inner product:
〈u, v〉Hs0 (Ω) =
∫
Ω
(−∆) s2 u(−∆) s2 v =
∫
Ω
(−∆)suv, u, v ∈ Hs0(Ω). (2.2)
We will recall an equivalent definition based on an extension problem introduced by Caffarelli and
Silvestre [2]. For the sake of simplicity, we denote Ω×(0,∞) by C and its lateral boundary ∂Ω×(0,∞) by
∂C , where Ω is either a smooth bounded domain or R
N . If Ω is a smooth bounded domain, the function
space Hs0,L(C) is defined as the completion of
C∞C,L(C) :=
{
U ∈ C∞(C¯) : U = 0 on ∂LC
}
3











where t > 0 represents the last variable in RN+1 and ks is a normalization constant (see [21, 5]). This is
a Hilbert space endowed with the following inner product





t1−2s∇U · ∇V for all U, V ∈ Hs0,L(C).
Moreover, in the entire space, we define Ds(RN+1+ ) as the completion of C∞C (RN+1+ ) with respect to the








u = tr|Ω×{0}U : U ∈ Hs0,L(C)
}
. (2.4)
It also holds that
‖ U(·, 0) ‖Hs(RN )≤ C ‖ U ‖RN+1+
for some C > 0 independent of U ∈ Ds(RN+1+ ).
Now we consider the harmonic extension problem. For some given functions u ∈ Hs0(Ω), U ∈ Hs0,L(C)
solves the equation 

div(t1−2s∇U) = 0 in C,
U = 0 on ∂LC,
U(x, 0) = u(x) on Ω× {0}
(2.5)
as a unique solution. The relevance of the extension function U is that it is related to the fractional








(x, t) = (−∆)su(x), (2.6)
where ks > 0 depends on N and s (see [2] and [17] for the entire and bounded domain case, respectively).
By the above extension, the problem (1.1) is transformed into its equivalence problem

div(t1−2s∇U) = 0 in C,








(x, t) = |U |p−1−εU on Ω× {0}.
(2.7)
In a completely analogous extension procedure, the Green’s function G of the fractional Laplacian
(−∆)s defined in (1.3) can be regarded as the trace of the solution GC(z, y) (z = (x, t) ∈ C, y ∈ Ω) for
the following extended Dirichlet-Neumann problem

div(t1−2s∇GC(·, y)) = 0 in C,








= δy on Ω× {0}.
(2.8)
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Moreover, if a function U satisfies

div(t1−2s∇U) = 0 in C,








= g(x) on Ω× {0},
(2.9)







GC(z, y)(−∆)su(y)dy for all z ∈ C,
where u = tr|Ω×{0}U .
Green’s function GC can be partitioned to the singular part and the regular part on C. For the singular







|y − z|N−2s , (2.10)




















= δy on Ω× {0}
for y ∈ RN . The regular part can be seen as the unique solution to

div(t1−2s∇HC(z, y)) = 0 in C,
HC(z, y) =
cN,s






= 0 on Ω× {0}.
Then we have
GC(z, y) = GRN+1+
(z, y)−HC(z, y). (2.11)









is an explicit family of solutions to
(−∆)su = up in RN , (2.13)



























(refer to [26, 27, 28]). Now let Wλ,ξ ∈ Ds(RN+1+ ) be the s-harmonic extension of wλ,ξ satisfying

div(t1−2s∇Wλ,ξ(x, t)) = 0 in RN+1+ ,
Wλ,ξ(x, 0) = wλ,ξ(x) for x ∈ RN .
(2.15)
















gets the equality if and only if U(x, t) = cWλ,ξ(x, t) for any c > 0, λ > 0 and ξ ∈ RN , where ks > 0 is
given in (2.6) (see [29]).
3 The finite dimensional reduction
In this section we are devoted to proving Theorem 1.1 by applying the Lyapunov-Schmidt reduction
method. Similar methods are used in [1, 10, 11, 30].
Let Ω be a smooth bounded domain in RN . Set
Ωε = ε
− 1
N−2sΩ = {ε− 1N−2sx : x ∈ Ω}, (3.1)







N−2sx) for x ∈ Ωε (3.2)
transforms equation (1.1) into 

(−∆)sv = |v|p−1−εv in Ωε,
v = 0 on ∂Ωε.
(3.3)






N−2sx) is a solution of
equation (3.3). In the proof of Theorem 1.1, solutions to (3.3) are close related to the following dilated
equation 

div(t1−2s∇V ) = 0 in Cε,








= |V |p−1−εV on Ωε × {0}.
(3.4)







problem (2.7). To look for the solutions that satisfy the equation (2.7), it suffices to apply the Lyapunov-
Schmidt reduction method to the extended problem (3.4). Moreover, it is easy to know that the harmonic
extension V of function v satisfies the problem

div(t1−2s∇V ) = 0 in Cε,
V = 0 on ∂LCε,
V (x, 0) = v(x) on Ωε × {0},
(3.5)
6
where Cε = ε−
1
N−2s C = {ε− 1N−2s (x, t) : (x, t) ∈ C}.
Let us recall the the functions wλ,ξ and Wλ,ξ defined in (2.12) and (2.15). By the result of [31], it is
known that the kernel of the operator (−∆)s − pwp−1λ,ξ is spanned by the functions
∂wλ,ξ
∂ξ1






namely they satisfy the equation
(−∆)sφ = pwp−1λ,ξ φ in RN , (3.7)
where ξ = (ξ1, · · · · ·, ξN) in RN . We also have that all bounded solutions of the extended problem of (3.7)









= pwp−1λ,ξ Φ on R
N × {0}
(3.8)
consist of the linear combinations of the functions
∂Wλ,ξ
∂ξ1






In order to construct the multi-bubble nodal solutions of (2.7), for η ∈ (0, 1), we define the admissible set
Oη = {(λ,σ) := ((λ1, ..., λk), (σ1, ..., σk)) ∈ Rk+ × Ωk, σi = (σ1i , ..., σNi ),
dist(σi, ∂Ω) > η, η < λi <
1
η
, |σi − σj | > η, i 6= j, i, j = 1, ..., k}. (3.10)
It is useful to rewrite problem (1.1) in a different setting. To this end, let us introduce the following
operator.
Definition 3.1. Let the map
i∗ε : L
2N
N+2s (Ωε)→ Hs0,L(Cε) (3.11)







iε(V ) = tr|Ωε×{0}(V ) for V ∈ Hs0,L(Cε),
which comes from the inequality (2.16), that is, for some v ∈ L 2NN+2s (Ωε) and Z ∈ Hs0,L(Cε),
i∗ε(v) = Z
if and only if 

div(t1−2s∇Z) = 0 in Cε,








= v on Ωε × {0}.
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ε (fε (iε(V ))) , V ∈ Hs0,L(Cε), (3.12)
where fε(s) = |s|p−1−εs. Notice that from (2.4) we have iε : Hs0,L(Cε) → Hs0(Ωε) ⊂ L
2N
N−2s (Ωε) and so
(−∆)s(iε(U)) makes sense.





for k ≥ 1 a fixed integer and a1, ..., ak ∈ {±1} fixed, where φε is a lower order term and Pε : Hs(RN )→
Hs0(Ωε) is the projection defined by the equation

(−∆)sPεwi = (−∆)swi in Ωε,
Pεwi = 0 on ∂Ωε,
where wi = wλi,δi , δi = ε
− 1
N−2sσi ∈ Ωε.















PεWλ,ξ = i∗ε(wpλ,ξ), PεΨjλ,ξ = i∗ε(pwp−1λ,ξ ψjλ,ξ), j = 0, 1, ..., N. (3.14)
Moreover, we let the functions Pεwλ,ξ and Pεψjλ,ξ be
Pεwλ,ξ = iε(PεWλ,ξ), Pεψjλ,ξ = iε(PεΨjλ,ξ), j = 0, 1, ..., N (3.15)
which satisfy the equations (−∆)su = wpλ,ξ and (−∆)su = pwp−1λ,ξ ψjλ,ξ in Ωε, respectively. For the sake of
simplicity, we denote
Wi =Wλi,δi , PεWi = PεWλi,δi , Ψji = Ψjλi,δi , PεΨ
j
i = PεΨjλi,δi , i = 1, 2, ..., k, j = 0, 1, ..., N. (3.16)
for δi = ε
− 1
N−2sσi ∈ Ωε and (λ,σ) ∈ Oη. Similary, we denote




= {u ∈ H10,L(Cε) : (u,Pεψji )Cε = 0, i = 1, 2, ..., k, j = 0, 1, ..., N}, (3.18)
where ε > 0 and (λ,σ) ∈ Oη. We also need the following orthogonal projections
Πε
λ,σ
: Hs0,L(Cε)→ Kελ,σ . (3.19)























Lemma 3.2. For any η > 0 there exists sufficiently small ε > 0 and a constant C = C(N, η) such that,
for every (λ,σ) ∈ Oη, the operator Lελ,σ satisfies
‖Lε
λ,σ
(Φ)‖Cε ≥ C‖Φ‖Cε ∀ Φ ∈ Kελ,σ . (3.21)
Proof. We omit it since it is similarly to Lemma 5.1 in [5]. 








exists for any ε > 0 small and
(λ,σ) ∈ Oη. Besides, if ε is small enough, its operator norm is uniformly bounded in ε and (λ,σ) ∈ Oη.
Proof. The proof is similarly to Proposition 5.2 in [5] and thus is omitted here. 
Proposition 3.4. For any sufficiently small η > 0, there exist ε0 > 0 and a constant C > 0 such that




























2 α0 if N > 6s,
C(ε+ ε| ln ε|) if N = 6s,




N−2s . Furthermore, the map Φ
ε
λ,σ
: Oη → Kελ,σ is C
1(Oη).
Proof. First of all we point out that Φε
λ,σ
is a solution of equation (3.22) if and only if Φε
λ,σ
is a fixed




































The claim will follow by showing that T ε
λ,σ
is a contraction mapping on Kε
λ,σ











































































































































































≤ Cε| ln ε|‖Φ‖Cε . (3.26)
By using Lemma A.5, (3.24), (3.25) and (3.26), we deduce that if Φε
λ,σ
satisfies (3.23), that is , Φε
λ,σ
≤
C1(ε+ γ(ε)), then there exists C1 > 0 such that ‖T ελ,σ(Φ)‖Cε ≤ C1(ε+ γ(ε)). Arguing as in the previous
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≤ L‖Φ1 − Φ2‖Cε .
for some L ∈ (0, 1). The remaining parts are obtained by standard arguments, see [30]. 
It is easy to know that for any fixed ε > 0, V ∈ Hs0,L(Ωε) is a weak solution to (3.4) if and only if it
is a critical point of the energy functional Eε : H
s






















fε(iε(V ))iε(Φ)dx for any Φ ∈ Hs0,L(Cε). (3.28)








for (λ,σ) = ((λ1, ..., λk), (σ1, ..., σk)) ∈ Oη.
Let α0 =
1
N−2s here and in the sequel. Arguing as Proposition 5.4 in [5] and Lemma 2.6 in [6], we
can obtain the following result.
Proposition 3.5. (1) Suppose ε > 0 is sufficiently small. If (λ,σ) is a critical point of the function
Iε(λ,σ), then the function V =
k∑
i=1







N−2s z) is the solution of (2.7) for z ∈ C.














wp+1 logwdx + o(ε) (3.30)
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− c0(N − 2s)
p+ 1










where w := w1,0.
Proof. We first prove (1). Setting V =
∑k
i=1 aiPεWi for the sake of simplicity. Applying I ′ε(λ,σ) = 0,






































































where ̺ is one of λi and σ
j
i with i = 1, 2, ..., k and j = 1, ..., N , chl ∈ R. We also can conclude that
chl = 0 for all h and l, which implies that the function V is a solution of the equation (3.4), and hence
U(x) is a solution to (2.7) for ε > 0 sufficiently small.












































































































wpi (Pεwi − wi)dx







α0x, σi)dx + o(ε)




















2 G(σi, σh) + o(ε),
for i, h = 1, 2, ..., k and i 6= h, where G and H are the functions defined in (1.3) and (1.4), c0 and c1 are



























































































2 G(σi, σh) + o(ε). (3.38)
























2 + o(ε). (3.39)
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= −c0(N − 2s)
2
log(λ1 · · · ·λk) + k
∫
RN
wp+1 logwdx+ o(1). (3.41)
The second equality (3.41) can be computed as Lemma 2.6 in [6], Lemma 6.2 [32] and [33]. Moreover, by





































































wp+1 logwdx− c0ε(N − 2s)
2(p+ 1)
log(λ1 · · · ·λk) + o(ε). (3.42)
Then by (3.35) and (3.42), the proof is complete. 
Now we consider the case k = 2 and suppose a1 = 1 and a2 = −1. We introduce the set
Λ := {(λ,σ) = (λ1, λ2, σ1, σ2) : λ1 > 0, λ2 > 0, σ1 ∈ Ω, σ2 ∈ Ω and σ1 6= σ2} (3.43)














− c0(N − 2s)
p+ 1
log(λ1λ2). (3.44)
Lemma 3.6. If (λ∗, σ∗) is a critical point of Υ2, then σ
∗ is a critical point of ϕ. If (λ∗, σ∗) is a minimal
point of Υ2, then σ
∗ is a minimal point of ϕ.
Proof. The proof is similarly to Lemma 3.2 in [1] and thus is omitted here. 
Proof of Theorem 1.1. Similarly as Theorem 1.1 of [1], the above lemmas and propositions give the
result. 
A Appendix
In this section, we collect some technical lemmas from [5] and give some basic estimations needed.
By using the definition of wλ,ξ, ψ
j











|x− σ|2 − λ2
(λ2 + |x− σ|2)N−2s+22










(λ2 + |x− σ|2)N−2s+22
x ∈ RN . (A.2)














x ∈ Ω. (A.4)
The first four lemmas are from Lemma C.1-C.4 in [5].
Lemma A.1. Let λ > 0 and σ = (σ1, ..., σN ) ∈ Ω. For any x ∈ Ωε, there hold
Pεwλ,σε−α0 (x) = wλ,σε−α0 (x) − c1λ
N−2s
2 H(εα0x, σ)ε(N−2s)α0 + o(ε(N−2s)α0),
Pεψjλ,σε−α0 (x) = ψ
j
λ,σε−α0
(x) − c1λN−2s2 ∂H∂σj (εα0x, σ)ε(N−2s+1)α0 + o(ε(N−2s+1)α0),
Pεψ0λ,σε−α0 (x) = ψ0λ,σε−α0 (x)− c1(N−2s)2 λ
N−2s−2
2 H(εα0x, σ)ε(N−2s)α0 + o(ε(N−2s)α0),
where c1 is defined in (3.33). As ε→ 0, o→ 0 uniformly in x ∈ Ωε and σ ∈ Ω provided dist(σ, ∂Ω) > C¯
for some constant C¯ > 0.
Lemma A.2. Let λ > 0 and σ = (σ1, ..., σN ) ∈ Ω, there hold
Pεwλ,σε−α0 (x) = c1λ
N−2s
2 G(εα0x, σ)ε(N−2s)α0 + o(ε(N−2s)α0),





α0x, σ)ε(N−2s+1)α0 + o(ε(N−2s+1)α0),
Pεψ0λ,σε−α0 (x) = c1(N−2s)2 λ
N−2s−2
2 G(εα0x, σ)ε(N−2s)α0 + o(ε(N−2s)α0),
where c1 > 0 is the constant defined in (3.33). As ε→ 0, o→ 0 uniformly in x ∈ Ωε and σ ∈ Ω provided
|σ − εα0x| > C and dist(∂Ω, εα0x) > C for fixed C > 0.










‖Pεψji ‖L 2NN−2s (Ωε) ≤ C. (A.6)
Moreover, we have








C if N > 6s,
Cε−
(6s−N)α0
2 | log ε| if N ≤ 6s
(A.8)
and
‖Pεψ0i ‖L 2NN+2s (Ωε) ≤


C if N > 6s,
Cε−
(6s−N)α0
2 | log ε| if N ≤ 6s.
(A.9)
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Lemma A.4. For i = 1, ..., k and j = 1, ..., N , we have









Similarly to Lemma A.2 in [1], Lemma A.3 in [30] and Lemma C.5 in [5], we obtain the following
Lemma.
Lemma A.5. For any η > 0 and for any ε0 > 0 there exists C > 0 such that for any (λ,σ) ∈ Oη and




















2 α0 if N > 6s,
C(ε+ ε(N−2s)α0 | ln ε|) if N = 6s,


















≤ Cε2sα0 . (A.13)
Proof. We just prove the first inequality by using Lemma A.1 in [32]. The proof of (A.13) is similar.






























































































































































































































N+2s dx+ CεNα0 .


















For N > 6s, by using Lemma A.1 and the mean value theorem, we get that∫
B(σj ,η/2)





|(wλjεα0 ,σj + θ(x)(Pεwλjεα0 ,σj (x) − wλjεα0 ,σj (x)))p−1


















≤ CεN+2s2 α0 .
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Moreover, if N = 6s, we have∫
B(σj ,η/2)





|(wλjεα0 ,σj + θ(x)(Pεwλjεα0 ,σj (x) − wλjεα0 ,σj (x)))p−1



























≤ Cε 2NN+2s | ln ε|.
On the other hand, if 2s < N < 6s, using the substitution x− σj = λjεα0z, we get∫
B(σj ,η/2)










≤ Cε 2NN+2s .

Lemma A.6. For any η > 0 and ε0 > 0, there exists C > 0 such that for any (λ,σ) ∈ Oη and for any




















≤ CεN+2s2 α0 . (A.14)
Proof. Since (λ,σ) ∈ Oη it holds |σi − σj | > η for any i 6= j(i, j = 1, ..., k), by using Lemma A.4 and


















































































































































































































− ahf ′0(wλhεα0 ,σh)















|Pεwλhεα0 ,σh − wλhεα0 ,σh |
8Ns
















































By the above estimations the proof is complete. 
Lemma A.7. For any η > 0 and ε0 > 0 there exists C > 0 such that for any (λ,σ) ∈ Oη and for any
































≤ Cε| ln ε|, (A.16)
Proof. Let us prove (A.15). The proof of (A.16) is similar. Since (λ,σ) ∈ Oη it holds |σi − σj | > η for
































































































































































































≤ C|ε ln ε| 2NN+2s
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≤ C|ε ln ε| 2NN+2s .

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