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It is shown that a finite lattice is planar if and only if the (undirected) graph 
obtained from its (Hasse) diagram by adding an edge between its least and 
greatest elements is a planar graph. 
A finite lattice is called planar if its diagram can be drawn in the plane 
with nonintersecting lines. The concept of a planar graph is defined 
similarly. Although the diagram of a lattice determines a graph (its 
covering graph, see Definition 1) the planarity of this graph and that of the 
lattice do not coincide. For example, the eight-element Boolean lattice 
is a nonplanar lattice, but its diagram is a planar graph (see Fig. 1). In 
this note, we will show that a finite lattice is planar if and only if the graph 
obtained from its diagram by adding an edge from the greatest to the 
least element (its extended covering graph, Definition 1) is a planar graph. 
FIGURE 1 
In [3], Kuratowski proved that a graph is planar if and only if it does 
not contain a subgraph isomorphic to one of the graphs in Fig. 2, or one 
obtained from those by inserting additional vertices along the edges 
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(Fig. 3). Recently, Kelly and Rival established a similar result for finite 
lattices [2]. That is, they produced an infinite list of finite lattices such that 
a finite lattice is planar if and only if it does not contain a member of the 
list as a subposet. An examination of their result yields an alternate proof 
of half of our theorem below. Namely, inspection of each lattice in their 
list shows that its extended covering graph contains one of the forbidden 
Kuratowski graphs, and a simple topological argument shows that any 
lattice containing such a lattice as a subposet also has a covering graph 
containing one of the Kuratowski graphs. However, our direct proof 
below is much shorter than the proof of the Kelly-Rival result. 
We begin now with our basic definitions. 
DEFINITION 1. Let 9 = (L; A, v) be a finite lattice, and let R denote 
the covering relation in 9, i.e., (x, y) E R if and only if x, y E L, x < y, 
and if z E L, x < z < y, then z = y. The covering graph of 9’ is 
C(9) = (L, R). If 0 and 1 denote the least and greatest elements of 9, 
then the extended covering graph of 9 is C*(P) = (L, R u {(1, 0))). 
In order to define planar lattices precisely, and for use in the proof of 
the theorem, we define next a number of graph-theoretical and topological 
concepts. Throughout, R will denote the real numbers and [0, I] the closed 
unit interval in R. 
DEFINITION 2. (a) A Jordan arc in R2 is a homeomorhpic image of 
[0, 11. The images of 0 and 1 are called the endpoints of the arc. 
(b) A geometric graph (without loops) in R2 is a pair (V, E) where V 
is a set of points in R2 and E is a set of Jordan arcs in R2 satisfying the 
following two conditions: 
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(i) if e E E, then e n V’ consists of precisely the endpoints of e; 
(ii) if e, e’ E E and e # e’, then e n e’ C V. 
(c) A relational graph is an ordered pair (G, T) where G is a non- 
empty set and T _C G x G. 
(d) A planar realization of a relational graph (G, T) is a pair (9, #) 
of bijections, v: G -+ V and 4: 7’ ---f E where (V, E) is a geometric graph 
in R” such that if (x, v> E T, then q(x) and y’(y) are the endpoints of 
~((x, y)). If, in add’t r ion, #(e) is a straight line segment for each e E T, 
then the realization is said to be linear. 
(e) If 9 is a finite lattice, then a planar realization of9 is a linear 
planar realization (F, #> of C(9) = (L, R) with the property that if 
{x, y> E R, then r,(q$x)) < r,(cp(~j)), where r,: R2 + R is the projection 
onto the second factor. 
(f) A lattice or relational graph is called planar if and only if it has 
a planar realization. 
Remark 1. Our definition of geometric graph is not the most general, 
in that loops are not allowed. It follows that if a relational graph (G, T) 
is planar, then it is irreflexive, i.e., for all x E G, (x, x) $ T. 
Remark 2. The notion of planar lattice could be generalized to allow 
curved lines instead of straight ones in the definition of planar represen- 
tation. However, our theorem below shows that this generalized notion 
of planarity would coincide with the one defined above (Corollary 2). 
DEFINITION 3. A Jordan curve in R2 is a homeomorphic image of the 
l-sphere (i.e., the “unit circle” in R2). 
We will make use of the Jordan curve theorem, which states that if C 
is a Jordan curve in R2, then R2 - C has precisely two connected com- 
ponents, of which C is the common boundary. Precisely one of these 
components is a bounded set, and we call it the inside of C and the other 
component the outside of C. 
DEFINITION 4. An oriented Jordan arc is a pair (A, <) where A is 
a Jordan arc and < is a linear order on A such that for some homeo- 
morphism f from [0, l] to A, we have, for t, , t, E [0, I], f(tl) < f(t2) if 
and only if t, < t2 in the usual ordering of R. We say that A is oriented 
t-“,f,LYIL;z f(1). We will often abuse the notation and write A for the 
Remark 3. A Jordan arc has precisely two possible orientations. 
The following result is trivial from topological considerations. 
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LEMMA 1. If (A, <) is an oriented Jordan arc from a to b, and if 
KC R2 is a closed set such that A n K # m , then A n K contains a least 
and a greatest element with respect to <. We will call these the first and last 
elements of A on K, respectively. 
DEFINITION 5. (a) If (A, <) is an oriented Jordan arc and a, b E A 
with a < b, let Aab denote the part of A between a and b, i.e., those x E A 
satisfying a < x < b, together with a and b. This is oriented by the 
restriction of < to Aab. 
(b) If C is a Jordan curve and a, b E C, a # b, then there are 
precisely two Jordan arcs from a to b lying in C. Let a, b, c, ci be points 
on C with a # c. Then (a, b, c, d) is called a quadrilateral on C if and only 
if b and d do not lie on the same Jordan arc in C from a to c. 
Remark 4. It is clear that if (a, b, c, d) is a quadrilateral on C, then 
(b, c, d, a) is also a quadrilateral on C. 
The next lemma establishes an intuitively obvious topological result 
to be used in the proof of the theorem. 
LEMMA 2. Let C be a Jordan curve and let (a, b, c, d) be a quadrilateral 
on C. Let E be a Jordan arc with endpoints a and c, let F be a Jordan arc 
with endpoints b and d, and assume that E and F both lie on or inside C. Then 
EnF# o. 
Proof Suppose E n F = o. We first reduce the proof to the case 
where E and F lie inside C, except for their endpoints. Let E be oriented 
from a to c, and let C, and C, be the two Jordan sub-arcs of C from b to d 
which contain a and c, respectively. Then let a’ be the last point of E lying 
on C, , and then let c’ be the first point of Ei, lying on C, (see Fig. 4). Then 
clearly E$ lies inside C except for its endpoints, and (a’, b, c’, d) is a 
quadrilateral on C. A similar argument yields b’ and d’ on F such that 
FIGURE 4 
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FIGURE 5 
(a’, b’, c’, d’) is a quadrilateral on C and Fi: lies inside C except for its 
endpoints. 
Thus, without loss of generality, we assume E and F lie inside C except 
for their endpoints (Fig. 5). Now choose points e E E andfE F which lie 
inside C. Since the inside of C is an open connected set, there is an 
oriented Jordan arc A from e toflying inside C (Fig. 6). Let e’ be the last 
point of A lying on E, and then let f’ be the first point of Ai, lying on F. 
Then clearly A$ is disjoint from C, E, and F, except for its endpoints. 
FIGURE 6 
FIGURE 7 
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It then follows that the points a, b, c, d, e’, f ‘, the arcs E,$, E,“, , Fi’, Ff, , 
A;: , and the sub-arcs of C connecting a, b, c, and d (see Fig. 7) form a 
geometric graph which is the image of a planar realization of the 6-element 
complete bipartite graph (Fig. 2a). This contradicts Kuratowski’s theorem 
and proves the lemma. 
Next we define a number of concepts for relational graphs. 
DEFINITION 6. Let B = (G, T) be a relational graph. A chain from a 
to b in 9 is a sequence %? = (el, e2 ,..., e,) of distinct elements of T for 
which there exists a sequence (uO , u1 ,..., v,> of elements of G, called a 
vertex sequence for %, such that uO = a, v, = b, and if 1 < i < n, then 
either ei = (uiT1 , vi) or ei = (vi , vi-&. If ei = (oiW1 , vi) for 1 < i < n, 
V is called a path. V is simple if and only if the elements v1 ,..., v, are all 
distinct and the elements vO , u1 ,..., v,,-~ are distinct. A simple chain 
[respectively, path] from a to a for some a is called a cycle [respectively, 
circuit]. 
Remark 5. Let (v,, #) be a planar realization of 9’. Then clearly the 
image of a simple cycle under # forms a Jordan curve, and the image of a 
simple chain from a to b, a # b, forms a Jordan arc from y(a) to v(b). 
Thus, we may speak of the inside and outside of a cycle, relative to a given 
planar realization. Conversely, any Jordan curve lying in the image of # is 
(the union of) the image of a simple cycle in 9, and for v1 , v2 E G, every 
Jordan arc from F(Q) to I lying in the image of # is (the union of) 
the image of a simple chain from u1 to ~1~ in 3. 
DEFINITION 7. If (9, $> is a planar representation of a relational graph 
B = (G, T), then a simple cycle V in 29 is a perimeter of (q~, $I) if and 
only if the image of T under Ic, lies on or inside the image of W under $. 
At the opposite extreme, a simple cycle % is called a minimal cycle of 
(v, $) if and only if the image of #I is disjoint from the inside of %?. 
The following is a well-known result. 
LEMMA 3. Let (y, $> be a planar realization of 9’ = (G, T). If % is a 
minimal cycle of (y, #), then there exists a planar representation (q’, #‘) 
of 9 with perimeter V?. 
Sketch of proof. Select a point p on the inside of kp. Embed R2 into the 
2-sphere S by means of the usual stereographic projection. Then project 
S - { p> onto R2 by stereographic projection using p as “north pole.” The 
composite of these maps when composed with y and 4 then gives a planar 
realization with perimeter V. 
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LEMMA 4. Let 9 = <G, T) be a planar graph with planar realization 
(v, #), and T # 0. Suppose that every e E T is contained in some circuit 
in 3’. Then there is a minimal cycle of (v, $) which is a circuit. 
Proof. Choose a circuit V such that the number of arcs e E T such that 
#(e) intersects the inside of 59 is smallest possible. If this number is not 
zero, we arrive at a contradiction as follows. Let e = (a, b) E T such that 
#(e) has nonempty intersection with the inside of %7. Then there is a 
circuit d containing e. If d lies entirely inside $7 then d contradicts the 
minimality in the choice of V. Assume G = (el ,..., e,) where e, = e, and 
let p be the first vertex of d which is a vertex of %, and let q be the last 
vertex of d which is a vertex of ‘27. Let 9 be the path fromp to q, each edge 
of which is an edge of %?, and let b, and G, be paths from a to p and q 
to a respectively, whose edges are in 6. Then clearly the chain V’ consisting 
of %D followed by b, is a circuit whose image is on or inside the image of $7, 
but such that $(e) is disjoint from the inside of V. This again contradicts 
the choice of V, and completes the proof. 
Finally, we define the degree of a vertex of a relational graph. 
DEFINITION 8. Let (G, T) be a relational graph, and let x E G. The 
in-degree of x is the cardinal number of the set {y: (y, x) E T}; the 
out-degree of x is the cardinal number {y: (x, y) E T}; the degree of x is 
the sum of the in-degree and out-degree. 
THEOREM. Let 9 = (G, T) be a finite relational graph with / G 1 3 2. 
Then 3 is the covering graph of a planar lattice if and only if there exist 
elements 0 and 1 in G such that the following four conditions hold: 
(i) 3* = (G, T u ((1, 0))) isplanar. 
(ii) If x E G, then there is a path from 0 to x in 93 and a path from x 
to 1 in 3. 
(iii) B contains no circuits. 
(iv) B is strongly antitransitive in the sense that if (e, , e4 ,..., e,) 
is a path from x to y in $9 and n 3 2, then (x, y) $ T. 
Proof. If 9 is a lattice and 0 and 1 are the least and greatest elements 
of 9, then (ii)- clearly hold for 9 = C(Z). If 2 is planar, it is 
obvious that an arc from 1 to 0 can be added to a planar realization of 
C(Z) to yield a planar realization of C*(9) (see Fig. 8), proving (i). 
Now suppose 59 is a relational graph satisfying (i)-(iv). Given a planar 
realization of 9*, it follows from (ii) and Lemma 4 that 9” contains a 
minimal cycle W which is a circuit. By Lemma 3, we can choose a planar 
embedding <v, #} of 2?* which 5Y is the perimeter. By (iii), W must 









contain the edge (l,O). Thus, without loss of generality, let V = 
(e, , e2 ,..., e,) where e, = (1, 0), and let v,, , u1 ,..., v, be a vertex 
sequence for V. 
We now claim that %? contains a vertex of degree two in 3*. By (ii) and 
(iii), v1 = 0 clearly has in-degree one. Similarly, v, = 1 has out-degree one. 
Let i be maximal such that 1 < i < n and v1 ,..., Vi have in-degree one. 
We claim that vi also has out-degree one, proving the claim. If i = n, 
this is the preceding observation. If i < 12, then vi+1 has in-degree greater 
than one. If vi has out-degree greater than one, we arrive at a contradiction 
as follows. Choose elements x, y E G such that x # Q+~, y # vi , 
(vi , x) E T, and ( y, v~+~) E T. By (ii), we can choose paths GY from 0 to y 
and a from x to 1 in ‘3 (see Fig. 9). Applying Lemma 2, we find that 
these paths must have a common vertex, say z. But then the chain con- 
sisting of (vi , x) followed by the part of g from x to z followed by the 
part of CY from z to y followed by (y, Q+~) is a path from vi to vi+1 of 
length greater than one, contradicting (iii). This proves the claim. 
FIGURE 9 
Let us call (1,O) the distinguished arc of 3* if (i)-(iv) hold. We are now 
ready to prove the following statement by induction on 1 G I: 
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If 9 = (G, Tj is a finite relational graph satisfying (i)-(iv), 
then 3 is the covering graph of a planar lattice 9, and if (y, z+:, 
is a planar realization of Y* with a perimeter B containing the (*) 
distinguished arc, such that 9 is a circuit, then there exists a 
linear planar realization of 9* with perimeter B such that the 
restriction to 3 is a planar realization of 9. 
First, if j G j = 2, this is obvious. Now let 3 satisfy (i)-(iv), and let 
(F, z/) be a planar realization with perimeter 9’ = (el ,..., e,) such that 9 
is a circuit and e, = (1, O}. Let Q, o1 ,..., U, be a vertex sequence for 9. 
Then, by the preceding discussion, oi has degree two for some i, 
1 < i < n. Define 9’ = (G - {vi}, T’) where T’ = T - {ei , ei+l} 
or T’ = (T - {ei , ei+3) u {(r~-~, ZQ+~)} according as there is or is not 
a path in 3 from vim1 to u~+~ which does not pass through vi . (If i = n, 
then let vi+1 = vi .) It is clear that 9’ satisfies (i)-(iv) and that 3’” has a 
planar realization with perimeter 9” containing all the edges of B except 
ei and ei+l . By inductive hypothesis, 9’ is the covering graph of a lattice 
9’. Then B is obviously the covering graph of the lattice 8 obtained by 
adjoining the doubly-irreducible element vi to A?‘. Furthermore, there is 
a linear planar realization (v’, #‘) of 99’* whose restriction to 9” is a 
planar realization of A?‘, and with perimeter 9’. Since viP1 and vi+1 lie on 
9’ it follows that we can choose a point q E R2 such that the straight line 
segments joining q to ~‘(v+.~) and c$(Q+~) do not intersect the image of 
(c#, 4’) except at c#(Q-~) and F’(Q+~), and such that if T’(Q) is defined 
to be q, and #‘(ei) and #‘(ei+r) are defined to be the aforementioned line 
segments, then (v’, #‘) becomes a linear planar realization of 9* with 
perimeter B whose restriction to 3 is a planar realization of 9 (see Fig. 10). 
This completes the proof of (*). 
FIGURE 10 
Since we have already shown the existence of a planar realization 
satisfying the hypothesis of (*), the theorem follows. 
Just as for lattices, we can define the covering graph of a finite partially 
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ordered set, and hence the notion of a planar partially ordered set. Observe 
that conditions (ii)- of the theorem clearly characterize the covering 
graph of a partially ordered set. Observe also that the proof of the necessity 
of (i) holds if 9 is merely a planar partially ordered set with a least and 
a greatest element. We therefore have the following well-known result 
(see Birkhoff [l, p. 32, Exercise 7(a)]). 
COROLLARY 1. A jinite planar partially ordered set with a least and a 
greatest element is a lattice. 
In [2], Kelly and Rival define a planar representation of a lattice 9 to be 
a planar realization (q~, #) of C(9) such that for (a, b) E C(9), #(<a, b)) 
is the image of a continuous function of the form f(t) = (fI(t), t), 
p < t < q. It is obvious that if 9 has a planar representation in this sense, 
then the proof of necessity of (i)-(iv) of the theorem is unchanged. Thus 
we have: 
COROLLARY 2. A finite lattice 3’ is planar if and only $9 has a planar 
representation. 
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