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Résumé
Les systèmes multi-caméras sont de plus en plus utilisés
en robotique mobile. Il est souvent nécessaire que l’étalon-
nage extrinsèque (poses relatives des caméras) soit précis.
Pour cela, on utilise généralement des appariements en-
tre différentes vues, ce qui est impossible à réaliser si les
champs de vue des caméras sont disjoints.
Dans cet article, nous exposons une méthode simple et
flexible pour étalonner extrinsèquement un système multi-
caméras dont les champs de vue sont disjoints. Le but
est de calibrer des caméras embarquées sur un véhicule
pour des applications de navigation en milieu urbain. Les
caméras observent donc des régions différentes à un in-
stant donné. La procédure d’étalonnage consiste à manœu-
vrer le véhicule pendant que chaque caméra, intrinsèque-
ment calibrée au préalable, observe une scène statique. Les
principales contributions sont l’étude des mouvements sin-
guliers, et un ajustement de faisceaux spécifique qui affine
les scènes, les poses du système multi-caméras, et cali-
bre extrinsèquement les caméras. Nous étudions comment
traiter les mouvements singuliers, comme les mouvements
plans. La méthode proposée est validée avec des données
synthétiques et réelles. Traduction depuis l’anglais de l’ar-
ticle [19].
Mots Clef
Étalonnage, multi-caméras, champs non-recouvrants, mou-
vements singuliers, ajustement de faisceaux, robot mobile.
Abstract
Multi-camera systems are more and more used in vision-
based robotics. An accurate extrinsic calibration (camera
relative poses) is usually required. In most of cases, this
task is done by matching features through different views
of the same scene. However, if the camera fields of view
do not overlap, such a matching procedure is not feasible
anymore.
This article deals with a simple and flexible extrinsic cali-
bration method, for non-overlapping camera rig. The aim
is the calibration of non-overlapping cameras embedded
on a vehicle, for visual navigation purpose in urban envi-
ronment. The cameras do not see the same area at the same
time. The calibration procedure consists in manoeuvring
the vehicle while each camera observes a static scene. Pre-
viously, the camera were intrinsically calibrated. The main
contributions are a study of the singular motions and a spe-
cific bundle adjustment which both reconstructs the scene
and calibrates the cameras. Solutions to handle the singu-
lar configurations, such as planar motions, are exposed.
The proposed approach has been validated with synthetic
and real data. This article is translated from [19].
Keywords
Calibration, camera rig, non-overlapping fields of view,
singular motion, bundle adjustment, mobile robot.
1 Introduction
De nombreuses méthodes de navigation monoculaire util-
isant des amers naturels ont été proposées récemment.
Mais l’utilisation d’une seule caméra n’est pas suffisam-
ment robuste aux conditions d’illumination extérieures ;
notamment aux problèmes de surexposition. Afin de ré-
soudre ce problème, il est possible d’embarquer plusieurs
caméras sur le véhicule : par exemple, l’une dirigée
vers l’avant et une autre caméra dirigée vers l’arrière du
véhicule. De cette manière, si l’une des caméras est éblouie
par le soleil, une autre caméra pourra fournir des don-
nées pertinentes. Un autre avantage d’un système multi-
caméras est qu’il fournit des informations redondantes, et
rend donc la perception plus robuste. Mais afin de pouvoir
utiliser les algorithmes de localisation, il faut préalable-
ment étalonner le système multi-caméras. Peu d’approches
ont été proposées pour calibrer des caméras à champs non-
recouvrants.
Dans [22], l’auteur propose d’utiliser une caméra mobile
supplémentaire se déplaçant à proximité des caméras à cal-
ibrer (restant statiques). L’étalonnage est obtenu à un fac-
teur d’échelle près, à l’aide d’une reconstruction 3D.
Une autre approche consiste à utiliser un miroir plan
qui créée un recouvrement entre les champs de vue
des caméras. L’étalonnage extrinsèque du système multi-
caméra est réalisé à l’aide d’une mire d’étalonnage dont la
géométrie est connue [15] ou inconnue [17]. Des caméras
statiques à champs disjoints peuvent être également être
calibrées en suivant un objet mobile. L’information man-
quante sur la trajectoire de l’objet est estimée dans les
zones non observables [2, 25]. De manière similaire, Lam-
precht et al [16] calibrent un système multi-caméras en
mouvement. Un objet doit être suivi successivement dans
chaque caméra et un a priori sur la vitesse du système
est nécessaire. Une autre approche [7] consiste à utiliser
la contrainte de rigidité entre les différents capteurs du sys-
tèmemulti-caméras en mouvement. L’évolution temporelle
de la pose de chaque caméra est déterminée. Puis, on déduit
la pose relative entre les différentes caméras (paramètres
extrinsèques), qui ne varie pas au cours du temps. Des
travaux supplémentaires ont été proposés par Dai et al [4]
pour moyenner des matrices de rotation, afin d’étalonner
extrinsèquement des caméras.
Une fois les paramètres extrinsèques estimés, l’estima-
tion minimale de la pose est possible [20], pour localiser
le système multi-caméras [3, 9, 12, 13, 26], avec un fil-
tre de Kalman étendu [11, 24] ou des algorithmes de re-
construction à partir du mouvement (structure from mo-
tion) [26, 28, 29]. Certains de ces articles déclarent utiliser
un étalonnage extrinsèque manuel. Cependant, des mesures
approximatives des angles ou des distances (avec un mètre)
peuvent être trop imprécises.
Dans cet article, nous proposons une méthode flexible pour
obtenir un étalonnage extrinsèque précis d’un ensemble
mobile de caméras rigidement liées. La flexibilité est liée
à la simplicité de mise en œuvre : pas besoin de miroir,
ni d’a priori sur la vitesse du système multi-caméras, ni
de parfaitement connaitre au préalable la géométrie d’une
mire.
Cet article présente une amélioration de l’algorithme pro-
posé par Esquivel et al [7], en étendant l’algorithme
classique d’ajustement de faisceaux décrit par Triggs et
al [30] au cas de plusieurs caméras rigidement liées
(avec des champs éventuellement disjoints) dans l’optique
d’un étalonnage extrinsèque. Or, [4] et [7] considèrent
tous deux que les trajectoires estimées séparément pour
chaque caméra sont suffisamment précises pour obtenir des
paramètres extrinsèques globalement cohérents. Nous ne
faisons pas cette hypothèse. Afin d’augmenter la précision,
les trajectoires calculées dans l’étape d’initialisation sont
également raffinées dans la dernière étape.
Après une formalisation du problème (Partie 2), nous
présenterons une initialisation linéaire des paramètres ex-
trinsèques dans le cas de mouvements quelconques ou sin-
guliers (Partie 3). La partie 4 est dédiée à l’optimisation
non-linéaire qui affine les paramètres extrinsèques, la scène
et les poses du système multi-caméras. Enfin (Partie 5),
des résultats avec des données synthétiques et réelles valid-
eront notre approche.
2 Formalisation du problème
Soient Ncam ≥ 2 caméras rigidement liées dont les
paramètres intrinsèques sont connus, et avec des champs de
vue non-recouvrants. Les caméras Ci sont synchronisées
et effectuent K mouvements. Ainsi, K + 1 est le nom-
bre de poses du système multi-caméras. Ck
i
représente la
caméra n°i à l’instant k. Chaque pose de la caméra Ck
i
est
exprimée relativement à sa première pose à l’instant k = 0.
Soit T k
i
la transformation homogène passant du repère de
Ci de l’instant 0 à l’instant k, quelque soit k ∈ J0..KK et
i ∈ J1..NcamK (cf Figure 1). De même,∆Ti est la transfor-
mation homogène passant du repère de C1 à celui de Ci.
Chaque transformation homogène T est exprimée à l’aide
de la rotation R et de la translation t telles que :
T =
(
R t
01×3 1
)
(1)
Lorsque le système multi-caméras se déplace, chaque
caméra Ci observe une scène statique Si de points 3D.
sk
i
sont les points détectés dans le plan image de Ck
i
, cor-
respondants aux points de la scène Si. L’étalonnage (cf
Pose n°0
Pose n°k
FIGURE 1 – Système multi-caméras à champs non-
recouvrants se déplaçant dans un environnement statique.
Estimation des
trajectoires pour
chaque caméra Initialisation linéaire
Optimisation non-linéaire
Ajustement de 
faisceaux spéciﬁque
FIGURE 2 – Vue d’ensemble de l’étalonnage extrinsèque.
Le symbole apostrophe distingue les estimations succes-
sives.
Figure 2) consiste à tout d’abord calculer les poses T k
i
de chaques caméra (cf ci-dessous : estimation des trajec-
toires). Ensuite, les paramètres extrinsèques ∆Ti sont ini-
tialisés linéairement (Partie 3), puis affinés en même temps
que les scènes et les poses du système multi-caméras grâce
à un ajustement de faisceaux spécifique (Partie 4).
Estimation des trajectoires Premièrement, les trajec-
toires de chaque caméra sont calculées indépendamment.
Pour cela, si la scène est de géométrie inconnue, un al-
gorithme de structure from motion est utilisé (comme
décrit dans [10]). A contrario, si la géométrie de la scène
est approximativement connue, alors les poses de chaque
caméra sont initialisées par la méthode décrite par Demen-
thon [5]. Ensuite, pour chaque caméra Ci, un ajustement
de faisceaux classique [30] optimise à la fois les poses des
caméras T k
i
et la scène Si. Par la suite, nous supposons
qu’une mesure de distance entre 2 points est disponible
pour chaque scène Si. Ainsi, l’ensemble du système a le
même facteur d’échelle, et les facteurs d’échelle relatifs δi
entre les scènes S1 et Si sont fixés à 1. Si ces mesures
ne sont pas disponibles, les δi peuvent être ajoutés aux
paramètres à retrouver lors de l’initialisation.
3 Initialisation linéaire
3.1 Mouvements 3D : cas général
Il est possible d’estimer linéairement les poses rela-
tives ∆Ti des caméras (paramètres extrinsèques) à partir
des trajectoires T k1 et T
k
i
. L’hypothèse de rigidité entre les
caméras et un changement de base permettent d’obtenir :
∀i ∈ J1..NcamK, ∀k ∈ J1..KK, T
k
1 ∆Ti = ∆TiT
k
i
(2)
Ces équations sont de la forme AX = XB, où X est
la matrice inconnue. Ce sont les mêmes équations que
l’on retrouve pour les problèmes d’étalonnage bras-œil [6],
dont les solutions représentent les rotations soit par des
quaternions unitaires [7], soit par des matrices orthogo-
nales 3 × 3 [1]. Rappelons tout d’abord la propriété (3),
où A, B et C sont des matrices, ⊗ représente le produit de
Kronecker et vec renvoie un vecteur colonne en concaté-
nant la transposée des lignes d’une matrice. Le lecteur peut
se référer à [27, §1.8, §2.11] pour plus de détails.
vec(ABC) = (A⊗ C⊤)vec(B) (3)
A l’aide de la définition (1) et de la propriété (3), l’équa-
tion (2) se scinde en deux parties :
∀i ∈ J1..NcamK, ∀k ∈ J1..KK,
(2)⇔
{
Rk1∆Ri = ∆RiR
k
i
(4a)
Rk1∆ti + t
k
1 = ∆Rit
k
i
+∆ti (4b)
⇔
{
(I9 −R
k
1 ⊗R
k
i
)vec(∆Ri) = 09×1 (5a)
(I3 −R
k
1)∆ti = t
k
1 −∆Rit
k
i
(5b)
Où In est la matrice identité de taille n.
Comme suggéré dans [1], nous avons choisi la représenta-
tion matricielle des rotations (ce qui permet d’exprimer de
nouvelles équations dans la partie 3.2) et une solution en
deux étapes : on estime premièrement les rotations ∆Ri,
puis les translations ∆ti. Sous l’hypothèse de mouve-
ments 3D quelconques, l’équation (2) admet une solution
unique. Dans un premier temps, pour chaque caméra Ci,
la rotation ∆Ri est estimée à l’aide de l’équation (6) :
∀i ∈ J2..NcamK,
(5a)⇒


I9 −R
1
1 ⊗R
1
i
...
I9 −R
k
1 ⊗R
k
i
...
I9 −R
K
1 ⊗R
K
i


︸ ︷︷ ︸
=Li
vec(∆Ri) = 09K×1 (6)
Dans le cas général (mouvements 3D du système multi-
caméras), le rang de Li vaut 8. Soit vi un vecteur du noyau
de Li et soit Vi la matrice 3× 3 telle que vi = vec(Vi), on
a alors :
∆Ri = Vi sign(det(Vi))|det(Vi)|
− 1
3 (7)
Dans un deuxième temps, les translations ∆ti sont es-
timées grâce à l’équation de rang plein (8), obtenue pour
chaque mouvement k grâce à (5b) : ∀i ∈ J2..NcamK,

I3 −R
1
1
...
I3 −R
k
1
...
I3 −R
K
1

∆ti =


t
1
1 −∆Rit
1
i
...
t
k
1 −∆Rit
k
i
...
t
K
1 −∆Rit
K
i

 (8)
3.2 Mouvements singuliers
Vue d’ensemble. Cette partie met en exergue les mouve-
ments critiques pour lesquels les équations (6) et (8) de-
viennent singulières et ne peuvent plus être utilisées telles
quelles. Premièrement, les translations pures sont des mou-
vements singuliers et ont déjà été étudiées par Esquivel
[7]. Cependant, il existe d’autres singularités. Comme ce
problème d’étalonnage extrinsèque peut être formulé avec
les mêmes équations que l’étalonnage bras-œil, nous pou-
vons déduire les cas singuliers à partir de travaux an-
térieurs [1, 8]. Kim and Chung [11] analysent les cas sin-
guliers pour un sujet similaire : la reconstruction 3D et l’es-
timation du mouvement à partir d’une paire stéréo calibrée
sans correspondance stéréo. Par conséquent, les cas sin-
guliers ont lieu lorsque les axes nk1 des rotations R
k
1 sont
parallèles pour tout k ∈ J1..KK. Autrement dit, les mou-
vement singuliers sont l’orbite de la première pose (pour
k = 0) sous l’action du groupe G, où G est composé des
vissages d’axes colinéaires.
Les mouvements singuliers sont soit des rotations et des
vissages autour d’un même axe (lorsque les axes nk1 sont
confondus), soit des translations pures (selon un même axe
ou des axes différents), soit des vissages avec des axes
parallèles (lorsque les axes nk1 sont différents). Pour tous
ces mouvements singuliers, l’étalonnage est partiel : seule-
ment certains paramètres peuvent être estimés. La table 1
énumère le nombre de degrés de liberté observables pour
les paramètres extrinsèques.
Les mouvements plans peuvent être vus comme plusieurs
vissages dont les axes nk1 sont parallèles, et dont les trans-
lations selon ces axes sont nulles. Comme illustré dans la
Table 1 et la Figure 3, l’une des dimensions de la transla-
tion extrinsèque∆ti n’est pas observable selon la normale
au plan n. On peut seulement affirmer que ∆ti est de la
forme :
∆ti = ti⊥ + αin (9)
où αi est un réel quelconque et ti⊥ est la projection de∆ti
dans le plan du mouvement.
?
Robot mobileScene statique Scene statique
?
FIGURE 3 – Mouvement plan (cas singulier) : la hau-
teur relative αi entre les caméras (par rapport au plan
du mouvement) n’est pas observable. Les observations ne
changent pas entre le système réel (en noir) et estimé (en
rouge).
Solutions pour traiter les cas singuliers. Cette partie
traitera le cas des mouvements plans, qui est le cas sin-
gulier le plus fréquent pour les robots mobiles. Une esti-
mation initiale des paramètres extrinsèques est proposée,
puis nous montrons une méthode pratique pour initialiser
la hauteur relative des caméras. Enfin, l’ajustement de fais-
ceaux spécifique est appliqué (§4).
Estimation de la rotation : Ce cas ne peut pas être ré-
solu ni par la méthode d’Esquivel et al pour des mou-
vements quelconques [7, §4.1], ni par notre initialisation
linéaire (§3.1), où la première étape d’estimation de la ro-
tation (6) échoue car le système linéaire n’est pas de rang
plein. En effet, comme Rk1 et R
k
i
ont les mêmes valeurs
propres, les matrices Li sont au plus de rang 6.
Par conséquent, lors de mouvements plans, de nouvelles
contraintes doivent être ajoutées à l’initialisation précé-
dente (6) afin de pouvoir estimer les rotations ∆Ri. Sans
perte de généralité, on choisit comme premier mouve-
ment T 11 un mouvement avec une rotation et une translation
non nuls. Ainsi, en notant t
′
k
i
= (I3−R
k
i
)t1
i
−(I3−R
1
i
)tk
i
et en supposant que t
′
k
i
6= 03×1, on résout le système de
rang plein suivant : ∀i ∈ J2..NcamK, ∀k ∈ J2..KK,
 I3 ⊗ t
′
k
i
I3 ⊗ (n
k
i
)⊤
I3 ⊗ (t
′
k
i
× nk
i
)⊤

 vec(∆Ri) =

 t
′
k
1
n
k
1
t
′
k
1 × n
k
1

 (10)
Démonstration : Primo, comme R11 et R
k
1 commutent car
leurs axes de rotation sont parallèles, on a : ∀k ∈ J1..KK,
(I3 −R
k
1)(I3 −R
1
1)− (I3 −R
1
1)(I3 −R
k
1) = 03×3 (11)
Secondo, avec l’équation (11), en partant des équa-
tions (5b) pour k = 1 et k 6= 1, on peut simplifier l’ex-
pression (I3 −Rk1)(5b)k=1 − (I3 −R
1
1)(5b)k 6=1 en (12) :
(5b)&(11)⇒ (I3 −R
k
1)(t
1
1 −∆Rit
1
i
)
−(I3 −R
1
1)(t
k
1 −∆Rit
k
i
) = 09×1 (12)
(12)⇔ (I3 −R
k
1)∆Rit
1
i
− (I3 −R
1
1)∆Rit
k
i
= (I3 −R
k
1)t
1
1 − (I3 −R
1
1)t
k
1 (13)
(13)&(4a)⇔ ∆Ri(I3 −R
k
i
)t1
i
−∆Ri(I3 −R
1
i
)tk
i
= (I3 −R
k
1)t
1
1 − (I3 −R
1
1)t
k
1 (14)
⇔ ∆Rit
′
k
i
= t
′
k
1 (15)
D’autre part, les axes nk
i
des rotations Rk
i
vérifient :
∀i ∈ J1..NcamK, ∀k ∈ J1..KK, ∆Rin
k
i
= nk1 (16)
De plus, t
′
k
i
et nk
i
sont linéairement indépendants car
le mouvement est plan. Par conséquent, les vecteurs t
′
k
i
,
n
k
i
et le produit vectoriel t
′
k
i
× nk
i
, forment une famille
linéairement indépendante. Finalement, en utilisant la pro-
priété (3), on obtient le système de rang plein (10).
En pratique, les systèmes (6) et (10) sont concaténés pour
estimer∆Ri. De plus, comme les conditions de planéité ne
sont pas parfaites en présence de bruit, les équations (11)
sont quasiment vérifiées. Il est donc préférable d’orthogo-
naliser les matrices de rotation estimées via une SVD.
Estimation de la translation : Pour les mouvements
plans, la translation demeure partiellement estimable.
Ainsi, après l’initialisation, les hauteurs relatives des
caméras αi restent inconnues. Au lieu d’utiliser des valeurs
aberrantes, on les initialise à une éventuelle valeur approx-
imativement connue a priori ou 0 m sinon. En pratique,
au moins une pose non-coplanaire suffit à s’affranchir de
la singularité. Par exemple, si le système multi-caméras est
embarqué, il suffirait d’avoir un dos-d’âne sur la trajectoire
du robot mobile.
Une autre solution consiste à déplacer le système multi-
caméras, afin qu’au moins un point de la scène S soit vu par
chaque caméra à différents instants. Pendant la phase d’ac-
quisition, le système multi-caméras est déplacé afin que les
scènes observées soient permutées (i.e.la scène observée
par l’une des caméra à un instant donné, peut ensuite être
vue par une autre caméra.). Avec des correspondances con-
nues entre les images, les hauteurs relatives αi sont calcu-
lables. En résumé, pour un mouvement plan, il est possible
d’estimer à la fois les rotations∆Ri et les translations∆ti.
Nous allons montrer comment il est possible de compléter
l’initialisation précédente (§3.1) avec de nouvelles con-
traintes (obtenues par la permutation des scènes). Que le
mouvement soit plan ou non, ces contraintes restent val-
ables. T k
i→σ(i) est la transformation homogène entre la
caméra Ci à l’instant 0 et la caméra Cσ(i) à l’instant k,
avec la permutation σ. Pour Ncam > 2, on obtient un sys-
tème d’équations couplées. Pour Ncam = 2, σ(1) = 2 et
Mouvements Axes de rotation ∆Ri ∆ti
1) Rotations et vissages selon un axe a confondus (a = nk1) 2 2
2) Translations pures selon un axe a (ou plusieurs axes) pas de rotation 2 (3) 0
3) Mouvements plans et vissages selon différents axes différents et parallèles 3 2
4) 3D (cas général) différents 3 3
TABLE 1 – Nombre de degrés de liberté observables des paramètres extrinsèques avec K mouvements du système mutli-
caméras. Notons que pour le mouvement 1), si l’axe a passe par tous les centres optiques, alors ∆ti n’est pas observable.
Pour les mouvements 1) et 2), si on applique un vissage selon a à Si et aux paramètres extrinsèques, alors on ne change pas
les observations.
σ(2) = 1, on obtient les équations suivantes :
T k1→2(∆T2)
−1 = ∆T2T
k
2→1 (17)
⇔
{
Rk1→2(∆R2)
⊤
= ∆R2R
k
2→1 (18a)
−∆R2R
k
2→1 + t
k
1→2 = ∆R2t
k
2→1 +∆t2 (18b)
⇔
{
(I9 − (R
k
1→2 ⊗R
k
2→1)Φ9)vec(∆R2) = 09×1 (19a)
(I3 +∆R2R
k
2→1)∆t2 = t
k
1→2 −∆R2t
k
2→1 (19b)
où Φ9 est la matrice de permutation telle que
vec(M⊤) = Φ9vec(M).
Les équations (19a) peuvent être ajoutées aux équa-
tions (6), mais cela n’augmente pas suffisamment le rang
du système dans le cas de mouvements plans (contraire-
ment à l’équation (10)). Finalement, les équations (8) et
(19b) sont concaténées pour estimer linéairement la trans-
lation ∆t2 en totalité.
4 Ajustement de faisceaux spécifique
La dernière étape consiste à affiner à la fois les paramètres
extrinsèques ∆Ti, les scènes 3D et les poses du système
multi-caméras T k1 . Cette étape n’a pas été proposée ni
par [4], ni par [7]. Notons que les similitudes avec l’étalon-
nage bras-œil ne sont plus valables dans cette partie.
Même si les Ncam ajustements de faisceaux précédents
sont des estimateurs du maximum de vraisemblance pour
chaque caméra, ce n’est pas le cas pour un système multi-
caméras. En effet, lorsque les ajustements de faisceaux sont
considérées indépendamment les uns des autres, l’ensem-
ble du système est sur-paramétré. Par exemple, Triggs et
al[30] propose un ajustement de faisceaux pour une ou
plusieurs caméras se déplaçant indépendamment les unes
des autres. Cependant, toutes les poses de chaque caméras,
exprimées dans un repère global, sont optimisées 1. Dans
notre cas, les caméras sont rigidement liées. Comme pro-
posé par King [14] pour une paire stéréo, une paramétri-
sation minimale est préférable : seules les poses de la
caméra maître C1 sont exprimées dans un repère global
(6(K +1) paramètres pour tk1 et R
k
1 ). Les poses des autres
caméras sont exprimées relativement à la caméra maître
(6(Ncam − 1) paramètres pour ∆ti et ∆Ri, représentées
localement par des angles d’Euler).
1. Les paramètres intrinsèques peuvent également être optimisés pour
des techniques d’auto-étalonnage
Si le repère global était défini comme celui de la première
pose de la caméra maître, la paramétrisation la plus éparse
serait atteinte. Mais en pratique, des minima locaux peu-
vent être engendrés par cette représentation (pour plus de
détails sur les libertés de jauge, le lecteur peut se référer
à [30]). Ainsi, aucune pose de caméra n’est arbitrairement
choisie comme le repère monde.
L’algorithme est initialisé avec l’estimation linéaire des
paramètres extrinsèques, et l’union des points de toutes les
scènes exprimés dans le même repère. Soit M le nombre
total de points 3D. Au final, 6(K+1)+6(Ncam−1)+3M
paramètres sont optimisés par l’algorithme de Levenberg
Marquardt en minimisant les erreurs de reprojection.
Sous l’hypothèse d’un bruit gaussien des sk
i
, l’algorithme
proposé est un estimateur de maximum de vraisemblance.
Les occultations de la scène sont supportées. De plus,
chaque point 3D est potentiellement observable par n’im-
porte quelle caméra (à différents instants), donc les permu-
tations des scènes sont également possibles.
5 Validation
5.1 Résultats avec des données synthétiques
Le protocole expérimental est le suivant, pour Ncam = 2
caméras. 10 poses du système multi-caméras sont générées
avec un mouvement 3D sans demi-tour. Les points de la
scène Si sont créés devant chaque caméra Ci. Cette vérité
terrain sert à calculer les points images 2D sk
i
. Puis, un
bruit additif gaussien d’écart type σ leur est appliqué. Les
mesures de distance entre des points 3D (utilisées pour
fixer le facteur d’échelle) sont également soumises à un
bruit additif gaussien d’écart type 0.5 mm. Enfin, l’algo-
rithme est testé à partir des données bruitées. Pour cette
expérience, la transformation ∆T2 correspond à la trans-
lation (0.1m 0.1m -2m) et à la rotation déterminée par les
angles de roulis, tangage, lacet de (−179◦, −4◦, 171◦).
Pour chaque valeur de σ, 10 mesures ont été faites. La
précision de l’étalonnage est mesurable à la fois par la
norme ‖dT‖ de la différence entre la translation réelle et
estimée (et aussi par ‖dT‖/‖∆T2‖ exprimé comme un
pourcentage de la distance séparant les caméras), et par
l’erreur angulaire dR. Plus précisément :
dR = d(Rˆ, R∗) = arccos
(
trace(Rˆ⊤R∗)− 1
2
)
(20)
où R∗ est la rotation parfaite et Rˆ est la rotation estimée.
La Figure 4 montre les performances de l’algorithme, avec
une scène de 11 points 3D (d’environ 1.5 m par 0.5 m)
pour S1 et S2 à une distance d’environ 1 m de chaque
caméra Ci. Dans le cas d’un mouvement 3D, l’algorithme
proposé dans [7] donne les mêmes résultats que notre ini-
tialisation linéaire. L’ajustement de faisceaux spécifique
améliore les deux méthodes précédentes (l’estimation de
la translation et de la rotation sont environ respectivement
quatre et trois fois plus précises).
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FIGURE 4 – Résultats avec des données synthétiques : er-
reur d’étalonnage extrinsèque en fonction du niveau de
bruit. Avec des données réélles, l’écart type est en dessous
de 0.1 pixel.
5.2 Résultats avec des données réelles
Dans un premier temps, la précision de l’étalonnage pro-
posé est démontrée avec une paire stéréo avec des champs
recouvrant. Puis, la faisabilité de l’approche est illustrée à
l’aide de caméras à champs non-recouvrants embarquées
sur un véhicule. Pour les amers visuel de la scène, on
utilise des cibles circulaires similaires à [21], développées
dans [17, §VII]. Une cible est composée d’un disque noir
et d’un code-barres circulaire (cf Figure 5). Elles sont dé-
tectées avec une précision sous-pixellique. Le détecteur
trouve automatiquement le centre de la cible et son label.
Par conséquent, les correspondances entre les images sont
effectuées automatiquement. La résolution des images est
1600x1200. La distance focale des caméras est de 5.6mm
et la taille d’un pixel est de 4.4 µm.
(a) (b)
FIGURE 5 – Étalonnage d’une paire stéréo avec l’hy-
pothèse de champs de vue disjoints, pour des caméras à
champs recouvrants.
Paire stéréo. Dans ce paragraphe, une paire stéréo à
champs recouvrant est calibrée avec l’hypothèse de champs
non-recouvrants : chaque caméra n’observe qu’une seule
scène à la fois (cf flèches bleues de la Figure 5a, ou flèches
vertes en cas de permutation). S1 et S2 sont respectivement
sur le panneau de gauche et de droite (cf Figure 5b). Les ré-
sultats de notre algorithme sont comparés à un algorithme
classique d’étalonnage, dont les champs de vue sont recou-
vrants, en appliquant des mouvements à la paire stéréo (cf
Table 2). Pour chaque cas, on prend 15 images. La distance
séparant les caméras est d’environ 22 cm. Tous les écarts
types des erreurs de reprojection valent environ 0.03 pix.
Champs Recouvrants Disjoints
Mouvements Plan 3D Plan
Scènes
n/a non non oui
permutées ?
‖dT‖ (mm) 0.14 0.41 60.39 0.08
dR(°) 0.008 0.011 0.038 0.011
TABLE 2 – Comparaison de la précision des étalonnages
extrinsèques en fonction de l’hypothèse de champs de vue
recouvrants, du mouvement et de la permutation de scènes.
La référence est l’étalonnage classique de la paire stéréo
avec des champs recouvrants et en lui appliquant un mou-
vement 3D.
Les résultats de la Table 2 montrent que notre étalon-
nage avec des champs non-recouvrants est tout aussi pré-
cis qu’un algorithme classique dont les champs sont re-
couvrants (cf colonne 3D). Lorsque les mouvements sont
quasiment plans, et si les scènes ne sont pas permutées (cf
4me colonne), alors la singularité induit une baisse de la
précision. En effet, la translation extrinsèque n’est alors pas
totalement observable (cf Figure 3). A contrario, lorsque
les scènes sont permutées, on obtient la même précision
qu’un algorithme classique (cf dernière colonne) : moins
de 0.5mm pour la translation (soit ‖dT‖/‖∆T2‖ < 0.2%)
et environ 0.01° pour la rotation.
Caméras
FIGURE 6 – Étalonnage d’une paire stéréo avec des
caméras embarquées à champs non-recouvrants.
Système mutli-caméras embarqué. On embarque deux
caméras sur un robot mobile : l’une à l’avant, l’autre à l’ar-
rière (la distance les séparant est d’environ 22 cm, cf Fig-
ure 6). Selon Pless [23], il s’agit de la meilleure disposi-
tion pour l’estimation de mouvement avec deux caméras.
Les principaux avantages sont la symétrie du véhicule et la
robustesse face aux conditions extérieures d’illumination,
pour des applications de localisation.
Le robot manœuvre sur un sol plat entre deux scènes. Pen-
dant l’acquisition, un demi-tour est effectué afin de per-
muter les scènes observées. Comme les occultations de la
scène sont supportées, on ajoute des prises de vue où les
scènes sont vues de côté, pour améliorer la reconstruction
des scènes 3D. L’algorithme renvoie les paramètres extrin-
sèques. L’écart type des erreurs de reprojection est d’env-
iron 0.09 pix. On remarque que si l’équation (19b) n’était
pas ajoutée pour initialiser la translation extrinsèque, on
aurait une erreur d’environ 1.6m selon la normale au plan
du mouvement.
Pour valider l’étalonnage, nous considérons une paire
d’images stéréo qui n’a pas été utilisée lors de l’étalonnage.
En utilisant l’estimation précédente des points 3D et des
paramètres extrinsèques, la pose du système multi-caméra
est calculée. Les erreurs de reprojection sont centrées et ont
un écart type d’environ 0.05 pix (même ordre de grandeur
que précédemment).
6 Conclusion
Une méthode flexible pour l’étalonnage extrinsèque d’un
système multi-caméras a été proposée et validée aussi bien
avec des données synthétiques que des données réelles.
Tout d’abord, les paramètres extrinsèques sont initialisés
linéairement à partir des trajectoires de chaque caméra.
Puis, l’ajustement de faisceaux spécifique, qui est un es-
timateur de maximum de vraisemblance, affine à la fois
les points 3D, les poses du système multi-caméras et les
paramètres extrinsèques. Les mouvements singuliers ont
été mis en exergue : pour le cas du mouvement plan, la per-
mutation des scènes permet d’obtenir un étalonnage com-
plet. De plus, les résultats montrent que notre étalonnage,
sous l’hypothèse de champs de vue disjoints, est tout aussi
précis qu’un étalonnage classique dont les champs de vue
sont recouvrants.
Dans nos prochains travaux, les cibles circulaires seront
remplacées par des points d’intérêt afin de trouver un com-
promis entre souplesse de mise en œuvre et précision. Pour
avoir une implémentation la plus rapide possible, nous ex-
primerons analytiquement la jacobienne de l’erreur de pro-
jection en fonction des paramètres optimisés [18].
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