ABSTRACT Driver fatigue is a major cause of traffic accidents. Automatic vision-based driver fatigue recognition is one of the most prospective commercial applications based on facial expression analysis technology. Generally, factors such as noise, illumination effects, image scaling, and redundant data affect the performance of facial expression recognition systems. In this paper, we have proposed an efficient algorithm, which is not only capable of working with multi-scale images but also able to overcome the mentioned obstacles. The proposed framework can be divided into three main phases. In the first step, the input image is converted into four sub-band images by applying a discrete wavelet transform, which preserves the important information of face image. Also, the original image is down-sampled to obtain the image of different sizes. Based on entropy analysis, each image is then further divided into a number of blocks classified as either informative or non-informative blocks. In the second step, the high variance features are selected in a zigzag manner using discrete cosine transform. In the final step, classifiers are trained and tested to accurately classify the expressions into seven generic expression classes. The empirical results suggest that the proposed framework not only effectively utilizes the multi-scale images but also outperforms other similar techniques in terms of classification accuracy rate.
I. INTRODUCTION
The advancement in the computer vision-based driving assistance technologies brought advanced solutions in transport sector that helps drivers to have better awareness of the road environment and drive safely. Such systems are also helpful in fatigue detection of vehicle diver [1] . Fatigue is a state that reduces the attentiveness level thus affects the driver performance thereby increases associated risks. It is attributed that 10-20% road accidents are caused by fatigue [2] , [3] . Facial recognition process has become a key component of human entertainment, human-computer interface (HCI), and surveillance systems and thus has received and continues to receive considerable attention from the computer vision and pattern recognition community. In recent years, we have seen the development of a significant number of algorithms for gender identification [4] , facial expression recognition [5] , face verification [6] , [7] , and age estimation from faces [8] . In this article, our focus of attention is the recognition of facial expressions from facial images.
Extraction of features and classification of expressions are the two main steps of facial expression recognition algorithms. First, the input facial image is used to extract the features related to face geometry and appearance resulting in a compact representation of the original image. Then, the expression classifier [8] is applied according to the extracted features for assigning the expression label to the input face. The expression label can be of neutral, joy, disgust, sadness, anger, surprise and fear. Some algorithms [9] - [11] add an intermediate step of dimensionality reduction for filtering out irrelevant information and to avoid the over-fitting problem.
Sajjad et al. [10] suggest that the existence of occlusions and noise makes the facial recognition a complicated task, especially for the real-time systems as the images acquired by the majority of the real-time systems, are of lower resolution [11] , [12] and average quality. Such images suffer from inherent occlusion and noise problems. Existing facial recognition techniques and systems generally assume that the collected data consists of high-quality facial images [13] . This assumption is not true in the majority of the real-time settings. This provides a strong impetus for targeting the multi-scale and resolutions images [14] .
A number of researchers have developed schemes that work on high-level facial features like the position of nose, eyebrows, mouth corners, and eyes [15] . In such schemes, usually, the non-negative matrix is approximated by the product of the other two matrices of low ranks by Non-negative Matrix Factorization (NMF) scheme. Common holistic techniques like Linear Discriminant Analysis (LDA) [16] , Independent Component Analysis (ICA) [17] , and Principle Component Analysis (PCA) [18] try to extract the features with maximal information. The online NMF variant proposed by Guan et al. [19] is an effective and efficient algorithm for large-scale datasets. It is often referred to as OR-NMF. The inherent slow convergence problem is addressed by using MD-NMF and NeNMF.
Choi et al. [20] proposed a variable input selection method that is used after applying the discriminant analysis for the identification of the relationship between a feature and the input space. Shan et al. [21] used the scaled and shifted subwindows over facial images for obtaining a more complete and concise description of faces. A notable pattern recognition method has been proposed by Jeong et al. [22] which has its applications in facial recognition problems. In their work, important segments of the original data that usually affect the performance of classification are identified by using the feature feedback method during the analysis of extracted features in the original space. The holistic method presented by Lekshmi et al. [23] focuses on mouth and eyes regions which easily get affected by the variations in expressions of the faces. They employed PCA for the recognition of different facial parts.
Feature-based and appearance-based are the two commonly used classification methods for FER algorithms. The facial feature points are detected by the feature-based methods and then based on the geometric formation, the classification is performed. Texture information is used in appearance methods. Image ratio features [24] are the combination of the geometric information and the local texture feature information and thus are also called hybrid methods. The geometric positions are less powerful than the Gabor coefficients which were first described by Zhang et al. [25] .
In order to evaluate the effectiveness of extracted features, many techniques [26] employed entropy analysis which helps in dimensionality reduction. Similarly, discrete cosine transform (DCT) [27] is another powerful transform which is used for discriminative coefficient selections.
Generally, the work reported in literature require large data dimension to complete the facial expression recognition task and thus computationally expensive. The large data dimensions and high computational complexity make these frameworks difficult to use for real-time applications. Although, some research work proposed to adopt fog or cloud computing for computational intensive tasks in computer vision, more research is needed to handle security and privacy issues that permeate in such technologies [28] . Apart from computational complexity, facial partial occlusions and image noise also affect the robustness of the method used. Facial occlusion is common in the real world and arises mainly from eyewear, hand movements in front of a face and clothing. Facial occlusions are particularly difficult to handle because occluding patches can be large in size and also occur at random position. Building a robust framework under facial occlusion for facial expression recognition is also a challenging task. Image noise is another issue which hinders the development of the facial expression recognition system in the real-time environment. In real-life scenarios, the frame of facial expressions may get affected due to some environmental parameters such as lighting. Similarly, it is also required for robust FER system to handle images with low resolution. To the best of our knowledge, there are very few studies exists in the literature that tackles the low-resolution image issue.
In this work, we argue that through proper framework the task of facial expression recognition can be done in a more useful manner. We have investigated the salient face regions more preciously with the help of entropy analysis, which allows us to extract these salient face regions rather than using whole face image. Furthermore, Discrete Wavelet Transform (DWT) [29] is performed to transform spatial domain image into the frequency domain. This ensures the multi-resolution analysis and also reduce the number of features. To further improve the performance, DCT is applied for selection of high variance features. The DCT coefficients are robust to scale variations and noise. In this paper, we have made the following contributions:
• An entropy analysis-based model has been proposed for the selection of salient facial regions. This process suppresses the error rate and increases the classification accuracy rate.
• Wavelet transform has been adopted to divide the input image into frequency band and transfer the fine details of expressions.
• High variance DCT features are selected which achieved high recognition accuracy rate and also reduce the usage of memory and time consumption.
• The proposed framework is insensitive to variation in occlusion, noise and different image resolutions. The rest of the paper is organized as follows. Section II introduces the proposed framework for driver fatigue recognition. Implementation and experiments are presented in Section III. Finally, concluding remarks are given in Section IV.
II. PROPOSED FRAMEWORK
Generally, the standard FER consists of three steps as shown in Fig. 1 . These three steps include pre-processing, feature extraction/selection, and finally classification. The architecture of our proposed framework is depicted in Fig. 2 and the steps are also presented in Algorithm 1. The original image is first down-sampled multiple times for multiscale analysis. The steps mentioned in the Fig. 2 are performed for all input images. First, Haar wavelet transform is applied to convert the image into four new images of reduced size (i.e. 1/4). The four new images generated after wavelet decomposition are named as HH, HL, LH and LL sub-bands. The LL image contains more information as compared to other sub-bands. Concurrently, the multi-scaled images are divided into several blocks which are followed by the entropy analysis for detecting the informative and non-informative blocks. In the next step, DCT is applied to the informative block i.e. LL image of the original input image to extract the discriminative features in a zigzag manner. The same process is applied to the other images of different scale. Subsequently, the one-versus-all strategy is used in Support Vector Machine (SVM) [30] for the training of extracted features, followed by the final step of classification.
Algorithm 1 The Procedure of Fatigue Detection

Begin
Step 1. Input: Original input image I of size m×n
Step 2. Down-sampling the original image I to form an image pyramid.
Step 2.1. Divide the pyramid images into a block size of 32 and 24.
Step 2.2. Calculate entropy for each block in an image using: E = − ( i = 1) n p(x i )log 2 p(x i ) Step 2.3. Compute the DCT features from salient face regions using Eq. (2) Step 2.4. Concatenate the DCT features selected from all salient face regions to generate fv1 Step 3. Decomposed the original image I into four sub-bands using DWT
Step 3.1. Compute discrete cosine transform of approximation wavelet sub-band using Eq. (2) Step 3.2. Generate the feature vector fv2
Step 4. [Repeat steps 2 and 3 for I until all image samples are passed]
Step 5. Form final feature vector using fv = fv1 + fv2
Step 6. Perform classification End
A. PRE-PROCESSING
Image pre-processing is important and required because the image captured in real time environment may have low contrast, noise, and background. For facial expression recognition, the region of interest is face. Therefore, face region is extracted from the input image. There are many techniques available for face detection but we used Viola and Jones object detection algorithm [31] for tracking facial region. Image contrast enhancement is another step of pre-processing which aims to improve the contrast level of degraded images. Histogram equalization (HE) is the popular contrast enhancement widely used to expand the dynamic range of an image. Although HE is suitable for enhancing the image contrast, it suffers due to contrast overstretching. To overcome this problem, contrast limited adaptive histogram equalization (CLAHE) method is employed in proposed work. CLAHE is a classical image enhancement method which was originally proposed by Pizer et al. [32] . In this method, first the input image is divided into different sub-blocks and then each block is enhanced. Finally, the block artifacts are reduced using interpolation operation. The Fig. 3 illustrates the images enhanced by HE and CLAHE method.
From Fig. 3 , it is evident that HE is using the same transformation function for conversion of all the pixel values in the image which can only work well when the image pixel values are equally distributed. However, some regions of the image become brighter when the image get affected by illumination and thus the conventional HE techniques fail to get a satisfied enhancement. Whereas, the CLAHE method not only reduce the illumination effect but also preserve more detail as compared to HE method. After pre-processing, feature extraction/selection is the next step.
B. FEATURE EXTRACTION/SELECTION
Feature extraction/selection is a crucial step for facial expression recognition. In this step, a set of key parameters is required to be extracted from face image which can be further used for classification and recognition of different expressions.
Before performing the feature extraction/selection step, we down-sample all the input images in order to achieve the multi-scale analysis. Due to the down-sampling both the size and resolution of the image reduces. The Fig. 4 shows the images with different resolution. It is intuitive to extract the features from the face image. However, computed features from whole face image do capture the spatial location of the texture which reduces the discriminative power of the features. In order to overcome this issue, all the input images are divided into non-overlapping regions R 1 , R 2 , R 3 , . . . . . . .., R N (N = 1,2,3 ,. . . ) as shown in the Fig. 5 . For expressions recognition, not all the blocks are contributing. Only the informative blocks are required to be selected. To serve this purpose, used entropy analysis [26] . The purpose of entropy analysis is to bring out or select the informative blocks in an image. Some of the sections or blocks of an image are more informative than others. For example, the location of eyes or lips is more important for the detection of current feature or mood of a face, while chin, forehead, nose or cheeks are not that crucial. Dividing the image into several blocks makes it easier to identify the more informative blocks. The entropy is basically a way of checking the uncertainty related to some random variable. The entropy helps to distinguish between the informative and non-informative blocks of the image.
As mentioned in [26] , we defined two threshold values, the upper bound (t 2 ) and lower bound (t 1 ) for the entropy values. Those blocks that have an entropy value between these bounds are considered informative, otherwise noninformative. If the entropy E of some block is less than the lower bound t 1 , or more than the upper bound t 2 , it is considered non-informative as described Eq. 1.
The threshold values of the entropy are selected with the help of the histogram of the informative regions. We selfdefine these informative regions like nose, mouth, eyes area etc. As illustrated in the Fig. 6 , each informative block shows specific entropy values. We have covered almost all the informative regions by providing the thresholds range from four to eight. The selected informative face regions will be analyzed for facial expression recognition.
DCT applied on all informative face regions. The 2-D DCT [22] for an image of size M × N can be defined as:
where
Here x and y represent the image block row and column indices. Similarly, the DCT coefficient block two and column indices can be represented by u and v. In our study, the DCT is applied to informative regions and the coefficient are selected in a zigzag manner as shown in Fig. 7 . The proportional average of the M × N block is represented by the first coefficient and known as DC coefficient. The remaining coefficients are known as AC coefficients which indicate the intensity changes among the image blocks. Eq. 3 is used to write all the DCT coefficients after using DCT on the whole image.
The value of variable w differ from zero frequency to MN − 1 (highest frequency). In order to capture the dynamical variation of expression in the temporal domain, applied DWT for feature extraction in the next step. The DWT technique not only stores the temporal variations of facial movements but also work as a filter, by decomposing the original image into detailed and approximation coefficients, where the high-frequency signals are used for clustering of detail coefficients [33] . Generally, the approximation coefficients are used for further analysis because the high-frequency sub-band contain noises. The mother wavelet function is represented by ψ and defined by the following equation:
In Eq. 4, a, b ∈ R and represent scaling and shifting factors respectively, and R denote wavelet space. In the wavelet domain, the input signal is decomposed into detailed signal and approximation signal using discrete wavelet transform.
In order to produce a set of approximation signals, the decomposition process is carried out at different levels. In our work, the level-one DWT [29] is applied to every input facial image. Haar wavelet scheme has the added advantages of being memory efficient, reversible, fast, simple and producing comparatively better results than other wavelets. The most important and significant information about the facial image is contained by LL i.e. the approximate band. After the deployment of DWT on input facial image, a 50 × 50 pixels size image is obtained. The basic functions involved in the process are the differencing and averaging of input data coefficients yielded at different levels. In the next step, applied DCT to LL sub-band and select the coefficients of high variance. The final feature vector is formulated by concatenating the DCT-based selected features from informative face regions and approximation sub-band. The obtained feature vector provides a more extensive description of expressions and also more robust. After feature extraction/selection, the last and the important step is to apply the proper classifier.
C. EXPRESSION CLASSIFICATION
SVM [30] is utilized in this study for classification purpose. SVM is a data learning method that is based on statistical learning theory. SVM has proved to be very successful for dealing with pattern recognition and the problem of spurious regression. In this method, small samples containing limited information are used by the mechanism. A hyper-plane that meets the classification requirement is searched for under some set conditions and this hyperplane is able to distinguish efficiently between two different classes. The method is also able to ensure the classification accuracy as the distance between classes gets maximized by this support vector. The method is also able to resolve the problems like large quantity difference between the different facial expressions, and an insufficient amount of facial expression samples.
It is pertinent to mention that the SVM is basically designed for the classification of two categories. So in order to deal with a multi-class classification problem, there is a need to have a suitable classifier which can be used in combination with classifiers which have two categories. VOLUME 6, 2018 SVM includes one-to-one and one-to-many processes and we have opted for one-to-many strategy in this research work.
III. RESULTS AND DISCUSSIONS
In this work, we use MATLAB 2013 environment and did experiments considering JAFFE [34] database as our benchmark. The database contains 213 images and seven expression classes namely Sadness-Sa, Neutral-Ne, Happiness-H, Disgust-D, Anger-A, Fear-F, and Surprise-Su of different Japanese models.
The input image is first passed to DWT for generation of four sub-band images. In the next step, the LL image is divided into 8 × 8 block and concurrently the multi-scaled images are passed through the entropy analysis phase for the identification of informative blocks. Next, DCT is employed for the extraction of four features from each block in a zigzag manner which results in the generation of a feature vector of size 64.
In the next phase, SVM is trained and tested on the DCT-based extracted features for the classification of seven facial expression classes. The confusion matrix is provided in Table 1 which depicts the classification accuracy rate of each expression. The average expression recognition accuracy rate is 91.1%. 
A. EXPERIMENTS WITH OCCLUSIONS
Occlusions are obstructions or obstacles that hide the visibility of an object that one is trying to track or detect. The key point of any feature extraction technique is to detect the different visible mood and behavioral features of a facial image. Performed various experiments where obscured different parts of a facial image by placing a black block with different sizes on top of the image. By randomly selecting the block sizes from 15×15 to 55×55, tested our proposed technique to measure the accuracy in the presence of occlusions. Sajjad et al. [10] used the same technique for introducing occlusions in the input image.
For comparison of our approach with [6] , we have used the same experimental settings employing the same three databases (JAFFE [34] , MMI [35] and CK+ [36] ). Sample images from MMI and CK+ with different block size are illustrated in Fig.8 (a) and (b) respectively. Figures 9, 10 , and 11 provide the comparison of our tech- nique with that of Sajjad et al. [10] for JAFFE, MMI, and CK+ databases.
It is evident from the results that for occlusions, our proposed scheme outperforms the technique described in [10] in terms of recognition accuracy using the same ratio of dataset i.e. 64% for training and 36% for testing purpose.
B. EXPERIMENTS WITH NOISE
The existence of noise in an image is another factor that adversely affects the recognition accuracy rate. For studying the effect of this phenomenon, Sajjad et al. [10] first introduced Salt and Pepper noise in the input images and then tested their facial detection technique on noisy images. They used the same three datasets for the empirical evaluation. For comparing the effectiveness of each technique for noisy images, we used the same noisy datasets with the same training and testing ratio. Figure 12 (a) depicts a sample from MMI [35] dataset while Figure 12 (b) presents a sample from CK+ [36] dataset after the introduction of different levels of salt and pepper noise. The comparison of our proposed technique with that of Sajjad et al. [10] is provided in Figures 13, 14 , and 15. 
C. ACCURACY RATE COMPARISON WITH EXISTING TECHNIQUES ON DIFFERENT IMAGE RESOLUTION
Khan et al. [14] proposed a technique called Weber Local Binary Image Cosine Transform (WLBI-CT), in which frequency components of the image are extracted and integrated. For testing the efficacy of our proposed approach and for providing a comparison, we repeated their experimental settings and have employed the same dataset i.e. CK+ [36] . The CK+ dataset contains 593 video sequences of university students, aged from 18 to 30 years. The students depict multiple expressions in those video sequences, and like [14] , we extracted the pictures at peak stage of each expression. Some sample expressions are shown in Fig. 16 . [14] , LBP [5] , PHOG [37] , PLBP-SVM [11] , and Salient Patches [38] . Khan et al. [14] experimented with multi-resolution image sizes of 36 × 48, 72 × 96, 144 × 92 and 288 × 384 and we used the same settings.
The details of this comparison in terms of recognition accuracy rate can be seen. It is clearly evident that the accuracy rate of our proposed technique is much better than the other well-known and state of the art techniques. Our technique is able to achieve an average accuracy rate of 99.5% closely followed by WLBI-CT [14] with 99.3%.
D. COMPARISON OF MEMORY AND TIME CONSUMPTION WITH EXISTING TECHNIQUES
The proposed approach is computationally inexpensive both in terms of memory and time. This is due to extraction of high variance features from salient regions of the face. We measured the performance of the proposed approach with other existing approaches in terms of memory and time costs of the feature extraction process. From Table 2 , it can be seen that the execution time and memory consumption of our proposed framework is much less as compared to other techniques. This also shows the effectiveness of the proposed approach for real-time applications. 
E. AVERAGE RECOGNITION ACCURACY RATE COMPARISON WITH EXISTING TECHNIQUES
The overall efficiency in terms of average recognition accuracy rate is examined in comparison with existing techniques. Table 3 provides the details of this comparison with other techniques. It is notable that although the existing techniques used LBP, LDP and LTP descriptor for face analysis and generally produce impressive results, still they all fail to achieve good accuracy rates in the case of multi resolution images.
As can be seen from the results obtained, that our proposed technique is not only more efficient than other techniques in terms of accuracy rate but it also outperforms others in terms of computational time and data dimension sizes. 
IV. CONCLUSION AND FUTURE WORK
In this article, we have proposed an efficient scheme for facial expression classification that is helpful in driver fatigue detection applications. The proposed framework works equally well on both high-resolution images and low-resolution images. The framework is capable of extracting the most important discriminative features from a face image for representing the facial features. This feature compression helps in reducing the computational time. Further, the proposed FER system recognizes expression in different challenging situations such as the presence of noise and occlusions, which also shows that our algorithm is quite robust. One possible limitation of our proposed system is that it might fail on the images captured under different illumination conditions as we are yet to test it under such conditions. We are planning to incorporate this important factor in our future work. Furthermore, we are also planning to investigate the proposed technique on real-world face images captured in unconstrained environments which are currently considered the most challenging in the classification domain.
