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Re´sume´. Soit Q une probabilite´ de transition sur un espace mesurable E, admettant une probabilite´ invariante,
soit (Xn)n une chaˆıne de Markov associe´e a` Q, et soit ξ une fonction re´elle mesurable sur E, et Sn =
∑n
k=1
ξ(Xk).
Sous des hypothe`ses fonctionnelles sur l’action de Q et des noyaux de Fourier Q(t), nous e´tudions la vitesse de
convergence dans le the´ore`me limite central pour la suite ( Sn√
n
)n. Selon les hypothe`ses nous obtenons une vitesse en
n−τ/2 pour tout τ < 1, ou bien en n−1/2. Nous appliquons la me´thode de Nagaev en l’ame´liorant, d’une part graˆce
a` un the´ore`me de perturbations de Keller et Liverani, d’autre part graˆce a` une majoration de |E[eitSn/
√
n]− e−t
2/2|
obtenue par une me´thode de re´duction en diffe´rence de martingale. Lorsque E est non compact ou ξ est non borne´e,
les conditions requises ici sur Q(t) (en substance, des conditions de moment sur ξ) sont plus faibles que celles
habituellement impose´es lorsqu’on utilise le the´ore`me de perturbation standard. Par exemple, dans le cadre des
chaˆınes V -ge´ome´triquement ergodiques ou des mode`les ite´ratifs Lipschitziens, on obtient dans le t.l.c. une vitesse en
n−1/2 sous une hypothe`se de moment d’ordre 3 sur ξ.
Abstract. Let Q be a transition probability on a measurable space E which admits an invariant probability measure,
let (Xn)n be a Markov chain associated to Q, and let ξ be a real-valued measurable function on E, and Sn =∑n
k=1
ξ(Xk). Under functional hypotheses on the action of Q and the Fourier kernels Q(t), we investigate the rate of
convergence in the central limit theorem for the sequence ( Sn√
n
)n. According to the hypotheses, we prove that the rate
is, either O(n−τ/2) for all τ < 1, or O(n−1/2). We apply the spectral Nagaev’s method which is improved by using
a perturbation theorem of Keller and Liverani, and a majoration of |E[eitSn/
√
n]− e−t
2/2| obtained by a method of
martingale difference reduction. When E is not compact or ξ is not bounded, the conditions required here on Q(t) (in
substance, some moment conditions on ξ) are weaker than the ones usually imposed when the standard perturbation
theorem is used in the spectral method. For example, in the case of V -geometric ergodic chains or Lipschitz iterative
models, the rate of convergence in the c.l.t. is O(n−1/2) under a third moment condition on ξ.
MSC : 60J05–60F05
Mots-cle´s : Markov chains ; Rate of convergence in central limit theorem ; Spectral method
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1. Introduction
Dans ce papier on de´signe par (E,E) un espace mesurable, par Q une probabilite´ de transition sur (E,E)
admettant une probabilite´ invariante, note´e ν, par (Xn)n≥0 une chaˆıne de Markov sur (E,E) associe´e a` Q,
et enfin par ξ une fonction ν-inte´grable de E dans R telle que ν(ξ) = 0. On pose Sn =
∑n
k=1 ξ(Xk).
L’objet de ce travail est d’e´tudier la vitesse de convergence dans le the´ore`me limite central (t.l.c.) pour la
suite de variables ale´atoires (ξ(Xn))n≥0. La me´thode que nous utilisons s’inspire des techniques de pertur-
bations d’ope´rateurs qui ont e´te´ introduites par Nagaev [23, 24] et largement applique´es depuis, voir [10].
On trouvera dans [13] un expose´ ge´ne´ral de cette me´thode et de nombreuses re´fe´rences.
Les hypothe`ses porteront sur le noyau Q et les noyaux de Fourier Q(t) associe´s a` Q et ξ ; en substance,
on supposera que, sur un certain espace de Banach, Q ve´rifie une hypothe`se de forte ergodicite´ et que
Q(t) satisfait aux conditions du the´ore`me de perturbations d’ope´rateurs de Keller–Liverani [19]. Comme
il apparaˆıt de´ja` dans [14] (dans le cadre des mode`les ite´ratifs) et dans [15] (en vu d’obtenir un the´ore`me
local), le the´ore`me de Keller–Liverani remplace avantageusement les e´nonce´s classiques de perturbations
d’ope´rateurs, notamment lorsque l’espace d’e´tats E est non compact ou que ξ est non borne´e. Ainsi, dans
[14] et [15], nous avons pu e´tablir des the´ore`mes limites sous des hypothe`ses de moments polynomiaux la` ou`
habituellement e´taient requis des moments exponentiels.
Les re´sultats de vitesse de convergence dans le t.l.c. sont pre´sente´s au paragraphe 2. On appliquera ensuite
(Section 3) ces re´sultats dans le cadre des chaˆınes V -ge´ome´triquement ergodiques et des mode`les ite´ratifs
Lipschitziens.
Pour illustrer les re´sultats obtenus, conside´rons l’exemple classique sur Rd des processus autore´gressifs
Xn = AnXn−1 + bn sous les hypothe`ses suivantes : A1 est presque-suˆrement une contraction stricte et
E[‖b1‖3] < +∞. Alors, si X0 a un moment d’ordre 2 et si ξ est uniforme´ment lipschitzienne sur Rd (par
exemple si ξ(x) = ‖x‖), la vitesse de convergence dans le t.l.c. est en n−1/2 (cf. corollaire 3.2′). La condition
de moment d’ordre 3 sur b1 est la condition attendue en re´fe´rence au the´ore`me de Berry–Esseen pour v.a.i.i.d.
Notations. Si X et Y sont des espaces de Banach, on de´signe par X ′ le dual topologique de X, par L(X)
l’espace des endomorphismes continus de X, et par L(X,Y ) l’espace des applications line´aires continues de
X dans Y . Ces espaces sont munis des normes subordonne´es. On note 〈·, ·〉 le crochet de dualite´ sur X ′×X.
Pour p≥ 1 on note Lp(ν) l’espace de Lebesgue usuel associe´ a` ν. On note 1= 1E la fonction identiquement
e´gale a` 1 sur E.
La probabilite´ initiale de la chaˆıne sera appele´e µ0. La loi normale centre´e, de variance σ
2, est note´e
N (0, σ2). Enfin les noyaux de Fourier associe´s a` Q et ξ sont de´finis par
t ∈R, x ∈E, Q(t)(x, dy) = eitξ(y)Q(x, dy).
2. Hypothe`ses et e´nonce´s des re´sultats
Rappelons que ν de´signe une probabilite´ Q-invariante. Les espaces de Banach sur lesquels on fera ope´rer
Q sont compose´s de fonctions mesurables de E dans C. E´tant donne´ un tel espace (B,‖ · ‖), nous dirons que
Q est B-ge´ome´triquement ergodique si :
1 ∈ B, B s’envoie continuˆment dans L1(ν), Q ∈L(B), et il existe κ0 < 1, C ≥ 0 tels que
∀n≥ 1,∀f ∈ B, ‖Qnf − ν(f)1‖ ≤Cκn0 ‖f‖.
Sous cette condition, si ξ ∈ B, alors la se´rie ∑n≥0Qnξ converge absolument dans B car ν(ξ) = 0. Dans ce
cas on pose ξ˘ =
∑+∞
n=0Q
nξ, et si en outre B ⊂ L2(ν), on note
σ2 = ν(ξ˘2)− ν((Qξ˘)2) et ψ =Q(ξ˘2)− (Qξ˘)2 − σ2 1.
Hypothe`se (H). Il existe un espace de Banach (B,‖ · ‖) tel que B ⊂ L3(ν), ξ ∈ B, et ve´rifiant en outre les
conditions suivantes :
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(H1) Q est B-ge´ome´triquement ergodique.
(H2) On a
∑+∞
p=0 ν(|Qpψ|3/2)2/3 <+∞.
(H3) On a sup{ν(|eitξ − 1||f |), f ∈ B,‖f‖≤ 1}=O(|t|) quand t→ 0.
(H4) Il existe un intervalle ouvert I contenant t= 0 tel que, pour t ∈ I, on ait Q(t) ∈ L(B), et il existe des
constantes κ < 1, C ≥ 0 tels que
∀n≥ 1,∀t ∈ I,∀f ∈ B, ‖Q(t)nf‖ ≤Cκn‖f‖+Cν(|f |),
et enfin le rayon spectral essentiel de Q(t) ope´rant sur B est ≤ au re´el κ.
On observera que la seule condition de moment sur ξ est ν(|ξ|3)<+∞.
The´ore`me 2.1. Supposons que µ0 = ν et σ
2 > 0. Sous l’hypothe`se (H), la suite ( Sn√
n
)n converge en loi vers
N (0, σ2) avec une vitesse de convergence au moins en n−τ/2 pour tout τ < 1,
a` savoir : ∀τ < 1, sup
x∈R
∣∣∣∣P
(
Sn
σ
√
n
≤ x
)
−N (0,1)(]−∞, x])
∣∣∣∣=O(n−τ/2).
Hypothe`se (H˜). On a (H) sur B, avec B contenu dans un espace de Banach (B˜,‖ · ‖∼) tel que Q est
B˜-ge´ome´triquement ergodique et sup{‖Q(t)f −Qf‖∼, f ∈ B,‖f‖≤ 1}=O(|t|) quand t→ 0.
The´ore`me 2.2. Supposons que l’hypothe`se (H˜) soit satisfaite, et que σ2 > 0 et µ0 ∈ B′∩B˜′. Alors la vitesse
de convergence dans le t.l.c. est en n−1/2.
Sous la condition (H1), si Q(·) est de classe C3 de I dans L(B), le the´ore`me de perturbations standard
permet d’e´tablir une vitesse en n−1/2 dans le t.l.c. [10]. Cependant, l’hypothe`se pre´ce´dente requiert que le
noyau ξ(y)3Q(x, dy) ope`re continuˆment sur B [10, 13], et si ξ n’est pas borne´e, cette condition peut eˆtre
assez restrictive. En fait, ce proble`me apparaˆıt de´ja` si l’on impose a` Q(·) d’eˆtre continue de I dans L(B).
Les conditions (H3), (H4), mieux adapte´es au cas ξ non borne´e, permettront d’appliquer le the´ore`me de
perturbations de [19].
Remarques.
1. La condition (H1) est e´quivalente au fait que Q est quasi-compact sur B, avec 1 comme valeur propre
simple et dominante.
2. Supposons que Q soit B-ge´ome´triquement ergodique et que B ⊂ L3(ν), ξ ∈ B. Soit (B2,‖ · ‖2) un espace
de Banach contenant les fonctions g2, g ∈ B. S’il existe A> 0 tel que l’on ait, pour f ∈ B2, ν(|f |3/2)2/3 ≤
A‖f‖
2
, et si Q est B2-ge´ome´triquement ergodique, alors on a (H2). En effet ξ˘, Qξ˘ et 1 sont dans
B, donc ψ ∈ B2. Par de´finition du nombre σ2 et par invariance de ν, on a ν(ψ) = 0, par conse´quent∑
n≥0 ‖Qnψ‖2 <+∞, et (H2) en de´coule.
3. Soit (Bγ)0<γ≤γ0 une famille d’espaces de Banach, croissante pour l’inclusion. Les the´ore`mes 1, 2 sont
particulie`rement bien adapte´s lorsque, pour tout γ ∈ ]0, γ0], Q est Bγ-ge´ome´triquement ergodique et que
Q(t) ve´rifie (H3), (H4) sur Bγ pour |t| petit. Dans ce cas la principale difficulte´ re´side dans le choix de
parame`tres γ1 < γ2 < γ3 tels que, si B = Bγ1 , alors Q ve´rifie sur B2 = Bγ2 les conditions de la remarque 2
(afin d’obtenir (H2)), et ve´rifie (H˜) avec B˜ = Bγ3 . Les exemples du paragraphe 3 font intervenir de telles
familles d’espaces.
4. Si, pour t ∈ I, l’ine´galite´ de (H4) est satisfaite et si l’ensemble Q(t)({‖f‖ ≤ 1, f ∈ B}) est relativement
compact dans (B, ν(| · |)), alors Q(t) est quasi-compact a` ite´re´s borne´s sur B [16], et la proprie´te´ dans
(H4) sur le rayon spectral essentiel de Q(t) est alors automatiquement satisfaite [11]. Cette remarque
applique´e avec t = 0 permet dans certain cas d’e´tablir (H1) lorsque Q ve´rifie en outre des hypothe`ses
d’irre´ductibilite´ et d’ape´riodicite´ garantissant que 1 est une valeur propre simple et l’unique valeur propre
de module 1 de Q.
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5. Si B˜ = B, alors l’hypothe`se (H˜) se re´duit a` (H) et ‖Q(t)−Q‖L(B) =O(|t|). Comme de´ja` mentionne´, cette
dernie`re condition est assez restrictive lorsque ξ est non borne´e, voir la section 3.
6. Une vitesse de convergence en n−τ/4 pour tout τ < 1 a e´te´ e´tablie dans [4] pour des chaˆınes de Markov
stationnaires, a` espace d’e´tats compact, associe´es a` un ope´rateur de transfert markovien. Dans [4] il n’est
pas suppose´ que Q a une action quasi-compacte, et les conditions sur ξ sont assez faibles. Voir e´galement
[17]. Mentionnons que la fonction ψ introduite au de´but du paragraphe est de´ja` utilise´e dans les arguments
de [4].
7. Graˆce a` (H1), la condition ξ ∈ B est commode pour de´finir ξ˘, et la condition B ⊂ L3(ν) assure alors que
ξ˘ ∈ L3(ν). Cette dernie`re proprie´te´ n’est utilise´e que dans la section 4.1.
Si ξ /∈ B, les the´ore`mes 2.1, 2.2 restent vrais, a` condition de renforcer la condition (H2) comme suit :
il existe ξ˘ ∈ L3(ν) telle que ξ˘ −Qξ˘ = ξ, et la fonction ψ, que l’on peut alors de´finir comme au de´but du
paragraphe, ve´rifie
∑+∞
p=0 ν(|Qpψ|3/2)2/3 <+∞.
La preuve des the´ore`mes 2.1 et 2.2, pre´sente´e en section 4, est proche de celle utilise´e dans [15]. Plus
pre´cise´ment, on appliquera dans un premier temps, en s’inspirant de [17], une me´thode de re´duction en
diffe´rence de martigale pour e´tablir, sous les condititions (H1), (H2), que sup|t|≤√n |t|−1|E[eitSn/(σ
√
n)] −
e−t
2/2| = O( 1√
n
). Graˆce a` cette majoration, on verra que la valeur propre dominante perturbe´e de Q(t),
fournie par (H1), (H3), (H4) et les re´sultats de [19], ve´rifie le de´veloppement limite´ requis pour l’application
des techniques usuelles de transforme´e de Fourier.
3. Exemples
Dans les deux exemples traite´s dans ce paragraphe, on de´signe par (E,d) un espace me´trique non compact
tel que toute boule ferme´e de E soit compacte. On munit E de sa tribu bore´lienne E , et l’on note x0 un
point quelconque de E.
3.1. Application aux chaˆınes V -ge´ome´triquement ergodiques
Soit V une fonction mesurable de E dans [1,+∞[ telle que V (x)→+∞ quand d(x,x0)→+∞, et soit
(Xn)n≥0 une chaˆıne V -ge´ome´triquement ergodique [21] (chap. 16), a` savoir : il existe une probabilite´ Q-
invariante, ν, telle que ν(V )<+∞, et Q est BV -ge´ome´triquement ergodique, ou` BV est l’espace des fonctions
mesurables sur E, a` valeurs complexes, ve´rifiant
‖f‖
V
= sup{V (x)−1|f(x)|, x ∈E}<+∞.
On supposera en outre que la tribu E est a` base de´nombrable, et que (Xn)n≥0 est ape´riodique et ψ-irre´ductible
vis-a`-vis d’une certaine mesure positive ψ σ-finie. Rappelons que, si ξ2 est domine´e par un multiple de V ,
alors ( Sn√
n
)n converge en loi vers N (0, σ2) [21].
Corollaire 3.1. Si |ξ|3 est domine´e par un multiple de V , si σ2 > 0 et si E[V (X0)]<+∞, alors (ξ(Xn))n≥0
ve´rifie le t.l.c. avec une vitesse en n−1/2.
On observera que ce corollaire s’applique en particulier quand la loi initiale est la masse de Dirac δx en
un point quelconque x de E.
Les chaˆınes ge´ome´triquement ergodiques e´tant fortement me´langeantes [21] (chap. 16), voir e´galement
[18], la conclusion du corollaire peut eˆtre e´tablie, dans le cas stationnaire, graˆce au the´ore`me de Bolthausen
[3] sous l’hypothe`se ν(|ξ|3+ε)<+∞, et l’on peut e´galement appliquer [6] qui e´tudie la vitesse de convergence
en norme L1 dans le t.l.c.
Dans le cadre spe´cifique des chaˆınes V -ge´ome´triquement ergodiques, on trouvera dans [8], sous des condi-
tions de moment assez fortes, des re´sultats de vitesse de convergence dans le t.l.c. (cas stationnaire) sous
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forme d’ine´galite´s de Paley, et dans [20] des de´veloppements d’Edgeworth sous la condition ξ borne´e. Enfin
[25] e´tablit une vitesse en ( lnnn )
β lorsque ξ est domine´e par un multiple de V α (0<α≤ 12 ), avec β = 12(α+1) .
De´monstration du corollaire 3.1. Soit W = V 1/3, U = V 2/3, et soient BW , BU les espaces obtenus
comme ci-dessus en remplac¸ant V respectivement par W et U . Notons que ν ∈ B′W car ν(W ) < +∞, que
ξ ∈ BW , et enfin que BW s’envoie continuˆment dans L3(ν) car ν(W 3) = ν(V ) < +∞. Nous allons montrer
que Q ve´rifie l’hypothe`se (H˜) avec B = BW , B˜ = BV .
Comme Q est V -ge´ome´triquement ergodique par hypothe`se, il l’est e´galement relativement a` W , voir [21]
(lemma 15.2.9 et theorem 16.0.1). D’ou` (H1). Pour les meˆmes raisons Q est U -ge´ome´triquement ergodique.
En outre BU s’envoie continuˆment dans L3/2(ν) car ν(U3/2) = ν(V )<+∞. D’ou` (H2) (cf. remarque 2 avec
B2 = BU ). Par ailleurs (H3) re´sulte de l’ine´galite´ |eitξ− 1| ≤ |t||ξ|, et on a clairement Q(t) ∈ L(BW ) pour tout
t ∈R. La proprie´te´ (H4), e´tablie en appendice, re´sulte d’un travail re´cent de Hennion [12]. Enfin si f ∈ BW ,
alors
|Q(t)f −Qf | ≤Q(|eitξ − 1||f |)≤ |t|Q(|ξ|W )‖f‖
W
≤ |t|‖ξ‖
W
Q(W 2)‖f‖
W
,
d’ou` ‖Q(t)f −Qf‖
V
≤ |t| ‖ξ‖
W
‖QW 2‖
V
‖f‖
W
. Ce qui pre´ce`de prouve (H˜). Comme par hypothe`se µ0(V )<
+∞, on a µ0 ∈ B′
W
∩B′V , et le corollaire de´coule du the´ore`me 2.2. 
3.2. Application aux mode`les ite´ratifs lipschitziens
On de´signe par G un semi-groupe de transformations lipschitziennes de E, et par G une tribu sur G. On
suppose que l’action de G sur E est mesurable. Pour g ∈G, on pose
c(g) = sup
{
d(gx, gy)
d(x, y)
, x, y ∈E,x 6= y
}
.
Soit (Yn)n≥1 une suite de v.a.i.i.d. a` valeurs dans G. On note π leur loi commune. E´tant donne´e une variable
ale´atoire X0 a` valeurs dans E, inde´pendante de la suite (Yn)n, de loi µ0, on conside`re la suite (Xn)n≥0
de´finie pour tout n≥ 1 par Xn = YnXn−1.
Alors (Xn)n≥0 est une chaˆıne de Markov de probabilite´ de transition (Qf)(x) =
∫
G f(gx) dπ(g).
On suppose dans ce paragraphe qu’il existe une constante C ≥ 0 telle que l’on ait
∀(x, y) ∈E2, |ξ(x)− ξ(y)| ≤Cd(x, y).
Supposons que
∫
G c(g)
2 dπ(g) < 1 et
∫
G d(gx0, x0)
2 dπ(g) < +∞. Alors la suite ( Sn√
n
)n converge en loi vers
une gaussienne N (0, σ2), voir [2].
Soit Γ (g) = 1 + c(g) + d(gx0, x0). On renforce ici la condition pre´ce´dente en supposant qu’il existe un
entier n0 ≥ 1 tel que∫
G
Γ (g)3(1 + c(g)1/2)dπ(g)<+∞ et
∫
G
c(g)1/2max{c(g),1}3 dπ∗n0(g)< 1, (∗)
ou` l’on a de´signe´ par π∗n0 la loi de Yn0 · · ·Y1.
Sous ces hypothe`ses, on sait qu’il existe une unique probabilite´ Q-invariante, ν, et que ν(d(·, x0)3)<+∞
(appliquer le the´ore`me I de [14] avec la distance d(x, y)1/2).
Corollaire 3.2. Sous l’hypothe`se (∗), si σ2 > 0 et E[d(X0, x0)2] < +∞, alors (ξ(Xn))n≥0 ve´rifie le t.l.c.
avec une vitesse en n−1/2.
Le cadre ci-dessus contient celui des mode`les ite´ratifs [7], en particulier celui des processus autore´gressifs
de´finis par une v.a X0 a` valeurs dans R
d, puis par Xn =AnXn−1 + bn (n≥ 1), ou` (An, bn)n≥1 est une suite
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de v.a.i.i.d. a` valeurs dans Md(R)×Rd, inde´pendante de X0 ; on a note´Md(R) l’espace des matrices re´elles
carre´es d’ordre d.
Dans ce contexte une vitesse en 1√
n
dans le t.l.c. a e´te´ e´tablie dans [22] lorsque A1 est presque-suˆrement
une contraction stricte et que b1 ve´rifie une condition de moment exponentiel. Dans [5] une vitesse en n
−τ/2
(τ < 1) est obtenue pour une large classe de fonctions ξ, sous la meˆme condition sur A1 et sous l’hypothe`se
E[‖b1‖p] < +∞ pour tout p ∈ N. Les re´sultats de [22] ont e´te´ e´tendus dans [14] sous une condition de
contraction en moyenne sur ‖A1‖ et sous la condition de moment E[‖b1‖8+ε]<+∞ (ε > 0), ou` ‖ · ‖ de´signe
indiffe´remment une norme de Rd et la norme subordonne´e associe´e sur Md(R). Du corollaire 3.2 nous
de´duisons par exemple le re´sultat suivant.
Corollaire 3.2′. Si ‖A1‖ < 1 presque suˆrement, si E[‖b1‖3] < +∞ et E[‖X0‖2] < +∞, alors (ξ(Xn))n≥0
ve´rifie le t.l.c. avec une vitesse en n−1/2 (sous re´serve que σ2 > 0).
Supposons An = 0, d= 1, et ξ(x) = x−E[b1]. Alors Xn = bn pour tout n≥ 1, donc Sn = (b1 + · · ·+ bn −
nE[b1])/n, et nous retrouvons ainsi la meˆme conclusion que le the´ore`me de Berry–Esseen, sous la meˆme
condition de moment d’ordre 3.
De´monstration du corollaire 3.2. Pour simplifier nous supposons que n0 = 1 dans la condition (∗). Soit
λ ∈ ]0,1] quelconque, soit pλ(x) = 1 + λd(x,x0)1/2 (le re´el λ sera choisi ulte´rieurement), et pour γ > 0, soit
Lγ l’espace de Banach des fonctions f de E dans C telles que
mγ(f) = sup
{ |f(x)− f(y)|
d(x, y)1/2pλ(x)γpλ(y)γ
, x, y ∈E,x 6= y
}
<+∞,
muni de la norme ‖f‖γ =mγ(f) + |f |γ , ou` l’on a pose´ |f |γ = supx∈E(|f(x)|/pλ(x)γ+1).
On a clairement ξ ∈L1, et si f ∈ L1, alors ν(|f |3)1/3 ≤ |f |1ν(p6λ)1/3, avec ν(p6λ)<+∞. Donc L1 s’envoie
continuˆment dans L3(ν).
Lemme 3.1. On a (H1) (H3) avec B = L1, et (H2).
De´monstration. (H3) re´sulte de |eitξ − 1| ≤ |t||ξ| ≤ |t|[|ξ(x0)|+Cd(x,x0)] et de la de´finition de | · |1. On a
ν ∈L′1∩L′3 car ν(p4λ)<+∞. En choisissant λ suffisamment petit, l’ergodicite´ ge´ome´trique de Q relativement
a` B = L1, puis a` L3, re´sulte des conditions (∗) et de [14] (the´ore`me 5.5 applique´ avec la distance d(x, y)1/2).1
En outre si f ∈ L3, alors ν(|f |3/2)2/3 ≤ |f |3ν(p6λ)2/3 ≤ ‖f‖3ν(p6λ)2/3, et L3 contient les fonctions g2, g ∈ L1.
D’ou` (H2) (cf. remarque 2 avec B2 =L3). 
Lemme 3.2. Q(t) est un endomorphisme continu de L1 pour tout t ∈R, et enfin on a (H4) pour |t| petit.
De´monstration. On pose δλ(g) =max{c(g),1}1/2+λd(gx0, x0)1/2. On a supx∈E(pλ(gx)/pλ(x))≤ δλ(g) et
δλ(g)
2 ≤ 2Γ (g). Soit f ∈ L1. De la de´finition de c(g) et de l’ine´galite´ |eia − eib| ≤ 2|b− a|1/2 (a, b ∈ R), on
obtient en posant A= π(c1/2δ2λ)
|(Q(t)f)(x)− (Q(t)f)(y)| ≤
∫
|f(gx)− f(gy)|dπ(g) +
∫
|f(gy)||eitξ(gx) − eitξ(gy)|dπ(g)
≤ Am1(f)d(x, y)1/2pλ(x)pλ(y) + 2AC1/2|t|1/2|f |1d(x, y)1/2pλ(y)2.
On peut e´videmment supposer que d(y, x0)≤ d(x,x0) (sinon, inverser le roˆle joue´ par x et y), de sorte que
pλ(y)
2 ≤ pλ(x)pλ(y), et il vient que Q(t)f ∈ L1, avec
m1(Q(t)f)≤Am1(f) + 2AC1/2|t|1/2|f |1.
1A` cet effet le re´el λ doit eˆtre fixe´ tel que pi(c1/2δ6
λ
)< 1, ou` δλ(g) = max{c(g),1}
1/2 + λd(gx0, x0)1/2, ce qui est possible
graˆce aux conditions (∗) et au the´ore`me de convergence domine´e.
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On a clairement |Q(t)f |1 ≤ |f |1 π(δ2λ), de sorte que Q(t) a une action continue sur L1.
Pour e´tablir l’ine´galite´ de (H4), on utilise le fait que les normes ‖ · ‖1 et ‖ · ‖ν = m1(·) + ν(| · |) sont
e´quivalentes [14] (Section 5). Alors, d’apre`s l’ine´galite´ ci-dessus, il existe une constante D > 0 telle que
m1(Q(t)f)≤Am1(f) +D|t|1/2[m1(f) + ν(|f |)] = (A+D|t|1/2)m1(f) +D|t|1/2ν(|f |).
On a ν(|Q(t)f |)≤ ν(Q|f |) = ν(|f |). Donc ‖Q(t)f‖ν ≤ (A+D|t|1/2)‖f‖ν + (D|t|1/2 + 1)ν(|f |). Le re´el λ fixe´
dans la preuve du lemme 3.1 est tel que A= π(c1/2δ2λ)< 1. Soit alors t0 tel que κ= A+D|t0|1/2 < 1, soit
C′ =D|t0|1/2 + 1, et soit t tel que |t| ≤ t0. Il re´sulte d’une re´currence e´vidente que ‖Q(t)nf‖ν ≤ κn ‖f‖ν +
C′
1−κν(|f |), ce qui prouve l’ine´galite´ de (H4).
Il reste a` e´tablir dans (H4) la proprie´te´ relative au rayon spectral essentiel de Q(t). On a ν(|Q(t)nf |)≤
ν(Qn|f |) = ν(|f |), et la boule unite´ de (L1,‖ · ‖ν) est relativement compacte dans (L1, ν(| · |)) (utiliser le
the´ore`me d’Ascoli et le the´ore`me de Lebesgue, cf. [14], Lem. 5.4). La proprie´te´ souhaite´e re´sulte alors de
l’ine´galite´ de (H4) et de [11]. 
On a de´ja` vu que Q est L3-ge´ome´triquement ergodique. Enfin on a :
Lemme 3.3. Il existe E > 0 tel que, pour f ∈L1, t ∈R, on ait ‖Q(t)f −Qf‖3 ≤E|t|‖f‖1.
De´monstration. Soit f ∈L1. Il existe D > 0 tel que |ξ| ≤Dp2λ. D’ou`
|(Q(t)f)(x)−Qf(x)| ≤
∫
|eitξ(gx) − 1||f(gx)|dπ(g)≤D|f |1|t|pλ(x)4π(δ4λ),
donc |Q(t)f −Qf |3 ≤D|f |1|t|π(δ4λ). En outre, en posant A˜= π(c1/2δ4λ), B˜ = π(cδ2λ), on a
|[(Q(t)f)(x)−Qf(x)]− [(Q(t)f)(y)−Qf(y)]|
≤ A˜Dm1(f)|t|d(x, y)1/2pλ(x)3pλ(y) + B˜C|t||f |1d(x, y)pλ(y)2.
On a pλ(y) ≤ pλ(y)3 et d(x, y)1/2 ≤ 1λ (pλ(x) + pλ(y)) ≤ 2λpλ(x)pλ(y) ≤ 2λpλ(x)3pλ(y), par conse´quent
m3(Q(t)f −Qf)≤ (A˜Dm1(f) + 2λ B˜C|f |1)|t|. 
Les lemmes pre´ce´dents montrent que Q(·) ve´rifie (H˜) avec B = L1 et B˜ = L3. Enfin, comme µ0(p4λ)<+∞
par hypothe`se, on a µ0 ∈ L′1 ∩L′3. Le corollaire 3.2 re´sulte du the´ore`me 2.2. 
4. De´monstration des the´ore`mes 2.1, 2.2
4.1. Une ine´galite´ sur les fonctions caracte´ristiques
On suppose dans ce paragraphe que X0 suit la loi ν, que les conditions (H1), (H2) sont satisfaites, et
enfin que B ⊂ L3(ν), ξ ∈ B. Les e´le´ments ξ˘, σ2 et ψ ont e´te´ de´finis au de´but du paragraphe 2, et pour n≥ 1
on pose
Un = ξ˘(Xn)−Qξ˘(Xn−1) et Tn = U1 + · · ·+Un.
Proposition 4.1. Si σ2 > 0, alors il existe une constante C > 0 telle que l’on ait
∀n ∈N∗,∀t ∈ [−√n,√n ], |E[eitTn/(σ
√
n)]− e−t2/2| ≤C |t|√
n
.
Admettons pour le moment cette proposition. En utilisant la me´thode de Gordin [9], nous allons en
de´duire le re´sultat suivant.
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Corollaire 4.1. Si σ2 > 0, alors il existe une constante C > 0 telle que l’on ait
∀n ∈N∗, ∀t ∈ [−√n,√n ], |E[eitSn/(σ
√
n)]− e−t2/2| ≤C |t|√
n
.
De´monstration. Soit Vn = Qξ˘(X0) − Qξ˘(Xn). Graˆce a` l’e´quation de Poisson ξ˘ − Qξ˘ = ξ, on obtient
que Sn = Tn + Vn. Par ailleurs, de la stationnarite´ de (Xn)n et du fait que ξ˘ ∈ B ⊂ L1(ν), il vient que
supnE[|Vn|]<+∞. Enfin on a
|E[eitSn/(σ
√
n)]− e−t2/2| = |E[eitTn/(σ
√
n)eitVn/(σ
√
n)]− e−t2/2|
≤ |E[eitTn/(σ
√
n)]− e−t2/2|+E[|eitVn/(σ
√
n) − 1|],
avec E[|eitVn/(σ√n) − 1|]≤ 1σ |t|√n supnE[|Vn|]. On conclut alors graˆce a` la proposition. 
De´monstration de la proposition 4.1. On note Fn = σ(X0, . . . ,Xn) pour n≥ 0. Alors (Un)n≥1 est une
suite stationnaire d’accroissements de martingale relativement a` (Fn)n, et E[|U1|3]<+∞ car ξ˘ ∈ B ⊂ L3(ν).
Pour simplifier nous conside´rons le cas σ2 = 1, et nous adaptons au cadre markovien les majorations
pre´sente´es dans la preuve du the´ore`me 6 de [17] (pp. 41–44). A` cet effet on pose T0 = 0, Wn = U
2
n − 1 pour
n≥ 1, et l’on rappelle que eix = 1+ ix− x22 + u(ix), avec |u(ix)| ≤ |x|
3
6 .
En e´crivant E[eiλTn ] = E[eiλTn−1eiλUn ], puis en appliquant la remarque pre´ce´dente avec x= λUn, et enfin
en observant que E[eiλTn−1Un] = E[e
iλTn−1E[Un|Fn−1]] = 0, il est facile de voir par re´currence que pour t ∈R
et n≥ 1
E[ei(t/
√
n)Tn ]− e−t2/2 =An(t) +Bn(t) +Cn(t) avec
An(t) =
(
1− t
2
2n
)n
− e−t2/2, puis Bn(t) =
n−1∑
k=0
(
1− t
2
2n
)k
E
[
ei(t/
√
n)Tn−k−1u
(
i
t√
n
Un−k
)]
,
et enfin Cn(t) =− t
2
2n
n−1∑
k=0
(
1− t
2
2n
)k
E[ei(t/
√
n)Tn−k−1Wn−k].
Soit t ∈ [−√n,√n]. On a
0≤−An(t)≤ e−t2/2 − en(−t2/(2n)−3t4/(8n2)) ≤ (1− e−3t4/(8n))e−t2/2 ≤ 3t
4
8n
e−t
2/2 ≤C1 |t|√
n
,
|Bn(t)| ≤
n−1∑
k=0
(
1− t
2
2n
)k |t|3
6n
√
n
E[|Un−k|3] = 1
3
E[|U1|3] |t|√
n
.
Pour la majoration de Cn(t), on utilise le lemme suivant.
Lemme 4.1. Pour k ≥ ℓ≥ 1 on a E[Wk|Fℓ−1] = (Qk−ℓψ)(Xℓ−1), ou` ψ est la fonction de´finie au de´but de
la section 2.
De´monstration. On a U2k = ξ˘
2(Xk)− 2ξ˘(Xk)Qξ˘(Xk−1) + (Qξ˘)2(Xk−1). Comme (Xn)n≥0 est une chaˆıne
de Markov, on a E[ξ˘(Xk)Qξ˘(Xk−1)|Fℓ−1] = E[(Qξ˘)2(Xk−1)|Fℓ−1], puis
E[U2k |Fℓ−1] =Qk−ℓ+1ξ˘2(Xℓ−1)−Qk−ℓ(Qξ˘)2(Xℓ−1).
D’ou` E[W 2k |Fℓ−1] = E[U2k |Fℓ−1]− 1 =Qk−ℓ(Qξ˘2 − (Qξ˘)2 − 1)(Xℓ−1) =Qk−ℓψ(Xℓ−1). 
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D’apre`s (H2) on sait que C3 =
∑+∞
p=0 ν(|Qpψ|3/2)2/3 <+∞, donc
∑+∞
p=0 ν(|Qpψ|)<+∞. Effectuons main-
tenant sur Wℓ une re´duction en diffe´rence de martingale, a` savoir Wℓ = Yℓ +Zℓ pour ℓ≥ 1, avec
Yℓ =
+∞∑
p=0
[E[Wp+ℓ|Fℓ]−E[Wp+ℓ|Fℓ−1]] et Zℓ =
+∞∑
p=0
E[Wp+ℓ|Fℓ−1]−
+∞∑
p=1
E[Wp+ℓ|Fℓ].
Yℓ est Fℓ-mesurable, et E[Yℓ|Fℓ−1] = 0. Comme Tℓ−1 est Fℓ−1-mesurable, on obtient E[eitTℓ−1Yℓ] = E[eitTℓ−1×
E[Yℓ|Fℓ−1]] = 0, d’ou` E[eitTℓ−1Wℓ] = E[eitTℓ−1Zℓ]. Par conse´quent, en posant Z ′ℓ =
∑+∞
p=0E[Wp+ℓ|Fℓ−1], il
vient
E[eitTℓ−1Wℓ] = E[e
itTℓ−1Z ′ℓ]−E[eitTℓ−1Z ′ℓ+1]. (E)
On a Z ′ℓ =
∑+∞
p=0(Q
pψ)(Xℓ−1) (lemme 4.1), et comme
∑+∞
p=0 ν(|Qpψ|)<+∞, il vient
E[eitTℓ−1 Z ′ℓ] =
+∞∑
p=0
E[eitTℓ−1(Qpψ)(Xℓ−1)]
=
+∞∑
p=0
E[eit(U2+···+Uℓ)(Qpψ)(Xℓ)] (par stationnarite´ de (Xn)n≥0)
=
+∞∑
p=0
E[eit(Tℓ−U1)E[Wp+ℓ+1|Fℓ]] = E[eit(Tℓ−U1)Z ′ℓ+1] (par le lemme 4.1).
De l’e´galite´ (E) on de´duit que
|E[eitTℓ−1 Wℓ]| ≤ E[|Z ′ℓ+1||eit(Uℓ−U1) − 1|]≤ |t|E[|Z ′ℓ+1|3/2]2/3E[|Uℓ −U1|3]1/3
avec E[|Z ′ℓ|3/2]2/3 ≤ C3, puis par stationnarite´ E[|Uℓ − U1|3]1/3 ≤ 2E[|U1|3]1/3. Par conse´quent
|E[eit/(
√
n)Tℓ−1Wℓ]| ≤ 2E[|U1|3]1/3C3 |t|√n , et finalement |Cn(t)| ≤ 2C3E[|U1|3]1/3
|t|√
n
. 
4.2. Un the´ore`me de perturbations
The´ore`me 4.1. Supposons que les conditions (H1), (H3), (H4) soient satisfaites.
Soit 0< τ < 1. Il existe un intervalle ouvert J ⊂ I centre´ en t= 0, et des applications λ(·), v(·), φ(·) et
N(·) a` valeurs respectivement dans C, B, B′ et L(B) tels que l’on ait, pour t ∈ J , n≥ 1, et f ∈ B,
Q(t)nf = λ(t)n〈φ(t), f〉v(t) +N(t)nf, (D)
avec en outre les proprie´te´s suivantes :
(a) 〈φ(t), v(t)〉 = 1, φ(t)N(t) = 0, N(t)v(t) = 0, Q(t)v(t) = λ(t)v(t), et limt→0 λ(t) = 1.
(b) 〈ν, v(t)〉= 1, et il existe C > 0 et ρ < 1 tels que l’on ait pour t ∈ J et n≥ 1
(b1) 〈ν, |v(t)− 1|〉 ≤C|t|τ ,
(b2) |〈φ(t),1〉 − 1| ≤C|t|τ ,
(b3) 〈ν, |N(t)n1|〉 ≤Cρn|t|τ .
(c) λ(·) est continue sur J .
De´monstration. Soit t ∈ I, n≥ 1, f ∈ B. On a |Q(t)nf | ≤Qn|f |, donc par invariance de ν, ν(|Q(t)nf |)≤
ν(Qn|f |) = ν(|f |), puis pour t0 ∈ I et h ∈R tel que t0 + h ∈ I
ν(|Q(t0 + h)f −Q(t0)f |)≤ ν(Q(|eihξ − 1||f |)) = ν(|eihξ − 1||f |).
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D’ou` sup{ν(|Q(t0 + h)f −Q(t0)f |), f ∈ B, ‖f‖ ≤ 1}=O(|h|) d’apre`s (H3).
Les deux proprie´te´s pre´ce´dentes et la condition (H4) permettent d’appliquer le the´ore`me de Keller–
Liverani [1, 19].2 Pour les assertions (a) et (b) nous appliquons ce the´ore`me en t0 = 0. Sous la condition
(H1), celui-ci assure la de´composition (D) et l’assertion (a). Le point (b) est une conse´quence de re´sultats
interme´diaires contenus dans [19] dont nous rappelons les principaux arguments.
Pre´cisons que le re´el appele´ r dans [19], the´ore`me 1, est choisi ici tel que lnκ−ln rlnκ = τ , ou` κ est le re´el
de (H4). Donc 0< r < 1. Soit Γ1 (resp. Γ0) un cercle oriente´ de centre z = 1, de rayon suffisamment petit
(resp. de centre z = 0, de rayon ρ tel que r < ρ < 1). D’apre`s [19], the´ore`me 1, il existe C > 0 telle que l’on
ait pour z ∈ Γ0 ∪ Γ1, t ∈ J , f ∈ B,
ν(|(z −Q(t))−1f − (z −Q)−1f |)≤C|t|τ‖f‖. (∗∗)
Soit Π(t) = 12ipi
∫
Γ1
(z − Q(t))−1 dz. Alors Π(t) est un projecteur de rang 1 sur le sous-espace propre
Ker(Q(t)− λ(t)) tel que Π(0)f = ν(f)1, et l’on peut de´finir
v(t) = 〈ν,Π(t)1〉−1Π(t)1 et φ(t) =Π(t)∗ν,
ou` Π(t)∗ est l’ope´rateur adjoint de Π(t) (on verra ci-dessous que 〈ν,Π(t)1〉 6= 0 pour |t| petit de sorte que
v(t) est bien de´fini). Le premier point de (b) est e´vident.
On a Π(t)1− 1=Π(t)1−Π(0)1= 12ipi
∫
Γ1
[(z −Q(t))−11− (z −Q)−11]dz, d’ou`
ν(|Π(t)1− 1|)≤ 1
2pi
∫
Γ1
ν(|(z −Q(t))−11− (z −Q)−11|)dz ≤C|t|τ .
On en de´duit aise´ment (b1), ainsi que (b2) graˆce a` l’e´galite´ 〈φ(t),1〉 = 〈ν,Π(t)1〉. Enfin (b3) re´sulte de
l’e´galite´
N(t)n1=N(t)n1−N(0)n1= 1
2ipi
∫
Γ0
zn[(z −Q(t))−11− (z −Q)−11]dz.
Il reste a` prouver (c). Soit t0 ∈ J . Les deux premie`res proprie´te´s e´tablies au de´but de la preuve et la proprie´te´
(H4) montrent que Q(t) ve´rifie au voisinage de t0 les conditions du the´ore`me de Keller–Liverani. Ce dernier,
avec la de´composition (D) e´crite en t= t0, assure que, pour |h| petit, Q(t0 + h) admet une unique valeur
propre dominante z(t0 + h) qui tend vers λ(t0) quand h→ 0. Mais par unicite´ on a z(t0 + h) = λ(t0 + h). 
En adaptant la preuve de [15], lemme 4.2, a` l’aide de la majoration du corolaire 4.1, nous allons maintenant
pre´ciser le comportement de λ(u) quand u→ 0.
Lemme 4.2. Sous les hypothe`ses (H) et σ2 > 0, on a λ(u) = 1− σ22 u2+O(|u|2+τ) pour tout re´el 0< τ < 1.
Si en outre 〈ν, |v(u)− 1|〉=O(|u|), alors λ(u) = 1− σ22 u2 +O(u3).
De´monstration. On suppose pour simplifier que σ2 = 1. En utilisant le fait que (Xn)n est une chaˆıne de
Markov (voir par exemple [13], p. 23), puis le the´ore`me 4.1, il est facile de voir que, pour tout f ∈ B, pour
toute probabilite´ initiale µ0 ∈ B′, et pour t ∈ J , n≥ 1,
E[f(Xn)e
itSn ] = 〈µ0,Q(t)nf〉= λ(t)n〈φ(t), f〉〈µ0, v(t)〉+ 〈µ0,N(t)nf〉. (∗ ∗ ∗)
Dans la suite on conside`re t ∈ [−1,1] et un entier n≥N , avec N assez grand. Pour le moment N est choisi
tel que t√
n
∈ J pour n≥N . La formule (∗ ∗ ∗) applique´e en t√
n
avec f = v( t√
n
) et µ0 = ν montre que
λ
(
t√
n
)n
= E
[
v
(
t√
n
)
(Xn)e
i(t/
√
n)Sn
]
.
2Les re´sultats de [19] sont pre´sente´s avec une norme auxiliaire | · | sur B ve´rifiant | · | ≤ ‖ · ‖, mais on peut montrer que
ceux-ci subsistent lorsque | · | est remplace´e par une semi-norme, en l’occurrence ici ν(| · |).
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En utilisant l’ine´galite´ triangulaire et l’invariance de ν, il vient∣∣∣∣λ
(
t√
n
)n
− e−t2/2
∣∣∣∣ ≤ E
[∣∣∣∣v
(
t√
n
)
(Xn)− 1
∣∣∣∣
]
+
∣∣∣∣E[ei(t/√n)Sn ]− e−t2/2
∣∣∣∣
=
〈
ν,
∣∣∣∣v
(
t√
n
)
− 1
∣∣∣∣
〉
+ |E[ei(t/
√
n)Sn ]− e−t2/2|.
Du corollaire 4.1 et du point (b1) du the´ore`me 4.1 il vient pour t ∈ [−1,1] et n≥N ,∣∣∣∣λ
(
t√
n
)n
− e−t2/2
∣∣∣∣≤C
∣∣∣∣ t√n
∣∣∣∣τ .
Par ailleurs cette proprie´te´ est satisfaite avec τ = 1 si 〈ν, |v(u)− 1|〉=O(|u|).
En utilisant la fonction log complexe de´finie pour z ∈C non nul par log z = ln |z|+ iarg(z), avec arg(z) ∈
]−pi,pi], on de´montre qu’il existe une constante C′ > 0 telle que l’on ait pour t ∈ [−1,1] et n≥N , avec N
assez grand (voir les de´tails dans [15], p. 193, la continuite´ de λ(·) sur J est importante pour ce point),∣∣∣∣n logλ
(
t√
n
)
+
t2
2
∣∣∣∣≤C′
∣∣∣∣ t√n
∣∣∣∣τ . (L)
En observant maintenant que z − 1− logz = (log z)α(z) avec α(z) = O(|z − 1|), on a∣∣∣∣n
(
λ
(
t√
n
)
− 1
)
+
t2
2
∣∣∣∣ ≤ n
∣∣∣∣λ
(
t√
n
)
− 1− logλ
(
t√
n
)∣∣∣∣+
∣∣∣∣n logλ
(
t√
n
)
+
t2
2
∣∣∣∣
≤
∣∣∣∣n logλ
(
t√
n
)∣∣∣∣
∣∣∣∣α
(
λ
(
t√
n
))∣∣∣∣+C′
∣∣∣∣ t√n
∣∣∣∣τ .
En utilisant a` nouveau (L) et le fait que |t| ≤ 1, on voit que |n logλ( t√
n
)| ≤ 12 +C′.
En outre le corollaire 4.1 montre que la suite ( Sn√
n
)n converge en loi vers N (0, σ2). On de´duit alors de
[15], lemme 4.2, que λ(u) = 1− u22 + o(u2). Donc α(λ(u)) = O(λ(u)− 1) = O(u2). Par conse´quent il existe
une constante C′′ > 0 telle que l’on ait pour t ∈ [−1,1] et n≥N , avec N assez grand,∣∣∣∣n
(
λ
(
t√
n
)
− 1
)
+
t2
2
∣∣∣∣≤C′′
∣∣∣∣ t√n
∣∣∣∣τ .
En divisant cette ine´galite´ par t2 pour 12 ≤ |t| ≤ 1, on obtient∣∣∣∣
(
t2
n
)−1(
λ
(
t√
n
)
− 1
)
+
1
2
∣∣∣∣≤ C′′t2
∣∣∣∣ t√n
∣∣∣∣τ ≤ 4C′′
∣∣∣∣ t√n
∣∣∣∣τ .
Soit u ∈R∗, |u| ≤ 1√
N
. Il existe clairement n≥N tel que 1
2
√
n
≤ |u| ≤ 1√
n
. L’ine´galite´ pre´ce´dente applique´e
avec t=
√
nu montre que |λ(u)−1u2 + 12 | ≤ 4C′′|u|τ . Ceci de´montre le premier point du lemme.
Comme de´ja` indique´, si 〈ν, |v(u)− 1|〉=O(|u|), les arguments pre´ce´dents s’appliquent avec τ = 1. 
4.3. De´monstration du the´ore`me 2.1
Supposons pour simplifier que σ2 = 1, et rappelons que, en vertu de l’ine´galite´ de Berry–Esseen, une
vitesse en n−τ/2 (τ < 1) sera obtenue dans le t.l.c. si l’on de´montre que, pour un certain α> 0, on a
An =
∫ α√n
−α√n
∣∣∣∣E[eit(Sn/
√
n)]− e−t2/2
t
∣∣∣∣dt=O(n−τ/2).
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Pour le moment on choisit α > 0 tel que α ∈ J , ou` J est l’intervalle du the´ore`me 4.1.
En appliquant la formule (∗ ∗ ∗) de la section 4.2 avec f = 1, µ0 = ν, et en posant L(u) = 〈φ(u),1〉 − 1,
on a E[eitSn/(
√
n)] = λ( t√
n
)n + λ( t√
n
)nL( t√
n
) + 〈ν,N( t√
n
)n1〉. D’ou`
An ≤
∫ α√n
−α√n
∣∣∣∣λ(t/
√
n)n − e−t2/2
t
∣∣∣∣dt+
∫ α√n
−α√n
∣∣∣∣λ(t/
√
n)nL(t/
√
n)
t
∣∣∣∣dt+
∫ α√n
−α√n
∣∣∣∣ 〈ν,N(t/
√
n)n1〉
t
∣∣∣∣dt
= In + Jn +Kn.
Du lemme 4.2, on de´duit que |λ(u)| ≤ 1− u24 ≤ e−u
2/4 pour |u| petit. Par conse´quent on a pour | t√
n
| ≤ α,
avec α assez petit,∣∣∣∣λ
(
t√
n
)∣∣∣∣≤ e−t2/(4n) d’ou`
∣∣∣∣λ
(
t√
n
)∣∣∣∣n ≤ e−t2/4.
Comme dans la preuve du the´ore`me de Berry–Esseen, on e´crit
λ
(
t√
n
)n
− e−t2/2 =
(
λ
(
t√
n
)
− e−t2/(2n)
)n−1∑
k=0
λ
(
t√
n
)n−k−1
e−kt
2/(2n).
Il existe C,C′ > 0 tels que l’ait pour |t|√
n
assez petit, d’une part |λ( t√
n
)− e−t2/(2n)| ≤C| t√
n
|2+τ (lemme 4.2),
d’autre part
∑n−1
k=0 |λ( t√n )|n−k−1e−kt
2/(2n) ≤∑n−1k=0 e−t2(n−k−1)/(4n)−kt2/(4n) ≤C′ne−t2/4, d’ou`∣∣∣∣λ
(
t√
n
)n
− e−t2/2
∣∣∣∣≤CC′n−τ/2|t|2+τ e−t2/4.
La fonction t 7→ t1+τ e−t2/4 e´tant inte´grable sur R, on a In =O(n−τ/2).
En outre, de |L( t√
n
)| ≤ C| t√
n
|τ (the´ore`me 4.1(b2)), et de l’inte´grabilite´ de t 7→ |t|τ−1 e−t2/4, on voit
aise´ment que Jn =O(n
−τ/2). Enfin, du point (b3) du the´ore`me 4.1, du fait que u 7→ uτ−1 est inte´grable sur
[−α,α] et que ρn =O(n−τ/2), on obtient Kn =O(n−τ/2).
4.4. De´monstration du the´ore`me 2.2
On suppose ici que l’hypothe`se (H˜) est satisfaite et que µ0 ∈ B′ ∩ B˜′, ou` µ0 est la loi initiale. L’inte´grale
An est de´finie comme en 4.3. En appliquant la formule (∗ ∗ ∗) avec f = 1, on obtient en posant ici L(u) =
〈φ(u),1〉 〈µ0, v(u)〉 − 1,
An ≤
∫ α√n
−α√n
∣∣∣∣λ(t/
√
n)n − e−t2/2
t
∣∣∣∣dt+
∫ α√n
−α√n
∣∣∣∣λ(t/
√
n)nL(t/
√
n))
t
∣∣∣∣dt+
∫ α√n
−α√n
∣∣∣∣ 〈µ0,N(t/
√
n)n1〉
t
∣∣∣∣dt
= In + Jn +Kn.
Pour l’e´tude de In, Jn etKn, on conside`re des cercles oriente´s Γ1 et Γ0 comme dans la section 4.2. En utilisant
la dernie`re condition de (H˜), il est facile de voir (cf. [15], p. 195) que, pour f ∈ B, t ∈ J et z ∈ Γ0 ∪Γ1, on a
‖(z −Q(t))−1f − (z −Q)−1f‖∼ ≤C|t|‖f‖,
avec C > 0 inde´pendante de f , t et z. Par inte´gration curviligne (voir les de´finitions de v(t), φ(t), N(t)n
dans la section 4.2), on obtient que
‖v(u)− 1‖∼ ≤C|u|,
|〈φ(u),1〉 − 1| ≤C|u| (utiliser le fait que ν ∈ B˜′),
|〈µ0,N(u)n1〉| ≤Cρn|u| (utiliser le fait que µ0 ∈ B˜′).
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Le fait que B˜ s’envoie continuˆment dans L1(ν) montre que 〈ν, |v(u)−1|〉=O(|u|). Du lemme 4.2, il vient que
λ(u) = 1− σ22 u2+O(u3). Les arguments vus a` la section pre´ce´dent pour la majoration de In s’appliquent alors
avec τ = 1. Donc In = O(n
−1/2). En outre, des majorations ci-dessus, on peut de´duire que L(u) = O(|u|),
et l’on a vu que |λ( t√
n
)|n ≤ e−t2/4 pour | t√
n
| assez petit ; on en de´duit que Jn = O(n−1/2). Enfin on a
clairement Kn =O(ρ
n) = O(n−1/2).
Appendice. Preuve de (H4) pour les chaˆınes ge´ome´triquement ergodiques
En conservant les hypothe`ses et notations du paragraphe 3.1, nous comple´tons ici la preuve du corol-
laire 3.1 en de´montrant que Q(t) ve´rifie (H4) sur l’espace BW .3 Nous utiliserons la notation ress(·) pour
de´signer le rayon spectral essentiel d’un ope´rateur.
La premie`re ine´galite´ de (H4) s’obtient facilement. En effet, pour f ∈ BW , on a |Q(t)nf | ≤Qn|f |, donc
‖Q(t)nf‖
W
≤ ‖Qn|f |‖W , et l’on conclut graˆce a` la proprie´te´ d’ergodicite´ W -ge´ome´trique.
Pour e´tablir la seconde proprie´te´ de (H4), quitte a` modifier le re´el κ dans (H4), il suffit de de´montrer
que ress(Q(t)) ≤ ρ < 1, avec ρ inde´pendant de t. A` cet effet, on de´signera par B∞ l’espace des fonctions
mesurables borne´es sur E, muni de la norme de la convergence uniforme, et, e´tant donne´ un noyau T (x, dy)
sur E, on notera T˜ (x, dy) =W (x)−1W (y)T (x, dy). Clairement, T ∈L(BW ) si et seulement si T˜ ∈ L(B∞), et
T et T˜ admettent le meˆme spectre, en particulier le meˆme rayon spectral essentiel, dans leur action respective
sur BW et B∞ . De l’ergodicite´W -ge´ome´trique de Q, il vient : ∃ℓ≥ 1, ∀f ∈ BW , ‖Qℓ(f)−ν(f)1‖W ≤ 12‖f‖W .
Avec f = 1AW pour A ∈ E quelconque, on obtient (Q˜)ℓ(x,A) = Q˜ℓ(x,A)≤ 12 + ν(1AW ) pour tout x ∈E.
De´finissons maintenant la probabilite´ ν˜(A) = ν(W )−1ν(W1A). On a
∀A ∈ E ,
(
ν˜(A)≤ 1
4ν(W )
)
=⇒
(
∀x ∈E, (Q˜)ℓ(x,A)≤ 3
4
)
.
Soit t ∈ R. Avec les notations de [12], posons χ(y) = eitξ(y) et Q˜χ(x, dy) = χ(y)Q˜(x, dy). En appliquant
[12] (lemma 3.4, theorem 3.1), l’implication ci-dessus montre que ress(Q˜χ)≤ (34 )1/ℓ. Puisque Q˜χ = Q˜(t), on
obtient ress(Q(t)) = ress(Q˜(t))≤ (34 )1/ℓ.
Nota. Actuellement au moment de la parution de cet article, une vitesse en n−1/2 dans le t.l.c. a e´te´
obtenue, sous la condition optimale ν(|ξ|3)<+∞, pour les chaˆınes uniforme´ment ergodiques (i.e. cas V =
1E de la section 3.1) qui correspondent aux chaˆınes ape´riodiques ve´rifiant la condition de Doeblin. Plus
pre´cise´ment, pour une telle chaˆıne, la condition (H˜) peut eˆtre e´tablie avec B = L3(ν) et B˜ = L3/2(ν) ; le
the´ore`me 2.2 s’applique alors lorsque ξ ∈ L3(ν). Cet exemple sera de´taille´ dans un prochain travail, fait
en collaboration avec F. Pe`ne, ou` nous e´tablissons en outre, dans le cadre ge´ne´ral des chaˆınes fortement
ergodiques, un de´veloppement d’Edgeworth d’ordre 1 et un re´sultat de vitesse de convergence dans le t.l.c.
multi-dimensionnel.
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