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Abstract
For a {0, 1}-pattern of finite length, an empirical process is introduced in order to describe the number of
overlapping occurrences of the pattern at each level t ∈ [0, 1] in a sequence of the corresponding indicators
of i.i.d. [0, 1]-valued observations of length n. A method for obtaining the exact finite-dimensional
distributions of the empirical process is given. The weak convergence of the process to a Gaussian process
in D[0, 1] as n tends to infinity is also established. The limiting process depends on the given pattern. The
exact covariance function is compared with the asymptotic covariance function in a numerical example.
c© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The exact distribution theory of runs of finite lengths in a {0, 1}-valued random sequence
has been extensively developed recently (see, for example, [14,15,12,7,13,9,4,8,11]). Since
expressions of the exact distributions related to runs are quite complicated, their approximation
by well-known distributions is very important. The Poisson approximation mainly by means of
the Chen–Stein method is useful when the success probabilities, (the value 0 or 1 in the random
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sequence is often regarded as success or failure in many applications), are small (see [2,3]).
Though some applications of the central limit theorem for {0, 1}-valued random sequences have
been given [10], it is very important to show the weak convergence of an empirical process which
describes occurrences of a sequential local pattern like a run, since in many applications the {0,
1}-valued random sequence is a sequence of values of an indicator function of a sequential local
pattern defined on a sequence of (usually unobservable) random variables.
The motivation for introducing such an empirical process for a sequential local pattern comes
from the study of reliability of consecutive systems. Suppose we have a large linear consecutive
system. In consecutive systems, failure of a given number of consecutive components (failure
run(s) of specified length) plays an important role: a system called a consecutive-k-out-of-n:F
system fails if and only if k consecutive components fail and a system called an m-consecutive-
k-out-of-n:F system fails if and only if m failure runs of length k occur; see, for example, [6,
1]. By using the above empirical processes we can treat the number of occurrences of a given
local pattern like a failure run as a function of a real variable. Here, we present a motivating
example. Suppose that a person keeps n stores. The stores form a line and they can be regarded
as the following m-consecutive-k-out-of-n:F system, that is, they are connected in line from
the viewpoint of management like delivery or purchasing and the system fails if and only if
overlapping m failure runs of stores of length k occur. Here, we adopt the overlapping counting
of failure runs by the technical reason for proving weak convergence simply, though non-
overlapping counting is adopted usually. Suppose the person wants to determine whether every
store will be shut down if the sales of the store in the next term become less than a value t0. In
this case, the most important problem is whether the system will fail or not at the end of the next
term. And it will be caused by the {0, 1}-sequence of length n corresponding to situations (open
or shut down) of n stores. The underlying variables in this case are, of course, the values of sales
amount of the stores in the next term. For the person, it is important to determine the value t0
based on the distribution of the number of failure runs of length k as the stochastic process with
continuous time t .
In this paper, we regard a sequence of underlying variables as a sequence of i.i.d. [0, 1]-
valued random variables. For a given {0, 1}-pattern of certain finite length and for every level
t ∈ [0, 1], we define an empirical process which describes the number of overlapping occurrences
of the pattern for the prespecified level. Here, the meaning of “the number of overlapping
occurrences of the pattern” is the number of occurrences of the pattern for the overlapping
enumeration scheme. Hence, “overlapping occurrences” does not necessarily mean that each
pattern must overlap with another pattern. For example, let us consider the following sequence
of 11 outcomes:
1 1 0 1 0 1 0 1 1 0 1.
In this case, we have 4 occurrences of the pattern (1, 0, 1) for the overlapping enumeration
scheme by considering it as
1 (1 0 [1) 0 (1] 0 1) (1 0 1),
whereas we have only 3 occurrences of the pattern (1, 0, 1) for the non-overlapping enumeration
scheme by considering it as
1 (1 0 1) 0 (1 0 1) (1 0 1).
For various enumeration schemes, see, for example, [4]. The weak convergence of the empirical
process to a Gaussian process is shown. The limiting Gaussian process depends on the pattern.
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Though there are many kinds of empirical processes (see [16]), most of them lose their
sequential local properties of the sample ξ1, ξ2, . . . , ξn . Here, we mean that sequential local
properties of the sample are some relations among adjacent observations such as “t ≤ ξi ≤ ξi+1”,
“ξi ≥ ξi+1 ≥ ξi+2 ≥ t”, etc. In particular, the usual empirical process is constructed from the
order statistics of the sample, which loses the sequential local properties of the sample completely
in the sense that the usual empirical process is invariant under any permutation of the sample.
The empirical pattern process and the empirical run process proposed in this paper may be the
first attempt to describe some sequential local properties of the sample.
As a special case, we can regard “1” as a pattern (1) of length one. Then the empirical pattern
process for the pattern (1) is nothing but the usual empirical process
αn(t) = 1√
n
n∑
i=1
(I (ξi ≤ t)− F(t)),
where F(t) is the distribution function of ξi . The limit theorem of αn(t) for any fixed t is De
Moivre’s central limit theorem. Since weak convergence of αn to a Gaussian process was proved
(see, e.g., [5,16]), the result has been applied successfully to asymptotic theory of statistics.
Theorem 1 in Section 2 also includes the classical result as the special case (see Remark 2).
The present paper is organized as follows. In Section 2, after introducing a new empirical
process for a given {0, 1}-pattern, some results related to the weak convergence of the empirical
processes are given. Section 3 studies exact finite-dimensional distributions of the empirical
process. After presenting a general method for calculating finite-dimensional distributions, a
special case of a bivariate distribution for the empirical process for “1”-runs of length 3 is studied
by using the proposed method along with a computer algebra system. In Section 4, we have
collected the proofs of the results given in Section 2.
2. Weak convergence of empirical pattern processes
Let {Xn} be a sequence of i.i.d. r.v.’s with a common distribution function F on the unit
interval [0, 1] and P a given {0, 1}-pattern of finite length k. For every t ∈ [0, 1], we observe the
number of overlapping occurrences of the pattern P in the {0, 1}-sequence {I (X i ≤ t)}n+k−1i=1 .
For the pattern P , we denote by L(1) (L(0)) the set of locations of 1 (resp. 0). For example, if
P = (1, 0, 1, 0, 1), then L(1) = {1, 3, 5} and L(0) = {2, 4}. Then the number of overlapping
occurrences of the pattern in the sequence {I (X i ≤ t)}n+k−1i=1 can be expressed as
∑n
i=1 Vi (t),
where
Vi (t) =
( ∏
j∈L(1)
I (X i+ j−1 ≤ t)
)
·
( ∏
l∈L(0)
I (X i+l−1 > t)
)
.
For the pattern P and a positive integer n let Zn be the random element of D[0, 1] defined by
Zn(t) = 1√
n
n∑
i=1
ξi (t),
where ξi (t) = Vi (t) − EVi (t), and D[0, 1] is the space of functions on [0, 1] that are right-
continuous with left-hand limits (see [5]). As the process Zn describes the normalized number of
overlapping occurrences of the pattern P in the above sense, we shall call it an empirical pattern
process. In particular, when the pattern P is a run, we call it an empirical run process.
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Fig. 1. A sample path of empirical run process of length 3.
Fig. 2. A sample path of empirical pattern process for (1, 0, 1).
In Fig. 1 we give a sample path of empirical run process of length 3 based on 2000 uniform
random numbers. Fig. 2 shows a sample path of empirical pattern process for the pattern (1, 0, 1)
based on 2000 uniform random numbers.
For every set A ⊂ {1, 2, . . . , k}, we let |A| denote the number of elements of A and for a
non-negative integer i , we let A + i = {a + i |a ∈ A}.
Theorem 1. Suppose {Xn} is a sequence of i.i.d. r.v.’s with a common continuous distribution
function F on [0, 1]. Then, Zn converges weakly to Z in D[0, 1], where Z is the Gaussian process
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with P(Z ∈ C[0, 1]) = 1 specified by EZ(t) = 0 and
EZ(s)Z(t) =
∑
D∈2L(0)
∑
D′∈2L(0)
(−1)|D|+|D′|F(s)|L(1)∪D|
×
(
F(t)|D′\D| +
k−1∑
i=1
F(t)|((L(1)∪D′)+i)\(L(1)∪D)|
+
k−1∑
i=1
F(t)|(L(1)∪D′)\((L(1)∪D)+i)| − (2k − 1)F(t)|L(1)∪D′|
)
for 0 ≤ s ≤ t ≤ 1,
where C[0, 1] is the space of continuous functions on [0, 1] (see [5], p. 54).
In particular, when the pattern P is a “1”-run of length k, L(1) = {1, 2, . . . , k} and L(0) = ∅
hold. Furthermore, if F(t) = t , the corresponding covariance of the limiting process can be
written as
(−1)0sk
(
t0 +
k−1∑
i=1
t i +
k−1∑
i=1
t i − (2k − 1)tk
)
= sk
{
(1− tk)− 2tk(k − 1)+ 2t (1− t
k−1)
1− t
}
for 0 ≤ s ≤ t ≤ 1,
since the summation of the RHS of the above equation of EZ(s)Z(t) is reduced to the only case
of {D = ∅ and D′ = ∅}. Hence, we obtain the next result.
Corollary 1. Suppose {Xn} is a sequence of i.i.d. r.v.’s with uniform distribution function on
[0, 1]. Let Yn be the empirical run process for “1”-run of length k. Then, Yn converges weakly to
Y in D[0, 1], where Y is the Gaussian process with P(Y ∈ C[0, 1]) = 1 defined by EY (t) = 0
and
EY (s)Y (t) = sk
{
(1− tk)− 2tk(k − 1)+ 2t (1− t
k−1)
1− t
}
for 0 ≤ s ≤ t ≤ 1.
In particular, setting s = t = p in Corollary 1, we have the following.
Corollary 2. Let M (k)n be the number of overlapping occurrences of success run of length k in n
independent Bernoulli trials with success probability p. Then
1
σ
√
n
{M (k)n − (n − k + 1)pk} → N (0, 1) in distribution,
where
σ 2 = −pk(1− pk)+ 2p
k(1− pk)
1− p − 2kp
2k .
Corollary 2 was originally obtained by Hirano, Aki, Kashiwagi and Kuboki ([10], Theorem 3.1).
Remark 1. When F is continuous distribution function on [0, 1], {F(Xn)} is a sequence of i.i.d.
r.v.’s with uniform distribution function on [0,1]. If the theorem holds in the uniform case, we
have that
Z ′n(t) ≡
1√
n
n∑
i=1
(V ′i (t)− EV ′i (t))
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converges weakly to Z ′(t), where
V ′i (t) =
( ∏
j∈L(1)
I (F(X i+ j−1) ≤ t)
)
·
( ∏
l∈L(0)
I (F(X i+l−1) > t)
)
,
and Z ′ is a Gaussian process with E(Z ′(t)) = 0 and
EZ ′(s)Z ′(t) =
∑
D∈2L(0)
∑
D′∈2L(0)
(−1)|D|+|D′|s|L(1)∪D|
×
(
t |D′\D| +
k−1∑
i=1
t |((L(1)∪D′)+i)\(L(1)∪D)|
+
k−1∑
i=1
t |(L(1)∪D′)\((L(1)∪D)+i)| − (2k − 1)t |L(1)∪D′|
)
for 0 ≤ s ≤ t ≤ 1.
Since F is continuous, I (F(X i+ j−1) ≤ F(t)) = I (X i+ j−1 ≤ t) with probability one and hence
Z ′n(F(t)) = Zn(t) holds for all t almost surely. Consequently, from the fact that the mapping
h : D[0, 1] → D[0, 1] defined by hx(t) = x(F(t)) is continuous on C[0, 1], the general case
results by applying the continuous mapping theorem (see e.g. ([5], Theorem 5.1)).
Remark 2. In the special case P = (1), L(1) = {1} and L(0) = ∅, we have Vi (t) = I (X i ≤ t).
Thus, the empirical pattern process for P = (1) reduces to the usual empirical process. Indeed,
the covariance function EZ ′(s)Z ′(t) in Remark 1 can be reduced to s(1− t)(0 ≤ s ≤ t ≤ 1) in
this particular case, and hence the limiting process Z ′(t) becomes a Brownian bridge.
3. Exact multivariate distributions and numerical examples
Here, we shall show that the exact multivariate distributions can be obtained by solving
recurrence relations of conditional joint probability generating functions. Though any pattern can
be treated, for simplicity, we fix a pattern as “1”-run of length k. Let W1,W2, . . . ,Wn be i.i.d.
r.v.’s with uniform distribution in [0,1] and let us fix t1, t2, . . . , tm with (0 < t1 < t2 < · · · < tm)
and for i = 1, . . . ,m let Mi be the number of overlapping occurrences of “1”-run of length k
in the sequence {I (W j ≤ ti ) }. Then, the marginal distribution of Mi is the type III binomial
distribution of order k with success probability ti (see [4]).
Suppose we are observing “1”-runs in m sequences {I (W j ≤ ti ) } for i = 1, 2, . . . ,m. And
suppose that we have already observed (n − n1) trials. Currently, we are observing “1”-run of
length `i in {I (W j ≤ ti )}n−n1j=1 for i = 1, 2, . . . ,m. We denote by φ(`1, . . . , `m, n1; s1, . . . , sm)
the conditional joint probability generating function of the numbers of “1”-runs which will occur
in the sequences {I (W j ≤ ti )}nj=n−n1+1 corresponding to the remaining n1 trials. Since we count
the number of overlapping “1”-runs in every sequence, the current lengths of “1”-run which
affect the number of runs in the remaining trials are 0, 1, 2, . . . , k − 2 and more than k − 2.
Therefore, we write `i = k − 1 if the current length of “1”-run is more than k − 2.
Then, we have the following result.
Proposition 1. The following relations hold for the conditional joint probability generating
functions: If n1 = 0 then
φ(`1, . . . , `m, n1; s1, . . . , sm) = 1
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and if n1 > 0 then
φ(`1, . . . , `m, n1; s1, . . . , sm) =
[
m∑
i=1
(ti − ti−1)
(
m∏
j=i
s
δ(` j+1,k)
j
)
×φ(0, . . . , 0,min(`i + 1, k − 1), . . . ,min(`m + 1, k − 1), n1 − 1; s1, . . . , sm)]
+ (1− tm)φ(0, . . . , 0, n1 − 1; s1, . . . , sm)
holds, where t0 = 0 and
δ(x, y) =
{
1 if x = y
0 if x 6= y.
Proof. If the number of the remaining trials is zero, our observation has finished and hence
the first equation holds. Suppose that we have n1 remaining trials and our current state is
(`1, . . . , `m), i.e., the current length of “1”-run in {I (W j ≤ ti )}n−n1j=1 is `i for i = 1, 2, . . . ,m.
In the next trial, P(ti−1 < Wn−n1+1 ≤ ti ) = ti − ti−1. Then, by considering the next possible
outcomes, we can easily obtain the desired result. 
By using Proposition 1 and computer algebra systems we can obtain the exact joint
distribution of (M1, . . . ,Mm). Usually, the exact probability generating functions become very
long. For example, we can derive the exact joint probability generating function ψ(t1, t2; s1, s2)
for k = 3, m = 2 and n = 10. Noting that ψ(t1, t2, ; s1, s2) = φ(0, 0, 10; s1, s2), we obtain by
applying Proposition 1 to the RHS of the equation once
ψ(t1, t2; s1, s2) = t1φ(1, 1, 9; s1, s2)+ (t2 − t1)φ(0, 1, 9; s1, s2)
+ (1− t2)φ(0, 0, 9; s1, s2).
By applying Proposition 1 again to each term of the RHS of the above equation, we have
ψ(t1, t2; s1, s2) = t1{t1φ(2, 2, 8; s1, s2)+ (t2 − t1)φ(0, 2, 8; s1, s2)
+ (1− t2)φ(0, 0, 8; s1, s2)} + (t2 − t1){t1φ(1, 2, 8; s1, s2)
+ (t2 − t1)φ(0, 2, 8; s1, s2)+ (1− t2)φ(0, 0, 8; s1, s2)}
+ (1− t2){t1φ(1, 1, 8; s1, s2)+ (t2 − t1)φ(0, 1, 8; s1, s2)
+ (1− t2)φ(0, 0, 8; s1, s2)}.
By repeating the above procedure eight more times on a suitable computer algebra system, we
can obtain the unconditional probability generating functionψ(t1, t2; s1, s2) since the conditional
probability generating functions with n1 = 0 are 1 from Proposition 1. It is easily seen that
ψ(t1, t2; s1, s2) is a multivariate polynomial with four indeterminates t1, t2, s1 and s2.
From the exact formula ψ(t1, t2; s1, s2), the covariance of M1 and M2 can be expressed as
cov(M1,M2) = ∂
2
∂s1∂s2
ψ(t1, t2; 1, 1)− ∂ψ(t1, t2; 1, 1)
∂s1
· ∂ψ(t1, t2; 1, 1)
∂s2
= t31 (8+ 14t2 + 12t22 − 34t32 ).
In order to compare with the corresponding empirical run process, we divide the cov(M1,M2)
by 8 (=n − k + 1). Then, the normalized covariance becomes
t31
(
1+ 7
4
t2 + 32 t
2
2 −
17
4
t32
)
.
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We can see that the normalized exact covariance is close to the asymptotic covariance
t31 (1+ 2t2 + 2t22 − 5t32 ),
which is obtained by setting k = 3 in the formula of Corollary 1.
Though the exact probability generating function ψ(t1, t2; s1, s2) is very long, we can reduce
the size of the generating function by substituting appropriate numerical values for t1 and t2. For
example, the following formula is the joint probability generating function with t1 = 1/2 and
t2 = 3/4.
ψ(1/2, 3/4; s1, s2)
= 11 989
131 072
s2 + 94096 s
5
1s
6
2 +
41 271
524 288
s32 +
102 107
1048 576
s22 +
723
65 536
s21s
8
2 +
369
32 768
s1s
8
2
+ 1
1024
s81s
8
2 +
143
16 384
s31s
8
2 +
1
1024
s71s
8
2 +
1
1024
s71s
7
2 +
7
4096
s61s
8
2 +
5
1024
s51s
8
2
+ 101
16 384
s41s
8
2 +
9
4096
s61s
6
2 +
539
65 536
s1s
7
2 +
89
16 384
s31s
7
2 +
7
4096
s51s
7
2 +
1
1024
s61s
7
2
+ 9
2048
s41s
7
2 +
119
16 384
s21s
7
2 +
4491
524 288
s72 +
9
1024
s31s
6
2 +
855
65 536
s1s
6
2 +
63
16 384
s62s
4
1
+ 693
65 536
s21s
6
2 +
83
8192
s41s
5
2 +
7
1024
s51s
5
2 +
1321
32 768
s1s
5
2 +
533
16 384
s21s
5
2 +
299
16 384
s52s
3
1
+ 79
8192
s41s
4
2 +
227
16 384
s31s
4
2 +
13 225
262 144
s52 +
16 425
1048 576
s62 +
11 097
1048 576
s82
+ 57 459
1048 576
s42 +
1263
32 768
s42s1 +
199
8192
s42s
2
1 +
919
32 768
s21s
2
2 +
2933
65 536
s1s
2
2
+ 2859
65 536
s32s1 +
141
8192
s31s
3
2
849
32 768
s21s
3
2 +
631
16 384
s1s2 + 277132 768 .
We can observe that every coefficient of si1s
j
2 with i > j vanishes. Of course, the property follows
from the setup of the example.
4. Proofs of the results in Section 2
Before proving the theorem, we have to calculate the covariances of ξ ′s. Suppose {Xn} is a
sequence of i.i.d. r.v.’s with uniform distribution function on [0, 1] and suppose that a {0, 1}-
pattern P of length k is given. For every subset A ⊂ {1, 2, . . . , k}, we set
J (i, A; t) ≡
∏
j∈A
I (X i+ j−1 ≤ t)− t |A|.
Then we can write
ξi (t) =
∑
D∈2L(0)
(−1)|D| J (i, L(1) ∪ D; t).
Lemma 1. Suppose that 0 ≤ s ≤ t ≤ 1. Then
Eξi (s)ξi (t) =
∑
D∈2L(0)
∑
D′∈2L(0)
(−1)|D|+|D′|s|L(1)∪D|(t |D′\D| − t |L(1)∪D′|) (1)
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for every positive integer i ,
Eξ0(s)ξi (t) =
∑
D∈2L(0)
∑
D′∈2L(0)
(−1)|D|+|D′|s|L(1)∪D|
× (t |((L(1)∪D′)+i)\(L(1)∪D)| − t |L(1)∪D′|) (2)
for 1 ≤ i ≤ k − 1,
Eξ0(t)ξi (s) =
∑
D∈2L(0)
∑
D′∈2L(0)
(−1)|D|+|D′|s|L(1)∪D|
× (t |(L(1)∪D′)\((L(1)∪D′)+i)| − t |L(1)∪D′|) (3)
for 1 ≤ i ≤ k − 1,
Eξ0(s)ξi (t) = 0 for i ≥ k, (4)
and
Eξ0(t)ξi (s) = 0 for i ≥ k. (5)
Proof of Lemma 1. If 0 ≤ s ≤ t ≤ 1, for D and D′ ∈ 2L(0), we obtain
E J (i, L(1) ∪ D; s)J (i, L(1) ∪ D′; t)
= E
( ∏
j∈L(1)∪D
I (X i+ j−1 ≤ s)− s|L(1)∪D|
) ∏
j∈L(1)∪D′
I (X i+ j−1 ≤ t)− t |L(1)∪D′|

= s|L(1)∪D|(t |D′\D| − t |L(1)∪D′|),
which implies (1).
If i is a positive integer, we obtain for D and D′ ∈ 2L(0),
E J (0, L(1) ∪ D; s)J (i, L(1) ∪ D′; t)
= E
( ∏
j∈L(1)∪D
I (X j−1 ≤ s)− s|L(1)∪D|
) ∏
j∈L(1)∪D′
I (X i+ j−1 ≤ t)− t |L(1)∪D′|

= s|L(1)∪D|(t |((L(1)∪D′)+i)\(L(1)∪D)| − t |L(1)∪D′|).
Furthermore, if i ≥ k, then ((L(1) ∪ D′)+ i) ∩ (L(1) ∪ D) = ∅ and hence |((L(1) ∪ D′)+ i) \
(L(1)∪ D)| = |L(1)∪ D′|. Then we obtain E J (0, L(1)∪ D; s)J (i, L(1)∪ D; t) = 0. Thus, we
have (2) and (4). Similarly, we can show (3) and (5). 
Proof of Theorem 1. From Remark 1, it suffices to prove the theorem when F(t) = t .
First, we show the convergence in law of finite-dimensional distributions of Zn to the
corresponding distributions of Z . For t1, t2, . . . , tm ∈ [0, 1] and a1, a2, . . . , am ∈ R, we set
ηi ≡∑ml=1 alξi (tl). Since ηi is a function of (X i , X i+1, . . . , X i+k−1), {ηi } is (k − 1)-dependent
and hence {ηi } is ϕ-mixing. Then, from Theorem 20.1 of [5], 1√n
∑m
l=1 Zn(tl) = 1√n
∑n
i=1 ηi
converges in law to N (0, σ 2), where
σ 2 = E(η20)+ 2
k−1∑
i=1
E(η0ηi ).
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By using Lemma 1 we can easily verify that σ 2 is equal to the variance of
∑m
l=1 al Z(tl).
Next, we shall show the tightness of {Zn}. We show that for each ε > 0 and η > 0 there exists
a δ, 0 < δ < 1, such that P(w(Zn, δ) ≥ ε) ≤ η for sufficiently large n, where
w(x, δ) = sup
0≤t≤1−δ
wx ([t, t + δ]), x ∈ D[0, 1]
and for T ⊂ [0, 1],
wx (T ) = sup{|x(s)− x(t)|; s, t ∈ T }, T ⊂ [0, 1].
If this is shown, the tightness of {Zn} and P(Z ∈ C[0, 1]) = 1 are derived from Theorem 15.5
of [5]. We fix ε > 0 and η > 0. Since f (t) = t2 is convex, we obtain
E(ξ0(t)− ξ0(s))2 = E
[ ∑
D∈2L(0)
(−1)|D|{J (0, L(1) ∪ D; t)− J (0, L(1) ∪ D; s)}
]2
≤ 2|L(0)|
∑
D∈2L(0)
E{J (0, L(1) ∪ D; t)− J (0, L(1) ∪ D; s)}2.
Noting that
E{J (0, L(1) ∪ D; t)− J (0, L(1) ∪ D; s)}2
= t |L(1)∪D| − s|L(1)∪D| − (t |L(1)∪D| − s|L(1)∪D|)2
≤ t |L(1)∪D| − s|L(1)∪D|
= (t − s)(s|L(1)∪D|−1 + s|L(1)∪D|−2t + · · · + t |L(1)∪D|−1)
≤ |L(1) ∪ D||t − s| ≤ k|t − s|, (6)
we have
E(ξ0(t)− ξ0(s))2 ≤ C1|t − s|,
where C1 = 22|L(0)|k. From the definition of ξi (t), we have |ξi (t)| ≤ 2|L(0)|, and for each
s, t ∈ [0, 1] we see that |ξi (t)− ξi (s)| ≤ 2|L(0)|+1. Applying Lemma 22.1 of [5] to
{
ξi (t)−ξi (s)
2|L(0)|+1
}
,
we obtain
E

∣∣∣∣∣ n∑
i=1
(ξi (t)− ξi (s))
∣∣∣∣∣
4
 ≤ K (n2|t − s|2 + n|t − s|),
where K does not depend on s or t . Hence, for 0 < ε < 1, if εn < t − s, we have
E{|Zn(t)− Zn(s)|4} ≤ 2K
ε
(t − s)2. (7)
Fixing a positive integer m and a number p such that εn ≤ p, we define the random variables
ωi ≡ Zn(s + i p)− Zn(s + (i − 1)p), i = 1, 2, . . . ,m.
Setting Si = ω1 + ω2 + · · · + ωi and
ui ≡
√
2K
ε
(s + i p − (s + (i − 1)p)) =
√
2K
ε
p,
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we obtain from (7)
E(|S j − Si |4) ≤ 2K
ε
( j − i)2 p2.
Thus, by applying Theorem 12.2 of [5] with γ = 4 and α = 2 we have
P( max
0≤k≤m
|Sk | ≥ λ) ≤ K4,2
λ4
2K
ε
m2 p2.
Consequently, we obtain
P(max
i≤m |Zn(s + i p)− Zn(s)| ≥ λ) ≤
K2
λ4
m2 p2
ε
, (8)
where K2 = 2K · K4,2.
For each D ∈ 2L(0) we define
Un,D(t) ≡
n∑
i=1
∏
j∈L(1)∪D
I (X i+ j−1 ≤ t).
Then, we can write
Zn(t) = 1√
n
∑
D∈2L(0)
(−1)|D|(Un,D(t)− nt |L(1)∪D|).
Suppose that s ≤ t ≤ s + p. Then, since Un,D(v) is non-decreasing in v, we obtain
Un,D(t)− nt |L(1)∪D| −Un,D(s)+ ns|L(1)∪D| ≤ Un,D(s + p)− n(s + p)|L(1)∪D|
+ n{(s + p)|L(1)∪D| − t |L(1)∪D|} −Un,D(s)+ ns|L(1)∪D|
≤ |Un,D(s + p)− n(s + p)|L(1)∪D| −Un,D(s)+ ns|L(1)∪D|| + n|L(1) ∪ D|p
≤ |Un,D(s + p)− n(s + p)|L(1)∪D| −Un,D(s)+ ns|L(1)∪D|| + nkp,
and
Un,D(s)− ns|L(1)∪D| −Un,D(t)+ nt |L(1)∪D| ≤ n(t |L(1)∪D| − s|L(1)∪D|)
≤ |Un,D(s + p)− n(s + p)|L(1)∪D| −Un,D(s)+ ns|L(1)∪D|| + nkp,
where the second inequality holds from
t |L(1)∪D| − s|L(1)∪D| ≤ |L(1) ∪ D|(t − s) ≤ kp.
Therefore, if s ≤ t ≤ s + p, it holds that
|Zn(t)− Zn(s)| ≤
∑
D∈2L(0)
1√
n
|Un,D(t)− nt |L(1)∪D| −Un,D(s)+ ns|L(1)∪D||
≤
∑
D∈2L(0)
1√
n
{
|Un,D(s + p)− n(s + p)|L(1)∪D| −Un,D(s)+ ns|L(1)∪D|| + nkp
}
.
Now we have the estimate
sup
s≤t≤s+mp
|Zn(t)− Zn(s)|
≤ max
0≤i≤m−1
{|Zn(s + i p)− Zn(s)| + sup
s+i p≤t≤s+(i+1)p
|Zn(t)− Zn(s + i p)|}
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≤ max
0≤i≤m−1
|Zn(s + i p)− Zn(s)|
+ max
0≤i≤m−1
∑
D∈2L(0)
1√
n
{|Un,D(s + (i + 1)p)− n(s + (i + 1)p)|L(1)∪D|
−Un,D(s + i p)+ n(s + i p)|L(1)∪D|| + nkp}
≤ max
0≤i≤m−1
|Zn(s + i p)− Zn(s)|
+ max
0≤i≤m−1
∑
D∈2L(0)
1√
n
{|Un,D(s + (i + 1)p)− n(s + (i + 1)p)|L(1)∪D|
−Un,D(s + i p)+ n(s + i p)|L(1)∪D||} +
√
n2|L(0)|kp. (9)
Note that we can write
|Un,D(s + (i + 1)p)− n(s + (i + 1)p)|L(1)∪D| −Un,D(s + i p)+ n(s + i p)|L(1)∪D||
=
∣∣∣∣∣ n∑
j=1
(J ( j, L(1) ∪ D; s + (i + 1)p)− J ( j, L(1) ∪ D; s + i p))
∣∣∣∣∣ .
Here, {J ( j, L(1) ∪ D; s + (i + 1)p)− J ( j, L(1) ∪ D; s + i p)} is ϕ-mixing. Then, from (6) we
can apply Lemma 22.1 of [5] to {J ( j, L(1) ∪ D; s + (i + 1)p) − J ( j, L(1) ∪ D; s + i p)} and
we obtain
E

∣∣∣∣∣ n∑
j=1
(J ( j, L(1) ∪ D; s + (i + 1)p)− J ( j, L(1) ∪ D; s + i p))
∣∣∣∣∣
4

≤ K3,D(n2 p2 + np). (10)
If εn ≤ p, by setting K4 = maxD∈2L(0) K3,D , (10) is bounded by 2n2 p2K4/ε. Then, we have
P
(
1√
n
∣∣∣∣∣ n∑
j=1
(J ( j, L(1) ∪ D; s + (i + 1)p)− J ( j, L(1) ∪ D; s + i p))
∣∣∣∣∣ ≥ λ
)
≤ 2K4
λ4
1
ε
p2. (11)
We set
Wn,D = |Un,D(s + (i + 1)p)− n(s + (i + 1)p)|L(1)∪D|
−Un,D(s + i p)+ n(s + i p)|L(1)∪D||.
If εn < p <
ε
2|L(0)|k√n , then from (9) we obtain
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P
(
sup
s≤t≤s+mp
|Zn(t)− Zn(s)| ≥ 3ε
)
≤ P
(
max
0≤i≤m−1
|Zn(s + i p)− Zn(s)| ≥ ε
)
+ P
(
max
0≤i≤m−1
∑
D∈2L(0)
1√
n
|Wn,D| ≥ ε
)
.
Furthermore,
P
(
max
i≤i≤m−1
∑
D∈2L(0)
1√
n
|Wn,D| ≥ ε
)
≤ P
(
m−1∑
i=0
∑
D∈2L(0)
1√
n
|Wn,D| ≥ ε
)
≤
m−1∑
i=0
∑
D∈2L(0)
P
(
1√
n
|Wn,D| ≥ ε
2|L(0)|m
)
.
Hence from (8) and (11), we see that
P
(
sup
s≤t≤s+mp
|Zn(t)− Zn(s)| ≥ 3ε
)
≤ K2m
2 p2
ε5
+ 2|L(0)|mm
424|L(0)|2 · K4 p2
ε5
≤ K5
ε5
m5 p2,
where K5 = max{K2, 25|L(0)|+1K4}. We choose δ such that K5δε5 < η. If for a number p satisfying
ε
n ≤ p < ε2|L(0)|k√n there exists an integer m such that δ = m5/2 p, then it holds that
P
(
sup
s≤t≤s+δ
|Zn(t)− Zn(s)| ≥ 3ε
)
≤ K5
ε5
δ2 < ηδ.
However, the condition for an integer m is equivalent to the following conditions:
ε
n
≤ δ
m5/2
<
ε
2|L(0)|k
√
n
⇐⇒
(
δ
ε
)
2|L(0)|k
√
n ≤ m5/2 ≤
(
δ
ε
)
n
⇐⇒
(
δ
ε
2|L(0)|k
)
n1/5 ≤ m ≤
(
δ
ε
)2/5
n2/5.
Then, we can see that such an integer m exists for sufficiently large n.
Consequently, by using Corollary of Theorem 8.3 of [5], we obtain
P(w(Zn, δ) ≥ 9ε) < ηδ · 1
δ
= η
for sufficiently large n. 
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