ABSTRACT Spectroscopic diagnostics of solar coronal plasmas critically depends on the uncertainty in the measured line intensities. One of the main sources of uncertainty is instrumental scattered light, which is potentially most important in low-brightness areas. In the solar corona, such areas include polar and equatorial coronal holes, which are the source regions of the solar wind; instrument-scattered light must thus pose a significant obstacle to studies of the source regions of the solar wind. In this paper we investigate the importance of instrument-scattered light on observations of equatorial coronal holes made by the Hinode/EIS spectrometer in two different phases of the solar cycle. We find that the instrument-scattered light is significant at all temperatures, and in both regions it amounts to approximately 10% of the average intensity of the neighboring quiet Sun regions. Such contribution dominates the measured intensity for spectral lines formed at temperatures larger than Log T = 6.15 K, and has deep implications for spectroscopic diagnostics of equatorial coronal hole plasmas and studies of the source regions of a large portion of the solar wind which reaches Earth. Our results suggest that the high temperature tail in the coronal hole plasma distribution with temperature, however small, is an artifact due to the presence of scattered light.
INTRODUCTION
Coronal holes are known as funnel-like regions of rapidly expanding open magnetic field lines. They are commonly accepted as the large-scale source region of the fast solar wind, and are characterized by both a lower electron temperature and density than the adjacent quiet Sun closed field regions (Krieger et al. 1973; Zirker 1977) . Compared to coronal holes, quiet Sun regions are occupied by only a small fraction of coronal funnels (Peter 2001) In order to better understand both the source region and acceleration mechanism of the fast solar wind it is imperative to measure both the thermal structure and physical properties of coronal hole plasmas. The extreme-ultraviolet (EUV) wavelength range is particularly useful for this task because it is rich in strong spectral lines that are suitable for plasma diagnostics (Young et al. 2007 ). High-resolution spectroscopic analysis of EUV emission is thus a vital tool for investigating the physical properties of plasma.
Plasma diagnostics techniques can be used to measure the electron and ion temperatures, electron density, and the thermal structure of the plasma from line intensities of spectra. In addition, some diagnostics techniques use the measured full width at half-maximum (FWHM) to measure ion temperatures and estimate non-thermal motions. The knowledge of such plasma properties is important for modeling small-scale transient phenomena, as well as the understanding of their role in coronal heating and solar wind generation (e.g., Susino et al. 2010; Dudík et al. 2017) .
The thermal structure of coronal spectra is most often inferred using a Differential Emission Measure (DEM) curve. DEM determinations aid in providing an accurate estimates of the thermodynamic state of coronal hole plasmas at varying heights. However, all these measurements are negatively affected by a number of uncertainties. As discussed by Hahn et al. (2011) , uncertainties can arise from the diagnostic method, measured intensities, as well as from the atomic data and plasma parameters. One such uncertainty is instrumental scattered light.
Scattered light is the part of radiation which strikes the CCD detector following paths that were not originally intended. Scattered light originates from several sources, the most important being diffraction effects due to the mesh supporting the filters along the optical path, to scattering by the reflecting surface (the multiplayer coating), by electron diffusion in the CCD, and to other smaller effects. A summary of such effects can be found in Grigis et al. (2012) and Poduval et al. (2013) . These effects determine the instrumental Point Spread Function (PSF). However, the brightness of the target determines the spatial distribution of the intensity in the field of view (FOV), so that the same PSF provide different amounts of scattered light depending on the particular target being observed.
The importance of scattered light has triggered several studies that attempt to determine the instrumental PSF for the EUV narrow-band imagers currently operating. Grigis et al. (2012) and Poduval et al. (2013) utilized instrumental parameters measured before launch and lunar transit on the Sun to determine two independent estimates of the PSF on each of the 7 coronal channels of the SDO/AIA instrument. Shearer et al. (2012) , instead, applied a blind deconvolution technique to a lunar transit on the Sun to determine the PSF of the EUVI instrument on board STEREO-B. They further estimated that scattered light provides 40%-70% of the measured intensity in equatorial coronal holes.
In order to estimate the amount of stray light contamination for the EUV Imaging Spectrograph (EIS, Korendyke et al. 2006; Culhane et al. 2007 ) on board Hinode (Kosugi et al. 2007 ), Ugarte-Urra (2010, -hereafter UU10) used an observation of a partial solar eclipse of the Sun as seen by Hinode. UU10 tried to separate the stray light component from the direct component by aiming the detector at the (eclipsed) solar disk when no direct light should be striking the detector. They subtracted the dark currents from their observation so that all that remained was the instrumental scattered light. They found the scattered light for EIS emission to be a minimum of 2% of the average on-disk emission at a given wavelength.
It has become standard a practice to subtract 2% of the average on-disk emission from the intensities observed in the off-disk portion of the Sun (e.g., Hahn et al. 2011; Bemporad & Abbo 2012; Kucera et al. 2012) . Hahn et al. (2011) checked this method and found it to be reasonable by analyzing on-and off-disk data from an He II, Si X blend at 256.3Å and Si X at 261.0Å. However, as noted by Kucera et al. (2012) , the stray light amount computed by UU10 may be an underestimate.
The observation taken by UU10 was on-disk during a partial eclipse; however, since less than half of the Sun's disk was illuminated it resembled an off-limb observation. Since the amount of scattered light also depends on the intensity distribution in the instrument FOV, the stray light correction of UU10 might be an underestimate for EIS on-disk observations when the entire FOV is emitting. Coronal holes are more susceptible to this underestimate of scattered light since they are much cooler and dimmer than the surrounding quiet Sun. To date there has not been a study carried out which addresses the potential impact of scattered light on plasma diagnostics from disk observations of coronal holes.
The goal of this paper is to provide an estimate of scattered light for on-disk observations of equatorial coronal holes, and to discuss its impact on plasma diagnostics and on the plasma properties in equatorial coronal holes. In §2 we describe the observations we have chosen, in §3 we determine the appropriate level of scattered light from our observations, in §4 we estimate the expected emission of the corona, and in §5 we discuss our findings.
OBSERVATIONS AND DATA ANALYSIS
EIS takes high resolution spectra in two wavelength bands: 170-212Å (short wavelength band or SW) and 246-292Å (long wavelength band or LW). These two wavelength bands include a large number of emission lines that offer excellent diagnostic opportunities for coronal plasmas. Uncertainties in the measured intensities (i.e., scattered light) can easily contaminate these plasma diagnostics for both coronal holes and the adjacent quiet Sun.
In order to determine the amount of scattered light which affects coronal holes as seen by EIS we need observations of equatorial coronal holes which have a high signal to noise and a FOV large enough to include both coronal hole and the surrounding quiet Sun. Equatorial coronal holes are used for this study because they receive the maximum amount of illumination from the surrounding Sun when compared to polar coronal holes. In addition, there are less projection effects caused by overlaying closed field, denser structures. There are only a few data sets which meet this criteria, nevertheless we have selected two which will provide excellent analysis for our study. We have inspected many other data sets in the EIS archive, but they usually either did not include the whole coronal hole, or -most frequently -their signal to noise was too low to allow an accurate determination, and were discarded. Our primary data set is an EIS raster obtained on 2007 March 31 on an equatorial coronal hole close to disk center, and centered at around (500",180"). This raster was made of 14 individual rasters, each 14" × 512" wide, each obtained moving the 2" slit at 7 adjacent positions along the E-W direction. The pointing of these 14 rasters was calculated to cover continuously a 250"×512 field of view, which included almost entirely the equatorial coronal hole and the surrounding quiet Sun areas. The exposure time was 300 s for each slit position; the entire length of the EIS slit, and the whole wavelength ranges covered by the two EIS detectors were downloaded to the ground, resulting in a complete EIS spectrum at each spatial pixel of the field of view. Unfortunately, two individual rasters were lost, leaving a gap close to the center of the field of view. The wide slit and the long exposure time ensured an excellent signal-to-noise ratio.
The second data set was taken on 2013 October 12 of another equatorial coronal hole near disk center. This data set consisted in a single raster obtained by rastering the 1" slit along the E-W direction with a 2" step. The final field of view was 240"×512" because the entire slit was transmitted to the ground. However, only a few selected spectral windows were downloaded, which included bright isolated lines from Fe viii to Fe xv, He ii, S x and Si vii. At each slit position, the exposure time was 100 s; the shorter exposure time and the narrower slit caused the signal-to-noise ratio of this data set to be lower than in the primary data set by a factor ≈2.5. The relatively small size of the coronal hole allowed this raster to include most of the coronal hole and some adjacent quiet Sun. Also, a very small bright point was located at the edge of the coronal hole, which allowed us to investigate whether its presence had any effect on the coronal hole intensity in its proximity. Since this data set has a lower signal-to-noise, we will use it to check whether or not the results from our primary data set are consistent (even with varying location on the Sun, year, and type of observation).
The raw EIS spectra were first cleaned and calibrated using standard procedures available in SolarSoft (SSW). The routine EIS P REP removes the CCD dark current, cosmic ray strikes on the CCD, and applies a flat field correction. In addition, it flags and removes hot, warm, and dusty pixels and performs an absolute calibration to convert the data from photon events to physical units of erg cm −2 s −1 sr −1Å−1 . Lines from 12 ions (sometimes multiple lines per ion) have been selected for this present analysis and are listed in Table 1 . These lines were chosen because they are all strong and isolated lines which are in spectral regions which are relatively free of other lines so the background is very easy to determine. Self-blended lines are not used in this study for their increased uncertainties reach unacceptable limits for automatic Gaussian fits. He ii is a blend of several different coronal lines, however it dominates over other spectral lines in disk spectra (Young et al. 2009; Giunta et al. 2012 Giunta et al. , 2015 and therefore is acceptable to use in our study.
To improve the accuracy of the centroid and width measurements for our primary data set, the data were binned by a factor of 4 in the vertical direction using the routine EIS BIN W IN DAT A . In addition, our secondary data set was binned by a factor of 2 in both the horizontal and vertical directions. Gaussians were then fitted to this binned data to extract the emission line intensities using the routine EIS AU T O F IT . This routine automatically fits Gaussians to two-dimensional spatial arrays of Hinode/EIS spectra and returns arrays for intensity, centroid, and width, in addition to their associated 1-σ error arrays. Figure 1 shows maps of intensity, centroid, and width for individual spectral lines from our main dataset. We report two chromosphere/ transition region lines ( Fe viii at 185.21Å and He ii at 256.32Å), two lines typically formed in the non-active corona ( Fe xi at 180.40Å and Fe xii at 195.12Å), and two lines that can be found both in quiet Sun and non-flaring active regions (Fe xv at 284.17Å and Fe xiii at 202.05Å).
OBSERVED INTENSITIES IN EQUATORIAL CORONAL HOLES
The spectral lines Fe viii at 185.21Å and He ii at 256.32Å form in the upper transition region and in the upper chromosphere, respectively. The intensity maps of the coronal hole for these two lines appear smaller and more structured compared to the hotter ions. The hottest line, Fe xv at 284.17Å, loses the majority of its structure within the coronal hole and appear to be flattened out by noise. This pattern is also reflected in the centroid and width maps -despite the fact that these maps are inherently more noisy than the intensity maps. For all of our hotter spectral lines listed in Table 1 (i.e., above Fe x) the structure of the coronal hole appears to be flat and featureless, while there is still visible structure seen within the coronal hole for He ii and Fe viii. A similar behavior is also found in the Fe xiii 202.05Å line, which is also formed at high temperatures. As far as the quiet Sun lines (Fe xi and Fe xii) are concerned, their intensities, widths, and centroids still show some structure, which is more evident in Fe xi and is almost lost in Fe xii.
The apparent uniformity and lack of structure seen in the intensity, centroid, and width measurements of the coronal hole (as opposed to the quiet Sun) begs the question of whether this feature is due to intrinsic lack of structures in the emitting plasma at high temperature or if it is due to the presence of instrument scattered light. The latter should display a far smoother spatial distribution throughout the image. In addition, the intensity, centroid, and width maps should appear flat since it would be attributed to an average of the surrounding emission made by the instrument. The flat structure of the coronal hole seen in the maps for both Fe xv at 284.17Å and Fe xiii at 202.05Å is consistent with the expected characteristics of scattered light.
A potential source of scattered light for our data sets may come from the quiet Sun region surrounding the coronal holes. Since the centroid and width results in Figure 1 are too noisy we will focus on our intensity measurements for the remaining portion of our study. In order to see how the intensity measurements vary between the coronal hole and quiet Sun we will separate the FOV between these two regions and average out their intensities in order to study the behavior of the intensity ratio between the coronal hole and quiet Sun. Figure 2 shows the ratio of the median coronal hole intensity divided by the median of the quiet Sun intensity for each line listed in Table 1 . We have omitted He ii from this Figure ( and from subsequent figures) because this line is optically thick. See Section 4.3 for results. For our primary data set a single mask was applied to the FOV of each ion using Fe xiii at 202.05Å (see Figure 3) as a template to separate the coronal hole from the quiet Sun. Fe xiii at 202.05Å is an excellent line for showing a distinct boundary between the coronal hole and the quiet Sun. A contour map was applied to the intensity map of Fe xiii at 202.05Å until a level was found that adequately separated the coronal hole from the quiet Sun. Every intensity value above 22.4 erg/cm 2 /s/sr is associated to the quiet Sun region and everything below was associated to be the coronal hole. Figure 4 shows the Table  1 . The black line shows the ratio for our primary data set and the grey line shows the ratio for our secondary data set. masks applied to the FOV of our secondary data set. Every intensity value above 700 erg/cm 2 /s/sr (seen as the blue contour line) is defined to be the quiet Sun region and every intensity value below 200 erg/cm 2 /s/sr (seen as the yellow contour line) is defined to be the coronal hole. The boundary values for coronal hole and quiet Sun were chosen in each data set empirically, as the values that allowed us to best separate the two regions. The values are very different for the two data set, this can be due to the fact that these two regions have been observed several years apart: the 2007 one at the beginning of the deep minimum between cycles 23 and 24, the 2013 one close to solar maximum. The different phase of the solar cycle might have affected the brightness levels of both types of region.
Beyond Fe x the ratio of the coronal hole to quiet Sun intensity changes drastically behavior by 1) decreasing substantially to ≈10%, and 2) becoming nearly constant for temperatures above Log T=6.1. Both data sets show the same behavior. Furthermore, a close inspection of Figures 1 and 2 shows that the intensity map of lines formed above that temperature flattens out and no plasma structure is discernible above the noise level in all three measured quantities: line intensity, width, and centroid. These two results thus beg the question of whether the constant value of the intensity ratio at coronal temperature is due to the averaging of the intensities and masks a spatial variability, or to this ratio is really uniform across the whole coronal hole as Figures 1 and 2 seem to imply.
In order to answer this question we examined intensity "cuts" across selected X and Y positions in the intensity maps. We report in Figure 5 examples taken at positions 144" for SW and 124" for LW in the horizontal direction and at the position 470" for the vertical direction for our 16 spectral lines (in order of decreasing temperature). The dashed horizontal line represents 10% of the median quiet Sun intensity for each line. Figure 5 shows that the intensity of the quiet Sun is at least one order of magnitude than the coronal hole intensity for the hottest lines in our dataset, and this vast difference in intensity diminishes as the ion temperature as the ion formation temper- ature decreases until it disappears for the "coolest" lines in out data set. Additionally, the coronal hole appears to lose all structure at higher temperature. The intensity of the coronal hole sits well above the 10% line for cool lines (such as Fe viii at 185.21Å and He ii at 256.32 A); whereas the coronal hole intensity falls to a nearly constant value near the 10% line for all ions formed at around Log T ∼ 6.15 K and above. Figure 5 shows that the coronal hole intensity of the hot lines is flat, which is consistent with the lack of structure seen in all of the maps of Figure 1 . In addition, the coronal hole intensity of the lines hotter than Fe xi is around 10% of the quiet Sun median values, regardless of their different formation temperatures. Ions with formation temperatures below 1 MK in the coronal hole intensity show variability and have different ratios to the quiet Sun from that of other ions.
In order to see if these results are consistent, we applied the same approach for our secondary data set. Fig-Fig. 4. -The mask used for separating the coronal hole from the quiet Sun using Fe xiii at 202.05Å for our secondary data set on 2013 October 12. Every intensity value above 700 erg/cm 2 /s/sr (seen as the blue contour line) is defined to be the quiet Sun region and every intensity value below 200 erg/cm 2 /s/sr (seen as the yellow contour line) is defined to be the coronal hole.
ure 6 shows horizontal and vertical cuts across intensity at positions 501" in the horizontal direction and at the position 297" for the vertical direction. Again the lines are organized in order of decreasing temperature and the dashed horizontal line represents 10% of the median quiet Sun intensity for each line. The lower signal to noise, and the lack of sufficiently high signal-to-noise for many of the lines in our list, forced us to show only the strongest lines. Despite the lower signal-to-noise, a similar trend as in the previous data set is observed. The coronal hole intensity dips down to 10% of the median quiet Sun intensity for the hotter ions, but the coronal hole intensity is well above this line for cooler ions. Despite the fact that these are two different observation periods of separate coronal holes, both Figures 5 and 6 show the same behavior. The spatially flat and constant value of coronal hole intensity for hotter ions for both data sets suggests that this feature might be due to instrumental scattered light, and that this behavior did not change in the 6 years of the mission that separates the two data sets.
EXPECTED INTENSITIES IN CORONAL HOLES
In the previous section we showed that there is a consistent 10% value seen in coronal hole emission for our hotter ions. The intensity, centroid, and width maps lose any signature of structure inside coronal holes; the coronal hole to quiet Sun intensity ratio flattens to 10-15% beyond a certain temperature, and the cuts show that all of these different lines are well above the 10% level for cooler ions (despite their differences in formation temperature) and yet all of the hot lines look like nothing but noise for the coronal hole. However it is not clear yet what exactly is causing this pattern. In this section we discuss the potential sources of this 10% value in hopes to determine the cause of this trend.
Contamination from Closed Field Structures Along
the Line of Sight The presence of measurable intensity from highly ionized species in an equatorial coronal hole might be due to the presence of streamers along the line of sight. However, though such a presence is likely at some height along the line of sight, it is unlikely that these additional structures provide such a high level of contamination. The reason is twofold, both tied to the strong dependence of the electron density on height that has been routinely observed in streamers.
First, streamer presence might induce some spatial modulation of the coronal hole intensities that they would induce. This is because the equatorial coronal hole we are considering has a non-negligible extension, so that at any position inside the coronal hole, the overlying streamer will intersect the line of sight at different heights from those of other areas of the coronal hole. Since plasma emission is roughly proportional to the square of the electron density, this would cause different amounts of streamer intensity to be added to the coronal hole emission, leading to a spatial variability that we do not observe.
The second, and most important, reason is due to the fact that in order to provide ≈10% of the surrounding quiet Sun, the density of the overlying streamer plasma must be relatively high (roughly a factor 3 less than the one measured in the quiet Sun, assuming the same thermal structure as the quiet Sun).
Given the typical scale heights of the electron density, this means that the streamer should intersect the line of sight within 0.1 solar radii from the surface, at any place in the coronal hole. As a consequence, the magnetic field that confines the streamer plasma should be very strongly bent towards the coronal hole, much more than observed in eclipse images of large scale streamers.
Coronal Hole Intensity Calculation
In case real local emission is responsible for the observed intensities of the hottest ions in the data set, namely Fe xiii-xv, its mere presence indicates that significantly hot plasma is present along the line of sight, that needs to be explained by theoretical models.
In order to test this idea, we have calculated the intensity from several strong lines from Fe ions that would be expected from an equatorial coronal hole using theoretical models that predict the plasma thermodynamic properties. A number of models have been developed in the past, and recently Landi et al. (2014) benchmarked three of them using a diagnostic technique that compared their predictions with both in-situ measurements of solar wind charge state distributions from Ulysses/SWICS and high resolution spectral line intensities observed by SoHO/SUMER at the solar limb. Landi et al. (2014) found that the models of Cranmer et al. (2007) -1-dimension, 1-temperature model powered by waves -and van der Holst et al. (2014) AWSoM model -3-dimension, 2-temperature model powered by Alfven waves -provided similar levels of agreement with observations. Also, a comparison of these two models with electron density and temperature measurements obtained with SUMER line intensity ratios very close to the limb showed excellent agreement.
The latter result is very important, as the innermost (and densest) regions of the corona are the most important for predicting line intensities observed on the disk. Thus, we have carried out calculations of line intensities for several key lines using the Cranmer et al. (2007) model (hereafter C07); we have used their equatorial coronal hole model since we are studying a data set observed near disk center. Results from the 3D AWSoM model are qualitatively similar to those from the C07 model, an unsurprising result given the similarity of their model predictions close to the Sun, as noted by Landi et al. (2014) . Thus, for the remainder of this work, we focus on the C07 model only.
The calculations have been done in several steps, in order to account for the line of sight integration and for the departures of ion abundances from equilibrium values induced by the wind acceleration, as described by Landi et al. (2012a): 1. First, the Michigan Ionization Code (MIC - Landi et al. (2012a) ) was used to calculate the charge state evolution of the solar wind using the C07 electron temperature, density and wind bulk speed predictions;
2. Second, we have calculated the emissivity of each volume element along the solar wind trajectory using the non-equilibrium ion abundances resulting from MIC, and the local electron density and temperature predicted by C07;
3. Third, we made an assumption about the line of sight and on the plasma distribution along it and used it to calculate the final synthetic intensities.
Step 1 was carried out solving the system of equations
where the photoionization term, P m , is given by
where T e is the electron temperature, n e is the electron density, R m , C m are the total recombination and ionization rate coefficients from CHIANTI V8 (Dere et al. 1997; Del Zanna et al. 2015) , y m is the fraction of a given element in charge state m normalized to unity, h is the Planck constant, c is the speed of light, σ m is the photoionization cross section for the ion m, ν m is the frequency corresponding to the ion's ionization energy, and J(ν) is the mean spectral radiance of the Sun, in units of erg cm −2 s −1 sr −1 Hz −1 . J(ν) was taken from TIMED/SEE (Woods et al. 2005) for 2007 March 31, the day of the main data set we use, while the photoionization cross sections have been taken from the parametric fits of Verner et al. (1996) .
In
Step 3, we have assumed that the wind trajectory (e.g., the open magnetic field line along which the wind plasma is flowing) stretches vertically for the first 0.2 solar radii (the only region in the corona giving significant contribution to the total intensity) and is aligned with the line of sight.
In order to be meaningful, the calculated intensities need to be compared to the predictions of a similar theoretical model. This is for two reasons: first, models rely on a quantity of assumptions and approximations that define the geometry, the physical processes included and those neglected and so on; and second, models also rely on atomic physics to calculate line and continuum intensity, which come with their own sets of uncertainties and approximations. Measured line emission suffers from none of these limitations.
However, C07 did not provide a model for the closed corona, and any other model that can be used will not be completely consistent with C07's assumptions, physical processes, and geometry, so that the comparison will not be completely unbiased and actually could introduce some more systematic effects due to the inconsistencies between models. Atomic physics uncertainties, on the contrary, will affect such model predictions in the same was as for C07 so that the two sets of theoretical intensities will be biased in the same way and thus will be comparable. On the other hand, predicting line intensities using a standard, unrelated DEM curve from another region will also be affected by atomic physics in the same way, it will not introduce and model bias, but will provide another type of inconsistency since these intensities can be considered as semi-empirical.
Even though there is not perfect recipe for such a comparison, and given that we are interested not in an accurate comparison of predicted to observed coronal holeto-quiet Sun ratios but rather in its trend with temperature, we chose to compare the C07 line intensities with those obtained with the "EIS" DEM curve available in the CHIANTI package in SolarSoft. This DEM was determined by Brooks et al. (2009) over a completely unrelated quiet Sun region close to disk center, utilizing a fairly large amount of ions and lines, so that systematic errors given by a particular spectral line were offset by the presence of many other lines whose atomic physics was more accurate. While, again, the use of a DEM provides some level of inconsistency when intensity ratios are calculated using coronal hole intensities coming from a fully theoretical model, it has the great advantage of providing a relatively accurate prediction of the quiet Sun intensity of coronal lines at temperatures higher than log T 6.15, which is the range that most interest us; purely theoretical models of the quiet Sun, by relying on a still unknown coronal heating mechanism, may still provide levels of emission significantly different from the observed ones. Figure 2 shows that the observed ratio between coronal hole and quiet Sun intensities reaches a constant value at temperatures larger than Log T ≈ 6.1 K. In order to test whether our calculations reproduce such a behavior, we compare the measured ratios in Figure 2 with the ratios between the predicted equatorial coronal hole intensities and the measured quiet Sun.
Results
The equatorial coronal hole to quiet Sun intensity ratios are listed in Table 2 . The He ii 256.3Å line has been omitted from Figure 7 (as well as from Figure 2 ) because this line is optically thick and its intensity can not be calculated accurately with the approximations we have used in this work. The absolute value of these ratios indicates that the predicted equatorial coronal hole line intensities are much lower than their observed counterparts, but comparable to them. Table 2 . The red curve shows the synthetic ratios, multiplied by a factor 12 to match the observed values below Log T=6.2 K. The horizontal line indicates the 0.15 level. Figure 7 shows the same measured coronal hole to quiet Sun intensity ratios (black and grey dashed lines), compared to the calculated ones (blue dashed line). A horizontal dash-dotted line at 0.15 is drawn to approximately indicate the level of the ratio values at temperature larger than Log T = 6.15 K. The theoretical ratios at temperatures below Log T = 6.15 K are lower by a factor ≈10-15 from the observed ones; the red dashed line in the figure simply increases the calculated ratios by an arbitrary factor 12 to bring the calculated and observed curves together at sub-coronal temperatures and visually compare their behavior. The underestimation of the synthetic coronal hole intensities, is caused by 1) the approximations taken in our calculations; 2) the differences between the specific data set we have used and the characteristics of the coronal holes used by Cranmer et al. (2007) to develop their model; and 3) to possible inaccuracies in the model itself. Nonetheless, it is remarkable that a solar wind model is able to provide intensities so close to the values of a completely unrelated observation, after all the approximations we made are considered.
The most important feature of Figure 7 is that it shows that the temperature dependence of the predicted ratios is fairly similar to the observed one until Fe xi (formed at Log T = 6.13 K), whose position in the red curve lies however at exactly the 0.15 line we drew. At temperatures higher than those of this ion, the predicted ratios decrease far below their observed counterparts.
The reason why the predicted ratios decrease so strongly can be understood by considering the behavior of the solar wind electron density and temperature evolution on one side, and of its charge state dependence on the other. First, the solar wind electron temperature rises very quickly from chromospheric to sub-coronal values (just short of 1 MK) but then rises very slowly to reach 1.3 MK at around 1.3 solar radii (see Figure 8) . At this height, where non-negligible amounts of Fe xiiixv could form under ionization equilibrium, the electron density is already decreased to around 10 7 cm −3 , causing their emission to be very low.
On the other hand, the amount of Fe xiii-xv ions formed at this height is lower than expected from the equilibrium values, because the solar wind is underionized due to the so-called "delay effect" (Landi et al. 2012b) . This effect, which causes the wind ionization to be lower than equilibrium values at the local tempera- ture, is due to the fact that as the solar wind accelerates from the chromosphere to the corona, the plasma charge state distribution does not have enough time to adjust to the higher local temperature at any location because its speed causes it to dwell at each location less than its equilibration time. This causes the overall wind charge state distribution to be left to values typical of lower temperatures. This effect, eventually leading to the wind plasma freeze-in, is already present in the transition region and propagates in the corona, further depressing the emission of the most highly ionized species of any element. For example, Fe xiii-xv ion abundances are depressed by a factor 1.4 to 2 from their ionization equilibrium values below 1.1 solar radii, where their emission is predicted to be largest. These arguments provide support to the idea that the intensities of the most highly ionized species present in the coronal hole data set we have analyzed are not due to local emission, but rather to the presence of significant scattered light.
DISCUSSION

Scattered light fraction
In the previous sections we have argued that the observations made in an equatorial coronal hole are affected by a significant amount of scattered light, which we quantified to be around 10-15% of the intensity of the surrounding quiet Sun. This amount is larger than indicated by UU10, and this comes as no surprise. In fact, UU10 estimated the amount of scattered light using observations carried out while the EIS spectrometer was observing a partial eclipse of the solar disk. The whole argument of that study was that any intensity observed by EIS in the occulted part of the corona was only due, after dark current subtraction, to instrument-scattered light emitted by regions not occulted by the Moon.
The observational setup of the UU10 observation is qualitatively similar to observations made at the solar limb, where the EIS telescope is exposed to significant radiation only for the portion of its field of view that includes the solar disk and the closest regions of the solar limb. In the case of observations of coronal holes made inside the solar disk the situation is different, especially when far from the limb, because in these cases the en- tire field of view of the telescope is illuminated. This accounts for the higher fraction of quiet Sun intensity that is scattered into the coronal hole itself, as measured from our work.
It should be noted that our measurement of instrumental scattered light equally affects both the coronal hole and quiet Sun region. Although this scattered light moreso affects the coronal hole due to its low intrinsic signal, the scattered light signal at any point in the FOV is a convolution of all of the emission over the disk. Moreover, the level of scattering depends on the surrounding features seen on-disk. Therefore, the amount of scattered light that we have measured can in principle be smaller than the contamination occurring where active regions are present, and even less when EIS observed flares.
As previously noted in other instruments, the primary scattering mechanism is due to scattering off of the mesh supporting the entrance filters (e.g. in SDO/AIA -(e.g., Lin et al. 2001; Grigis et al. 2012; Poduval et al. 2013) ). In these cases the PSF is dominated by the filter diffraction pattern off of the mesh. It is likely that the scattering which we observe with EIS is due to this phenomena, which urges for a similar PSF for EIS. Indeed, such mesh causes the scattered intensity to form a diffraction pattern which is particularly evident in flare images taken by those instruments. We visually inspected a few EIS observations of several large flares, and we indeed found a qualitatively similar pattern. A couple of examples are shown in Figure 9 , which shows the diffraction pattern observed with the Fe xxiv 255.1Å line observed during the 10 September 2017 flare at 16:18 UT (left panel), and even in the Fe xv 284.1 line for our secondary data set (right panel). It is interesting to see that the flare image even shows at (1080",-270") the second peak at x = 1.5π of the diffraction spike series as described in Grigis et al. (2012) .
These arguments beg for a more systematic study of instrument-scattered light both as a function of position of the coronal hole in the disk, also taking into account the presence of active regions and their distance from the coronal hole. In fact, active regions serve as localized regions of strongly enhanced intensity and could easily introduce an additional contribution of scattered light which depends on the distance from the active region itself. 
This ratio is approximately the same in the 2007
and the 2013 data sets, indicating no change during the mission.
We calculate the predicted coronal hole intensities and find that for lines with formation temperatures Log T ∼ 6.1 K or larger the predicted intensity is far lower that observed. We rule out the presence of streamer contamination as the explanation for the observed intensity values for these coronal lines. We discuss the importance of this contamination for plasma diagnostics in coronal holes, as well as why it is larger than the estimate previously provided by the EIS team. We note however that, given the observational configuration of the latter, the current estimate is still valid for off-disk plasmas in the vicinity of the solar disk.
An important consequence of this study is that coronal hole plasma temperature are likely much lower than usually estimated, in the sense that the high-temperature tails of the DEM determined in several studies might actually be an artifact of scattered light contamination. This has important consequences for theoretical models of coronal hole structure and solar wind acceleration.
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