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INTRODUZIONE
Il Niobato di Litio (LiNbO3, abbreviato LN) è un noto isolante polare, con unventaglio di proprietà elettro-ottiche molto ampio legate principalmente alla suapolarizzazione spontanea a temperatura ambiente. Esso, infatti, è un materiale fer-roelettrico, piezoelettrico e piroelettrico. Tutte queste caratteristiche lo hanno resonegli ultimi decenni un materiale largamente utilizzato nell’industria, in particolarmodo in applicazioni legate all’ottica non lineare, alla fotonica e all’elettronica.Un ulteriore aspetto che distingue questo materiale è legato al processo di tra-sporto di carica indotto da un’illuminazione con fotoni sufficientemente energetici.Anche tale fenomeno è legato alla polarità di questo materiale e, più specificamen-te, al cosiddetto effetto foto-galvanico che consiste principalmente nell’emissionedi elettroni, in seguito ad eccitazione, in una direzione privilegiata. Le carichedi trasporto generate dall’illuminazione, quindi, si sposteranno fino a raggiungerezone buie: ne risulterà un gradiente di densità di carica e di conseguenza uncampo elettrico che si opporrà al movimento delle cariche. Al raggiungimento del-l’equilibrio sarà presente un campo elettrico costante che modificherà l’indice dirifrazione del materiale tramite effetto elettro-ottico. Questo insieme di processicostituisce l’effetto fotorifrattivo, che appunto è definito come un cambiamento lo-cale dell’indice di rifrazione del materiale in seguito all’esposizione ad un fascioluminoso.La fotorifrattività sicuramente non è auspicabile in applicazioni in cui è neces-saria una certa stabilità delle proprietà ottiche del materiale, per questo motivoinizialmente fu etichettata come danneggiamento ottico. Negli odierni utilizzi delLN tale aspetto viene aggirato drogando opportunamente il materiale. Tuttavia èemerso che sono molti i possibili utilizzi per questo fenomeno come ad esempionell’ambito dell’immagazzinamento di dati o nell’olografia. Negli ultimi anni si so-no quindi approfonditi gli studi su questa proprietà del LN, cercando in particolarmodo di comprendere i processi microscopici che determinano l’effetto fotorifrattivo(abbreviato PR).Per quanto riguarda i modelli microscopici utilizzati per spiegare le caratteri-stiche del LN, si è in passato fatto ricorso ad un modello a bande simile a quelloutilizzato nei semiconduttori, le cui previsioni sono in buon accordo con i risultatisperimentali. A una più attenta analisi questo modello risulta però fallimentare,ad esempio nello studio della fotorifrattività nel LN drogato in funzione della tem-peratura. Tali complicazioni non vanno però trattate come eccezioni, perchè quello
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che fanno è mettere in luce un problema più profondo: il modello a bande falliscenello spiegare a livello microscopico quantità, come la resistenza o la mobilità.L’unico motivo per cui questo modello mostra un buon accordo con gli esperimentiè appunto la generalità della trattazione macroscopica. E’ quindi più coerentecercare una nuova trattazione microscopica che tenga conto delle peculiarità deimateriali in questione, cioè isolanti polari. Le cariche libere in questi materiali,infatti, interagiscono molto di più con il reticolo rispetto al caso dei semiconduttorie sono in grado di creare una deformazione locale che intrappola la carica stessa.Il nuovo modello spiega il trasporto di carica in questo tipo di materiali, sottoforma di hopping termico di una quasi-particella, il polarone, composta dall’elet-trone e dalla deformazione che esso causa nel reticolo. Il trasporto in questomodello avviene quindi per salti discreti tra siti; tali salti sono indipendenti gli unidagli altri: siamo quindi in una situazione analoga al random walk. Un modello diquesto tipo, può essere studiato tramite simulazioni di tipo Monte Carlo, in cui sigenerano eventi statisticamente non correlati che riproducono i salti dei polaronilungo il reticolo del Niobato di Litio, tenendo in particolare conto della strutturadifettuale di quest’ultimo. Il confronto fra i risultati delle simulazioni e dei datisperimentali disponibili grazie alla collaborazione con il gruppo del Prof. MircoImlau all’università di Osnabrück (Germania) permette quindi per la prima volta diottenere informazioni su alcuni parametri microscopici ancora poco conosciuti.La tesi è così strutturata: Nel primo capitolo viene inizialmente presentata, in modo semplificato, lateoria utilizzata per descrivere i polaroni nei materiali polari e il processodi hopping termico. Successivamente è presente una descrizione generaledel Niobato di Litio, in cui vengono anche introdotti i tipi di polaroni che locaratterizzano e la loro interazione con i difetti puntuali di questo materiale. Nel secondo capitolo viene descritta la simulazione Monte Carlo, utilizzataper riprodurre i processi di trasporto polaronici in Niobato di Litio. Nel terzo capitolo è presentato un test condotto sul codice in cui vengonosimulati dei processi diffusivi in una condizione priva di difetti, per valutarel’affidabilità del codice. Nel quarto, ed ultimo capitolo, si confrontano i risultati della simulazione coni dati sperimentali, e si discutono i risultati ottenuti.
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CAPITOLO 1
POLARONI IN NIOBATO DI LITIO
1.1 Polaroni
La concezione di portatori di carica auto-localizzati venne suggerita per la primavolta da L. D. Landau negli anni trenta per spiegare alcune proprietà ottiche deglialogenuri alcalini. Successivamente T. Holstein suggerì che l’auto-localizzazionepuò presentarsi in tutti quei casi in cui i portatori di carica (elettroni o buche)distorcono il reticolo che li circonda attraverso interazioni di tipo Coulombiano acorto raggio. Come abbiamo già detto, questa modifica nella posizione degli ionidel reticolo e la relativa disomogeneità della densità di carica portano alla forma-zioni di buche di potenziale che, se sufficientemente profonde, possono localizzareil portatore. Sotto certe condizioni, la particella carica e la deformazione attornoad essa si muovono quindi come un’unica entità che può venire descritta come unaquasi-particella. Dato che questo tipo di accoppiamento elettrone-deformazione(fonone) fu per la prima volta trattato nel caso di materiali ionici polari, questaquasi-particella venne chiamata polarone. A seconda del raggio di influenza diquesta quasi-particella si parlerà di polaroni piccoli e grandi; per i primi la bu-ca di potenziale avrà dimensioni minori di una distanza reticolare, per i secondimaggiore. Nel caso del Niobato di Litio, la trattazione potrà essere circoscritta alcaso di polaroni piccoli.
1.2 Autolocalizzazione: modello semplificato
È possibile descrivere il comportamento di un piccolo polarone utilizzando il mo-dello ideato da Holstein (MCM) in una dimensione [1]; i risultati con esso ottenutipossono poi essere generalizzati in un modello più realistico in tre dimensioni [3].Le ipotesi del modello in una dimensione sono:
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 considerare il reticolo come una catena di ioni, ognuno dei quali potrà -vibrare intorno alla sua posizione di equilibrio (approssimazione oscillatorearmonico);
 supporre che il polarone quando è localizzato su un sito influenzi solamentei siti primi vicini (interazione a corto raggio).
(a) (b)Figura 1.1: (a) Definizione coordinata q. (b) Schema delle energie rilevanti per unpolarone.
1.2.1 Polarone in singola bucaSia q = ξ − ξ0 la variazione della distanza tra due siti adiacenti (fig. 1.1.a), alloraavremo che, rispetto alla situazione imperturbata, l’energia della carica all’internodella buca di potenziale cambierà di una quantità:
EC = −Fq (1.1)
dove F tiene conto delle forze di interazione a corto raggio tra elettrone e reticolo.Allo stesso tempo ci sarà un termine legato all’energia elastica del reticolo distorto,che in aprossimazione armonica sarà del tipo:
Vel = 12Kq2 (1.2)L’energia totale sarà quindi:
ET = 12Kq2 − Fq (1.3)Minimizzando l’equazione 1.3 (qmin = FK ) otteniamo che l’energia del polarone èpari a : Emin = −F 2K = −EP (1.4)Se EP è maggiore dell’energia necessaria alla carica per trasferirsi fra due sitireticolari adiacenti (supponendo il reticolo rigido) allora l’elettrone si localizzanella buca e si forma un polarone. Uno schema riassuntivo è riportato in fig. 1.1.b.
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Per completare questa trattazione dobbiamo però anche tener conto dei possi-bili difetti presenti naturalmente nei reticoli, che nel caso in esame corrispondonoad impurezze sostituzionali cariche in grado di attrarre a sè delle cariche mobiliper interazione Coulombiana. In quest’ultimi casi l’energia totale del polarone (eq.1.3) verrà in particolare incrementata di un fattoreW , energia di legame del difetto(il segno e il modulo di questo fattore dipendono dalla carica del difetto rispettoallo ione regolare). Inoltre la costante F dovrà essere modificata in modo da tenerconto della diversa tipologia di ioni. Quindi l’energia totale (per un difetto concarica maggiore rispetto allo ione regolare) sarà:
ET = 12Kq2 − F ′q−W (1.5)Minimizzando l’energia, come fatto precedentemente, otteniamo l’energia del po-larone localizzato su un difetto:
Emin = −F ′2K −W = −E ′P −W (1.6)Ci si riferisce a questo tipo di polaroni con il termine bound (legato) da contrapporsial precedente caso in cui si parla di polaroni free (liberi).
1.2.2 Salto tra siti adiacentiConsideriamo adesso due siti adiacenti: quello che vogliamo fare è avere una stimadella barriera di potenziale che separa i due siti, e di conseguenza la minimaenergia che bisogna fornire a un polarone per farlo saltare da un sito all’altro.Il caso più semplice, è quello che prevede due polaroni free che saltano su sitiuguali. La situazione è rappresentata in fig 1.2.a. Siano Q1 e Q2 due parametri chedescrivono le deformazioni dei siti di partenza e arrivo rispettivamente. In accordocon l’eq. 1.3, l’energia del sito iniziale sarà rappresentata da una paraboloidetraslato, mentre quella del sito finale da un paraboloide con vertice nell’origine (fig.1.2.a). Si può ottenere una rappresentazione più simmetrica (fig. 1.2.b) attuando ilseguente cambio di coordinate:{Q = Q1 + Q2q = Q1 − Q2 ⇒
{Q1 = Q+q2Q2 = Q−q2 (1.7)le energie nei due siti assumeranno la forma:
E± = 14Kq2 ± 12FqI minimi saranno ora posizionati in qmin = ∓ FK con energia potenziale corri-spondente a Emin = − F 22K = −12EP . É proprio questa la minima energia per ilsalto.Nel caso di salti tra siti non equivalenti, come ad esempio tra centri difettualicorrispondenti a due diversi tipi di polaroni bound, nel calcolo di questa barrieraentrano anche in gioco i diversi valori di F e W per i due siti. Generalizzando
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[4] questa trattazione, si arriva alla seguente formula per l’energia necessaria alsuperamento della barriera di potenziale per un salto da un polarone di tipo i auno di tipo j: Uij = (2Ei +Wi −Wj )24(Ei + Ej ) (1.8)dove i pedici denotano a quale sito (iniziale o finale) corrispondono le variequantità. Come ci aspettiamo ora risulterà che Uij 6= Uij .
(a) (b)Figura 1.2: (a) Sito iniziale e finale di salto. (b) Configurazione con il cambio dicoordinate.
1.2.3 Frequenza di saltoIl modello di Holstein fornisce inoltre un’espressione della frequenza di salto (intesacome probabilità che si verifichi un evento di salto nell’unità di tempo) [2] :
wii(r, T ) = ( pi2kBTEii
) 12 J2(r)
~
e− UiikBT (1.9)
dove Eii è l’energia elastica media tra i due siti, Uii è l’energia necessaria persuperare la barriera di potenziale, J(r) è l’integrale di trasferimento, che racchiudela dipendenza della frequenza dalla distanza fra i siti ed è assunto per semplicitàpari a J = J0e− r2α (1.10)con r distanza tra i due siti, mentre J0 e α sono due parametri che dipendono daidettagli microscopici dei siti di partenza e di arrivo. Utilizzando l’eq. 1.8 per ilcalcolo delle Uij , questa espressione può venire estesa al caso di salto fra siti nonequivalenti. Un’ulteriore modifica può esser fatta per tener conto della possibilepresenza di un campo elettrico (~E ). In definitiva la formula è la seguente:
wij (r, T ) = ( pi2kBTEij
) 12 J2(r)
~
e− UijkBT (1.11)
dove la barriera di potenziale ora assume la seguente forma:
Uij = (2Ei − (Wj −Wi)− e(~rj − ~ri) · ~E )24(Ei + Ej ) (1.12)
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Figura 1.3: Diagramma di fase.
Si noti che ora la dipendenza dalla distanza non è più solo nell’integrale ditrasferimento.
1.3 Niobato di Litio
Il Niobato di Litio è un cristallo artificiale sintetizzato per la prima volta daZachariasen nel 1928, tramite tecnica Czochralski.
1.3.1 Composizione chimicaLN è uno dei quattro composti del sistema pseudo-binario Li2O−Nb2O5, ed è uncomposto incolore e insolubile in acqua e solventi organici.Come si vede nella fig. 1.3, la curva di coesistenza liquido-solido ha un massimorelativo alla composizione chimica che presenta una deficienza di litio, rispetto allasituazione stechiometrica (50%mol Li2O): la composizione relativa a questo puntoè detta congruente e la percentuale di Li2O ad essa relativa risulta 48.6%mol. Icristalli con composizione congruente hanno l’importante caratteristica di avereproprietà chimiche e fisiche uniformi in tutto il cristallo, e per questo sono disolito preferiti a livello applicativo. Nella successiva trattazione, quindi, quandoparleremo di LN ci riferiremo alla sua composizione congruente.
1.3.2 Struttura cristallinaLa struttura del Niobato di Litio consiste in piani di atomi di ossigeno organizzatiin un reticolo esagonale ad impacchettamento stretto: gli atomi di niobio e litiooccupano le zone interstiziali di tali piani. La disposizione degli atomi di ossigenopuò anche essere vista in modo alternativo come una successione di ottaedri con-catenati, contenenti per un terzo siti Nb, per un altro terzo siti Li, e per la restante
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frazione vacanze (fig. 1.4.b). Tale sequenza individua convenzionalmente l’asseprincipale del cristallo cˆ. Quest’ultima rappresentazione è molto utile per spiega-re la ferroelettricità del LN, infatti sotto una determinata temperatura, chiamata diCurie 1, gli atomi di Nb e Li non sono posizionati al centro di questi ottaedri (fig.1.4.b). È proprio questo decentramento degli ioni che porta alla naturale polariz-zazione del LN. Aumentando la temperatura e superando la temperatura di Curie,invece, gli atomi di Nb e Li si riassesteranno nel centro degli ottaedri, eliminandola polarizzazione spontanea: si parla allora di fase paraelettrica.Nella fase ferroelettrica il cristallo presenta simmetria di rotazione discreta diordine tre rispetto all’asse cˆ, appartiene perciò al sistema cristallografico trigonale.Presenta inoltre simmetria di riflessione speculare rispetto a tre assi formanti traloro angoli di 120◦, che giacciono sul piano ortogonale all’asse ottico. Il niobatodi litio appartiene quindi al gruppo puntuale 3m e al gruppo spaziale R3c.Nel sistema trigonale sono possibili due scelte della cella unitaria, una esago-nale e l’altra romboedrica, tuttavia per la descrizione delle proprietà vettoriali etensoriali del cristallo si utilizza per semplicità il sistema di riferimento cartesiano( x, y, z ): z è individuato dall’asse principale cˆ, y è definito dall’intersezione trauno dei tre piani di simmetria della cella con la base di quest’ultima e x completala terna. I versi degli assi sono scelti in base alle proprietà piezoelettriche delmateriale: in seguito a compressione, la faccia +z assume carica negativa rispettoalle faccia -z [5].
(a) (b)Figura 1.4: a) Cella esagonale. b) Ottaedri di ossigeno.
Difetti intrinseciLa deficienza di litio nel LN congruente è compensata da difetti puntuali intrinse-ci (costituiti cioè da elementi propri del cristallo). Questi difetti sono stati moltostudiati negli ultimi decenni perchè possono influire su diverse proprietà del mate-riale. Nel corso di questi lavori si sono considerati difetti vacanti di tipo litio (VLi),
1Tale temperatura varia a seconda della percentuale di Li2O, e nel caso della composizionecongruente è di circa 1150◦C
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niobio (VNb) o ossigeno (VO) e difetti sostituzionali di antisito, cioè difetti puntualiin cui un elemento della matrice va ad occupare la posizione che dovrebbe essereoccupata da un altro tipo di elemento; nel caso del LN possono essere di due tipi:NbLi e LiNb. Diversi modelli sono stati proposti nel corso degli anni, e ad oggiquello generalmente accettato prevede che all’interno del materiale congruente visiano dei difetti di antisito NbLi in concentrazione pari a circa 1 mol., circondatida quattro vacanze di litio ciascuno.
Difetti estrinseciIl Niobato di Litio può essere drogato con diversi elementi per modificarne le pro-prietà chimico-fisiche a seconda dell’applicazione di interesse. Con riferimento alleproprietà di trasporto fotoindotte, si possono considerare due gruppi di droganti,a seconda delle modifiche che apportano alla fotorifrattività del materiale [6]:
 impurità che migliorano la resistenza al danneggiamento ottico : Mg2+,Zn2+, In3+, Sc3+;
 impurità che esaltano la fotorifrattività :Fe2+- Fe3+,T i4+.
Gli elementi del primo tipo hanno la funzione di incorporarsi al sito Li e favorireper questioni energetiche la completa rimozione dei difetti intrinseci di antisito unavolta che siano presenti con concentrazione sufficiente (concentrazione di soglia)nel cristallo. Gli elementi del secondo tipo possono fungere sia da sorgenti dicarica fotoattivabili, sia da trappole profonde per i polaroni migratori a seconda delloro stato di valenza. In questo lavoro si prenderà in considerazione il drogaggiodi LN con Fe, una tipica impurezza presente in questo materiale che funge sia dadonore che da accettore di carica. Nel Fe:LN il ferro si incorpora sul sito del Lie può presentare due stati di valenza Fe2+ e Fe3+. In un materiale non trattato(as grown) la concentrazione del primo è molto più piccola di quella del secondo;tuttavia attraverso processi di ossidazione/riduzione si può variare l’abbondanzarelativa dei due stati, anche in maniera significativa. Le concentrazioni dei duediversi stati di valenza possono essere misurate in modo preciso attraverso lostudio delle bande di assorbimento del campione [6].
1.3.3 Polaroni in Niobato di LitioNel Niobato di Litio sono note quattro specie di polaroni [7] [8]:
 liberi (free) localizzati su un sito NbNb;
 legati (bound) a dei difetti di antisito, NbLi;
 polaroni buca (hole);
 bipolaroni (bipolarons).
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La teoria dei paragrafi precedenti può essere utilizzata per descrivere anche lacattura di un elettrone da parte delle impurezze Fe3+Li , che in questo contestoverranno perciò assimilate a centri polaronici. Gli esperimenti analizzati sono staticondotti in modo da poter considerare che i primi due tipi di polaroni “intrinseci”,e i polaroni Fe siano le uniche specie polaroniche presenti e limiteremo perciò lanostra attenzione a questi tre centri.
Polaroni freeIl polarone piccolo free nel LN è costituito da un elettrone che si localizza suun sito regolare niobio (Nb4+Nb). Data la loro bassa energia, sono i polaroni piùmobili e sono visibili grazie a misure di spettroscopia di assorbimento solo incampioni drogati con Mg e Zn con concentrazione di drogante sopra la soglia didanneggiamento ottico [8].
Polaroni boundIl polarone piccolo bound, nel LN, è un elettrone che si localizza in un sito Nb4+Li .L’energia di questo tipo di polaroni è maggiore rispetto a quella dei free, dato cheinclude anche il contributo dato dall’energia di legame con il difetto. Di conse-guenza le frequenze di salto a partire da polaroni Nb4+Li sono in media molto piùbasse rispetto a quelle dei polaroni Nb4+Nb.
Polaroni FeAssimilando il centro Fe2+/3+Li ad un polarone, si vede che quest’ultimo è caratteriz-zato da una energia ancora più alta rispetto al caso del Nb4+Li : come si vedrà neiprossimi paragrafi, questi centri possono essere considerati come delle trappoleper i polaroni perché le frequenze di salto a partire da Fe2+Li sono così basse che,sul tempo caratteristico di una misura, è molto improbabile che un polarone possaabbandonare tali siti. Il sistema in esame può essere quindi modellizzato comeuna particella che si muove di moto casuale su un reticolo composto da siti di tretipi diversi, secondo la frequenza di salto data dall’eq. 1.10.Una stima delle energie elastiche e dell’energia a deformazione nulla dei po-laroni che ci interessano è stata riportata in [9]. Questi valori sono ricavati suppo-nendo che l’energia caratteristica del modo fononico coinvolto nella deformazionepolaronica sia uguale per tutti i centri a 0.1 eV. Tuttavia non esistono dati esplicitisu quest’ultimo punto.
Tipo polarone Energia elastica Ep (eV) Energia deformazione nulla W (eV)Nb4+Nb 0.545 0Nb4+Li 0.58 0.53Fe2+Li 0.7 1.22Tabella 1.1: Energie caratteristiche.
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CAPITOLO 2
SIMULAZIONE MONTECARLO
Descrizione del modello
Lo scopo di questo lavoro è di simulare tramite metodo Monte Carlo i processi ditrasporto di carica polaronici in Fe:LN che si verificano in un tipico esperimentodi tipo pompa- sonda. In questi esperimenti un fascio laser (532nm) a impulsi corti(9 ns) eccita otticamente il Fe2+. Gli elettroni fotoemessi in banda di conduzioneperdono rapidamente energia e si localizzano su tempi molto rapidi (100 ps) inpolaroni liberi NbNb (free) (fig. 2.1). I polaroni così formati (free) si spostano da sitoa sito tramite hopping termico, esplorando sia siti regolari che difetti superficialicon frequenza di salto definita dall’eq. 1.10, finchè non vengono catturati da dalletrappole profonde Fe3+. Questo processo di rilassamento è caratterizzato da unaparticolare evoluzione nel tempo delle concentrazioni delle varie specie di polaronie dipende, oltre che dalla composizione del campione, anche dalla temperatura edai parametri microscopici che definiscono la frequenza di salto. L’idea è quindidi confrontare i risultati delle simulazioni Monte Carlo con i dati sperimentali perottenere informazioni sulla dinamica del processo e raffinare i valori dei parametrimicroscopici ancora poco conosciuti.
Banda di valenza
Banda di conduzione
NbNb
4+ NbNb
4+
NbLi
4+
Fe3+Fe2+
Figura 2.1: Schema del processo di hopping.
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Approssimazioni:
 il trasferimento foto-indotto Fe2+Li ⇒ Nb4+Nb è il principale processo di ecci-tazione. Non vengono considerati processi che porterebbero alla formazionedi coppie elettrone-lacuna, che fornirebbero al sistema un ulteriore canaledi rilassamento tramite annichilazione;
 i polaroni fotogenerati non conservano informazione sul centro dal qualeprovengono. Questa approssimazione corrisponde a considerare solo unaparte dei polaroni fotogenerati (quelli che non vengono “ricatturati” dal centrodi partenza) e autorizza a scegliere in modo casuale il sito di partenza perla simulazione.
Questa situazione fisica si presenta quando si lavora con impulsi laser dell’ordinedei ns e con concentrazioni di Fe2+ sufficientemente alte [10].
La simulazioneLa simulazione è un classico codice di tipo Monte Carlo basato sull’algoritmo diGillespie e procede in questo modo:
1. Il reticolo viene generato secondo la struttura cristallina del LN: oltre ai sitiregolari NbNb vengono anche generate in modo casuale delle configurazionidifettuali NbLi e FeLi secondo le concentrazioni previste dai dati di input.2. Il polarone è creato, al tempo t=0, su un sito NbNb scelto casualmente.3. Tramite delle opportune routine, viene creata una lista di possibili siti didestinazione situati entro un volume centrato sul sito di partenza e deci-so dall’utente; vengono calcolate le frequenze di salto verso gli altri sitiattraverso la formula 1.2.
4. Il sito di destinazione viene scelto in modo aleatorio tenendo conto delleprobabilità di salto sui singoli siti pij . Il tempo è incrementato di un certoδt .
5. Se il tempo t è maggiore della durata dell’esperimento (parametro) o se ilnumero di salti è maggiore di una certa soglia, la simulazione termina. Incaso contrario, si sostituisce la posizione del polarone con quella del sitoscelto e si riparte dal punto 3.
2.1 Dettagli sull’implementazione e parametri usati
I siti considerati in questo codice sono tre: niobio (NbNb), antisito (NbLi) e ferro(Fe3+Li ), ciascuno caratterizzato da un certo numero di parametri microscopici chepermettono di calcolare la frequenza di salto. Per non avere problemi dovutialla superficie del cristallo si sono usate condizioni periodiche al contorno. Inparticolare si è creata una super-cella composta da un numero idoneo di celle
10
elementari, tipicamente 50 x 50 x 50, che viene poi ripetuta in ogni direzione inmodo da ottenere un reticolo idealmente infinito.I parametri di input utilizzati nella simulazione vengono presi da un file di testo,contenente parametri relativi a:
 campione: concentrazione antisiti e siti ferro.
 grandezze fisiche esperimento: temperatura e campo elettrico.
 simulazione: numero polaroni simulati, tempo esperimento simulato, dimen-sione della super-cella.
 polarone: energia elastica, energia a perturbazione zero, J0 (formula 1.1),parametro α .
Per quanto riguarda la generazione dei numeri casuali, si è utilizzata la funzio-ne rand() del linguaggio di programmazione C, inserendo un seed diverso per ognipolarone, in modo da ottenere una sequenza di numeri pseudo-casuali diversa divolta in volta.
2.2 Generazione reticolo
Si è scelto come tipo di cella elementare quella esagonale, assimilabile ad unparallelepipedo con base romboidale. Gli assi aˆ e bˆ hanno un angolo di 120◦ traloro, mentre cˆ punta in direzione ortogonale al piano individuato da quest’ultimi.I parametri di cella sono:
a 5.15 Åb 5.15 Åc 13.86 Å
Dato che i niobi di antisito e i ferri si sostituiscono ai siti litio, nella generazionedel reticolo si è tenuto conto solo delle posizioni dei liti e dei niobi all’internodella cella elementare. Di conseguenza, se indichiamo con nx , ny, nz la posizionedi una cella lungo gli assi della cella esagonale, le posizioni dei relativi siti Nb eLi nel sistema di riferimento ortonormale sono riporate in tabella 2.1.Per avere una certa concentrazione di difetti si è poi proseguito nel modoseguente:
1. Si è diviso la concentrazione molare del Fe3+ e degli antisiti per quella deisiti litio (nota per la composizione congruente). In questo modo otteniamo lapercentuale di siti ferri e antisiti sul numero totale di siti litio.
2. Si è generato un numero casuale con distribuzione uniforme tra 0 e 1 perognuno dei sei possibili siti litio presenti in una cella elementare. Se talenumero è minore della percentuale calcolata nel precedente punto, allora inquel sito litio sarà presente un ferro/niobio.
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sito numero x (Å) y (Å) z (Å)Nb 1 5,15 ·(nx − nysin30) 5,15 ·nycos30 13,86 ·nz2 5,15 ·(nx − nysin30) 5,15 ·nycos30 13,86 ·(nz + 12 )3 5,15 ·[nx + 23 − (ny + 13 )sin30] 5,15 ·(ny + 13 )cos30 13,86 ·(nz + 13 )4 5,15 ·[nx + 23 − (ny + 13 )sin30] 5,15 ·(ny + 13 )cos30 13,86 ·(nz + 56 )5 5,15 ·[nx + 13 − (ny + 23 )sin30] 5,15 ·(ny + 23 )cos30 13,86 ·(nz + 23 )6 5,15 ·[nx + 13 − (ny + 23 )sin30] 5,15 ·(ny + 23 )cos30 13,86 ·(nz + 16 )Li 1 5,15 ·(nx − nysin30) 5,15 ·nycos30 13,86 ·(nz + cLi)2 5,15 ·(nx − nysin30) 5,15 ·nycos30 13,86 ·(nz + 12 + cLi)3 5,15 ·[nx + 23 − (ny + 13 )sin30] 5,15 ·(ny + 13 )cos30 13,86 ·(nz + 13 + cLi)4 5,15 ·[nx + 23 − (ny + 13 )sin30] 5,15 ·(ny + 13 )cos30 13,86 ·(nz + 56 + cLi)5 5,15 ·[nx + 13 − (ny + 23 )sin30] 5,15 ·(ny + 23 )cos30 13,86 ·(nz + 23 + cLi)6 5,15 ·[nx + 13 − (ny + 23 )sin30] 5,15 ·(ny + 23 )cos30 13,86 ·(nz + 16 + cLi)
Tabella 2.1: Posizioni nel sistema di riferimento ortonormale dei siti litio e niobio,con cLi = 0, 2829Å.
2.3 Calcolo delle frequenze
Per il calcolo delle frequenze si è invece agito in questo modo: si è fatta un’inizialescrematura dei possibili siti di arrivo, andando a considerare solo i siti che sitrovano a una distanza dal sito di partenza minore di una certa soglia, il cutoff. Inquesto modo diminuisce di molto il costo computazionale della simulazione. Questedistanze di cutoff sono state scelte fissando un limite inferiore per le frequenze (nelnostro caso di una decina di Hz) e invertendo la formula 1.2: questa operazionedà la distanza massima da considerare tra due siti di un certo tipo, ad esempioNb4+Nb → Nb5+Nb. Avendo verificato che un cutoff di 26 Å tiene conto con sufficienteaccuratezza dei processi di salto, abbiamo fissato questo numero per il calcolo. Perquanto riguarda i salti verso i siti difettuali Fe3+Li e Nb5+Li invece, vista l’esiguitàdel loro numero, si è deciso per semplicità di considerare le frequenze di saltoverso tutti i possibili siti difettuali presenti nella supercella. In definitiva dato cheabbiamo tre diversi siti di arrivo e di partenza, avremo un totale di nove possibilitipi di salto, come rappresentato dalla seguente tabella 3x3:νf f νfb νfcνbf νbb νbcνcf νcb νcc
 (2.1)
dove f, b, c stanno rispettivamente per free, bound e ferro. I termini sulla diagonaleindicano i processi di salto fra siti omologhi; la matrice triangolare superiore indicai processi di cattura verso centri a energia minore, mentre la matrice triangoalreinferiore indica i processi di liberazione da una trappola.
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Figura 2.2: Il sito di destinazione è selezionato generando un numero casualex, e trovando l’intervallo in cui cade. Il sito scelto corrisponde a quello relativoall’intervallo trovato, in questo caso l’intervallo 5.
2.4 Processo di hopping
Scelta sito di arrivoUtilizzando le frequenze di salto dal sito i-esimo al sito j-esimo, si possono definiredelle probabilità di salto semplicemente andando a dividere queste ultime per lasomma di tutte le possibili frequenze di salto dal sito i-esimo:
pij = νij∑
j νij (2.2)Una volta calcolate le probabilità per tutti i possibili siti di arrivo si sceglie unodi essi utilizzando il cosiddetto algoritmo di Gillespie. Quel che si fa è in praticagenerare un numero casuale x, distribuito in modo uniforme tra 0 e 1, e andare averificare per quale sito j-esimo è valida la seguente condizione:
j−1∑
k=1 pik ≤ x <
j∑
k=1 pik (2.3)Una rappresentazione di questo processo di selezione è riportato in fig 2.2.
Incremento del tempoCalcolate tutte le possibili frequenze di salto dal sito a si può calcolare il tempodi residenza su tale sito come:
τa = R∑
j νaj (2.4)dove R è un numero generato casualmente che segue una una distribuzione espo-nenziale con valore di aspettazione e varianza unitarie, creata tramite il metododella trasformazione inversa: R = −ln(x)con x numero casuale che segue una distribuzione uniforme.Dopo la scelta del sito di arrivo si incrementa il tempo t della simulazionedi un fattore δt = τ , e si imposta come posizione del polarone quella del sitoselezionato.
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2.5 Uscita dalla simulazione e stampa dei risultati
L’uscita dalla simulazione può avvenire in due modi: o il polarone raggiunge ilnumero di salti limite (nel nostro caso 10000) oppure il tempo totale, dato dal-la somma dei tempi di residenza sui singoli siti, è maggiore di un limite, decisodall’utente, che rappresenta la durata dell’esperimento che si vuole simulare. Inquest’ultimo caso nella stampa dei risultati si considererà la posizione del penulti-mo invece dell’ultimo sito, perché se nell’ultima iterazione superiamo la soglia deltempo significa che la durata dell’esperimento è troppo corta per per poter vederel’ultimo salto.La simulazione produce due file di output: uno in cui sono presenti la distanza percorsa dal polarone quando questoviene catturato da uno ione Fe, considerato come trappola perfetta, e il tempodi vita del polarone; uno in cui sono presenti le concentrazioni dei vari tipi di polaroni (f, b, c)in funzione del tempo, considerando l’intero numero di polaroni simulati.Questo file è utile per avere un idea di come varia la popolazione nei varipunti dell’esperimento.
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Inizio
Leggere i parametri da file
Costruire il reticolo
Creare un polarone su un sito niobioin modo casuale, al tempo t=0
Numero di salti< salti max
Calcolare la frequenza disalto verso i siti vicini νij
Scegliere su quale sito salta-re e incrementare t di δt: tempodi residenza sul singolo sito
Memorizzare il tipo di saltoe il tempo t in cui è avvenuto Controllarese t > durataesperimento
Controllarese il sito diarrivo è un ferroposizionare il polarone sul sito scelto
Stampare la differenza dicoordinate x, y, z dal sitodi partenza e il primo ferro
Utilizzare i dati precedentemente me-morizzati per creare tre array con lepopolazioni di polaroni a diversi istanti
Stampare il filecon le popolazioni
Fine
si
no si
no
no
si
Figura 2.3: Diagramma di flusso del programma.
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CAPITOLO 3
Test sulla simulazione
Prima di utilizzare il programma descritto nel precedente capitolo, sono stati ef-fettuati dei test per verificarne il funzionamento in casi semplici. A tal propositosi sono fatte una prima serie di simulazioni in cui le concentrazioni di difetti sonostate impostate a zero, così che gli unici siti di salto fossero di tipo NbNb. Con talecondizione quindi, gli unici polaroni presenti sono i free e le frequenze di salto fraprimi vicini sono identiche per tutti e pari a νf f . Inoltre i polaroni free diffondonosul sottoreticolo regolare dei Nb che nel Niobato di Litio si può concepire comeun reticolo cubico leggermente distorto lungo una diagonale (fig. 3.1).
Figura 3.1: Grafico del sottoreticolo dei siti Nb nel LiNbO3.
In una situazione di questo genere, la diffusione dovrebbe avvenire in modonormale cioè dovrebbe presentare i seguenti tratti distintivi:
 la distribuzione dei siti di arrivo, dopo un certo tempo t dovrebbe esseregaussiana;
 la varianza di tale distribuzione dovrebbe aumentare in modo lineare con iltempo;
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 se un campo elettrico di modulo E è applicato lungo la direzione z delreticolo, la distribuzione dovrebbe traslare secondo tale direzione in modolineare con il tempo; definita la mobilità dei polaroni free come µ = 〈v〉 /E dove v è la velocità dispostamento della distribuzione, deve valere la relazione di Einstein: eD =µkBT .Sono state perciò effettuate delle simulazioni considerando tempi diversi ponendoα = 1Å, mentre J0 è stato calcolato a partire dall’eq. 1.1 considerando, per quantoriguarda i soli salti tra siti NbNb, J=35 meV [12]. La temperatura è fissata a 300 Kin tutte le simulazioni trattate in questo capitolo.
3.1 Diffusione
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Figura 3.2: Distribuzione coordinate z con tempo di esecuzione 2 · 10−7s e camponullo.
In fig. 3.2 è riportato l’istogramma degli spostamenti simulato su 10000 po-laroni. La distribuzione è ben descritta da una funzione Gaussiana R2=0.997,come atteso. Per una diffusione di tipo normale, considerando un modello di tipoatomistico, il coefficiente di diffusione si può scrivere con un’espressione del tipoσ 2 = gDt , dove g è un fattore geometrico che deriva dalla struttura del reticolo inesame e σ 2 la varianza della distribuzione normale [13]. Attraverso le nostre simu-lazioni è possibile quindi stimare il coefficiente di diffusione di questo processo,andando ad analizzare le distribuzioni delle coordinate. Il procedimento consistenell’interpolare con delle curve gaussiane le varie distribuzioni di coordinate (x, y,z), e attraverso tale interpolazione ricavare le varianze a tempi diversi. In seguitofacendo un fit lineare delle varianze in funzione del tempo si è ottenuto gD.
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Otteniamo quindi lungo ciascun asse i seguenti valori:
gxDx (5.87± 0.05) · 10−7 cm2sgyDy (5.83± 0.05) · 10−7 cm2sgzDz (5.90± 0.07) · 10−7 cm2s
I valori di gD lungo i tre assi sono evidentemente compatibili, risulta quindiverificata l’isotropia spaziale, come atteso per un polarone che diffonde su unreticolo quasi-cubico.
3.2 Mobilità
In presenza di un campo elettrico parallelo all’asse polare del cristallo, corrispon-dente nel nostro caso all’asse z, ci si aspetta un fenomeno di drift lungo tale asse,confermato dalle simulazioni (fig. 3.4).Per avere una stima della velocità con cui queste distribuzioni si spostano si èagito come segue:
 sono state eseguite una serie di simulazioni con diversi tempi di esecuzionee diversi campi. I campi scelti sono quelli che si osservano in presenza dieffetto fotorifrattivo, quindi dell’ordine dei MVm . sono state interpolate le distribuzioni con delle curve gaussiane: il centroidenon è altro che < z >.
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Figura 3.4: Cinque diverse distribuzioni delle coordinate z: tempo di esecuzione=2·10−7 s e diverso campo applicato.
 i due precedenti passaggi sono stati ripetuti anche nel caso di campo nullo,ottenendo < z >0. In questo modo è stato possibile calcolare lo spostamentolungo l’asse z dovuto al campo < ∆z > (l’errore è stato calcolato tramitepropagazione). Infine tali spostamenti in funzione del tempo sono stati interpolati linear-mente per ogni campo applicato. Si è ottenuta così una velocità di drift perogni campo.Attraverso queste velocità di drift è anche possibile stimare la mobilità deiportatori di carica, definita come rapporto tra la velocità media dei portatori dicarica soggetti ad un campo elettrico esterno ed il campo stesso:
µ = < v >E → µ = (9.9± 0.1) · 10−6cm2Vs (3.1)È possibile ricavare una stima teorica della mobilità, nel caso in cui sianopresenti solo polaroni free, andando a considerare il singolo salto. La relazione diproporzionalità tra il tempo e la varianza in questo caso può essere scritta come
σ 2 = gDt → d2Nb = gD 1νf f (3.2)dove dNb è la distanza media tra due siti niobio. Utilizzando poi la relazione diEinstein eD = µkBT e la formula per il calcolo delle frequenze (eq. 1.2) otteniamo:
µ = ed2Nbg J2kBT~
√ pi4kBTEae− EakBT → µ = 2.48 · 10−6cm2Vs (3.3)
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Figura 3.6: Stima della mobilità.
con g=2 (caso unidimensionale). La discrepanza tra la nostra stima ed il risultatoricavato dalla precedente formula può essere spiegata sia dal fatto che il modelloè un modello approssimato che considera solo salti tra siti vicini, sia dal fattoche la cella elementare del sottoreticolo di Nb è solo all’incirca cubica e chequindi g non è esattamente uguale a 2. A livello teorico si prevede che il fattoregeometrico sia pari a 6 nel caso tridimensionale di reticolo cubico, quindi nel casomonodimensionale questo fattore sarà pari a 2. Si può provare a dare una stimadi questo fattore partendo da quello che è stato ottenuto per gzDz e µ. Risultagz = 2.305± 0.001. La mobilità del polarone libero non è conosciuta in dettaglio,però una sovrastima fornita in [14] indica che il suo valore dovrebbe essere inferiorea 10−4 cm2Vs , in accordo con i risultati esposti.
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CAPITOLO 4
Analisi dati LIA
Uno dei metodi principali per studiare il trasporto di cariche polaroniche fotoecci-tate in Niobato di Litio è costituito dalle misure di Light Induced Absorption (LIA).Si tratta di un metodo pompa-sonda (pump-and probe) in cui un laser a impulsicon durata di 9 ns e lunghezza d’onda di 532 nm viene utilizzato per fotoeccitare icentri profondi (nel nostro caso gli ioni Fe2+). Questo impulso genera rapidamenteuna certa concentrazione di polaroni free che decadono più o meno velocementeverso i centri profondi attraverso successivi processi di salto. Dato che i tempi didecadimento sono molto più lunghi della durata dell’impulso, possiamo considerareche, a partire da un tempo dell’ordine di 10−8 s, la popolazione polaronica decadanell’oscurità, quindi tramite processi termicamente attivati del tipo descritto dal-l’equazione 1.10. La concentrazione di polaroni presenti e la sua evoluzione neltempo possono essere studiati grazie al fatto che i polaroni bound in particolareassorbono luce in una banda centrata a 785 nm. La creazione di polaroni boundcorrisponde quindi ad un aumento dell’assorbimento a questa lunghezza d’ondache può venire misurato acquisendo l’intensità di segnale di un laser di sonda cheviene fatto passare attraverso la zona illuminata. Quello che ci prefiggiamo di fareè utilizzare i dati relativi all’esperimento LIA per confrontarli con i risultati dellanostra simulazione monte carlo e, in tal modo, riuscire a ricavare delle stime per iparametri microscopici α ed E (energia elastica polaroni bound).
4.1 Assorbimento
La trasmissione di luce attraverso un materiale di spessore d può essere descrittodalla legge di Lambert-Beer:
I(w, t, d) = I(w, t, d = 0) · e−α(w,t)·d (4.1)
dove I(w, t, d = 0) e I(w, t, d) sono rispettivamente l’intensità del fascio incidentee quella del fascio trasmesso, mentre α(w, t) è il coefficiente di assorbimento.
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Dato che la popolazione dei polaroni prodotti subisce una evoluzione, è naturaleaspettarsi che tutte queste quantità siano dipendenti dal tempo.Il coefficiente di assorbimento in un materiale cristallino può essere diviso indue parti: una parte fondamentale α0 e una parte relativa all’assorbimento di tuttii centri fotosensibili del materiale αi. Esempi di questo tipo di centri nel LN sonoi polaroni piccoli. In definitiva avremo che:
α(w, t) = α0(w) +∑i αi(w, t) (4.2)
Naturalmente possono essere presenti anche altre dipendenze oltre a quelle re-lative alla frequenza e il tempo, come ad esempio la temperatura (come verràevidenziato dai dati sperimentali), tuttavia per semplicità di notazione in questoparagrafo non se ne terrà conto. La parte del coefficiente di assorbimento relativoai centri fotosensibili può essere espressa in funzione della loro concentrazione:
αi(w, t) = Ni(t) · si(w) (4.3)
dove si(w) è la sezione d’urto dei polaroni di tipo i eNi(t) è la loro densità numerica.Quest’ultima può anche variare nel tempo, per questo motivo si preferisce scrivereseparatamente la parte indipendente da quella dipendente da esso:
αi(w, t) = [N0,i +Nli,i(t)] · si(w)= α0,i(w) + αli,i(w, t) (4.4)
In definitiva quindi avremo che il coefficiente di assorbimento può essere scrittocome:
α(w, t) = α0(w) +∑i α0,i(w) +
∑
i αli,i(w, t)= α˜(w) + αli(w, t) (4.5)
in questo modo si distingue la parte che tiene conto di tutti i centri fotosensibili(αli) da qualsiasi altro fattore in gioco (α˜).Fatta questa distinzione tra le componenti del coefficiente di assorbimento, lalegge di Lambert-Beer’s diventa:
I(w, t, d) = I(w, t ≤ 0, d = 0) · e−α˜(w,t)·d · e−αli(w,t)·d= I(w, t ≤ 0, d) · e−αli(w,t)·d (4.6)
perciò la parte di coefficiente relativa ai soli centri fotosensibili si può ricavarea partire dallo spessore del campione e delle intensità del fascio sonda prima edopo la foto eccitazione degli elettroni da parte del laser impulsato:
αli(w, t) = − 1d · ln
[ I(w, t, d)I(w, t ≤ 0, d)
] (4.7)
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Figura 4.1: Apparato sperimentale esperimento LIA.
4.2 Apparato sperimentale
Un’immagine dell’apparato sperimentale utilizzato dal gruppo del prof. Mirco Imlaupresso l’Università di Osnabrück (Germania) che ha fornito i dati qui analizzati èriportata in fig. 4.1. Il campione è montato in un criostato con temperatura chepuò variare tra 4 K e 300 K.In totale sono presenti cinque laser:
 uno impulsato con potenza di 100 MWcm2 , con durata di 9 ns e lunghezza d’ondadi 532 nm (verde).
 quattro con potenza di 40 mWcm2 e lunghezze d’onda di 405, 488, 785 e 1310nm.
L’intensità dipendente dal tempo dei quattro fasci sonda è rilevata da altrettantirilevatori a diodo PIN e immagazzinata usando un oscilloscopio. La misurazioneè innescata quando il fascio laser impulsato è rilevato dal diodo Dtrig . L’interoapparato è montato su un banco ottico e collocato in una stanza buia.Il segnale misurato è quindi un voltaggio, l’elettronica utilizzata ci permette peròdi dire che V ∝ I . Quindi per avere l’andamento del coefficiente di assorbimentoinvece del rapporto tra le intensità della formula 4.3 si potrà utilizzare banalmenteil rapporto di tensione, dato che qualsiasi fattore moltiplicativo tra voltaggio eintensità viene così eliminato [15].
4.3 Dati LIA
Macroscopicamente si osserva, quindi, un decadimento del coefficiente di assorbi-mento foto indotto αli(t) relativo ai centri polaronici metastabili. Tale decadimento
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può essere descritto fenomenologicamente dalla cosiddetta funzione KWW 1:
αli(t) = α (0)Li · e−( tτ)β (4.8)
dove τ è il tempo di decadimento KWW, β è un fattore di allungamento dell’e-sponenziale (0<β<1) e α (0)Li è il valore massimo della funzione. Nel seguito, percomodità, anziché riferirsi direttamente ai dati sperimentali, si confronteranno irisultati delle simulazioni Monte Carlo con le curve KWW che meglio interpolanoi dati sperimentali per una temperatura data.Di seguito è riportato un esempio di spettro di assorbimento:
Figura 4.2: Esempio di spettro assorbimento.
A seconda della lunghezza d’onda del fascio sonda si andranno quindi ad ecci-tare diversi centri fotosensibili. Delle quattro possibili λ studiate nell’esperimentoLIA, verrà studiata solo quella a 785 nm poiché questa lunghezza d’onda è assor-bita essenzialmente dai soli polaroni bound. Analizzando solo quest’ultima lun-ghezza d’onda, quindi, la curva di assorbimento sperimentale sarà proporzionaleall’evoluzione nel tempo della popolazione di polaroni bound.
4.4 Tuning parametri
I risultati della simulazione Monte Carlo dipendono dalla scelta dei parametrimicroscopici che descrivono la frequenza di salto (eq. 1.10). Essi sono:
 9 parametri α che descrivono la lunghezza di interazione fra due siti pola-ronici, uno per ciascuno dei 9 salti possibili (eq. 2.1);
 9 parametri J0 che descrivono il prefattore dell’integrale di trasferimento;
 3 energie elastiche e 3 energie di legame a deformazione nulla, una per ognicentro polaronico considerato (tabella 1.1).
1Questa funzione prende il nome dai primi che l’hanno utilizzata: Kohlroush, Williams e Watts.
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Dato che l’intorno locale è molto simile per i tre polaroni considerati (un ot-taedro di ossigeni di dimensione simile) i 9 parametri α , per approssimazione sonostati trattati come uguali fra loro. Allo stesso modo i parametri J0 sono stati assuntiuguali tra loro e calcolati in modo che:
J = J0e− r2α = 35meV (4.9)
secondo la stima ottenuta in [16]. Per quanto riguarda le energie elastiche, mentrequella del polarone free e del Fe possono considerarsi attendibili, le stime inletteratura di questo parametro per il polarone bound risultano meno dirette. Inquesto confronto tra simulazione Monte Carlo e dati LIA si è scelto pertanto divariare i parametri microscopici in gioco E ed α , che descrivono rispettivamentel’energia elastica del polarone bound e la lunghezza di decadimento della funzioned’onda polaronica non allontanandosi troppo dalle stime previste in letteratura(α = 1Å e E=0.58 eV). Si è inoltre preferito analizzare i dati sperimentali relativia un campione di Fe:LN fortemente ridotto (50%), in modo da essere praticamentecerti di soddisfare le ipotesi alla base della nostra simulazione (paragrafo 2.1). Leconcentrazioni di questo campione sono riportate nella seguente tabella:
concentrazione (1025 ·m−3)NbLi 17.2Fe2+Li 1.4Fe3+Li 0.5
Per quanto riguarda le temperature, invece, sono state scelte quattro tra lediverse temperature utilizzate nell’esperimento, andando a coprire in ogni casotutto il range disponibile. Di seguito sono riportati i valori dei parametri simulati:
α (Å) E (eV) T (K)0.9 0.5 1731.0 0.58 2231.1 0.7 2481.2 0.8 298
Tutte le simulazioni in questo paragrafo sono state effettuate con 500 polaroni.
4.4.1 Presentazione dati simulatiNel comparare i dati Monte Carlo con quelli relativi all’esperimento LIA si è andatia studiare il file di output della simulazione in cui vengono mostrate le concen-trazioni dei diversi tipi di polarone presenti in un certo istante di tempo. Essendole misure di assorbimento ottico direttamente proporzionali alla densità di centri(eq. 4.3), infatti, questo tipo di output può essere direttamente confrontato con lemisure di assorbimento a meno di un fattore moltiplicativo. Un esempio di outputè mostrato in fig. 4.3.
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Figura 4.3: Risultato simulazione con T=173K, α = 1Å, E=0.58 eV.
L’asse temporale è mostrato in scala logaritmica perché i diversi tipi di polaronevivono per tempi che differiscono anche di diversi ordini di grandezza gli uni daglialtri.Dalla fig. 4.3 si nota immediatamente la presenza di tre popolazioni distinte: laprima è relativa agli elettroni che si localizzano su siti niobio (free), come previsto,sono i polaroni più mobili e vivranno per tempi dell’ordine dei pico secondi prima diessere intrappolati in buche più profonde. La seconda è invece relativa ai polaronibound, e costituisce una sorta di popolazione intermedia. Tale popolazione èinfatti esprimibile come il prodotto di due processi di conversione dei polaroni,principalmente legati alla differenza di energia: uno di creazione, in cui l’elettronepassa da un sito niobio ad un antisito niobio, e il secondo di cattura da una buca dipotenziale meno profonda (shallow) relativa all’antisito ad una più profonda (deep)relativa al sito ferro. Durante questo stadio la simulazione mostra che i polaronidiffondono attraverso il reticolo tramite salti diretti fra difetti di antisito. Questafase si può quindi considerare come una diffusione su un reticolo disordinato, il cheè alla base del decadimento di tipo KWW osservato. La terza popolazione è infinequella dei ferri: essa è presente già a tempi corti grazie a processi di catturain cui i polaroni free vengono catturati direttamente da un sito ferro, e tende acrescere con l’aumentare del tempo con la diminuzione dei polaroni bound. Pertempi sufficientemente lunghi essa è quindi la popolazione dominante.
4.4.2 Comportamento della simulazione in funzione dei parametri
Una prima analisi dei dati simulati è stata svolta con l’obiettivo di studiare ilcomportamento delle varie popolazioni polaroniche variando i parametri, focaliz-zandosi su quella legata ai polaroni bound, dato che è quella confrontabile con idati sperimentali.
28
Variazione di α
1 E - 1 2 1 E - 1 0 1 E - 8 1 E - 6 1 E - 4 0 , 0 1 1 1 0 0- 5 0
0
5 0
1 0 0
1 5 0
2 0 0
2 5 0
3 0 0
3 5 0
4 0 0  α=0.9 Å α=1.0 Å α=1.1 Å α=1.2 Å
con
teg
gi
T e m p o  ( s )
Figura 4.4: Dati relativi alla simulazione con E=0.58 e T=173K.
L’effetto della variazione del parametro α , mostrato in figura 4.4, è quello ditraslare la curva orizzontalmente. In particolare si nota che aumentando α lapopolazione dei bound si sposta verso sinistra, quindi verso tempi più corti. Fi-sicamente questo è un andamento previsto. Infatti il parametro α è legato alladistanza di interazione tra siti, un suo aumento dunque comporta anche un incre-mento della frequenza di salto tra siti e la conseguente diminuzione dei tempi deisingoli salti.
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Figura 4.5: Dati relativi alla simulazione con α = 1Å ed E=0.58 per varietemperature.
La temperatura influenza l’andamento delle curve in modo simile a quanto vi-sto per il parametro α , infatti, anche in questo caso si osserva una traslazione
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orizzontale della popolazione. In modo analogo al precedente caso, quindi, l’incre-mento del parametro porta le popolazioni a spostarsi verso tempi più corti. Anchequesto comportamento è riconducibile all’eq. 1.10 per il calcolo delle frequenze.La frequenza è infatti proporzionale a T− 12 · e−U/kT , un aumento della temperaturaimplica perciò una diminuzione della frequenza di salto e un aumento dei tempi disingolo salto. Intuitivamente è un comportamento aspettato, poiché ad un aumentodella temperatura corrisponde un aumento del rate di hopping termico.Un altro comportamento interessante è quello relativo alla curva a temperaturaambiente, per tempi lunghi infatti è visibile un plateau. Analizzando i risultatidelle simulazioni si è concluso che tale effetto è legato all’equilibrio termico trapolaroni bound e di tipo ferro. A temperature sufficientemente alte i siti ferro nonsi comportano più come trappole mortali, da cui l’elettrone può uscire solo dopotempi molto più lunghi rispetto a quelli caratteristici di un generico esperimento,saranno possibili quindi anche processi di conversione tra polaroni di tipo ferro ebound. Questo porta all’osservazione di un equilibrio dinamico fra Fe e polaronibound sbilanciato a favore dei primi dato che i secondi sono energeticamentesfavoriti.
Variazione di EPer quanto riguarda la variazione del parametro E la situazione è più complicata,due sono infatti le principali modifiche che un aumento di E apporta alla curva:
 ne abbassa il massimo;
 trasla la popolazione verso tempi più grandi.
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Figura 4.6: Dati relativi alla simulazioni con α = 1Å e temperatura di 173 K.
La prima modifica è imputabile alla maggiore concorrenza tra i processi dicattura free-bound e free-ferro. Aumentando E infatti diminuisce il dislivello ener-getico del polarone bound rispetto a quello di tipo ferro. Il rapporto numerico traquesti due diversi polaroni per tempi intermedi tende quindi a passare da unasituazione di vantaggio per i bound a una situazione di parità.
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Lo spostamento verso tempi più lunghi è anch’esso intuitivamente imputabilealla maggiore somiglianza tra polaroni bound e ferro per E crescenti. La popolazio-ne dei bound tenderà quindi a migrare verso zone che per E bassi sono dominatedai ferri.Un altra caratteristica importante che si nota nella curva con E=0.8 eV in fig.4.6.a è la presenza di un andamento simile a un plateau. Quest’ultimo non ècorrelato a quello presente ad alte temperature, sia perché non è perfettamenteorizzontale e quindi non rappresenta una situazione stazionaria, sia perché è legatoalla frequenza di salto e non ad una qualche situazione di equilibrio. Andandoa calcolare le frequenze di salto tra due antisiti niobio al variare di E, infatti, siè riscontrato una sostanziale diminuzione di queste ultime, con un conseguenteaumento del tempo necessario al salto (per E=0.8 eV tali tempi sono dell’ordinedei secondi). Tutto ciò è in accordo con la figura 4.6, dove si vede che questoplateau è localizzato di tempi che vanno dalla decina di millisecondi alla decinadi secondi. La presenza della scala logaritmica sull’asse dei tempi fa si, poi, cheper tempi più lunghi la curva torni a decrescere in modo più accentuato.
4.4.3 Confronto simulazione con dati LIAIl confronto con i dati tra dati simulati e sperimentali è stato attuato in questomodo:
 si sono considerati solo i dati relativi all’intervallo temporale [10−8 s, 100 s],poiché sperimentalmente è possibile osservare il rilassamento dei polaronibound solo in questo intervallo;
 in caso di equilibrio termico per tempi lunghi si è sottratto il fondo ;
 sono stati normalizzati sia i dati sperimentali che quelli simulati, in modo daeliminare qualsiasi influenza da fattori moltiplicativi;
 come indice della bontà dell’accordo tra dati sperimentali e simulati si èusato il Chi-quadro: χ2 =∑i (f (ti)− xi,MC )2 (4.10)dove f corrisponde alla KWW calcolata usando i parametri α (0), τ e β ricavatidall’esperimento, e xMC sono i risulati della simulazione monte carlo (MC).
Questi sono i parametri sperimentali utilizzati per calcolare la KWW a diversetemperature:
Temperatura (K) α (0) (m−1) τ (s) β173 1384.6 1.2·10−5 0.13223 1036.8 2.6·10−5 0.18248 971.2 2.7·10−5 0.22298 1398.8 6.7·10−6 0.27
31
0 , 9 1 , 0 1 , 1 1 , 20 , 5
0 , 6
0 , 7
0 , 8
E
a
1 , 4 6 01 , 9 9 5
2 , 5 3 03 , 0 6 5
3 , 6 0 04 , 1 3 5
4 , 6 7 05 , 2 0 5
5 , 7 4 0
(a) 0 , 9 1 , 0 1 , 1 1 , 2
0 , 5
0 , 6
0 , 7
0 , 8
E
a
0 , 8 4 0 0
1 , 3 5 5
1 , 8 7 0
2 , 3 8 5
2 , 9 0 0
3 , 4 1 5
3 , 9 3 0
4 , 4 4 5
4 , 9 6 0
(b)
0 , 9 1 , 0 1 , 1 1 , 20 , 5
0 , 6
0 , 7
0 , 8
E
a
0 , 4 2 0 0
1 , 0 2 5
1 , 6 3 0
2 , 2 3 5
2 , 8 4 0
3 , 4 4 5
4 , 0 5 0
4 , 6 5 5
5 , 2 6 0
(c) 0 , 9 1 , 0 1 , 1 1 , 2
0 , 5
0 , 6
0 , 7
0 , 8
E
a
0 , 5 0 0 0
0 , 9 9 0 0
1 , 4 8 0
1 , 9 7 0
2 , 4 6 0
2 , 9 5 0
3 , 4 4 0
3 , 9 3 0
4 , 4 2 0
(d)Figura 4.7: Contour plot del Chi-quadro in funzione di α ed E a temperature di:173 K (a), 223 K (b), 248 K(c) e 298 K (d).
Nella figura 4.7 sono riportati i risultati ottenuti con il calcolo del Chi-quadro,sotto forma di contour plot in cui abbiamo il logaritmo del Chi-quadro in funzionedi α ed E.Da quest’ultimi grafici si può notare che, per tutte e quattro le temperature, ilchi quadro presenta un minimo quando i parametri assumono i valori α = 1.2Å edE=0.5 eV. In figura 4.8 sono quindi riportati i grafici di confronto tra KWW e datisimulati, per questa determinata coppia di parametri.
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(d)Figura 4.8: Confronto simulazioni con KWW calcolate con parametri sperimentali.Le simulazioni hanno α = 1.2Å ed E=0.5 eV a temperature di: 173 K (a), 223 K(b), 248 K(c) e 298 K (d).
Dai precedenti grafici si deduce che l’accordo tra dati sperimentali e teorici è sibuono, ma migliorabile, come si può dedurre dalla maggiore durata dei decadimentisimulati rispetto a quelli teorici. Una simile conclusione è desumibile anche dalChi-quadro per il quale non è stato osservato un minimo ben definito, quindiper completare il confronto sarebbe necessario diminuire ulteriormente l’energiaelastica dei polaroni bound, sotto i 0.5 eV, e in caso aumentare anche α (gli effettidi questo parametro risultano, però, meno incisivi). Tuttavia potrebbe anche essereopportuno agire su altri parametri, per esempio non considerando più α comeun parametro scalare identico per ogni tipo di salto, ma elevando allo stato dimatrice; in tal modo si tiene conto delle differenti caratteristiche microscopiche trasiti niobio , ferro e antisiti.
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CAPITOLO 5
Conclusioni
Lo scopo di questa tesi era lo sviluppo di un codice di calcolo per lo studio delcomportamento macroscopico dei fenomeni di trasporto di carica del Fe : LiNbO3a partire dal modello microscopico di hopping termico e l’estrazione di informazio-ni su parametri microscopici mediante il confronto con i dati sperimentali. Questiobiettivi sono stati quasi totalmente raggiunti.La simulazione Monte Carlo realizzata è infatti in grado di descrivere corretta-mente il fenomeno di diffusione normale previsto in presenza di un solo tipo disalto. La simulazione ha permesso di riprodurre la tipica distribuzione gaussianacaratteristica di tale fenomeno, da cui è stato possibile verificare, seppur in modoqualitativo, la relazione di Einstein impiegando il coefficiente di diffusione e lamobilità ricavati. I risultati relativi alla stima dei parametri microscopici appaio-no tuttavia ancora incompleti: il confronto tra dati sperimentali e simulati con èancora perfetto. Le possibili soluzioni a tale problema sono: continuare la ricerca di un minimo del Chi-quadro, inserendo nelle simula-zioni energie elastiche per i polaroni bound inferiori a quelle utilizzate inquesta trattazione. Questo approccio potrebbe tuttavia portare a dei falsipositivi, dovuti all’impiego nella simulazione di parametri non fisici ma cheassicurerebbero un miglior accordo con i dati sperimentali. l’inserimento di nuovi parametri, trascurati in questa tesi, al fine di influen-zare in nuovi modi i risultati della simulazione.Raggiunto un perfetto accordo con i dati sperimentali, sarà quindi possibileimpiegare la simulazione per descrivere i diversi fenomeni legati al trasporto dicarica, primo tra tutti l’effetto fotorifrattivo. In particolar modo, il secondo outputdella simulazione, che fornisce le differenze di coordinate tra posizione di creazionedel polarone e posizione di morte, potrebbe risultare molto utile per lo studio delfenomeno della diffusione in presenza di diversi tipi di salto (diffusione anormale).
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