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One proves that the nonrepetitive sequence given by Arson can be generated by a tag- 
system, but cannot be obtained by iteration of a morphism, even if the use of auxiliary symbols 
is allowed (DOL system). 
On demontre que la suite sans carre d’A6on peut Ctre engendree par un “tag-system”, mais ne 
peut etre obtenue par iteration d’un morphisme, meme si I’on permet I’utilisation de symboles 
auxiliaires (DOL-systeme). 
1. Introduction 
La construction de mots sans car& c’est-a-dire de mots ne contenant pas deux 
facteurs consecutifs Cgaux, a fait l’objet de nombreux travaux depuis maintenant 
70 ans. L’existence de mots arbitrairement longs sans carre est en effet sur- 
prenante, et constitue une propriete combinatoire remarquable des mote. De plus, 
ce probleme intervient dans la preuve de l’existence de groupes infirmant la 
conjecture de Burnside (voir Adjan [l]). 
La plupart des mots infinis sans carre explicitement construits (par exemple par 
Thue [ 131, Zech [ 151, Leech [g], Pleasants [ 111, Dejean ES]) s’obtiennent par 
iteration d’un morphisme, c’est-a-dire comme limite de la suite a”(x), n --, 00 avec 
x une lettre de l’alphabet X et (Y un morphisme de X* dans lui-mime. Le mot 
infini de Morse-Hedlund [9] a Cte defini par ces auteurs d’une autre maniere, 
mais recemment Istrail [7] a donne un morphisme pour construire ce mot 
egalement. D’autre part, il resulte d’une construction de Kakutani (cf. Gottschalk, 
Hedlund [6]) que l’ensemble des mots infinis sans carre a la puissance du continu, 
ce qui entraine bien sfir l’existence d’un mot sans carre ne pouvant &re obtenu 
par iteration d’un morphisme, mais l’on n’en connaissait jusqu’ici pas d’exemple. 
Le but de cette note est de montrer que le mot infini d’ArSon [2] r&pond a cette 
question. Nous prouvons que ce mot, defini sur un alphabet B trois lettres X, ne 
peut gtre obtenu par iteration d’un morphisme, m8me si l’on augmente l’alphabet 
et si l’on remplace la lettre initiale par un mot. En d’autres termes, le mot 
d’ArSon ne peut &re produit par un DOL-systeme [12]. La preuve utilise le fait 
que, par contre, ce mot infini peut $tre engendre par un “tag-system” uniforme au 
sens de Cobham [4]-done est susceptible d’une definition au moyen d’un 
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pro&de qui n’est que legerement plus puissant que le morphisme it&e-et elle 
fait appel h un profond resultat de Cobham. On etablit ainsi un certain critere de 
comparaison de mots infinis montrant qu’il existe des mots plus “compliques” que 
d’autres. 
2, Notations 
Soit A un alphabet. On note A* Ie monoide libre engendre par A, 1 WI la 
langueur d’un mot WE A*, 1 wlX le nombre d’occurrences de la lettre x dans w, E le 
mot vide de longueur 0, et A’ = ,4* --(a$ 
Un mot infini sur A est une application x : N * A. On ecrit 
x = X(0)X( 1) l l l x(n) l l l 
ou 
Le facteur gauche de longueur II de x est note &! Ainsi 
%[“I= X()X! ’ l l X,-l 
Soit wl, w2, . . . , w,, . . . une suite de mots, et x un mot infini. On pose 
x=iim w, 
lorsque pour tout entier K, il existe un N tel que 
XrK1est facteur gauche de We pour tout n b IV. (2.1) 
Ceci est realis en particulier lorsque chaque mot w,, est facteur gauche propre de 
w,, + l, et notamment dans la situation suivante. Soit a! : A*+ A* un morph&me, et 
supposons qu’il existe une lettre d de A telle que a(t) E ?A’, c’est-Mire que 
a(t) = f6 pour un mot non vide b. Posons w, = q?(t), n > 0. Alors 
w,+* = a”(a(t)) = a”(tb) = W”a!“(b). 
Si QI (x) # E pour x E A, alors w, c:st done facteur 
peut definir lim CY” (t) comme l’wique mot infini 
C’est le mot infini obtenu par iteration de Q! en t 
a”(t) = lim 0.“(t). 
En etendant (Y man&e evidente aux mots infinis, 
cY(a”(t)) = dyt). 
gauche propre de w~,+~ 
x verifiant la condition 




on constate sans peine que 
I .e but principal de cette note es% de demontrer que Ie mot infini d’ArSon que 
mus allons decrire maintenant ne peut pas s’ecrire sous la forme (2.2). 
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3. Le mot d’Ar$ion 
Dans toute la suite, X est l’alphabet compos6 
defini en [2] un mot infini u dont il prouve qu’il 
comme suit. Soient 
7xX+X3 et 6:X--jXJ 
les applications definies par 
?T(O) = 012, L(0) = 210, 
7r(l) = 120, L( 1) = 021, 
w(2) = 201, L(2) = 102. 
On a done 
des trois lettres 0, 1,2. Argon a 
est sans car& Ce mot est obtenu 
44 = b(x)): h(x)) =d~(x)), XEX 
06 w- est le mot miroir de w, et oti (t : X*+X* est le morphisme deline par 
(T(X) = x + 1 (mod 3). 
On &end 7r et L a X* par 
n(E) = L(E) = E, 
7r(xw) = 77(X)&(W), L(XW) = L(K)7r( w), 
I1 en resulte notamment 
7r( ww’) = 
1 
m(w)m(w’) si 1 WI est pair, 
TT(W)L( w’) si 1 WI est impair, 
L( ww‘) = 
I 
L(w)L(w’) si IwI est pair, 




En particulier, ‘IT(W) esi 
une limite 
cr = lim w”(O) 
qui est par definition le 
facteur gauche de T( ww’), done la suite ~“(0) (n 2 0) a 
mob d’Ar$o~ Les premieres lettres de ce mot sont 
Notons aussi que 
a = da) = m(a,)b(a,)n-(a,)~(a3) 9 . 9. 
Arson prouve dans l’article cite que Q ne contient pas de car&, i.e. pas de facteur 
de la forme ww, w # E. Cette preuve figure aussi dans [ 141. Nous mentionnons 
pour usage ulterieur la formule 
7rn+l(x) = 7r”(X)L”(a(X))?7”(ir2(X)) n 3 0, x E x (3.3) 
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Pour n = 0, 1, cette formule est Cvidente. Si n 2 2. alnrs T;S: rkurrence 
?r”+‘(%) =rr(?r”(x)) = ?T(rr”-‘(X)L”-1(aX)~n-1(~2~)) 
= rr”(x)L”(ax)V”(a2x) 
en vertu de (3.1) et (3.2) et du fait que ~“-~(x), P-l(x) sont de longueur impaire. 
4. Un 6‘tag-system99 aniforme pour la suite dlrson 
Rappelons d’abord la definition d’un “tag-system”, comme elk est donnee par 
Cobham [4]. Un itsg-sys?em $ = (B, y, 6, cy, A) est compose de fdeux alphabets 
A, B, d’une lettre y darts B, et de deux morphismes 
8: B”+B’, cr : B*+A* 
verifiant les conditions 
O(yk yB+; O(z)+ e (z E B); a(B) = A. (4.1) 
Le morphisme 0 est k-ukforme si l@(z)1 = ICII( e( z))I = k pour toute lettre z E 43 et 
alors 3 lui-m$me st dit unifornae de module k. La s&pence interne engendrke par 
9 est 
intseq (9) = lim en(y) = em(y); 
cette limite existe en vertu des deux premieres des conditions (4.1). La shquence 
(exleme) engendree par T est 
seq (5) = wr(intseq (9)) = lim a(e”(y)). 
Dans cette ecriture, et de meme pour la suite, un morphisme defini sur un 
monoide libre est prolong6 aux mots infinis de maniere evidente. 
Soit maintenant X = {b, i, z) disjoint de X, et posons Y = X U z. On considhe 
le “tag-system” 
3= = (Y, 0, 8, a, x) 
uniforme de module 3 defini par 
e(o) = oi2, E(0) = Zld, 
e(1) = 120, e(i) = 02i, 
e(2) = 201, e(Z) = io2, 
o(x) = a(@ = x, x = 0, 1,2. 
Les premiers termes de la sequence 
w(o) = oi202i201210 l . . 
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Proposition. On a a = seq (T,). 
Prewe. Nous montrons que pour tout x E X, on a 
&3”(x) = 7r”(x), a@“(Z) = P(x), n 2 0, (4.2) 
ce qui est vrai pour n = 0, 1, et s’etablit par recurrence comme suit: 
QV+~(X) = c~en(G&2(x)) = cuen(x)aen(~)ae9”((rZ(x!) 
= lr”(x)P(a(x))dya’(x)) = Fl(X) 
en vertu de (3.3). L’autre cas se traite de la mcme maniere. De (4.2), il resulte 
que 
seq (Ya) = lim c@“(O)) = lim w”(O) = a. Cl 
Notons 
6 = 8” (0) = intseq (&). 
On a e(6) = 6, done a = P(b), avec /3 = we: Y*+X*. Or, on verifie sans peine 
que /3 est un morphisme injectif de Y* dans X* et aussi sur les mots infinis, c’est- 
a-dire que 6 est I’unique mot infini verifiant 8(b) = 6. 
Nous utiliserons dans le paragraphe suivant le theoreme profond suivant: 
ThQor&me (Cobham [4, 31). Si x est la siquence interne ou externe engendrbe par 
deux “tag-systems” uniformes: 9 de module I et T’ de module k, et si x n’est pas 
ultimement pe’riodique, alors il existe deux entiers n, m > 0 tels que 1” = k’“. 
5. 
Thkorhme 1. Zl n’existe pas de morphisme x : X*+X* tel que x”(O) = a. 
Le theoreme decoule immediatement de la proposition 
que voici: 
legerement plus g&&ale 
Proposition. I1 n’existe pas de couple (x, w), oti x : X*-+X* est un morphisme et w 
est un mot tel que a = f(w). 
Ce dernier resultat est lie 5 ce que l’on appelle le “probleme de synthese” de 
DOL-systemes: Rappelons que si r(/ :A *-+ A* est un morphisme et w E A’, alors 
S = (A, J/, w) est un DOL-systeme et L(S) = {en(w) 1 n 20) est le langage 
engendrt par S (pour les systemes de Lindenmayer, voir [ 121). Le probleme de 
synthese est de savoir si reciproquement, un langage L donne peut etre engendre 
par un DOL-systeme. 
Appelons avec Nivat [lo] adhe’rence de L(S) les mots infinis qui swt limite de 
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suites de mots de f,(S). On peut etendre le probl5me de synthkse et se demander 
si, pour un mot infini x don&, il existe un DOL-systkmc S tel que x appartienne g 
I%diwk:nce de S. La proposition ci-dessus dit que pour le mot d’ArHon a, un tel 
systimc: de la forme S = (X, @, w) n’existe pas. Dans la section suivante, nous 
prouvei-ons que la m&ne conclusion reste vraie si l’on remplace X par un 
alphabet quelconque 2 contenant X. 
Pour Ctablir la proposition, nous raisonnons par l’absurde et supposons l’exis- 
tence d’un morphisme x : X*--j X*, et d’un mot w E X’ tels que a = x”(w). Le 
lemme suivant r&nit quelques cons6quences de cette supposition. 
Lemms. (i) Si u esf facteur gauche de a, don x(u) est facteur gauche de a; 
(ii) x(x)# E pour x = 0, 1,2; 
(iii) a = ~~$4) pour tout facteur gauche u de a de longueur lu] 2 3; 
(iv) I~(01 21= 3k, air k est un entier pair. 
Reuw. (i) Soit u un facteur gauche de a, et soit p = max (1~1, Ix(u)J}. Comme 
a = lim f(w), il existe un entier N tel que alPI soit facteur gauche de X”(W) pour 
tout rr 3 JV, Comme lulsp, u est done facteur gauche de x”(w), et par 
con&qiJent x(u) est facteur gauche de xN+‘( w). Or Ix(u)1 G p, et comme aKpl est 
facteur gauche de %“‘+I (w), le mot x(u) est facteur gauche de uKpl, done de u. 
(ii) (lonsidkons le facteur gauche de Q de longueur 6: 
u = 012021 = (I? 
Alors k(u) est facteur gauche de Q par (i), done x(u) ne contient pas de carri. Or, 
si x(O) -= E, alors x(u) = ,y( 1)x(2)x(2)x( 1) contient un carrk; de meme, si x( 1) = E, 
alors x(u) = x(02)x(02) est un carri; enfin, si x(2) = E, on a x(u) = x(01)x(01). 
Ccci montre l’assertion. 
{iii) ‘I\Jo~s prouvons d’abord que u = lim ~“(012). Le mot 012 est facteur 
gauche de Q, done x(012) est facteur gauche de Q par (i), et Ix(O12)1>3 par (ii). 
013 a done x(01 2) = 012~’ pour un mot u’. Le mot 11’ n’est pas vide, car sinon le 
morphisme x serait l’identitk, et a ne pourrait 5tre la limite des x”(w). I1 en 
rkilte par (ii, que x”(u’)# E pour n 2 0, et comme ~““(012) = x”(O12)x”(u’), la 
longueur des mots ~“(0 1~ 4j croit strictement. De plus, l’application rip&e de (i) 
n:ontre que ~“(012) eF* _::r=trur gauche df$ Q pour tout n 2 0. Ceci implique que 
ci = lim x” (0 12). 
soit maintenant u = 012~ un facteur gzwche de n de longueur 3 3. Alors 
lim x%4) = lim (x”(O12)x”(vI) = lim ~“(012) =Q 
ce qui prouve (iii). 
itv) Ssit m = x(012)1. Nous utilisons :a formule 
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appliquee au facteur gauche de a de longueur 9: 
u = uL9’= 012021201. 
Puisque lu], = 3 pour y = 0, 1, 2, on a done 
Ix(4 = 3(lx~Ok +IXU~IX +Ix<%> = 3 1x(012)), 
et en sommant sur x E X: 
(5.1) 
Ix(u>l= 3 1x(012)1 =3m. 
D’autre part, x(u) est facteur gauche de u par (i); comme sa longueur est un 
multiple de 3, il s’ecrit done 
selon que m est impair ou pair. Comme chaque n(Ui) et b(Uj) contient exactement 
une occurrence de chacune des lettres de X, il y a dans x(u) exactement m 
occurrences de chacune des lettres de X: 
Ixwlo = Ixwl, = Ix(u)lz = m* 
En rapprochant cette equation de (5.1), on obtient 
m = lx(u)lx = 3 lxKwl, x E x 
montrant que m est un multiple de 3, soit m = 3k avec k = Ix(O12)1,. 11 reste B 
prouver que k est pair. Nous avons d&j& vu que k > 1. Supposon~ k impair. Alors 
x(012) = 7+&h) l l l 4Qk_2)dQ&, 
x(021) = x(a,a,h) = ~Q~MQ~+~) . l . ~(u~~_~)L(u~~_~)~ 
(5.2) 
Comme x(O)+ E, x(O) commence par la lettre 0, done L(Q) egalement. Or, ceci 
implique que uk = 1 et x(O) = 0. El en rbulte que k b 5, puisque a, = 0. De (5.2) et 
de ce qui precede, on deduit done que le mot 21~ defini par 
u1= 21~(a,+,)L(a,+,)~(a,+,)L(a,,,) 
est facteur gauche de x(21). Par ailleurs, on a 
X~~9wQl) = x(210) = L(%Jc)~(a,,+,) l l l da4k-1) 
done le mot 
82 = L(a,,)rr(a,,+,)L(a,,.,-2)~(a3k+3) 
est lui aussi facteur gauche de x(21). La situation est representee dans la figure 
suivan te : 
u4 21 hk+J dak+2) dh+J dak+4J 
A 
vu2 L(agd hh+A C(a3k+2) ~kh+d 
Nous allons voir que les mots v 1 et v2 sont entierement determines par la 
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condition d’Ctre Pun facteur gauche de l’autre, et que u1 contient un car& Posons 
II1 = YlY2 l l l Y149 u2= YlY2 l ’ l y129 Yi E x 
(9n a 21 y, = h3k), done y3 = 0; ceci implique que ~(a~+~) = Oy,y,, d’ou ak+l = 0 
et Y4Ys = 12; canme ?r(ajk+J = 12y,, on a done y6 = 0. Puisque L(ak+2)Oy7y8, on
doit avoir y, y, = 21, ce qui, h son tour, montre que, en vue de L(a3k+& = 21 y9, on 
a Y+= 0. Or n(ak+3) = OyiOyll, d’ou l’on tire que ylOyll = 12, et comme 
n(%k ,s) = 12~12, ceci donile y12 = 0. Finalement, &zk+J = 0y13y,,, ce qui montre 
que y13y 4 = 2 1. En conclusion, le mot u1 s’ecrit 
z.Ji = 21(012021)(012021), 
done tr, et par o~nsequent egalement u contient un car& ce qui n’est pas. Ceci 
prouve que k est pair et acheve la preuve du lemme. Cl 
Rgrtve de Is proposition. Nous allons deduire de l’existence de x l’existence d’un 
dew&me “tag-system’+ non pas pour le mot u, mais pour le mot b defini dans la 
section precedente. Nous concluerons en appliquant le theoreme de Cobham. 
Considerons l’alphabet Y = X U % et le morphisme injectif p = (I! 00 : Y*+X* 
Befinis dans la section precedente. On a p(Y) c X3, et en vertu de l’assertion (iv) 
du lemme, on a x(P(w))e(X”)* pour tout mot WE Y*. On a mGme ~(P(w))E 
(p(Y))*. En effet, chaque mot p(y) (y E Y) appartient a p(Y) = S(X) U L(X), 
done est facteur de a; done chaque x(@(y)) est un facteur de a d’une longueur 
multiple de 3, et il existe une occurrence de ce mot comme facteur de Q qui 
commence ;i une lettre de u d’indice multiple de 3.11 en resulte que le morphisme 
(L=p ‘oxop:y*,y* (5.3) 
cst univoque et partout defini. De plus, l’assertion (iv) du lemme nous assure que 
pour toute lettre y E, Y, on a Ix(/3(y))I = 3k, ce qui entraine que I+(yjJ = k pour 




p(+“(o)) = x”(O12), n 2 0 
ce qui, en vertu de l’assertion (iii) du lemme, montre que 
lim lWW)) = P(lim e”(O)) = Q. 
L’injectivite de p implique que 
G”(O) = lim q?“(O) = 6. 
Ainsi, 6 est la sequence interne d’ur. “4ag-system” uniforme de module k, et est 
a sequence interne d’un “tapsystem” uniforme de module 3. De plus, b 
est y as ultimement periodique, car siwr, ti ! a ‘e serait, et a contiendrait des car&. 
n p+ ilt done appliquer le theoreme cit6 de Cobham, et il existe done des entiers 
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n, m>O tels que k” = 3”, ce qui entraine en particclier que k est impair. Or, 
d’aprks l’assertion (iv) du lemme, k est pair. D’oti la contradiction qui ach&e la 
preuve de la proposition et du ThCor&me 1. D 
6. 
Nous utilisons les rksultats du paragraphe p&&dent pour prouver la propriM 
plus g&&ale que voici: 
TMkAme 2. II n’existe pas de DOL-sys&n~ (2, x, w) avec XC 2, te! que 
u = lim x”(w). 
Ainsi, meme l’introduction de lettres auxiliaires ne permet pas d’obtenir Q par 
itkration d’un morphisme. On peut en effet concevoir une construction oti les 
lettres supplkmentaires dont on dispose sont utilisees pour “stocker” une infor- 
mation qui sera utilisee lors du calcul de l’iteration suivante du morphisme. La 
definition de la limite permet Zi cette partie du mot consacrCe B la “mimorisation” 
de l’infomation de croitre % chaque itkratioq. Nous prouvons done que meme un 
tel dispositif ne peut pas engendrer le mot d’Ar8on a. 
Preuve. On raisonne par I’absurde, et on suppose que Q = x”(w), oh x: Z*+Z* 
est un morphisme et w E 2’. Comme dans la preuve du lemme, on vGrifie que 
x(x)# E pour x = 0, 1,2. Par ailleurs, on a x(G12)E 0122* car 012 est facteur 
gauche de u, et mcme x(O12)~012X*, car x(012) est facteur gauche de tout mot 
x”(w) pour n mez grand. La proposition du paragraphe pr&dent montre done 
que x(Oi2) = 012, autrement dit que x est 1’identitC sur X. 
Le mot w contient au moins une lettre t telle que le langage {x”(f): n 30) est 
infini, car sinon le langage {x”(w): n > 0) serait fini. Soit alors 7’~ 2 I’ensemble des 
lettres t telles que {x”(?): n 3 0) est infini. D’apres ce qui pr&&!e., on a Tn X = 8. 
Soit w,?, le plus court facteur gauche de w contenant une lettrc de T. Alors to E T, 
w0 E (Z- T)*. Pour chaque t E T, le mot x(t) contient au moins une lettre ?‘E %, 
Notons A(t) la premikre occurrenre dans x(t) d’une lettre darns If. Comme T est 
fini, il existe deux indices i et j = i +p (p>O) tels que hi&,) = A’&,) = f. Alors 
x’(tJ = cfc’, x”(f) = ufu’ 
pour certains mots c, u E (2 - T)* et c’, U’E Z*. Done 
xj+p(f(-J) =x’“(c)x”( u)ufu’xP( u’)x2P(c’), 
et par consequent le mot 
h, = ~“(~‘+“(~~>~*“~c~x”~~~~~ 
est facteur gauche du mot ~~+j+~(w) p our tout n 3 0. Gomme wo, c, u E (Z- T)*, 
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la longueur des mots h, est born&, done h, est facteur gauche de; a pour tout yk 
asset grand, ce qui implique que la suite des h, devient stationnaire. I1 en rksulte 
en particulier que x ” + ‘( !A) = x”(u) pour n assez grand, et done que le facteur droit 
~~*P(u)x”(u) de h, est un car&. Comme h, est facteur gauche de Q ceci implique 
done que u contient un carr6 sauf si x”(u) = 6. 
II ne reste done plus qu’lr dkmontrer que x”( u)# E pour tout n. Supposons le 
csntraire, done qu’il existe un entier m tel que x”(u) = E. Comme 
uo = x’( W,,)X”(C”UT 
est faeteur gauche de x’(w), le mot 
4 = x”%,,) = Xnp4i(Wg)X~n+‘)p(C)Xnp(U) l ’ l XP(U)uf 
at facfeur gauche du mot x “P+i(w) pour tout n. Comme x”(u) = E, et wO, c E 
GZ- T)‘. la longueur des mots u, (n 20) est bornee. 11 en r&ulte, puisque 
u =I rim x’(w), que u, est facteua gauche de a pour n assez grand, ce qui est 
impsssible car F$ X. Ceci achkve la preuve. 0 
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