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We study the one-band Hubbard model on the honeycomb lattice using a combination of quantum
Monte Carlo (QMC) simulations and static as well as dynamical mean-field theory (DMFT). This
model is known to show a quantum phase transition between a Dirac semi-metal and the antifer-
romagnetic insulator. The aim of this article is to provide a detailed comparison between these
approaches by computing static properties, notably ground-state energy, single-particle gap, double
occupancy, and staggered magnetization, as well as dynamical quantities such as the single-particle
spectral function. At the static mean-field level local moments cannot be generated without break-
ing the SU(2) spin symmetry. The DMFT approximation accounts for temporal fluctuations and
captures the local moment formation in the paramagnetic phase. As a consequence, the DMFT
approximation is found to be very accurate in the Dirac semi-metallic phase where local moment
formation is present and the spin correlation length small. However, in the vicinity of the fermion
quantum critical point the spin correlation length diverges and the spontaneous SU(2) symmetry
breaking leads to low-lying Goldstone modes in the magnetically ordered phase. The impact of these
spin fluctuations on the single particle spectral function – waterfall features and narrow spin-polaron
bands – is only visible in the lattice QMC approach.
I. INTRODUCTION
The one-band “Hubbard” model [1–5] is one of the
basic models for correlation effects in solids. Its square-
lattice version has been investigated extensively because
of its relevance to the high-temperature superconduc-
tors [6, 7]. Screened electronic correlations modeled by a
Hubbard-U term generate local magnetic moments with-
out breaking the global SU(2) spin symmetry. The en-
tropy generated by the local moment formation leads to
novel states in the low temperature limit. For the half-
filled band in the absence of frustration, local moments
generically order and the global SU(2) spin symmetry is
spontaneously broken leading to Goldstone modes. In
the presence of frustration, topologically ordered phases
breaking no symmetries can also emerge [8]. The inter-
play of charge and spin degrees of freedom is the key
point captured by the Hubbard and strong-coupling t-J
models. For the well-studied single-hole problem in the
absence of frustration, the single-particle spectral func-
tion of the square-lattice Hubbard and t-J models reveals
spin polaron quasiparticles as well as “waterfall” features
[9–11]. These anomalous spectral properties and their
evolution with doping have been the subject of extensive
numerical studies [12–22].
The Hubbard model on the honeycomb lattice has
equally been studied for a long time, going back at least
to Ref. [23]. The rise of graphene [24–27] has further
significantly enhanced interest in the Hubbard model on
the honeycomb lattice.
For a sufficiently weak on-site interaction U , the Dirac
semi-metal on the honeycomb lattice is preserved – even
when nesting is present – whereas in the large-U limit
one expects an antiferromagnetic insulator to emerge. It
was put forward that these two phases might be sepa-
rated by a spin-liquid phase [28]. This exciting possibil-
ity triggered further work [29–34], leading to the emer-
gence of a consensus that the transition between the
paramagnetic semi-metal and the antiferromagnetic in-
sulator is a direct one and that the insulating state is
intimately related to the antiferromagnetic order param-
eter [33]. The dynamical generation of a fermion mass
is captured by the Gross-Neveu-Yukawa field theory [35].
Bilinear mass terms of eight-component Dirac fermions
akin to graphene are all related to symmetry breaking
[36]. The relevant Gross-Neveu-Yukawa theory consists
of Dirac fermions as well as a three-component φ4-theory
accounting for the magnetic order parameter and low-
lying long wave-length Goldstone modes. The Yukawa
term couples the three-component bosonic modes to the
triplet of antiferromagnetic mass terms such that when
the bosons condense fermion mass is generated. The up-
per critical dimension for this theory is of three spatial
dimensions such that a good starting point may be a
simple mean-field theory. An -expansion around this di-
mension reveals a novel fermion critical point [35] with
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2non-trivial exponents.
The aim of this paper is to provide a detailed com-
parison between various approximations and numerically
exact quantum Monte Carlo (QMC) results for the Hub-
bard model on the honeycomb lattice. We will start with
the mean-field approximation. The first clear shortcom-
ing of this approximation is the failure to generate lo-
cal moments without breaking the SU(2) spin symmetry.
The minimal extension of the static mean-field approx-
imation to account for local moment formation is dy-
namical mean-field theory (DMFT). Provided that the
magnetic correlation length is not too big, this approach
is expected to provide a good account of the physics.
On the other hand, as one approaches the critical point
the correlation length diverges and the DMFT approach
will fail at capturing, for instance, the interplay of mag-
netic fluctuations and charge motion. In fact both the
spin-polaron physics and the so-called waterfall features
revealed by the QMC simulations are not present in the
DMFT approach.
While cluster and other extensions of DMFT have
been applied to the semi-metal-antiferromagnet transi-
tion in the Hubbard model on the honeycomb lattice [30–
32, 34, 37], to the best of our knowledge, the accuracy
of the simple single-site DMFT for this problem has not
been investigated in the literature. Hence, we benchmark
it here against QMC results on the lattice. Furthermore,
the spectral functions of the Hubbard model on an in-
finite honeycomb lattice are in principle well known, at
least at the mean-field level, but to the best of our knowl-
edge they have not been explicitly shown in the literature.
Hence, we will discuss mean-field results here, and com-
pare them to more elaborate DMFT and lattice QMC.
The outline of the paper is as follows: In Sec. II we in-
troduce the model and the three methods that we employ
for our comparative discussion. Section III focuses on
static properties and the dynamical properties are inves-
tigated via spectral functions in Sec. IV. We summarize
our findings and provide perspectives in Sec. V.
II. MODEL AND METHODS
We study the Hubbard model whose Hamiltonian reads
H = −t
∑
〈i,j〉
σ=↑,↓
c†i,σcj,σ + U
∑
i
(
ni,↑ − 1
2
) (
ni,↓ − 1
2
)
(1)
with ni,σ = c
†
i,σci,σ. Here 〈i, j〉 are nearest neighbors
on a lattice that we take to be the honeycomb lattice
illustrated in Fig. 1. We will be interested either in the
infinite system, or in a finite but large one. In the lat-
ter case, we denote the total number of sites by N and
impose periodic boundary conditions.
Note that since the honeycomb lattice is bipartite, the
single-band Hubbard model on this lattice is particle-
hole symmetric (see, for example, Ref. [38]), i.e., upon
a1
B
a2
A
FIG. 1. Sketch of the honeycomb lattice showing the two
sites A and B in the primitive cell and our choice of primitive
vectors a1, a2.
exchanging electron creation and annihilation operators,
one finds a Hamiltonian that is equivalent to the original
one of Eq. (1). This particle-hole symmetry ensures that
the global ground state is found at half filling, i.e., for an
average of one electron per lattice site.
A. Static mean-field theory (MFT)
Many authors have used a real-space Hartree-Fock-
type mean-field approximation to study magnetism in
graphene, see Refs. [26, 27, 39] and references therein.
Here, we exploit the SU(2)-symmetry of the original Hub-
bard model Eq. (1) to align the quantization axis with
a possible ordered moment. Then the Hartree-Fock ap-
proximation amounts to
HMF = −t
∑
〈i,j〉
σ=↑,↓
c†i,σcj,σ (2)
+U
∑
i
(
〈ni,↑〉ni,↓ + ni,↑〈ni,↓〉 − 〈ni,↑〉〈ni,↓〉 (3)
−ni,↑ + ni,↓
2
+
1
4
)
. (4)
Note that the last term in Eq. (3) could be omitted for
most purposes, but it is needed if one wants to compare
total energies with the original Hubbard model Eq. (1).
The density-dependent term in Eq. (4) ensures half filling
in the grand-canonical description thanks to particle-hole
symmetry.
Although we have formulated the problem above in
real space, here we will actually work in reciprocal space
because we are interested in an infinite system. Since the
primitive cell contains two sites, we will need to diago-
nalize a 2× 2 matrix for each value of the momentum k,
followed by a summation over k.
To be specific, we first perform a Fourier transforma-
tion
cr,α,σ =
√
2
N
∑
k
eik·rcα,σ(k) , (5)
3where α = A,B labels the two sites in the primitive cell,
r is the real-space position of the primitive cell, and N/2
corresponds to the number of primitive cells. We further
restrict to half filling and express all the densities in terms
of the staggered magnetization ms
〈nA,σ〉 = 1
2
+ σms , 〈nB,σ〉 = 1
2
− σms , (6)
where we wrote σ = +1 for the spin up configuration (↑)
and σ = −1 for the spin down configuration (↓). With
these notations and dropping the “constant” term Eq.
(4), the mean-field Hamiltonian of Eqs. (2), (3) can now
be cast in the form
HMF =
∑
k,σ
(
c†A,σ(k), c
†
B,σ(k)
)
(τx Rez(k) + τy Imz(k)− U σms τz)
(
cA,σ(k)
cB,σ(k)
)
, (7)
where the Pauli matrices τx,y,z act on the “orbital” index
A, B and z(k) = −t (1 + e−ik·a1 + e−ik·a2). Here the
primitive vectors are a1 = a
(√
3
2 ,
1
2
)
, a2 = a
(√
3
2 ,− 12
)
,
compare Fig. 1, and the lattice constant is denoted by a.
From the 2× 2 matrix in Eq. (7) one immediately gets
the single-particle dispersion
E±(k) = ±E(k) with E(k) =
√
|z(k)|2 + (U ms)2 . (8)
At the Dirac points K (see inset of Fig. 3(c) below for
a definition), we have z(K) = 0 such that we find the
single-particle particle gap
∆sp = E(K) = U |ms| . (9)
Thus, a finite staggered magnetization leads to the open-
ing of a mass gap in the spectrum.
The staggered magnetization, ms, still needs to be de-
termined self-consistently such that Eq. (6) holds. In the
following sections, we will use a numerical solution that
has been obtained by iteration, i.e., starting with a guess
for ms, then recomputing it via Eq. (6) until convergence
is reached.
On the other hand, we can make analytic progress by
considering only low-energy physics. First, we cast the
self-consistency condition for ms in the gap equation
1 = 2U
∫
dN()
1√
2 + ∆2sp
tanh
(
1
2T
√
2 + ∆2sp
)
(10)
with density of states
N() =
2
N
∑
k
δ (|z(k)| − ) . (11)
Linearizing around the Dirac points allows for an analytic
solution. Let
|z(K + p)| ' vF |p| (12)
such that
N() =

piv2F
Θ() (13)
with Θ() the Heaviside function. Next, we introduce
a high-energy cutoff Λ to ensure that
∫ Λ
0
dN() = 1.
This yields Λ =
√
2pivF and at zero temperature the gap
equation Eq. (10) reduces to
1 =
2U
piv2F
(√
∆2sp + Λ
2 −∆sp
)
. (14)
At Uc the single-particle gap vanishes such that:
Uc =
√
pi
2
√
2
vF . (15)
The finite value of Uc even in the presence of nesting
follows from the vanishing of the density of states that
cuts off the singularity in the gap equation at  = 0 and
∆sp = 0. For U > Uc
ms =
√
pivF√
2U
(
U
Uc
− Uc
U
)
(16)
such that in the vicinity of the critical point:
ms ∝ (U − Uc)β (17)
with order parameter exponent β = 1. This mean-field
value of the exponent stands at odds with the generic
Ginzburg-Landau β = 1/2 result, and demonstrates that
the fermionic degrees of freedom cannot be omitted.
B. Dynamical mean-field theory (DMFT)
DMFT maps the original lattice problem onto a self-
consistent quantum-impurity problem [40], which be-
comes exact in the limit of infinite dimension. This map-
ping is performed by calculating the local lattice Green’s
functions of all atoms inside the primitive cell,
Giσ(z) =
∫
dk (zI−H0(k)−Σσ(z))−1i , (18)
where I is the unit matrix, H0(k) the one-particle part of
the Hamiltonian depending on the momentum k, Σσ(z)
4the self-energy matrix for spin direction σ = {↑, ↓}, and
i the index enumerating the atoms in the primitive cell.
For the honeycomb lattice, we use a primitive cell includ-
ing two atoms. By calculating the local Green’s func-
tions, DMFT takes the structure of the lattice into ac-
count. The matrix Σσ(z) includes only local self ener-
gies; non-local parts of the self energy, e.g., a self en-
ergy between different atoms in the primitive cell, are
neglected in this approach. By comparing between the
Green’s function of an Anderson impurity model and the
local Green’s function, Giσ(z), we define the hybridiza-
tion function ∆iσ(z) as
Giσ(z) = Gimp(z) =
1
z −∆iσ(z)− Σiσ(z) (19)
⇒ ∆iσ(z) = z − Σiσ(z)−G−1iσ . (20)
The hybridization function ∆iσ(z) completely defines the
coupling of an Anderson impurity to a bath of conduc-
tion electrons. Thus, the hybridization functions ∆1σ
and ∆2σ together with the local two-particle interaction
part of the Hamiltonian, Eq. (1), define two independent
Anderson impurity models. We note that the self energy
Σiσ and the hybridization function ∆iσ depend on the
spin direction. This will be important when describing
magnetic states, in which Σi↑ 6= Σi↓.
We are using the numerical renormalization group
(NRG) [41, 42] and continuous-time QMC (CTHYB) [43–
45] in order to solve these resulting effective quantum
impurity problems and calculate the self energy Σiσ(z).
For CTHYB, we employ the hybridization expansion CT-
QMC code of the ALPS libraries [46]. The impurity self
energies are used to calculate new local Green’s functions,
Eq. (18). This DMFT self-consistency cycle is repeated
until convergence is achieved.
Among the two different numerical techniques to solve
the DMFT impurity problem, NRG uses a logarithmic
discretization of the conduction band, mapping it onto a
one-dimensional chain, that is iteratively diagonalized by
discarding high-energy states [41, 42]. On the one hand,
this logarithmic discretization makes it possible to calcu-
late properties at T = 0, and spectral functions for real
frequencies with high accuracy around the Fermi energy
[47]. On the other hand, this logarithmic discretization
leads to low accuracy in the spectral functions for fre-
quencies away from the Fermi energy. Furthermore, a
broadening function must be used to obtain a smooth
Green’s function and self energies away from the Fermi
energy.
By contrast, CTHYB samples Feynman diagrams us-
ing imaginary-time Green’s functions at finite temper-
ature. Thus, while CTHYB can be expected to yield
accurate results at finite temperatures for static quan-
tities, CTHYB cannot directly calculate properties at
T = 0 and would require an analytic continuation to
obtain Green’s functions and self energies for real fre-
quencies.
C. Lattice quantum Monte Carlo (QMC)
We have used a standard implementation of the pro-
jective auxiliary field QMC algorithm [48–50]. This ap-
proach is based on the equation
〈ψ0|O|ψ0〉
〈ψ0|ψ0〉 = limθ→∞
〈ψT |e−θHOe−θH |ψT 〉
〈ψT |e−2θH |ψT 〉 . (21)
Here |ψ0〉 is the ground state of the Hamiltonian H and
the equality holds provided that the trial wave function
|ψT 〉 is not orthogonal to the ground state. For practical
purposes we have chosen the trial wave function to be the
ground state of the non-interacting Hamiltonian. For pe-
riodic boundary conditions and lattice sizes L = 3n with
integer n, this ground state is degenerate so that we in-
cluded an infinitesimal twist in the boundary condition
to lift the degeneracy and select a ground state. For this
choice of the trial wave function, a projection parame-
ter θ = 10 suffices to obtain ground-state properties on
lattice sizes up to L = 18. We have used an imaginary
time step ∆τ = 0.1 and a symmetric Trotter decom-
position to guarantee hermiticity of the imaginary time
propagator. For a detailed review of this approach we
refer the reader to Ref. [51]. For the implementation we
have used the ALF library [52]. To carry out the ana-
lytic continuation, we have used the stochastic MaxEnt
implementation [53, 54] of the ALF library [52].
III. STATIC PROPERTIES
Figure 2 presents a comparison of static quantities that
is similar in spirit to QMC versus MFT comparison of
Ref. [39] for an N = 162 site system subject to periodic
boundary conditions, except that it is now for an infinite
system and includes the single-site DMFT in the com-
parison. QMC results are partially taken from Ref. [33],
supplemented by additional data points in order to cover
a broader range and new data for the energy (not con-
sidered in Ref. [33]). For our purposes, a system with
18 × 18 primitive cells, i.e., N = 648 sites can usually
be considered as representative of the thermodynamic
limit. For the DMFT, we focus on results obtained with
a fast NRG impurity solver, but include results obtained
from a slower QMC impurity solver for two quantities in
Fig. 2 in order to assess the effect of the different ap-
proximations in the impurity solver on top of the DMFT
approximation.
The fact that total energies per site e0 agree well
(Fig. 2(a)) is a prerequisite for also more sensitive quan-
tities to be in good agreement. Still, one can already
see that the inclusion of charge fluctuations in DMFT
improves over the static MFT, in particular for small to
intermediate values of U (for large values of U , DMFT
approaches again the simple MFT result). In addition,
one may observe that the MFT result for e0 based on
the Hamiltonian (2–4) starts to deviate from its U = 0
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FIG. 2. Ground-state energy per site e0 (a), single-particle
gap ∆sp (b), double occupancy d (c), and staggered magneti-
zation ms (d) of an infinite honeycomb lattice.
value only for U > Uc,MFT (actually, Uc,MFT ≈ 2.23 t
[23] is more clearly identified in other quantities to be
discussed below). The same behavior is observed also in
other quantities and can be traced to the densities be-
ing pinned at 〈ni,σ〉 = 12 for U < Uc,MFT on the infinite
honeycomb lattice.
Next we turn to the staggered magnetization ms shown
in Fig. 2(d). The QMC results shown here differ from
those of Ref. [33] in so far as they were computed di-
rectly from the spin-spin correlation functions rather
than with the aid of a pinning field. The numerical
accuracy of NRG being limited by the logarithmic dis-
cretization of the frequency axis, values of ms . 0.01 can
be considered to be zero within DMFT+NRG. Conse-
quently, in the DMFT+NRG data, we observe a rapid
increase of ms around U/t ≈ 3.7, signaling the on-
set of magnetism. Thus, we find that the inclusion of
charge fluctuations in the DMFT shifts the transition
from Uc,MFT/t ≈ 2.23 [23] much closer to the “exact”
QMC result Uc/t ≈ 3.78 [33]. Figure 2(d) also shows data
obtained from DMFT+QMC. QMC differs from NRG in
that it works on the imaginary frequency axis and at fi-
nite temperature (the present data has been obtained at
T = t/50). Thus, we can compare the effect in particular
of finite temperature within QMC and the effect of dis-
cretization and broadening of the real-frequency spectral
functions in NRG. First, we observe overall good agree-
ment with the biggest differences arising in the critical
region. Since it is difficult to say which DMFT variant
is more reliable, we conclude from the comparison that
the critical point may shift down to Uc/t ≈ 3.5 within
DMFT. Despite this uncertainty within DMFT, the value
obtained by DMFT is in any case much closer to the
“exact” QMC result than static mean-field theory. This
good correspondence extends even a bit into the magnetic
phase owing to the fact that the mean-field critical expo-
nent β = 1 for the staggered magnetization (also valid for
DMFT) is close to the true value β = 0.8 [33], i.e., the
main difference just beyond the critical point seems to be
a larger prefactor for DMFT. This is also evident deep in-
side the magnetic phase. Again, since DMFT is a mean-
field theory, it yields limU/t→∞ms = 1/2. On the other
hand, for U  t, the half-filled Hubbard model maps
onto the spin-1/2 Heisenberg model on the same lattice.
The staggered magnetization of the spin-1/2 Heisenberg
model is reduced by quantum fluctuations and has been
intensively studied for the honeycomb lattice by a broad
range of methods [55–61]. Figure 2(d) shows the estimate
ms = 0.2677(6) [60] for the spin-1/2 Heisenberg model as
a dashed horizontal line. The QMC results for the full
Hubbard model remain indeed systematically below this
line and might approach it asymptotically in the large-U
limit.
Now we briefly comment on the single-particle gap
that is one half the charge gap, ∆sp = (EN−1 − 2EN +
EN+1)/2, where En is the ground-state energy in the
sector with n electrons. The single-particle gap ∆sp is
shown in Fig. 2(b); it opens in the magnetic phases and
6thus exhibits similar behavior as the staggered magneti-
zation. This is particularly evident in the MFT theory
where ∆sp and ms are directly related by Eq. (9). The
DMFT+NRG result in Fig. 2(b) is remarkably close to
the “exact” lattice QMC and just overestimates the gap
a bit. The simple static MFT is again less accurate, as is
expected in view of it underestimating the critical value
Uc.
Finally, Fig. 2(c) shows the double occupancy
d =
1
N
∑
i
〈ni,↑ ni,↓〉 . (22)
The double occupancy has the advantage that it is re-
lated to the magnetic behavior of the system while be-
ing more easily accessible by QMC than spin expecta-
tion values. The actual QMC data shown in Fig. 2(c)
is for N = 648, but finite-size effects are negligible. We
observe first that all three methods yield quantitatively
similar results. The MFT transition Uc,MFT can be de-
tected as the point where the double occupancy starts to
fall below the U = 0 value d = 1/4. However, there is no
such clear signal of the magnetic transition, neither in the
DMFT nor in the lattice QMC results. Note further that
the DMFT results for the double occupancy are much
closer to the “exact” QMC result for the Hubbard model
than plain MFT, i.e., inclusion of local charge fluctua-
tions yields to a substantial quantitative improvement.
Figure 2(c) compares again the NRG and QMC variants
of DMFT. In this case, the difference between the two
impurity solvers is found to be very small.
Overall, we find that DMFT improves static proper-
ties in the semi-metallic phase by including local charge
fluctuations beyond static MFT. Specifically, these fluc-
tuations affect the ground-state energy (Fig. 2(a)) and
double occupancy (Fig. 2(c)), and shift these quanti-
ties close to the “exact” QMC results while within MFT
these quantities remain pinned at their non-interacting
U = 0 values throughout the paramagnetic semi-metallic
phase. Even the estimate for the critical Uc turns out to
be remarkably accurate with DMFT. Just deeper in the
magnetic phase one observes larger deviations between
DMFT and QMC. In particular, DMFT fails to account
for the reduction of the magnetic moment at large U/t by
quantum fluctuations (see Fig. 2(d)) that would require
a proper treatment of their spatial nature. Still, DMFT,
in particular in the DMFT+NRG incarnation appears to
be a remarkably accurate tool for describing the semi-
metallic phase up to the region around Uc.
IV. SPECTRAL FUNCTIONS
A. Static mean-field theory (MFT)
First, we discuss the MFT results for the single-particle
spectral functions. Within MFT, the retarded Green’s
0
1
2
3
ω
/t
(c) U/t=4.0
Γ K M Γ
0
1
2
3
ω
/t
(b) U/t=2.5
0
1
2
3
ω
/t
(a) U/t=0.0
U/t=2.0
A(ω)
Γ
K
M
FIG. 3. Mean-field result for the single-particle dispersion
(left) and local spectral function A(ω) for U/t = 0, 2 (a), 2.5
(b), and 4 (c).
function reads:
Gretσ (k, ω) =
1
ω + i0+ − (τxRez(k) + τyImz(k)− U σms τz)
(23)
7such that the spin-averaged single-particle spectral func-
tion becomes:
A(k, ω) = −Im
∑
σ
TrGretσ (k, ω)
= 2pi [δ(E(k)− ω) + δ(E(k) + ω)] . (24)
Thus, within MFT the spectral functions consists of δ-
functions at the single-particle energy ±E(k). The left
column of Fig. 3 shows the mean-field single-particle dis-
persion Eq. (8). The spectra are reflection symmetric
A(k, ω) = A(k,−ω) thanks to the particle-hole symme-
try [27, 38] and the two sites in the primitive cell of
the one-band Hubbard model on the honeycomb lattice.
Therefore, here and below we only show positive frequen-
cies ω ≥ 0.
Since the matrix elements of the spin-averaged spectral
function are constant, see Eq. (24), the local density of
states (or local spectral function) A(ω) is obtained by
simple k-integration of the MFT dispersion. The result
is shown by the right column of Fig. 3.
We observe in panel Fig. 3(a) that at the mean-field
level and in the semi-metallic phase U < Uc,MFT, the
Coulomb interaction U has no effect on these observ-
ables since the mean field vanishes identically (com-
pare a similar remark made for static observables in
section III). Consequently, we recover both the well-
known dispersion and density of states of non-interacting
tight-binding electrons on the honeycomb lattice, see,
e.g., Refs. [24, 27, 62]. On the other hand, for U >
Uc,MFT, one observes first the opening of a gap at the
K point (compare the examples for U/t = 2.5 and 4
in Fig. 3(b,c)), an increase of the total bandwidth, and
a shift of the sharp peak in the middle of the spectra
to higher values of the frequency ω, in accordance with
Eq. (8).
B. Dynamical mean-field theory (DMFT)
Figure 4 shows DMFT results obtained with the NRG
impurity solver for the k-resolved and local spectral func-
tion. In the left column of Fig. 4, we use a color cod-
ing to indicate the spectral weight of A(k, ω). Although
the non-vanishing self energy Σ does modify the spectral
functions also in the semi-metallic phase 0 < U < Uc,
this effect remains small. This is illustrated by the case
U/t = 2 in Fig. 4(a) that is very similar to the U = 0
case, see Fig. 3(a). The main difference is a small reduc-
tion in bandwidth (see ω/t . 3) although we recall that
the resolution of NRG at these high energies is limited.
The case U = 4 t shown in Fig. 4(b) is already in the
antiferromagnetic phase. Consequently, there should be
a gap in the spectrum (compare also Fig. 2(b)), but it
is too small to be visible in Fig. 4(b). In DMFT, the
magnetization and the correlations inherent in the sys-
tem are still comparably small for U/t = 4. Thus, the
gap due to antiferromagnetic order is small. Furthermore
FIG. 4. DMFT result for the spectral function A(k, ω) (left)
and local spectral function A(ω) for U/t = 2, 4, 4.4, and 6
(top to bottom).
the broadening due to an imaginary part of the self en-
ergy is small; the life-time of the quasiparticles is very
8long. However, upon increasing the interaction strength
to U/t = 4.4 (Fig. 4(c)), the gap as well as the broadening
of the quasiparticle bands become visible. For U/t = 6
(Fig. 4(d)), the lifetime of the particle becomes short and
the bands are strongly broadened due to the self energy.
Furthermore, because of Hubbard satellites at E = ±U/2
the band width becomes enhanced.
From the symmetry point of view, the DMFT approx-
imation explicitly breaks the SU(2) spin symmetry. This
explicit versus spontaneous symmetry breaking has for
consequence that spatial spin fluctuations encoded in the
Goldstone modes are absent. As such the DMFT spec-
tral function should be understood in terms of a particle
propagating in a frozen antiferromagnetic environment,
as in the mean-field approximation. In fact and from the
weak to intermediate coupling limit, the DMFT results
presented in Fig. 4 exhibit a spectral function very similar
to the mean-field approximation albeit with a broadening
due to the imaginary part of the self energy that becomes
significant for U/t = 4.4 and 6, compare Fig. 4(c,d).
Still in the case of explicit spin symmetry breaking,
and in the strong coupling limit where charge fluctua-
tions can be omitted, the single-particle spectral function
should be described by a t-Jz model. The scrambling of
the spin background due to the hole motion leads to a
linear confining potential that impairs coherent propaga-
tion [63][64]. The discrete energy levels of a particle in a
linear confining potential lead to a fine structure of the
upper Hubbard band that has been studied in Ref. [65].
Given this result, we expect similar features at strong
coupling in DMFT calculations of the Hubbard model on
the honeycomb lattice although their investigation would
require better frequency resolution at high energies than
available from the present NRG impurity solver.
C. Lattice QMC
In the lattice QMC approach the SU(2) spin symme-
try is spontaneously broken. As mentioned above this
gives rise to collective spin-wave excitations (Goldstone
modes) that, as we will see, have a big impact on the
single-particle spectral function. Our results are plot-
ted in Fig. 5 across the metal-insulator transition. In the
weak-coupling limit, U/t = 2, the data shown in Fig. 5(a)
agrees within numerical accuracy with the DMFT result
of Fig. 4(a) and consequently also with the one from
static MFT.
As appropriate for the Gross-Neveu transition at Uc,
the velocity remains finite, and to a first approximation
the opening of the gap follows the mean-field form. The
mean-field approximation becomes exact at the upper
critical dimension corresponding to d = 3. In contrast,
in two spatial dimensions the single particle propagator
acquires an anomalous dimension, and we would expect a
branch cut instead of a pole at the critical point. Within
the -expansion around d = 3 and at first order [35],
the fermion anomalous dimension is given by ηf = 0.03.
FIG. 5. QMC result for the spectral function A(k, ω) on a
honeycomb lattice of 18× 18 primitive cells.
This small value is consistent with the fact that we do
9not observe a broadening of the spectral function in the
vicinity of the critical coupling (Fig. 5(c,d)) and at the
Dirac point K. We note that this is very similar to the
order disorder transition as realized by the Heisenberg
model on a bilayer lattice. Here the anomalous dimen-
sion of the bosonic model is equally very small, such that
even at the critical point we observe a sharp feature in
the dynamical spin structure factor [66].
Beyond the critical coupling Uc/t ≈ 3.78, the data
corresponds to the motion of a single hole in a quan-
tum antiferromagnet. In conjunction with cuprates, this
problem has been extensively studied on the square lat-
tice [9, 11, 67]. Starting from U/t = 3.5 (Fig. 5(c)), the
spectral function shows two prominent features that are
especially visible at the Γ point. We associate the high-
energy incoherent feature with the upper Hubbard band
since it shifts to higher energies as a function of U/t. We
interpret the low-energy feature as a coherent quasipar-
ticle band, the width of which decreases as function of
U/t. As in the t-J model on the square lattice [11, 67]
one expects the bandwith of this coherent band to scale
as the magnetic scale J ' t2/U reflecting the fact that
hole motion scrambles the spin background and that the
healing procedure can only occur on a time scale set by
J . We will hence refer to the coherent structure as the
spin polaron.
The generic form of the zero-temperature spec-
tral function in the Lehmann representation reads
Aσ(k, ω) = pi
∑
n |〈n|c†k,σ|0〉|2 δ(En − E0 − ω) +
pi
∑
n |〈n|ck,σ|0〉|2 δ(E0 − En − ω). Here H|n〉 = En|n〉
and the sum rule
∫
dωAσ(k, ω) = pi holds. Hence both
the energy spectrum and the matrix elements are re-
quired for a full understanding of the spectral function.
In particular the support of the spectral function is given
by the energy spectrum and the distribution of weight by
the matrix elements. At our largest coupling, U/t = 6
it is apparent from Fig. 5(f) that at the Γ point the
dominant weight is in the upper Hubbard band and that
this spectral weight is transferred to the coherent spin-
polaron band upon approaching the M or K point. This
rather abrupt transfer of spectral weight is referred to as
waterfall in the high-Tc literature and has been observed
in simulations of the Hubbard model on the square lat-
tice [9, 16] and experimentally in photoemission studies
of cuprates [68].
V. CONCLUSIONS AND DISCUSSION
We have performed a comparative investigation of the
one-band Hubbard model on the honeycomb lattice, us-
ing static mean-field theory (MFT), a more sophisti-
cated dynamical mean-field theory (DMFT), and “exact”
quantum Monte Carlo (QMC) simulations on the lat-
tice. All three methods yield a semi-metallic Dirac phase
and an antiferromagnetic insulator. The critical point in
MFT Uc,MFT ≈ 2.23 t [23] is significantly below the ex-
act location Uc/t ≈ 3.78 [33]. Our first finding is that
the single-site DMFT yields a very good approximation
to this value, namely 3.5 . Uc/t . 3.7. Within static
MFT, all quantities are independent of U for U < Uc
owing to the vanishing mean field. This is improved by
DMFT, yielding in particular more accurate values of the
ground-state energy and double occupancy. All three
methods find qualitatively similar spectral functions in
the semi-metallic phase with a sharp and gapless quasi-
particle. The main improvement by DMFT in this case is
a broader range in U that is accessible owing to the better
estimate for Uc. Overall, we find that single-site DMFT
provides a remarkably accurate description of the weakly
correlated semi-metallic phase at a low computational
cost, in particular when the numerical renormalization
group (NRG) [41, 42] is used as impurity solver.
Both simple MFT and DMFT will yield mean-field
critical behavior and are thus not expected to yield quan-
titatively accurate results close to Uc and in particular
for the critical exponents although the actual values for
the relevant Gross-Neveu transition are quite close to the
mean-field values [33, 35]. For large values of U deep in-
side the antiferromagnetic phase, DMFT reduces again
to static MFT and misses in particular the non-local
spin fluctuations. Thus, the staggered magnetization ms
tends to 1/2 for U → ∞ both within static MFT and
DMFT, i.e., both methods fail to reproduce the reduc-
tion of the ordered moment at large U by quantum fluc-
tuations. For the same reasons, DMFT and in particular
MFT overestimate the single-particle gap that is induced
by the magnetic order in the magnetic phase.
As a first perspective for further work, we mention
applications to magnetism induced at zig-zag edges of
graphene-type nanostructures [26, 27, 39, 69–78]. In pre-
vious studies [39, 75] some of the present authors ob-
served that simple MFT is remarkably successful in de-
scribing at least some aspects of this phenomenon in the
weakly correlated regime. In particular, the local spectral
functions for nano-ribbons turned out to be remarkably
accurate in MFT [75]. The main shortcoming of MFT
is that it underestimates the bulk critical value of Uc,
thus limiting the range of U where MFT applies. Since
DMFT yields a much better estimate for Uc, we specu-
late that a real-space variant will also further improve the
description of edge-state magnetism beyond static MFT.
One of the biggest challenges in realistic DMFT based
calculations is to include non-local correlations [79]. We
believe that this work provides an excellent and non-
trivial benchmark to further test various schemes aimed
at including non-local fluctuations around the DMFT so-
lution. This includes dual fermions [80], the dynamical
vertex approximation [81] as well as extended DMFT
[82]. On the other hand one can start with implemen-
tations of the functional renormalization group [83] ap-
proach that captures spatial correlations but neglects
temporal ones. Irrespective of the starting point, the
proposed benchmark is highly non-trivial since the criti-
cal point is Lorentz invariant such that long wave-length
fluctuations in space and time are identical.
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