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I define and characterize the reweighted methods, which are techniques used in conjunction with
the random series implementation of the Feynman-Kac¸ formula. I prove several convergence results
valid for all series representations and then I specialize the results for the Le´vy-Ciesielski and Wiener-
Fourier series. As opposed to the partial averaging method on which they are based, the reweighted
techniques do not involve any modification of the physical potential. Rather, the underlying idea is to
develop some specialized constructions of the Brownian bridge that enters the Feynman-Kac¸ formula,
so as to simulate the partial averaging effect. For the Le´vy-Ciesielski series representation, I develop
a reweighted technique which has o(1/n2) convergence for potentials having first order Sobolev
derivatives. It is suggested that the asymptotic convergence may reach O(1/n3) for potentials
having second order Sobolev derivatives. The method preserves the favorable ∝ log(n) scaling
for the time necessary to compute a path at a given discretization point. For the Wiener-Fourier
series representation, the particular reweighted method designed in the present article is shown to
have O(1/n3) convergence if the potential has second order Sobolev derivatives. The convergence
constant has superior dependence with the inverse temperature as compared to the partial averaging
method for the same series. Because the expression of the convergence constant does not actually
involve the second order derivatives of the potential, it is conjectured that the O(1/n3) convergence
extends to the potentials having first order Sobolev derivatives only.
PACS numbers: 05.30.-d, 02.70.Ss
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I. INTRODUCTION
Numerical recipes based on the discretization of the
Feynman-Kac¸ formula1,2 are the most successful ways
to account for the quantum contributions in equilib-
rium statistical simulations for many-body systems. The
Feynman-Kac¸ formula represents the density matrix and
the partition function of a canonical quantum system as
an infinite dimensional stochastic integral of a Brown-
ian bridge functional.2,3 This stochastic integral is then
approximated by a sequence of finite dimensional inte-
grals, which in turn are evaluated by Monte Carlo tech-
niques. The random series implementations,3,4 which
lead to some of the most effective discretization tech-
niques, utilize the Ito-Nisio theorem5 to construct the
Brownian bridge in the Feynman-Kac¸ formula.
There are two discretization techniques of practical
importance that can be derived from a given random
series representation: the partial averaging3,6 and the
reweighted methods.3,7 As a direct method, the partial
averaging (PA) technique features many desirable prop-
erties, as for instance (i) good behavior at low temper-
ature (avoiding the so-called “classical collapse”),8 (ii)
convergence for a wide class of potentials, including those
that have negative coulombic singularities,9 and (iii) fa-
vorable asymptotic convergence of up to O(1/n3) for
smooth enough potentials.10
However, a major concern in the practical applications
of the Feynman-Kac¸ formula is the asymptotic rate of
convergence as measured against the number of variables
used to parameterize the paths n as well as the compu-
tational time necessary to evaluate the various quantities
involved. In this respect, the main disadvantage of the
partial averaging method is that it involves the Gaussian
transform of the potential. This makes the PA technique
hard to implement if the Gaussian transform is not ana-
lytically known.
It has been recently recognized that there is an indi-
rect application of the partial averaging method.3 More
precisely, since the properties of the partial averaging
method are mathematically well understood, one may
try and devise methods that (asymptotically) simulate
the effect of partial averaging, with the hope of captur-
ing at least some of its desirable features. As such, the
reweighted (RW) random series techniques, which will be
rigorously defined in the following section, are designed
to achieve superior asymptotic convergence by simulat-
ing the partial averaging approach. By construction, the
reweighted techniques do not involve any modifications
of the physical potential. Rather, they are based on some
specialized constructions of the Brownian bridge that en-
ters the Feynman-Kac¸ formula. This makes the RW tech-
niques straightforward to implement yet, for any given se-
ries representation, there are reweighted techniques that
achieve an asymptotic convergence better than that of
the corresponding partial averaging method.
As opposed to the partial averaging method, the
reweighted techniques are not uniquely defined by the
random series representation. In fact, we talk about a
family of methods called reweighted techniques that are
derived from a given random series representation. They
share the property that their asymptotic convergence is
characterized by the same convergence theorems. Then,
these theorems can be used to design reweighted methods
having improved asymptotic behavior. In this article, I
use the aforementioned convergence theorems to design
2two special reweighted techniques based on the Le´vy-
Ciesielski and Wiener-Fourier series, respectively. The
technique based on the Le´vy-Ciesielski representation
will be shown to have o(1/n2) asymptotic convergence
for Kato-class potentials that have first order Sobolev
derivatives.11 I also conjecture that the asymptotic rate
of convergence may reach O(1/n3) for the potentials
that have second order Sobolev derivatives. Quite im-
portant, the method preserves the favorable ∝ log(n)
scaling for the time necessary to compute a path at a
given discretization point. The technique based on the
Wiener-Fourier series is proven to have O(1/n3) asymp-
totic convergence for potentials that have second order
Sobolev derivatives. However, the convergence constant
has more favorable dependence with the inverse temper-
ature as compared to the partial averaging convergence
constant. Moreover, the convergence constant does not
depend upon the second order derivatives and I specu-
late that the cubic asymptotic convergence extends to the
class of potentials that have first order Sobolev deriva-
tives only. The special treatment received by the Wiener-
Fourier series is motivated by the fact that it is the op-
timal series representation of the Brownian bridge with
regard to the minimization of the number of variables
used to parameterize the paths.3
In this paper, our primary interest is the development
of the mathematical ideas lying behind the reweighted
techniques. As such, the two Le´vy-Ciesielski and Wiener-
Fourier reweighted techniques developed in the paper
may still not be the optimal ones. Rather, they serve
as examples demonstrating that there is a large class
of methods which have cubic convergence for sufficiently
smooth potentials and which are direct methods in the
sense that they do not use “effective potentials” for their
implementation.
The content of the article is organized as follows. In
the next section, I give a short review of the random
series and the partial averaging methods with the pur-
pose of establishing the notation. Next, I define the
reweighted methods and justify the mathematical rele-
vance of the definition. In the first part of Section III,
I provide a description of the main class of potentials
for which the reweighted method is expected to converge
to the correct Feynman-Kac¸ result. In the second part
of the same section, I state some important convergence
theorems, which are valid for all series representations.
In Section IV, I utilize the results of Section III to de-
sign two specific reweighted methods based on the Le´vy-
Ciesielski and Wiener-Fourier series, respectively. Their
convergence properties are reinforced by numerical stud-
ies of a simple harmonic oscillator. I conclude the article
with Section V, where I summarize and discuss the main
results of the paper.
II. DEFINITIONS OF THE MAIN RANDOM
SERIES TECHNIQUES
A. Random series technique and partial averaging
In this section, I shall give a short review of the random
series technique and of the partial averaging method with
the purpose of establishing the notation. For a more
complete discussion, the reader should consult Refs. (3)
and (10). The starting point is the Feynman-Kac¸ formula
ρ(x, x′;β)
ρfp(x, x′;β)
= E exp
{
−β
∫ 1
0
V
[
xr(u) + σB
0
u
]
du
}
,
(1)
where ρ(x, x′;β) is the density matrix for a monodimen-
sional canonical system characterized by the inverse tem-
perature β = 1/(kBT ) and made up of identical particles
of mass m0 moving in the potential V (x). The stochas-
tic element that appears in Eq. (1), {B0u, u ≥ 0}, is a
so-called standard Brownian bridge defined as follows:
if {Bu, u ≥ 0} is a standard Brownian motion starting
at zero, then the Brownian bridge is the stochastic pro-
cess {Bu|B1 = 0, 0 ≤ u ≤ 1} i.e., a Brownian motion
conditioned on B1 = 0. In this paper, we shall reserve the
symbol E to denote the expected value (average value) of
a certain random variable against the underlying proba-
bility measure of the Brownian bridge B0u. To complete
the description of Eq (1), we set xr(u) = x + (x
′ − x)u
(called the reference path), σ = (~2β/m0)
1/2, and let
ρfp(x, x
′;β) denote the density matrix for a similar free
particle.
The generalization of the Eq. (1) to a d-dimensional
system is straightforward. The symbol B0u now denotes
a d-dimensional standard Brownian bridge, which is a
vector (B0u,1, B
0
u,2, . . . , B
0
u,d) with the components being
independent standard Brownian bridges. The symbol σ
stands for the vector (σ1, σ2, . . . , σd) with components de-
fined by σ2i = ~
2β/m0,i, while the product σB
0
u is inter-
preted as the d-dimensional vector of components σiB
0
u,i.
Finally, x and x′ are points in the configuration space Rd
while xr(u) = x + (x
′ − x)u is a line in Rd connecting
the points x and x′. In this paper, we shall conduct the
proofs for monodimensional systems and only state the
easily obtainable d-dimensional results.
The most general series representation of the Brownian
bridge is given by the Ito-Nisio theorem,5 the statement
of which is reproduced below. Assume given {λk(τ)}k≥1
a system of functions on the interval [0, 1], which, to-
gether with the constant function λ0(τ) = 1, makes up
an orthonormal basis in L2[0, 1]. Let
Λk(t) =
∫ t
0
λk(u)du.
If Ω is the space of infinite sequences a¯ ≡ (a1, a2, . . .) and
3P [a¯] =
∞∏
k=1
µ(ak) (2)
is the probability measure on Ω such that the coordi-
nate maps a¯→ ak are independent identically distributed
(i.i.d.) variables with distribution probability
µ(ak ∈ A) = 1√
2pi
∫
A
e−z
2/2 dz, (3)
then
B0u(a¯) =
∞∑
k=1
akΛk(u), 0 ≤ u ≤ 1 (4)
is equal in distribution to a standard Brownian bridge.
Moreover, the convergence of the above series is almost
surely uniform on the interval [0, 1].
Using the Ito-Nisio representation of the Brownian
bridge, the Feynman-Kac¸ formula (1) takes the form
ρ(x, x′;β)
ρfp(x, x′;β)
=
∫
Ω
dP [a¯] exp
{
− β
∫ 1
0
V
[
xr(u)
+ σ
∞∑
k=1
akΛk(u)
]
du
}
. (5)
The independence of the coordinates ak, which physically
amounts to choosing those representations in which the
kinetic energy operator is diagonal, is the key to the use
of the partial averaging method. Denoting by En the av-
erage over the coefficients beyond the rank n, the partial
averaging formula reads
ρPAn (x, x
′;β)
ρfp(x, x′;β)
=
∫
R
dµ(a1) . . .
∫
R
dµ(an)
× exp
{
− β En
∫ 1
0
V
[
xr(u) + σ
∞∑
k=1
akΛk(u)
]
du
}
. (6)
To make more sense of the above formula, it is conve-
nient to use the notation introduced in Ref. (3)
Snu (a¯) =
n∑
k=1
akΛk(u) and B
n
u (a¯) =
∞∑
k=n+1
akΛk(u),
which denote the nth order partial sum and and nth or-
der tail series, respectively. By construction, the random
variables Snu (a¯) and B
n
u (a¯) are independent and
B0u(a¯) =
∞∑
k=1
akΛk(u) = S
n
u (a¯) +B
n
u (a¯).
Moreover, the variables Bnu and B
n
τ have a joint Gaussian
distribution of covariances
En(B
n
u )
2 =
∞∑
k=n+1
Λk(u)
2, En(B
n
τ )
2 =
∞∑
k=n+1
Λk(τ)
2,
and γn(u, τ) = En(B
n
uB
n
τ ) =
∞∑
k=n+1
Λk(u)Λk(τ). (7)
Equivalently, by using the fact that Snu (a¯) and B
n
u (a¯) are
independent and their sum is B0u(a¯), one may evaluate
the above series to be
En(B
n
u )
2 = E(B0u)
2 −
n∑
k=1
Λk(u)
2 = u(1− u)−
n∑
k=1
Λk(u)
2,
En(B
n
τ )
2 = E(B0τ )
2 −
n∑
k=1
Λk(τ)
2 = τ(1 − τ)−
n∑
k=1
Λk(τ)
2,
and
γn(u, τ) = E(B
0
uB
0
τ )−
n∑
k=1
Λk(u)Λk(τ)
= min(u, τ)− uτ −
n∑
k=1
Λk(u)Λk(τ).
A straightforward computation of E(B0u)
2, E(B0τ )
2, and
E(B0uB
0
τ ) is presented in Appendix A of Ref. (10).
Going back to Eq. (6), one inverts the order of inte-
gration in the exponent and computes
En
∫ 1
0
duV [xr(u) + σB
0
u(a¯)]
=
∫ 1
0
duEnV [xr(u) + σS
n
u (a¯) + σB
n
u (a¯)] (8)
=
∫ 1
0
V u,n[xr(u) + σS
n
u (a¯)]du,
where
V u,n(y) =
∫
R
1√
2piΓ2n(u)
exp
[
− z
2
2Γ2n(u)
]
V (y + z)dz,
(9)
with Γ2n(u) defined by
Γ2n(u) = σ
2
En(B
n
u )
2 = σ2
[
u(1− u)−
n∑
k=1
Λk(u)
2
]
.
(10)
In deducing Eq. (8), one uses the fact that the variable
Bnu has a Gaussian distribution of variance En(B
n
u )
2. To
summarize, we define the nth order partial averaging ap-
proximation to the diagonal density matrix by the for-
mula
ρPAn (x, x
′;β)
ρfp(x, x′;β)
=
∫
R
dµ(a1) . . .
∫
R
dµ(an)
× exp
{
− β
∫ 1
0
V u,n
[
xr(u) + σ
n∑
k=1
akΛk(u)
]
du
}
. (11)
In the present paper, the cosine-Fourier basis {λk(τ) =√
2 cos(kpiτ); k ≥ 1} will receive a special treatment.
The corresponding series representation for the Brownian
bridge is the Wiener-Fourier construction
B0u(a¯)
d
=
√
2
pi2
∞∑
k=1
ak
sin(kpiu)
k
, 0 ≤ u ≤ 1.
4This series has superior convergence properties as demon-
strated in Refs. (3) and (10). The corresponding methods
are denoted by the acronym WFPI.
B. Definition of the reweighted methods
The reweighted method was first introduced by Pre-
descu and Doll on an “intuitive” basis as a method
to account for the effects of the tail series in a way
that does not involve any modification of the associ-
ated potential.3 As opposed to the partial averaging
method, the reweighted method is not uniquely defined
by the random series representation on which it is based.
Rather, for each series representation, we talk about
a family of methods called reweighted methods, that
are constructed according to certain guidelines. The
original idea was to replace the collection of random
variables {Bnu (a¯); 0 ≤ u ≤ 1} by another collection,
{Rnu(b1, · · · , bn); 0 ≤ u ≤ 1}, which is supported by an
n-dimensional underlying probability space and is chosen
such that:
1. The variance at the point u of Rnu(b1, · · · , bn), de-
noted by Γ′
2
n(u), be as close as possible to Γ
2
n(u).
2. The variables Snu (a1, · · · , an) and Rnu(b1, · · · , bn) be
independent and their sum have a joint distribution
as close to a Brownian bridge as possible.
It is clear that these requirements are rather lax and
they involve a lot of experimentation in order to con-
struct a good reweighted method. However, the recent
availability of sharp theorems on the convergence of the
partial averaging method10 allows us to provide a clearer
definition of the reweighted methods. We begin our anal-
ysis by defining the reweighted methods and then, in the
remainder of the section, we justify this definition.
Definition 1 A reweighted method constructed from the
random series
∑∞
k=1 akΛk(u) is any sequence of approx-
imations to the density matrix of the form
ρRWn (x, x
′;β)
ρfp(x, x′;β)
=
∫
R
dµ(a1) . . .
∫
R
dµ(aqn+p)
× exp
{
− β
∫ 1
0
V
[
xr(u) + σ
n∑
k=1
akΛk(u) (12)
+σ
qn+p∑
k=n+1
akΛ˜n,k(u)
]
du
}
,
where q and p are some fixed integers and where the func-
tions Λ˜n,k(u) satisfy the relation
qn+p∑
k=n+1
Λ˜n,k(u)
2 =
∞∑
k=n+1
Λk(u)
2 = E (Bnu )
2
. (13)
In contrast to the original definition, here the equal-
ity Γ2n(t) = Γ
′2
n(t) is enforced exactly. As such, the
reweighted Fourier path integral method initially utilized
by Predescu and Doll can be no longer categorized as
a reweighted technique. However, the reweighted tech-
nique introduced by the same authors in Ref. (7) for the
Le´vy-Ciesielski series representation remains a veritable
reweighted method.
To justify the relevance of Definition 1, we first have
to introduce some additional notation. We define
B˜nu (a¯) =
qn+p∑
k=n+1
akΛ˜n,k(u) (14)
and
γ˜n(u, τ) = E
(
B˜nu B˜
n
τ
)
=
qn+p∑
k=n+1
Λ˜n,k(u)Λ˜n,k(τ). (15)
Then, Eq. (13) says that
γ˜n(u, u) = E
(
B˜nu
)2
= E (Bnu )
2
= γn(u, u). (16)
Next, we define
U˜n(x, x
′, β; a¯) =
∫ 1
0
V [xr(u) + σS
n
u (a¯) + σB˜
n
u (a¯)]du
and
X˜n(x, x
′, β; a¯) = ρfp(x, x
′;β) exp[−β U˜n(x, x′, β; a¯)].
This functions are analogous to the variables
Un(x, x
′, β; a¯), U∞(x, x
′, β; a¯), Xn(x, x
′, β; a¯), and
X∞(x, x
′, β; a¯) introduced in the beginning of Section III
of Ref. (7). To save typographical space, I shall not
redefine the latter variables here, but I refer the reader
to the cited paper instead. In terms of the new functions,
the n-th order reweighted technique approximation to
the density matrix given by Eq. (12) is expressed as
ρRWn (x, x
′;β) = E [X˜n(x, x
′, β; a¯)]. (17)
We now make a crucial observation which shall even-
tually justify Definition 1. With the new notation, the
relation (8) reads
Un(x, x
′, β; a¯) = En [U∞(x, x
′, β; a¯)] . (18)
However, because of Eq. (16), we also have
Un(x, x
′, β; a¯) = En
[
U˜n(x, x
′, β; a¯)
]
(19)
and this last equality implies that
Proposition 1 The partial averaging method derived
from any reweighted technique is identical to the partial
averaging method derived from the original random series
representation.
5The reader should stop and ponder that Proposition 1
is not really a theorem. Rather, the underlying idea is
to define the reweighted method such that Proposition 1
be true. The value of this idea is that almost all identi-
ties relating ρn(x, x
′;β) and ρPAn (x, x
′;β) are also true of
ρRWn (x, x
′;β) and ρPAn (x, x
′;β). For instance, an applica-
tion of Jensen’s inequality shows that
Ene
−β U˜n(x,x
′,β;a¯) ≥ e−β EnU˜n(x,x′,β;a¯) = e−β Un(x,x′,β;a¯),
from which, by taking the total expectation and then
multiplying with ρfp(x, x
′;β), we learn that
ρRWn (x, x
′;β) ≥ ρPAn (x, x′;β). (20)
This relation is analogous to the well-known inequality
ρ(x, x′;β) ≥ ρPAn (x, x′;β).
More generally, any proofs that are based solely on the
common property of the random variables Bnu (a¯) and
B˜nu (a¯) of being Gaussian distributed variables are likely
to extend to the reweighted technique, too. Therefore, it
should not be surprising that the asymptotic behavior of
the difference
ρRWn (x, x
′;β)− ρPAn (x, x′;β) (21)
is described by theorems similar to those that character-
ize the difference
ρ(x, x′;β)− ρPAn (x, x′;β). (22)
Such theorems are presented in Section III and they
can be employed for the design of reweighted methods
that have specific asymptotic properties. More precisely,
let us assume that the asymptotic convergence of the
partial averaging method is
ρ(x, x′;β)− ρPAn (x, x′;β) ≈
CPA(x, x
′;β)
ns
.
Let us also assume that we are able to devise a reweighted
technique for which the difference (21) has the asymp-
totic behavior
ρRWn (x, x
′;β)− ρPAn (x, x′;β) ≈
C˜RW(x, x
′;β)
ns
.
Then the asymptotic behavior of the reweighted method
is
ρ(x, x′;β)− ρRWn (x, x′;β) =
[
ρ(x, x′;β)
−ρPAn (x, x′;β)
]
− [ρRWn (x, x′;β)− ρPAn (x, x′;β)] (23)
≈ CPA(x, x
′;β)− C˜RW(x, x′;β)
ns
,
whenever CPA(x, x
′;β) 6= C˜RW(x, x′;β). Actually, we
would like the difference
CRW(x, x
′;β) = CPA(x, x
′;β)− C˜RW(x, x′;β) (24)
to be as close to zero as possible. In the ideal situa-
tion that the difference is zero, the convergence of the
reweighted technique becomes o(1/ns) and so, even if we
do not know its asymptotic behavior, we know that the
new method is faster than the corresponding partial aver-
aging method. For the cases where a perfect cancellation
does not happen, one may still exploit the possibility that
the constant CRW(x, x
′;β) might have better properties
than its components, as for instance more favorable de-
pendence upon temperature or upon the derivatives of
the potential.
To conclude the justification of the reweighted method,
we notice that the nth order approximation utilizes in
fact qn + p Gaussian variables ak. As such, the asymp-
totic convergence of the reweighted method as measured
with respect to the actual number of coefficients used to
parameterize the paths is
qsCRW(x, x
′;β)
(qn+ p)s
(25)
i.e., the convergence order is maintained but the con-
vergence constant becomes qs-times larger as modulus.
This observation also explains why we forced the maxi-
mum number of additional parameters to scale at most
linearly with n. Finally, Eq. (25) indicates that, as far as
the total computational cost of the method is concerned,
we should try and minimize the number of additional co-
efficients, if this does not affect the asymptotic behavior
of the resulting method or some desirable features of the
convergence constant CRW(x, x
′;β).
III. THE ASYMPTOTIC CONVERGENCE OF
THE REWEIGHTED TECHNIQUE
A. The class of potentials for which the reweighted
techniques are expected to converge
We begin this section by considering the class of po-
tentials for which the reweighted techniques are expected
to converge to the correct Feynman-Kac¸ result. As dis-
cussed in Refs. (9) and (10), the Feynman-Kac¸ formula
is known to represent the Green’s function of the corre-
sponding Bloch equation for a large class of potentials
called the Kato class. A Kato-class potential is defined
as follows.12 Let
g(y) =


|y| d = 1,
ln(‖y‖−1) d = 2,
‖y‖2−d d ≥ 3
and define the Kato class Kd as the set of all measurable
functions f : Rd → R such that
lim
α↓0
sup
x∈Rd
∫
‖x−y‖≤α
|f(y)g(x− y)|dy = 0.
We say that f is in K locd if 1Df ∈ Kd for all bounded
domains D ⊂ Rd. Clearly, Kd ⊂ K locd . We say that V (x)
6is a Kato-class potential or that it is Kato-decomposable
if its negative part V− = max{0,−V } is in Kd while its
positive part V+ = max{0, V } is in K locd .
Since the Kato class contains almost all physically rel-
evant potentials, we shall restrict the analysis and the
definition of the reweighted techniques to this class of po-
tentials. It has been shown that if the potential has also
finite Gaussian transform, the partial averaging method
is convergent to the Feynman-Kac¸ formula.9 For defi-
nitions and further discussions, we refer the reader to
the cited bibliography. The condition that the potentials
have finite Gaussian transform is not necessary for the
convergence of the reweighted techniques, which are ex-
pected to converge even for systems that are confined to a
certain region of space (for example, a particle in a box).
However, as opposed to the partial averaging method, the
non-averaged methods are known not to converge for po-
tentials having sufficiently “bad” negative singularities,
as for instance negative coulombic singularities.13,14,15,16
Such non-averaged methods include the trapezoidal Trot-
ter discrete path integral methods and the primitive ran-
dom series methods. Unfortunately, they also include the
reweighted techniques.
To identify the problems that might appear if the po-
tential has negative singularities, it is useful to work out
an analogy with the proof of the convergence of the par-
tial averaging method. Theorem 1 of Ref. (9) says that
if the potential V (x) is a Kato-class potential that has
finite Gaussian transform, then
lim
n→∞
Un(x, x
′, β; a¯) = U∞(x, x
′, β; a¯) (26)
P -almost everywhere (probabilists say P -almost surely
because P is a probability measure). Of course, this im-
mediately implies
lim
n→∞
Xn(x, x
′, β; a¯) = X∞(x, x
′, β; a¯) (27)
P -almost surely. In analogy with these equations, for the
reweighted techniques the relations
lim
n→∞
U˜n(x, x
′, β; a¯) = U∞(x, x
′, β; a¯) (28)
and
lim
n→∞
X˜n(x, x
′, β; a¯) = X∞(x, x
′, β; a¯) (29)
are expected to hold P -almost surely. However, in this
case the requirement that V (x) have finite Gaussian
transform is no longer necessary because the functions
U˜n(x, x
′, β; a¯) and X˜n(x, x
′, β; a¯) no longer involve the
Gaussian transform of the potential. In this paper, we
shall admit without proof that Eqs. (28) and (29) are
true for all Kato-class potentials (functions).
However, Eq. (29) does not necessarily imply
lim
n→∞
∫
Ω
X˜n(x, x
′, β; a¯)dP (a¯) =
∫
Ω
X∞(x, x
′, β; a¯)dP (a¯).
(30)
To give a simple example, the sequence of functions
fn(x) = 1/(n|x|) converges to zero for any x 6= 0, thus
Lebesgue almost everywhere. However,∫
R
1
n|x|dx =∞ 6→ 0 =
∫
R
0 dx.
A similar situation happens for Eq. (30) whenever the
potential has coulombic negative singularities. The left-
hand term of Eq. (30) is +∞ for all n ≥ 1, yet the right-
hand term is finite [according to Theorem 5 of Ref. (9)].
In the case of the partial averaging method, it happens
that the sequenceXn(x, x
′, β; a¯) is dominated from above
by the sequence EnX∞(x, x
′, β; a¯), as follows from the
Jensen’s inequality. The latter sequence has the proper-
ties
lim
n→∞
EnX∞(x, x
′, β; a¯) = X∞(x, x
′, β; a¯) (31)
and
E [EnX∞(x, x
′, β; a¯)] = EX∞(x, x
′, β; a¯) = ρ(x, x′;β) <∞.
(32)
In this conditions, a standard theorem from measure the-
ory, namely the dominated convergence theorem,17 guar-
anties that
lim
n→∞
∫
Ω
Xn(x, x
′, β; a¯)dP (a¯) =
∫
Ω
X∞(x, x
′, β; a¯)dP (a¯).
By analogy, it follows that in order to enforce Eq. (30),
we need to restrict the potential V (x) to those potentials
for which the sequence X˜n(x, x
′, β; a¯) is dominated by an
appropriate sequence of random variables Y˜n(x, x
′, β; a¯)
satisfying the relations
lim
n→∞
Y˜n(x, x
′, β; a¯) = Y˜∞(x, x
′, β; a¯)
P -almost surely and
lim
n→∞
E
[
Y˜n(x, x
′, β; a¯)
]
= E
[
Y˜∞(x, x
′, β; a¯)
]
for some integrable Y˜∞(x, x
′, β; a¯). This is the strategy
we adopt in proving the following proposition.
Proposition 2 Let V (x) be a Kato-class potential such
that e−βV (x) is a K locd function that has finite Gaussian
transform for all β > 0. Then,
lim
n→∞
ρRWn (x, x
′;β) = ρ(x, x′;β) (33)
for all (x, x′) ∈ Rd × Rd and β > 0. If in addition
Zcl(β) =
(
d∏
i=1
1√
2piσ2i
)∫
Rd
e−βV (x)dx <∞,
then we also have
lim
n→∞
ZRWn (β) = Z(β) ≤ Zcl(β). (34)
7Proof. Let us define the random variables
Y˜n(x, x
′, β; a¯) = ρfp(x, x
′;β)
∫ 1
0
exp
{
− βV [xr(u)
+σSnu (a¯) + σB˜
n
u (a¯)]
}
du
and
Y˜∞(x, x
′, β; a¯) = ρfp(x, x
′;β)
∫ 1
0
exp
{
− βV [xr(u)
+σB0u(a¯)]
}
du.
Then Jensen’s inequality guaranties that
X˜n(x, x
′, β; a¯) ≤ Y˜n(x, x′, β; a¯)
and
X˜∞(x, x
′, β; a¯) ≤ Y˜∞(x, x′, β; a¯),
respectively. Because e−βV (x) is a positive K locd function,
it is Kato-decomposable and replacing V (x) with e−βV (x)
in Eq. (26), we learn that
lim
n→∞
Y˜n(x, x
′, β; a¯) = Y˜∞(x, x
′, β; a¯)
P -almost surely. Moreover, using Eq. (16), one readily
computes
E
[
Y˜n(x, x
′, β; a¯)
]
= E
[
Y˜∞(x, x
′, β; a¯)
]
= ρfp(x, x
′;β)
×
∫ 1
0
du(2pi)−d/2
∫
Rd
dze−‖z‖
2/2e−βV [xr(u)+σΓ0(u)z] <∞.
The fact that the last value is finite is guarantied by
Theorem 4 of Ref. (9) and the fact that e−βV (x) is a Kato-
class function of finite Gaussian transform [again, replace
V (x) with e−βV (x) in Eq. (A2) of the cited reference].
In these conditions, Eq. (29) and the dominated con-
vergence theorem imply Eqs. (30) and (33). Moreover,
we have
ZRWn (β) ≤
∫
Rd
E
[
Y˜n(x, x, β; a¯)
]
dx = Zcl(β)
and
Z(β) ≤
∫
Rd
E
[
Y˜∞(x, x, β; a¯)
]
dx = Zcl(β),
respectively. As such, if Zcl(β) is finite, Eq. (33)
and again the dominated convergence theorem imply
Eq. (34). The proof is concluded. ✷
The reader should realize that the hypothesis of Propo-
sition 2 is likely to be satisfied for many of the physical
systems of interest for the chemical physicist. It is trivial
to show that if a Kato-class potential is bounded from
below, then e−βV (x) has finite Gaussian transform and
lies in K locd [use the fact that e
−βV (x) is bounded from
above by a constant and that the constant functions are
Kd-functions]. For such potentials, Proposition 2 guar-
anties the pointwise convergence of the density matrices,
as shown by Eq. (33). Moreover, the quantum partition
function is recovered as the limit
Z(β) = lim
n→∞
ZRWn (β),
whenever the classical partition function is finite.
B. Asymptotic convergence of the reweighted
techniques
For the remainder of this paper, we shall conduct the
proofs for monodimensional systems and only state the
multidimensional analogues. Also, we shall assume that
the potential V (x) is a Kato-class potential that satisfies
the hypothesis of Proposition 2. However, for the purpose
of studying the asymptotic convergence, we also demand
that the potential V (x) have finite Gaussian transform,
so that the partial averaging method is convergent too.
This requirement is motivated by the fact that we do not
study directly the asymptotic behavior of the quantity
ρ(x, x′;β)− ρRWn (x, x′;β)
but instead, as argued in Section II.B, we study the dif-
ference [
ρ(x, x′;β)− ρPAn (x, x′;β)
]
− [ρRWn (x, x′;β)− ρPAn (x, x′;β)] .
The convergence of the first term in the expression above
was extensively characterized in Ref. (10). Therefore, the
main focus in the present article is on the asymptotic
behavior of the difference
ρRWn (x, x
′;β)− ρPAn (x, x′;β). (35)
As emphasized in Section II.B, the techniques utilized
for proving the asymptotic convergence of the partial av-
eraging method can be straightforwardly applied for the
difference (35) as long as they are solely based on the
common property of the random variables Bnu (a¯) and
B˜nu (a¯) of being Gaussian distributed. A little algebra
shows that
EnX˜n(x, x
′, β; a¯)−Xn(x, x′, β; a¯) = Xn(x, x′, β; a¯)
×En
{
e−β[U˜n(x,x
′,β;a¯)−Un(x,x
′,β;a¯)] − 1
}
.
It is clear that
lim
n→∞
[U˜n(x, x
′, β; a¯)− Un(x, x′, β; a¯)] = 0,
because both terms of the above difference converge to
the common value U∞(x, x
′, β; a¯), as shown by Eqs. (26)
and (28). Then, for large n, it makes sense to expand
the exponential in a Taylor series and retain the first
8non-vanishing positive term in the series, which is also
the one that controls the asymptotic convergence. In
analogy with Eq. (26) of Ref. (10), we have
EnX˜n(x, x
′, β; a¯)−Xn(x, x′, β; a¯) ≈ Xn(x, x′, β; a¯)
×β
2
2
En
[
U˜n(x, x
′, β; a¯)− Un(x, x′, β; a¯)
]2
, (36)
where we used the fact that the first term of the Taylor
expansion cancels exactly because of the identity (19).
The mathematical significance of the symbol ≈ is that
the ratio between the left-hand and the right-hand sides
of Eq. (36) converges to 1 in the limit n → ∞. As dis-
cussed in Ref. (10), Eq. (36) is expected to be true for
all potentials V (x) ∈ ∩αL2α(R) which are not constant.
The space V (x) ∈ ∩αL2α(R) is the space of all potentials
V (x) whose square has finite Gaussian transform. For
additional information, the reader is referred to the cited
bibliography. Taking the total expectation E in Eq. (36)
and remembering that Xn(x, x
′, β; a¯) does not depend
upon the coefficients beyond the rank n, we obtain
ρRWn (x, x
′;β)− ρPAn (x, x′;β) ≈
β2
2
E
{
Xn(x, x
′, β; a¯)
×
[
U˜n(x, x
′, β; a¯)− Un(x, x′, β; a¯)
]2}
. (37)
Sharper descriptions of the asymptotic behavior of the
difference
ρRWn (x, x
′;β)− ρPAn (x, x′;β)
can be obtained for the potentials that lie in the
classes ∩αW 1,2α (R) and ∩αW 2,2α (R). As discussed in
Ref. (10), the former class comprises the potentials
V (x) ∈ ∩αL2α(R) for which the first order Sobolev deriva-
tives are also ∩αL2α(R) functions. For the potentials in
the latter class, the second order Sobolev derivatives are
∩αL2α(R) functions, too. Because their proofs were based
solely on the common property of the random variables
Bnu (a¯) and B˜
n
u (a¯) of being Gaussian distributed, Theo-
rems 1 and 2 of Ref. (10) extend to our problem in a
straightforward fashion. Remembering that the poten-
tials considered in the present paper are Kato decom-
posable and satisfy the hypothesis of Proposition 2, we
have
Theorem 1 Assume V (x) ∈ ∩αW 1,2α (R). Then,
ρRWn (x, x
′;β)− ρPAn (x, x′;β)
/
β2
2
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β,n
x,x′(u, τ), (38)
where
Kβ,nx,x′(u, τ) = σ
2
E
{
X˜n(x, x
′, β; a¯)
×V ′[xr(u) + σSnu (a¯) + σB˜nu (a¯)] (39)
×V ′[xr(τ) + σSnτ (a¯) + σB˜nτ (a¯)]
}
.
If in addition γ˜n(u, τ) ≥ 0, then the following stronger
result holds
ρRWn (x, x
′;β)− ρPAn (x, x′;β) ≈
β2
2
×
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β,n
x,x′(u, τ). (40)
Theorem 2 Assume V (x) ∈ ∩αW 2,2α (R). Then,
ρRWn (x, x
′;β)− ρPAn (x, x′;β) ≈
β2
2
[∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)
×Kβ,nx,x′(u, τ)−
1
2
∫ 1
0
du
∫ 1
0
dτ γ˜2n(u, τ)Q
β,n
x,x′(u, τ)
]
,
where
Qβ,nx,x′(u, τ) = σ
4
E
{
X˜n(x, x
′, β; a¯)
×V ′′[xr(u) + σSnu (a¯) + σB˜nu (a¯)] (41)
×V ′′[xr(τ) + σSnτ (a¯) + σB˜nτ (a¯)]
}
.
There is one important observation we make about the
functions Kβ,nx,x′(u, τ) and Q
β,n
x,x′(u, τ). One may replace
the X˜n(x, x
′, β; a¯) functions appearing in Eqs. (39) and
(41) with Xn(x, x
′, β; a¯) or X∞(x, x
′, β; a¯). It makes no
difference as to the validity of the theorems. This obser-
vation can be justified by using the fact that γ˜n(u, τ) and
γ˜n(u, τ)
2 are positive definite integral kernels. In this re-
spect, the reader may look up the argument utilized to
demonstrate the equivalence between Eqs. (32) and (33)
of Ref. (10).
As discussed in Section II.B, there are an infinite num-
ber of random series techniques associated with a given
random series representation of the Brownian bridge.
Some of them have better asymptotic convergence, oth-
ers are worse. However, they all share the property that
their asymptotic convergence is described by the theo-
rems presented in this section. Then, we may use these
theorems to find those reweighted techniques that have
superior asymptotic convergence. As Theorems 1 and
2 show, the asymptotic convergence is controlled by the
two-point expectation γ˜n(u, τ). As a rule of thumb, the
better methods are those for which γ˜n(u, τ) is as close
as possible to γn(u, τ), the two-point expectation of the
Brownian bridge.
IV. APPLICATIONS TO THE DESIGN OF
OPTIMAL REWEIGHTED TECHNIQUES
A. A reweighted Le´vy-Ciesielski path integral
construction
In Ref. (7), the authors analyzed the asymptotic con-
vergence of the random series technique based on the
Le´vy-Ciesielski series representation of the Brownian
9bridge. They found that the asymptotic convergence of
the corresponding partial averaging method is O(1/n2)
and they also proposed a reweighted technique which
has O(1/n2) convergence. In this section, I shall use
the theory developed so far to design a reweighted tech-
nique having o(1/n2) convergence on the class of poten-
tials V (x) ∈ ∩αW 1,2α (R). The trick consists in finding a
particular reweighted technique for which the constants
CPA(x, x
′;β) and C˜RW(x, x
′;β) appearing in Eq. (24) are
equal and which uses a minimal number of additional
variables.
The Le´vy-Ciesielski representation of the Brownian
bridge is based on the so-called Haar basis which is de-
fined as follows. For k = 1, 2, . . . and j = 1, 2, . . . , 2k−1,
the Haar function fk,j is defined by
fk,j(t) =


2(k−1)/2, t ∈ [(l − 1)/2k, l/2k]
−2(k−1)/2, t ∈ [l/2k, (l + 1)/2k]
0, elsewhere,
(42)
where l = 2j − 1. Together with f0 ≡ 1, these func-
tions make up a complete orthonormal basis in L2([0, 1]).
Their primitives
Fk,j(t) =


2(k−1)/2[t− (l − 1)/2k], t ∈ [(l − 1)/2k, l/2k]
2(k−1)/2[(l + 1)/2k − t], t ∈ [l/2k, (l + 1)/2k]
0, elsewhere
(43)
are called the Schauder functions. The Schauder func-
tions resemble some “little tents” that can be obtained
one from the other by dilatations and translations. More
precisely, we have
Fk,1(u) = 2
−(k−1)/2F1,1(2
k−1u) (44)
for k ≥ 1 and
Fk,j(u) = Fk,1
(
u− j − 1
2k−1
)
(45)
for k ≥ 1 and 1 ≤ j ≤ 2k−1. The scaling relations above
have to do with the fact that the original Haar wavelet
basis makes up a multiresolution analysis of L2([0, 1]) or-
ganized in “layers” indexed by k. If we disregard the
factor 2(k−1)/2, the Schauder functions make up a pyra-
midal structure as shown in Fig. 1.
Let {ak,j ; k = 1, 2, . . . ; j = 1, 2, . . . , 2k−1} be i.i.d.
standard normal variables and define Y0(u, a¯) ≡ 0 and
Yk(u, a¯) =
2k−1∑
j=1
ak,jFk,j(u).
Then by the Ito-Nisio theorem,
B0u(a¯) =
∞∑
k=1
Yk(u, a¯) (46)
is equal in distribution to a standard Brownian bridge
and the convergence of the right hand side random series
is uniform almost surely. The introduction of the inter-
mediate random variables Yk(u, a¯) summing all variables
corresponding to the layer k is quite natural and we shall
only consider the n = 2k − 1 subsequences of the various
methods analyzed. In these conditions, we have
Snu (a¯) =
k∑
l=1
Yl(u, a¯) (47)
0.0 0.5 1.0
0.0
0.5
1.0
2-
-
1 2
,
(
)
FIG. 1: A plot of the renormalized Schauder functions for
the layers k = 1, 2, and 3 showing the pyramidal structure.
and
Bnu (a¯) =
∞∑
l=k+1
Yl(u, a¯). (48)
To define the partial averaging method, besides the sum
(47), we need to evaluate
Γ2n(u) = σ
2
E [Bnu (a¯)
2] = σ2
∞∑
l=k+1
2l−1∑
j=1
Fl,j(u)
2,
quantity that enters the expression of the “effective” po-
tential
V u,n(x) =
∫
R
1√
2piΓ2n(u)
exp
[
− z
2
2Γ2n(u)
]
V (x+ z)dz.
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As shown in Ref. (7),
Γ2n(u) = σ
2
2k∑
p=1
gn,p(u), (49)
where
gn,1(u) =
{
u(1− 2ku), 0 ≤ u < 2−k,
0, otherwise
(50)
and
gn,p(u) = gn,1[u− (p− 1)/2k]. (51)
Clearly, for a given n, the functions {gn,p(u), 1 ≤ p ≤
2k} have disjoint support. Moreover, if we extend the
function
γ0(u, u) = E
(
B0u
)2
= u(1− u)
outside the interval [0, 1] by setting it to zero, we have
gn,1(u) = 2
−kγ0(2
ku, 2ku). (52)
Again in Ref. (7), the partial averaging method was
shown to have the asymptotic behavior
ρ(x, x′;β)− ρPAn (x, x′;β) ≈
CPA(x, x
′;β)
(n+ 1)2
,
where
CPA(x, x
′;β) =
~
2β3
24m0
×
∫ 1
0
〈
x
∣∣∣e−θβH‖∇V ‖2e−(1−θ)βH∣∣∣x′〉dθ. (53)
We now focus on the construction of our special
reweighted technique. We begin by altering the shape
of the Schauder functions for the next two layers beyond
the layer k:
B˜nu (a¯) =
2k∑
p=1
[
ak+1,pCn,p(u) + ak+2,2p−1Ln,p(u)
+ak+2,2pRn,p(u)
]
. (54)
However, these additional 3 · 2k = 3n + 3 functions are
not chosen independently, but we assume that there are
some nonnegative functions C0(u), L0(u), and R0(u) of
support [0, 1], [0, 1/2], and [1/2, 1] respectively, such that
Cn,1(u) = 2
−kC0
(
2ku
)
, Ln,1(u) = 2
−kL0
(
2ku
)
,
Rn,1(u) = 2
−kR0
(
2ku
)
, (55)
as well as
Cn,p(u) = Cn,1
[
u− (p− 1)/2k] ,
Ln,p(u) = Ln,1
[
u− (p− 1)/2k] , (56)
Rn,p(u) = Rn,1
[
u− (p− 1)/2k] .
Let me pause a moment and explain why this spe-
cial construction is desirable. One of the major advan-
tages of the Le´vy-Ciesielski series representation is the
fact that in order to compute the series Snu (a¯) at a point
u, one needs a number of operations proportional to
log(n+1) only. This is due to the fact that for a given k,
the Schauder functions
{
Fk,j(u), 1 ≤ j ≤ 2k
}
have dis-
joint support. By the way they were constructed, for a
given n, the set of functions
{
Cn,p(u), 1 ≤ p ≤ 2k
}
have
disjoint support too and the same is true of the fam-
ily
{
Ln,p(u), Rn,p(u); 1 ≤ p ≤ 2k
}
. Therefore, in order
to evaluate the series Snu (a¯) + B˜
n
u (a¯) at a point u, one
needs to perform a number of operations proportional to
2 + log(n + 1). This is a desirable feature which, not
surprisingly, is also compatible with Eqs. (51) and (52).
In fact, using these last equations, one easily shows that
the definitional equation (13) is satisfied if and only if
γ0(u, u) = u(1− u) = C0(u)2 + L0(u)2 +R0(u)2. (57)
In these conditions, the function γ˜n(u, τ) defined by
Eq. (15) becomes
γ˜n(u, τ) =
2k∑
p=1
[
Cn,p(u)Cn,p(τ) + Ln,p(u)Ln,p(τ)
+Rn,p(u)Rn,p(τ)
]
.
I leave it for the reader to use the fact that the func-
tions Cn,p(u), Ln,p(u), and Rn,p(u) have compact sup-
port shrinking to zero and prove
lim
n→∞
γ˜n(u, τ)∫ 1
0
∫ 1
0 γ˜n(u, τ)dudτ
⇒ δ(u− τ)
in the sense of distributions. Moreover, one computes
∫ 1
0
∫ 1
0
γ˜n(u, τ)dudτ = 2
k
{[∫ 1/2k
0
Cn,1(u)du
]2
+
[∫ 1/2k
0
Ln,1(u)du
]2
+
[∫ 1/2k
0
Rn,1(u)du
]2}
= 2−2k
{[∫ 1
0
C0(u)du
]2
+
[∫ 1
0
L0(u)du
]2
+
[∫ 1
0
R0(u)du
]2}
.
Since γ˜n(u, τ) ≥ 0 and 2k = n+ 1, an application of the
second part of Theorem 1 shows that
ρRWn (x, x
′;β)− ρPAn (x, x′;β) ≈
C˜RW(x, x
′;β)
(n+ 1)2
,
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where
C˜RW(x, x
′;β) =
β2σ2
2
{[∫ 1
0
C0(u)du
]2
+
[∫ 1
0
L0(u)du
]2
+
[∫ 1
0
R0(u)du
]2}
×
∫ 1
0
〈
x
∣∣∣e−θβH‖∇V ‖2e−(1−θ)βH∣∣∣x′〉 dθ.
We now compare the above equation with Eq. (53) and
see that the equality
CRW(x, x
′;β) = C˜RW(x, x
′;β)
holds if and only if
[∫ 1
0
C0(u)du
]2
+
[∫ 1
0
L0(u)du
]2
+
[∫ 1
0
R0(u)du
]2
=
1
12
. (58)
Then, by virtue of Eq. (24), the following result holds.
Theorem 3 Assume V (x) ∈ ∩αW 1,2α (R) is a Kato-class
potential that satisfies the hypothesis of Proposition (2).
Then, a Le´vy-Ciesielski reweighted method specified by
the nonnegative functions C0(u), L0(u), and R0(u) has
o(1/n2) convergence if and only if Eqs. (57) and (58)
hold true.
However, to finish the proof of the above theorem, one
has to construct at least on example of functions C0(u),
L0(u), and R0(u) that satisfy Eqs. (57) and (58). We
start with the approximations
C0(u) ≈ w0F1,1(u), L0(u) ≈ w1F2,1(u),
and R0(u) ≈ w1F2,2(u).
where the nonnegative coefficients w0 and w1 are yet
to be determined. First, we approximately enforce the
equality (57) through integral values∫ 1
0
u(1− u)du = w20
∫ 1
0
F1,1(u)
2du
+w21
∫ 1
0
[
F2,1(u)
2 + F2,2(u)
2
]
du.
The weights of the functions L0(u) and R0(u) were taken
equal for symmetry reasons. Computing the integrals,
one obtains the equation
2w20 + w
2
1 = 4,
which implies w ≡ w0 ∈
[
0,
√
2
]
and w1 =
√
4− 2w2.
Next, we define the function
rw(u) =
{
u(1− u)
w2F1,1(u)2 + (4− 2w2) [F2,1(u)2 + F2,2(u)2]
}1/2
0.0 0.5 1.0
0.0
0.3
0.6
0( )
0( )
0( )
FIG. 2: Shapes of the functions C0(u), L0(u), and R0(u)
utilized for the the construction of the reweighted technique.
and set
C
(w)
0 (u) = wrw(u)F1,1(u),
L
(w)
0 (u) =
√
4− 2w2rw(u)F2,1(u),
and
R
(w)
0 (u) =
√
4− 2w2rw(u)F2,2(u).
It is clear that the above defined functions satisfy Eq. (57)
for all w ∈ [0,√2]. However, Eq. (58) is satisfied only
for the roots of the function
h(w) =
[∫ 1
0
C
(w)
0 (u)du
]2
+
[∫ 1
0
L
(w)
0 (u)du
]2
+
[∫ 1
0
R
(w)
0 (u)du
]2
− 1
12
, (59)
if there are any. Numerical analysis shows that the equa-
tion h(w) = 0 has precisely one solution on the interval[
0,
√
2
]
. The first few digits of the solution are
wr = 0.62258 . . . (60)
The functions C0(u) = C
(wr)
0 (u), L0(u) = L
(wr)
0 (u), and
R0(u) = R
(wr)
0 (u) are plotted in Fig. 2. From them,
one generates the functions Cn,p(u), Ln,p(u), and Rn,p(u)
that make up the additional layers in the reweighted tech-
nique by dilatations (actually contractions) and transla-
tions, as shown by Eqs. (55) and (56).
I conclude this section by making a quite interesting
observation. Using arguments similar to the ones em-
ployed in the proof of Theorem 2 of Ref. (7), it is not
difficult to prove that if n = 2k − 1, then
ρRWn (x, x
′;β) =
∫
R
dx1 . . .
∫
R
dxn ρ
RW
0
(
x, x1;
β
n+ 1
)
. . . ρRW0
(
xn, x
′;
β
n+ 1
)
, (61)
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FIG. 3: The constant cDPI
n
is seen to increase to a certain
finite value, demonstrating the O(1/n3) convergence of the
reweighed technique for the harmonic oscillator.
where
ρRW0 (x, x
′;β)
ρfp(x, x′;β)
=
1
(2pi)3/2
∫
R
∫
R
∫
R
e−(a
2
1+a
2
2+a
2
3)/2
× exp
{
− β
∫ 1
0
V [x+ (x′ − x)u + a1σC0(u) (62)
+a2σL0(u) + a3σR0(u)]du
}
da1da2da3.
However, for arbitrary n, the right-hand side of Eq. (61)
defines a new quantity which we shall denote by
ρDPIn (x, x
′;β). The acronym DPI stands for discrete path
integral methods and it is commonly used for methods
obtained by Trotter composing some short-time approx-
imation [in our case, the one given by Eq. (62)]. The
results in the present section show that the subsequence
n = 2k − 1 of ρDPIn (x, x′;β) has o(1/n2) asymptotic con-
vergence for sufficiently smooth potentials. However, it
is not farfetched to assume that ρDPIn (x, x
′;β) has in gen-
eral o(1/n2) convergence. If true, this would be a quite
surprising result because the conventional wisdom is that
one cannot obtain an asymptotic convergence better than
O(1/n2) for DPI methods without employing short-time
approximations that depend upon the derivatives of the
potential.
We can test the validity of this assumption by study-
ing the asymptotic convergence of the DPI method (and
implicitly, that of the reweighted method) for the simple
example of an harmonic oscillator. Let us see that The-
orem 3 predicts that the convergence of the reweighted
technique is strictly better than O(1/n2) but it does not
say how much better. The experience with the asymp-
totic convergence of the partial averaging suggests that if
the potential has also second order Sobolev derivatives,
then we might gain an order of magnitude in the asymp-
totic convergence. As such, we expect that the asymp-
totic convergence of the DPI method for the harmonic
oscillator is O(1/n3). We study the convergence of the
quantity
cDPIn = n
3Z
DPI
n (β)− Z(β)
Z(β)
where Z(β) is the exact partition function of the har-
monic oscillator and ZDPIn (β) is the n-th order DPI ap-
proximation to the density matrix. For the harmonic os-
cillator, the short-time approximation given by Eq. (62)
can be computed analytically because it is the exponen-
tial of a quadratic expression. Then, the Trotter com-
position shown by Eq. (61) can be performed by the nu-
merical matrix multiplication method.18,19 The constants
cDPIn plotted in Fig. 3 were computed in atomic units for
an harmonic oscillator of mass m0 = 1 and frequency
ω = 1, at the inverse temperature β = 10. The plot
strongly suggests that the sequence cDPIn converges to a
finite positive constant, demonstrating the O(1/n3) con-
vergence for our special DPI and reweighted techniques.
B. A reweighted Wiener-Fourier path integral
construction
As argued in Ref. (3), the Wiener-Fourier series rep-
resentation of the Brownian bridge is expected to be
the optimal series representation as far as the asymp-
totic convergence of the primitive, partial averaging, and
reweighted methods is concerned. This is clearly demon-
strated by the asymptotic convergence of the partial aver-
aging method for potentials having second order Sobolev
derivatives. As shown by Theorem 4 of Ref. (10), this
convergence is
lim
n→∞
n3
[
ρ(x, x′;β)− ρPAn (x, x′;β)
]
=
~
2β3
3pi4m0
ρ(x, x′;β)
[
V ′(x)2 + V ′(x′)2
]
(63)
+
~
4β4
12pi4m20
∫ 1
0
〈
x
∣∣∣e−βθHV ′′2e−β(1−θ)H∣∣∣x′〉 dθ.
Our experience with the Le´vy-Ciesielski series represen-
tation in the preceding section suggests that it might be
possible to devise a Wiener-Fourier reweighted method
that has o(1/n3) asymptotic convergence. However, my
attempts of finding a reweighted method satisfying the
relation
CPA(x, x
′;β) = C˜PA(x, x
′;β)
were unsuccessful. Though it remains an open question,
I believe that such a method does not exist.
In this paper, I shall present a special Wiener-Fourier
reweighted method (RW-WFPI) for which the term in
Eq. (63) that depends upon the second order derivative
eventually disappears. Clearly, this is the best thing
to enforce short of perfect cancellation. The resulting
method will have more favorable dependence of the con-
vergence constant with the inverse temperature (β3 in-
stead of β4). Moreover, the convergence constant will
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depend only on the first order derivatives of the potential
and I speculate that the O(1/n3) convergence extends to
the ∩αW 1,2α (R) class of potentials.
The reweighted method analyzed in this section is con-
structed as follows. First, remember that the Wiener-
Fourier series is defined by the primitives
Λk(u) =
√
2
pi2
sin(kpiu)
k
, k ≥ 1. (64)
Next, let q = 4 and p = 0 in Eq. (12) and define
rn(u) =
√
γn(u, u)
γ◦n(u, u)
, (65)
where
γ◦n(u, τ) =
2αn
3n
4n∑
k=n+1
sin(kpiu) sin(kpiτ) (66)
and
αn =
∫ 1
0
γn(u, u)du =
1
pi2
∞∑
k=n+1
1
k2
=
1
6
− 1
pi2
n∑
k=1
1
k2
.
(67)
Next, we let
Λ˜n,k(u) =
√
2αn
3n
rn(u) sin(kpiu), n ≥ 1, n < k ≤ 4n.
(68)
Then,
γ˜n(u, τ) =
4n∑
k=n+1
Λ˜n,k(u)Λ˜n,k(τ) =
2αn
3n
rn(u)rn(τ)
×
4n∑
k=n+1
sin(kpiu) sin(kpiτ)
satisfies the equality
γ˜n(u, u) = γn(u, u) ∀u ∈ [0, 1].
Therefore, the method defined by Eqs. (12), (64), and
(68) is a reweighted technique derived from the Wiener-
Fourier series representation. While not the only one, the
particular RW-WFPI technique that we study has supe-
rior asymptotic convergence in a sense that will become
clear from the expression of the convergence constant to
be derived.
We begin the convergence analysis by first considering
the class of potentials ∩αW 2,2α (R), for which we antici-
pate an asymptotic convergence of the type O(1/n3). As
such, the scope of this section is to compute the limit
lim
n→∞
n3
[
ρRWn (x, x
′;β)− ρPAn (x, x′;β)
]
with the help of Theorem 2. Unfortunately, this theorem
is not given in a particularly useful form because the
computation of the limit
lim
n→∞
n3
β2
2
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β,n
x,x′(u, τ) (69)
is quite involved. As discussed in the preceding sec-
tion, we can replace the function X˜n(x, x
′, β; a¯) appear-
ing in the definition of Kβ,nx,x′(u, τ) [see Eq. (39)] with
Xn(x, x
′, β; a¯) without changing the asymptotic behav-
ior of
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β,n
x,x′(u, τ).
Doing so and noticing that [see Appendix C of Ref. (10)]
E
{
Xn(x, x
′, β; a¯)En
{
V ′[xr(u) + σS
n
u (a¯) + σB˜
n
u (a¯)]V
′[xr(τ) + σS
n
τ (a¯) + σB˜
n
τ (a¯)]
}}
=
∞∑
k=0
σ2k
k!
γ˜n(u, τ)
k
E
{
Xn(x, x
′, β; a¯)V
(k+1)
n,u [xr(u) + σS
n
u (a¯)]V
(k+1)
n,τ [xr(τ) + σS
n
τ (a¯)]
}
, (70)
we obtain∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β,n
x,x′(u, τ) ≈ σ2
∫ 1
0
∫ 1
0
∞∑
k=0
σ2k
k!
×γ˜n(u, τ)k+1E
{
Xn(x, x
′, β; a¯)V
(k+1)
n,u [xr(u) + σS
n
u (a¯)]
×V (k+1)n,τ [xr(τ) + σSnτ (a¯)]
}
dudτ. (71)
Because the kernels γ˜n(u, τ)
k are positive definite for all
k ≥ 1, the terms of the series appearing in Eq. (71) are
positive. We now argue that we can truncate the series
to the first two terms without changing the asymptotic
behavior, at least as far as the O(1/n3) convergence is
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concerned. That is, we want to prove that
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β,n
x,x′(u, τ) ≈ σ2
∫ 1
0
∫ 1
0
1∑
k=0
σ2k
k!
×γ˜n(u, τ)k+1E
{
Xn(x, x
′, β; a¯)V
(k+1)
n,u [xr(u) + σS
n
u (a¯)]
×V (k+1)n,τ [xr(τ) + σSnτ (a¯)]
}
dudτ + o
(
1/n3
)
. (72)
We have the estimate
σ2
∞∑
k=2
σ2k
k!
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)
k+1
E
{
Xn(x, x
′, β; a¯)V
(k+1)
n,u [xr(u) + σS
n
u (a¯)]V
(k+1)
n,τ [xr(τ) + σS
n
τ (a¯)]
}
≤ σ4
∞∑
k=1
σ2k
k!
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)
k+2
E
{
Xn(x, x
′, β; a¯)V
(k+2)
n,u [xr(u) + σS
n
u (a¯)]V
(k+2)
n,τ [xr(τ) + σS
n
τ (a¯)]
}
(73)
= σ2
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)
2Ξn(u, τ),
where the function
Ξn(u, τ) = E
[
Xn(x, x
′, β; a¯)
(
En
{
V ′′[xr(u) + σS
n
u (a¯) + σB˜
n
u (a¯)]V
′′[xr(τ) + σS
n
τ (a¯) + σB˜
n
τ (a¯)]
}
−
{
EnV
′′[xr(u) + σS
n
u (a¯) + σB˜
n
u (a¯)]
}{
EnV
′′[xr(τ) + σS
n
τ (a¯) + σB˜
n
τ (a¯)]
})]
has the property
lim
n→∞
Ξn(u, τ) = 0.
Using this relation together with Eq. (B1), we deduce
that the last term of Eq. (73) has the property
lim
n→∞
n3σ2
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)
2Ξn(u, τ)
=
σ2
3pi4
lim
n→∞
∫ 1
0
Ξn(u, u)du = 0
and therefore, Eq. (72) is proved.
From Eq. (72) and again Eq. (B1), we learn that
lim
n→∞
n3
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β,n
x,x′(u, τ) = I(x, x
′;β)
+
σ4
3pi4
∫ 1
0
E
{
X∞(x, x
′, β; a¯)V ′′[xr(u) + σB
0
u(a¯)]
2
}
du
= I(x, x′;β) +
σ4
3pi4
∫ 1
0
ρ(x, y;uβ) (74)
×ρ[y, x′; (1− u)β]V ′′(y)2du,
where
I(x, x′;β) = lim
n→∞
n3σ2
∫ 1
0
∫ 1
0
γ˜n(u, τ)
×E
{
Xn(x, x
′, β; a¯)V
′
n,u[xr(u) + σS
n
u (a¯)]
×V ′n,τ [xr(τ) + σSnτ (a¯)]
}
dudτ.
Now, let us consider the function
Kβx,x′(u, τ) = σ
2
E
{
X∞(x, x
′, β; a¯)V ′[xr(u) + σB
0
u(a¯)]
×V ′[xr(τ) + σB0τ (a¯)]
}
. (75)
[this is Eq. (35) of Ref. (10)]. Proceeding in a way similar
to the case of the related functions Kβ,nx,x′(u, τ), one may
replace X∞(x, x
′, β; a¯) with Xn(x, x
′, β; a¯), use the fact
that γ˜n(u, τ)γn(u, τ)
k are positive definite kernels for all
k ≥ 0, and employ Eq. (B2) of Appendix B to justify the
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equality
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β
x,x′(u, τ) ≈ σ2
∫ 1
0
∫ 1
0
1∑
k=0
σ2k
k!
×γ˜n(u, τ)γn(u, τ)kE
{
Xn(x, x
′, β; a¯)V
(k+1)
n,u [xr(u) (76)
+σSnu (a¯)]V
(k+1)
n,τ [xr(τ) + σS
n
τ (a¯)]
}
dudτ + o
(
1/n3
)
.
From Eqs. (76) and (B2), one obtains
lim
n→∞
n3
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β
x,x′(u, τ) = I(x, x
′;β)
+
σ4
4pi4
∫ 1
0
ρ(x, y;uβ)ρ[y, x′; (1− u)β]V ′′(y)2. (77)
We eliminate the unknown functions I(x, x′;β) from
Eqs. (74) and (77) to obtain
lim
n→∞
n3
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β,n
x,x′(u, τ)
= lim
n→∞
n3
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β
x,x′(u, τ) (78)
+
σ4
12pi4
∫ 1
0
ρ(x, y;uβ)ρ[y, x′; (1− u)β]V ′′(y)2.
With the help of the this last equation, Theorem 2, and
Eq. (B1), we learn that
lim
n→∞
n3
[
ρRWn (x, x
′;β)− ρPAn (x, x′;β)
]
=
β2
2
lim
n→∞
n3
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β
x,x′(u, τ) (79)
−β
2σ4
24pi4
∫ 1
0
ρ(x, y;uβ)ρ[y, x′; (1 − u)β]V ′′(y)2.
The remainder of this section deals with the limit
lim
n→∞
n3
∫ 1
0
du
∫ 1
0
dτ γ˜n(u, τ)K
β
x,x′(u, τ). (80)
As discussed in Section IV.B of Ref. (10), the integral
appearing in this limit can be written as∫ 1
0
du
∫ u
0
dτ γ˜n(u, τ)K(u, τ),
where
K(u, τ) = Kβx,x′(u, τ) +K
β
x′,x(u, τ).
The limit in Eq. (80) becomes
lim
n→∞
2αnn
2
3
4n∑
k=n+1
∫ 1
0
du
∫ u
0
dτK(u, τ)rn(u)rn(τ)
× sin(kpiu) sin(kpiτ) = lim
n→∞
2n
3pi2
4n∑
k=n+1
∫ 1
0
du
∫ u
0
dτ
×K(u, τ)fn,k(u)fn,k(τ),
where we used the fact that the product nαn converges
to 1/pi2 [see Eq. (A9) of Appendix A] and introduced the
functions
fn,k(u) = rn(u) sin(kpiu)
[see Eq. (A1) of Appendix A].
In these conditions, Theorem 6 of Appendix A shows
that the limit in Eq. (80) is
1
3pi4
{∫ 1
1/4
[1 +H(a)]2da
}
[K(0, 0) +K(1, 1)]
− 1
8pi4
[K(1, 1)−K(0, 0)] + 1
4pi4
∫ 1
0
∂
∂τ
K(u, τ)
∣∣∣
τ=u
du,
where the function H(a) is defined by Eq. (A66). Now,
Eq. (68) of Ref. (10) says
K(0, 0) = K(1, 1) = σ2ρ(x, x′;β)
[
V ′(x)2 + V ′(x′)2
]
,
while Eq. (72) of the same reference shows that∫ 1
0
∂
∂τ
K(u, τ)
∣∣∣∣
τ=u
du =
~
2σ2β
m0
×
∫ 1
0
∫
R
ρ(x, y;uβ)ρ[y, x′; (1− u)β]V ′′(y)2dydu.
The limit in Eq. (80) becomes
2σ2
3pi4
{∫ 1
1/4
[1 +H(a)]2da
}
ρ(x, x′;β)
[
V ′(x)2 + V ′(x′)2
]
+
~
2σ2β
4pi4m0
∫ 1
0
∫
R
ρ(x, y;uβ)ρ[y, x′; (1− u)β]V ′′(y)2dydu.
Replacing the last expression in Eq. (79) and perform-
ing some straightforward simplifications, we conclude
lim
n→∞
n3
[
ρRWn (x, x
′;β)− ρPAn (x, x′;β)
]
=
~
2β3
3pi4m0
×
{∫ 1
1/4
[1 +H(a)]2da
}
ρ(x, x′;β)
[
V ′(x)2 + V ′(x′)2
]
+
~
4β4
12pi4m20
∫ 1
0
〈
x
∣∣∣e−βθHV ′′2e−β(1−θ)H∣∣∣x′〉 dθ.
Combining this result with Eq. (63), we end up with the
following theorem.
Theorem 4 Assume V (x) ∈ ∩αW 2,2α (R) is a Kato-
class potentials satisfying the hypothesis of Proposition 2.
Then,
lim
n→∞
n3
[
ρ(x, x′;β)− ρRWn (x, x′;β)
]
=
~
2β3
N0pi4m0
×ρ(x, x′;β) [V ′(x)2 + V ′(x′)2] , (81)
where
N0 = 3
/{
1−
∫ 1
1/4
[1 +H(a)]2da
}
. (82)
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The integral in Eq. (82) has been computed numerically,
the resulting value of the constant N0 being
N0 ≈ 15.0045. (83)
In the case of a d-dimensional system, the statement
of Theorem 4 becomes
lim
n→∞
n3
[
ρ(x, x′;β)− ρRWn (x, x′;β)
]
=
~
2β3
N0pi4
×ρ(x, x′;β)
{
d∑
i=1
[∂iV (x)]
2 + [∂iV (x
′)]2
m0,i
}
, (84)
where ∂iV (x) denotes the first order partial derivative
∂V (x)/∂xi. For a better understanding of this formula,
the reader is advised to compare it with Eq. (76) of
Ref. (10).
We conclude this section by numerically verifying the
findings of Theorem 4 for the simple case of an harmonic
oscillator. In fact, we shall verify the following corollary,
which is a direct consequence of Theorem 4.
Corollary 1
lim
n→∞
n3
Z(β)− ZRWn (β)
Z(β)
=
∫
R
ρ(x;β)∆Z(x;β)dx∫
R
ρ(x;β)dx
,
where
∆Z(x;β) =
2~2β3
N0pi4m0
V ′(x)2.
Corollary 1 gives an estimate for the relative error of the
partition function as an average of a suitable estimating
function. In practice, such an average can be evaluated
by Monte Carlo integration if so desired.
The harmonic oscillator we study is described by the
quadratic potential V (x) = m0ω
2x2/2. The computa-
tions are performed in atomic units for a particle of mass
m0 = 1 and for the frequency ω = 1. The inverse tem-
perature is set to β = 10. Since the density matrix for
an harmonic oscillator is analytically known,20 the con-
vergence constant for the relative error of the partition
function can be evaluated directly from Corollary 1 to be
cRW =
∫
R
ρ(x;β)∆Z(x;β)dx∫
R
ρ(x;β)dx
= 0.684.
I remind the reader that, according to Eq. (25), the actual
convergence constant as measured against the number of
variables used to parameterize the paths is 43 · 0.684 ≈
43.8.
We can also evaluate the convergence constant cRW by
studying the limit of the sequence
cRWn = n
3Z(β)− ZRWn (β)
Z(β)
.
The computation of the terms ZRWn (β) is discussed in
Appendix C. Because the even and the odd sequences
3 15 27 39
-1
0
1
2
= 0.684
3 15 27 39
-1
0
1
2
+
1
= 0.684
FIG. 4: Both the even sequence cRW2n and the odd sequence
cRW2n+1 are seen to converge to cRW = 0.684, which is the value
predicted by Corollary 1.
cRW2n and c
RW
2n+1 have a slightly different asymptotic be-
havior that generates an oscillatory pattern in plots, we
plot them separately. In these conditions, Corollary 1
says that
cRW = lim
n→∞
cRWn
and the prediction is well verified for the harmonic oscil-
lator, as Fig 4 shows. I regard this numerical example
as strong evidence that the analysis performed in the
present paper is correct. It is hard to believe that the
exact agreement between theory and numerical analysis
for the harmonic oscillator is accidental, especially in the
view of the complicated definitional expression for the
constant N0 [see Eq. (82)].
V. SUMMARY AND DISCUSSION
In this paper, I have defined and characterized the
reweighted methods, which are computational techniques
used in conjunction with the random series implementa-
tion of path integral simulations. I have also analyzed the
class of potentials for which the methods are expected to
converge and I stated some general convergence theorems
of use for arbitrary basis. Using the developed theory, I
have constructed two special reweighted techniques start-
ing with the Le´vy-Ciesielski and Wiener-Fourier basis,
respectively. The methods were shown to have superior
asymptotic behavior as follows. The reweighted Le´vy-
Ciesielski method has o(1/n2) asymptotic convergence
for potentials having first order Sobolev derivatives and
it preserves the favorable ∝ log(n) scaling for the time
necessary to evaluate a path at a given discretization
point. For potentials having second order Sobolev deriva-
tives, I conjecture that the asymptotic convergence of
the reweighted Le´vy-Ciesielski method is O(1/n3). The
reweighted Wiener-Fourier method was shown to have
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O(1/n3) convergence for potentials having second order
Sobolev derivatives. The convergence constant has more
favorable dependence with the temperature and with the
derivatives of the potentials as compared to the constant
for the corresponding partial averaging method. Since
the expression of the convergence constant does not ac-
tually depend on the second order derivatives of the po-
tentials, it is suggested that the O(1/n3) convergence ex-
tends to the class of potentials having first order deriva-
tives only.
The examples analyzed in the present paper sug-
gest that in general for any basis one may construct a
reweighted technique which has an asymptotic conver-
gence equal to or faster than that of the partial averaging
method. More important, this fast asymptotic conver-
gence is achieved with the help of some special construc-
tions of the Brownian bridge that enters the Feynman-
Kac¸ formula and not by modifying the potentials. This
make the numerical algorithms fast and straightforward
to implement. The main conclusion of this paper is that
there are path integral techniques capable of reaching
O(1/n3) asymptotic convergence without any recourse
to effective potentials.
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APPENDIX A
In Section IV, we introduced the functions
fn,k(u) = rn(u) sin(kpiu), n ≥ 1, n < k ≤ 4n, (A1)
where
rn(u) =
√
γn(u, u)
γ◦n(u, u)
. (A2)
The functions γn(u, τ) and γ
◦
n(u, τ) are defined as follows:
γn(u, τ) =
2
pi2
∞∑
k=n+1
sin(kpiu) sin(kpiτ)
k2
= min(u, τ)− uτ − 2
pi2
n∑
k=1
sin(kpiu) sin(kpiτ)
k2
(A3)
and
γ◦n(u, τ) =
2αn
3n
4n∑
k=n+1
sin(kpiu) sin(kpiτ), (A4)
respectively. The sequence αn appearing in the previous
formula is
αn =
∫ 1
0
γn(u, u)du =
1
pi2
∞∑
k=n+1
1
k2
=
1
6
− 1
pi2
n∑
k=1
1
k2
.
(A5)
The purpose of this appendix is to study the asymp-
totic properties of the functions fn,k(u), which are used
in the construction of the reweighted method. In par-
ticular, we are interested in establishing an integration
by parts formula. Before giving the main results of the
section, it is convenient to rearrange the expression for
the functions rn(u) as follows. We write
γn(u, u) =
2
pi2
∞∑
k=n+1
sin(kpiu)2
k2
=
1
pi2
∞∑
k=n+1
1
k2
− 1
pi2
∞∑
k=n+1
cos(2kpiu)
k2
= αn[1− gn(u)], (A6)
where
gn(u) =
1
pi2αn
∞∑
k=n+1
cos(2kpiu)
k2
.
Similarly, we have
γ◦n(u, u) =
2αn
3n
4n∑
k=n+1
sin(kpiu)2 = αn[1− g◦n(u)], (A7)
where
g◦n(u) =
1
3n
4n∑
k=n+1
cos(2kpiu).
Therefore,
rn(u) =
√
1− gn(u)
1− g◦n(u)
. (A8)
Using Eq. (A8), one can prove the following proposi-
tion.
Proposition 3 rn(u)→ 1 on (0, 1).
Proof. By letting n→∞ in the sequence of inequalities
n
n+ 1
= n
∫ ∞
n+1
x−2dx ≤ n
∞∑
k=n+1
1
k2
≤ n
∫ ∞
n+1
x−2dx = 1,
one readily proves
lim
n→∞
npi2αn = 1 and
1
pi2(n+ 1)
≤ αn ≤ 1
pi2n
. (A9)
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Now,
sin(piu)
∞∑
k=n+1
cos(2kpiu)
k2
=
1
2
∞∑
k=n+1
sin[(2k + 1)piu]
k2
−1
2
∞∑
k=n+1
sin[(2k − 1)piu]
k2
= −1
2
sin[(2n+ 1)piu]
(n+ 1)2
+
1
2
∞∑
k=n+1
[
1
k2
− 1
(k + 1)2
]
sin[(2k + 1)piu]
and therefore,∣∣∣∣∣sin(piu)
∞∑
k=n+1
cos(2kpiu)
k2
∣∣∣∣∣ ≤ 12 1(n+ 1)2
+
1
2
∞∑
k=n+1
[
1
k2
− 1
(k + 1)2
]
=
1
(n+ 1)2
. (A10)
From Eqs. (A9) and (A10) we learn that
|gn(u)| ≤ 1
pi2αn(n+ 1)2
1
sin(piu)
≤ 1
n
1
sin(piu)
. (A11)
On the other hand, we have
sin(piu)
4n∑
k=n+1
cos(2kpiu)
=
1
2
4n∑
k=n+1
{
sin[(2k + 1)piu]− sin[(2k − 1)piu]
}
=
1
2
{sin[(8n+ 1)piu]− sin[(2n+ 1)piu]}
and therefore,∣∣∣∣∣
4n∑
k=n+1
cos(2kpiu)
∣∣∣∣∣ ≤ 1sin(piu) .
The last inequality implies
|g◦n(u)| ≤
1
3n
1
sin(piu)
(A12)
for all u ∈ (0, 1). Equations (A11) and (A12) readily
imply
lim
n→∞
rn(u) = 1, ∀u ∈ (0, 1) (A13)
and the proof of the proposition is concluded. ✷
Observation. The technique utilized in establishing the
bounds given by Eqs. (A11) and (A12) can be used to
establish a similar bound for the series
∞∑
k=n+1
sin(2kpiu)
k
,
which will be needed later. More precisely, we have
sin(piu)
∞∑
k=n+1
sin(2kpiu)
k
=
1
2
∞∑
k=n+1
cos[(2k − 1)piu]
k
−1
2
∞∑
k=n+1
cos[(2k + 1)piu]
k
=
1
2
cos[(2n+ 1)piu]
n+ 1
−1
2
∞∑
k=n+1
[
1
k
− 1
k + 1
]
cos[(2k + 1)piu].
This equality implies
sin(piu)
∣∣∣∣∣
∞∑
k=n+1
sin(2kpiu)
k
∣∣∣∣∣ ≤ 12 1n+ 1
+
1
2
∞∑
k=n+1
[
1
k
− 1
k + 1
]
=
1
n+ 1
,
from which∣∣∣∣∣
∞∑
k=n+1
sin(2kpiu)
k
∣∣∣∣∣ ≤ 1n+ 1 1sin(piu) . (A14)
The convergence of rn(u) to 1 is not uniform. In fact,
the functions rn(u) present singularities of the form u
−1/2
at the end points 0 and 1. This can be proved as follows.
From Eq. (A3) we obtain for u small
γn(u, u) = u− u2 − 2
pi2
n∑
k=1
sin(kpiu)2
k2
≈ u.
On the other hand, from Eq. (A4), we have
γ◦n(u, u) =
2αn
3n
4n∑
k=n+1
sin(kpiu)2 ≈ 2αn
3n
pi2
(
4n∑
k=n+1
k2
)
u2
and from Eq. (A2), we deduce
rn(u) ≈
[
2αnpi
2
(
4n∑
k=n+1
k2
)/
(3n)
]−1/2
u−1/2
for u small enough. The situation is similar at the other
end point and follows by symmetry [trivially, rn(u) =
rn(1 − u)]. However, the functions fn,k(u) themselves
have no discontinuities because they clearly behave like
u1/2 near the end point 0 and like (1−u)1/2 near the end
point 1.
The next few propositions in this appendix help es-
tablish Proposition 8 which characterizes the asymptotic
behavior of the primitives
Gn,k(t) =
∫ t
0
[rn(u)− 1] sin(kpiu)du. (A15)
It is also helpful to introduce the functions
φn,k(u) = [gn(u)− g◦n(u)] sin(kpiu)
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and
ψn,k(u) =
{
rn(u)− 1 + 1
2
[gn(u)− g◦n(u)]
}
sin(kpiu).
The primitives of these two functions will be denoted by
Φn,k(t) =
∫ t
0
φn,k(u)du and Ψn,k(t) =
∫ t
0
ψn,k(u)du,
respectively. Therefore, we have
Gn,k(t) = −1
2
Φn,k(t) + Ψn,k(t). (A16)
Finally, let us notice that
fn,k(u) = sin(kpiu)− 1
2
φn,k(u) + ψn,k(u) (A17)
and that the primitives of sin(kpiu) are known analyti-
cally.
Symmetry arguments which shall be invoked at the
end of the appendix show that it is enough to establish
the asymptotic behavior of these primitives on the in-
terval (0, 1/2] and therefore, we shall turn our attention
to this problem. We begin by analyzing the behavior of
the primitives Φn,k(t) on the interval (0, 1/2] and for this
purpose, we first need to prove the following proposition.
Proposition 4 Let qi → ∞ and pi → ∞ be two se-
quences of natural numbers such that qi/pi → a. Assume
a 6= 1 and let t ∈ (0, 1/2]. Then
lim
i→∞
∫ t
0
sin(qipiu) sin(pipiu)
sin(piu)
du =
1
2pi
ln
(∣∣∣∣1 + a1− a
∣∣∣∣
)
.
(A18)
We also have
sup
t∈(0,1/2]
∣∣∣∣
∫ t
0
sin(qpiu) sin(ppiu)
sin(piu)
du
∣∣∣∣
≤ 1
2
pi + 1
pi
ln
(∣∣∣∣1 + q/p1− q/p
∣∣∣∣
)
(A19)
and
sup
t∈(0,1/2]
∣∣∣∣
∫ t
0
sin[(2q + 1)piu]2
sin(piu)
du
∣∣∣∣
≤ 1
pi
[
1 +
1
2
ln(2q + 1)
]
. (A20)
Proof. First, let us notice that by the symmetry of the
function ∫ t
0
sin(qipiu) sin(pipiu)
sin(piu)
du
in the variables qi and pi, we may assume without loss
of generality that a < 1. Moreover, since Eq. (A19) is
trivial for qi = pi, we may also assume that qi < pi. In
these conditions, pi − qi →∞ as i→∞. Then∫ t
0
sin(qipiu) sin(pipiu)
sin(piu)
du
=
1
2
∫ t
0
cos[(pi − qi)piu]− cos[(pi + qi)piu]
sin(piu)
du
=
1
2
∫ t
0
∫ 1+qi/pi
1−qi/pi
pi sin(pipiuv)f(u)dvdu, (A21)
where
f(u) =
piu
sin(piu)
.
The function f(u) is well defined and in fact it has con-
tinuous derivatives of any order on the set (0, 1/2]. The
function f(u) and its first order derivative can be shown
to be positive and increasing on the interval (0, 1/2]. Us-
ing this observation, the reader may prove that
sup
u∈(0,1/2]
|f(u)| = pi/2 and sup
u∈(0,1/2]
|f ′(u)| = pi. (A22)
Inverting the order of integration in Eq. (A21) and then
integrating by parts against the variable u, we obtain
1
2
∫ 1+qi/pi
1−qi/pi
∫ t
0
pi sin(pipiuv)f(u)dudv
=
1
2
∫ 1+qi/pi
1−qi/pi
1
piv
[1− cos(pipitv)f(t)]dv (A23)
+
1
2
∫ 1+qi/pi
1−qi/pi
∫ t
0
1
piv
cos(pipiuv)f
′(u)dudv.
From Eqs. (A21), (A22), and (A23) we learn that∣∣∣∣
∫ t
0
sin(qipiu) sin(pipiu)
sin(piu)
du− 1
2pi
ln
(
1 + qi/pi
1− qi/pi
)∣∣∣∣
≤ 1
4
∣∣∣∣∣
∫ 1+qi/pi
1−qi/pi
1
v
cos(pipitv)dv
∣∣∣∣∣ (A24)
+
1
2
∫ t
0
∣∣∣∣∣
∫ 1+qi/pi
1−qi/pi
1
v
cos(pipiuv)dv
∣∣∣∣∣ du.
Integrating by parts the first term of the right-hand side
of Eq. (A24), we obtain∣∣∣∣∣
∫ 1+qi/pi
1−qi/pi
1
v
cos(pipitv)dv
∣∣∣∣∣ ≤
∫ 1+qi/pi
1−qi/pi
1
v
dv = ln
(
1 + qi/pi
1− qi/pi
)
(A25)
and so,∣∣∣∣
∫ t
0
sin(qipiu) sin(pipiu)
sin(piu)
du− 1
2pi
ln
(
1 + qi/pi
1− qi/pi
)∣∣∣∣
≤
(
1
4
+
1
2
t
)
ln
(
1 + qi/pi
1− qi/pi
)
≤ 1
2
ln
(
1 + qi/pi
1− qi/pi
)
.(A26)
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Then, Eq. (A19) follows trivially from Eq. (A26).
On the other hand, by integration by parts, we obtain∣∣∣∣∣
∫ 1+qi/pi
1−qi/pi
1
v
cos(pipitv)dv
∣∣∣∣∣ =
∣∣∣∣∣ sin[pi(pi + qi)t]pi(pi + qi)t
− sin[pi(pi − qi)t]
pi(pi − qi)t +
1
pitpi
∫ 1+qi/pi
1−qi/pi
1
v2
sin(pipitv)dv
∣∣∣∣∣
≤ 1
pit
(
1
pi + qi
+
1
pi − qi
)
+
1
pitpi
(A27)(
1
1− qi/pi −
1
1 + qi/pi
)
=
2
pit(pi − qi) .
Thus,
lim
i→∞
∣∣∣∣∣
∫ 1+qi/pi
1−qi/pi
1
v
cos(pipitv)dv
∣∣∣∣∣ = 0 (A28)
and by the dominated convergence theorem [use also
Eq. (A25)],
lim
i→∞
∫ t
0
∣∣∣∣∣
∫ 1+qi/pi
1−qi/pi
1
v
cos(pipiuv)dv
∣∣∣∣∣ du = 0. (A29)
Eq. (A18) then follows easily from Eqs. (A24), (A28),
and (A29) by letting i→∞.
To prove Eq. (A20), we first notice that
2 sin(piu)
q∑
k=1
cos(2kpiu) =
q∑
k=1
sin[(2k + 1)piu]
−
q∑
k=1
sin[(2k − 1)piu] = sin[(2q + 1)piu]− sin(piu)
and so,
sin[(2q + 1)piu]
sin(piu)
= 1 + 2
q∑
k=1
cos(2kpiu).
Then, by the positivity of the integrand,
sup
t∈(0,1/2]
∣∣∣∣
∫ t
0
sin[(2q + 1)piu]2
sin(piu)
du
∣∣∣∣
=
∫ 1/2
0
sin[(2q + 1)piu]2
sin(piu)
du =
∫ 1/2
0
sin[(2q + 1)piu]du
+2
q∑
k=1
∫ 1/2
0
cos(2kpiu) sin[(2q + 1)piu]du.
Using the trigonometric identity
2 sin(α) cos(β) = sin(α− β) + sin(α+ β),
the above quantity becomes∫ 1/2
0
sin[(2q + 1)piu]du+
q∑
k=1
∫ 1/2
0
sin[(2q − 2k + 1)piu]du
+
q∑
k=1
∫ 1/2
0
sin[(2q + 2k + 1)piu]du =
1
pi
1
2q + 1
+
1
pi
q∑
k=1
1
2q − 2k + 1 +
1
pi
q∑
k=1
1
2q + 2k + 1
=
1
pi
2q∑
k=0
1
2k + 1
.
We write the last sum as
1
pi
(
1 +
1
2
2q∑
k=1
1
k + 1/2
)
and observe that
∫ k+1
k
1
x
dx ≥
(∫ k+1
k
xdx
)−1
=
1
k + 1/2
,
by the convexity of the function 1/x and by Jensen’s
inequality. Therefore,
sup
t∈(0,1/2]
∣∣∣∣
∫ t
0
sin[(2q + 1)piu]2
sin(piu)
du
∣∣∣∣
=
1
pi
(
1 +
1
2
2q∑
k=1
1
k + 1/2
)
≤ 1
pi
(
1 +
1
2
2q∑
k=1
∫ k+1
k
1
x
dx
)
=
1
pi
(
1 +
1
2
∫ 2q+1
1
1
x
dx
)
=
1
pi
[
1 +
1
2
ln(2q + 1)
]
.
The proof of Eq. (A20) and of the proposition is con-
cluded. ✷
Proposition 5 Let ki → ∞ and ni → ∞ be two se-
quences such that ni/ki → a. Assume a 6= 1/2 and
t ∈ (0, 1/2]. Then
lim
i→∞
[kipiΦni,ki(t)] = 1− a ln
(∣∣∣∣1 + 2a1− 2a
∣∣∣∣
)
+
1
12a
[
ln
(∣∣∣∣1 + 2a1− 2a
∣∣∣∣
)
− ln
(∣∣∣∣1 + 8a1− 8a
∣∣∣∣
)]
. (A30)
Moreover, there are positive constants c′1, c
′
2, c
′
3, and c
′
4
such that
sup
t∈(0,1/2]
|kpiΦn,k(t)| ≤ c′1 − c′2 ln
(∣∣∣∣1− 2n+ 1k
∣∣∣∣
)
, (A31)
if k 6= 2n+ 1 and
sup
t∈(0,1/2]
|kpiΦn,k(t)| ≤ c′3 + c′4 ln (2n+ 1) , (A32)
if k = 2n+ 1.
Proof. We begin by analyzing the term
∫ t
0
gn(u) sin(kpiu)du.
Integrating by parts twice, we obtain
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kpi
∫ t
0
gn(u) sin(kpiu)du =
k
piαn
∞∑
j=n+1
∫ t
0
cos(2jpiu)
j2
sin(kpiu)du =
k
piαn
{
1
kpi
(
∞∑
j=n+1
1
j2
)
−cos(kpit)
kpi
[
∞∑
j=n+1
cos(2jpit)
j2
]}
− 2
piαn
∞∑
j=n+1
∫ t
0
sin(2jpiu)
j
cos(kpiu)du = 1− cos(kpit)
pi2αn
(A33)
×
[
∞∑
j=n+1
cos(2jpiu)
j2
]
− 2 sin(kpit)
pi2αnk
[
∞∑
j=n+1
sin(2jpit)
j
]
+
4
piαnk
∞∑
j=n+1
∫ t
0
sin(2jpiu) cos(kpiu)du.
The integration term by term performed in the above
equation is justified by the fact that the series
∞∑
j=n+1
cos(2jpiu)
j2
sin(kpiu)
is uniformly convergent. The last term in Eq. (A33) can
be evaluated as follows
∞∑
j=n+1
∫ t
0
sin(2jpiu) cos(kpiu)du = lim
N→∞
∫ t
0
N∑
j=n+1
sin(2jpiu) cos(kpiu)du
= −1
2
∫ t
0
sin[(2n+ 1)piu] sin(kpiu)
sin(piu)
du+
1
2
lim
N→∞
∫ t
0
sin[(2N + 1)piu] sin(kpiu)
sin(piu)
du. (A34)
Noticing that sin(kpiu)/sin(piu) is integrable on [0, 1/2]
and employing the Riemann-Lebesgue lemma, we learn
that
lim
N→∞
∫ t
0
sin[(2N + 1)piu] sin(kpiu)
sin(piu)
du = 0.
Therefore,
∞∑
j=n+1
∫ t
0
sin(2jpiu) cos(kpiu)du
= −1
2
∫ t
0
sin[(2n+ 1)piu] sin(kpiu)
sin(piu)
du. (A35)
A little thought and the inequalities (A11) and (A14)
show that
lim
i→∞
kipi
∫ t
0
gni(u) sin(kipiu)du = 1−
lim
i→∞
2
piαniki
∫ t
0
sin[(2ni + 1)piu] sin(kipiu)
sin(piu)
du.
The last limit can be evaluated with the help of Eqs. (A9)
and (A18). The result is
lim
i→∞
kipi
∫ t
0
gni(u) sin(kipiu)du = 1− a ln
(∣∣∣∣1 + 2a1− 2a
∣∣∣∣
)
.
(A36)
The magnitude of the terms of the last sum in
Eq. (A33) can be established as follows. Clearly,
∣∣∣∣∣∣
cos(kpit)
pi2αn
∞∑
j=n+1
cos(2jpiu)
j2
∣∣∣∣∣∣ ≤
1
pi2αn
∞∑
j=n+1
1
j2
= 1.
(A37)
Then, with the help of Eq. (A14), we have
∣∣∣∣∣∣
2 sin(kpit)
pi2αnk
∞∑
j=n+1
sin(2jpit)
j
∣∣∣∣∣∣ ≤
2
pi2αn(n+ 1)
×
∣∣∣∣sin(kpit)kpit
∣∣∣∣ pitsin(pit) ≤ 2 pitsin(pit) ≤ pi. (A38)
For the last two inequalities, we used the fact that
| sin(x)/x| ≤ 1 as well as the fact that pit/ sin(pit) is pos-
itive and increasing on the interval (0, 1/2] and therefore
it is bounded by pi/2. Form Eqs. (A33), (A37), and (A38)
we learn that
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sup
t∈(0,1/2]
∣∣∣∣kpi
∫ t
0
gn(u) sin(kpiu)du
∣∣∣∣ ≤ 2 + pi + 2piαnk supt∈(0,1/2]
∣∣∣∣
∫ t
0
sin[(2n+ 1)piu] sin(kpiu)
sin(piu)
du
∣∣∣∣
≤ 2 + pi + 2pi sup
t∈(0,1/2]
∣∣∣∣
∫ t
0
sin[(2n+ 1)piu] sin(kpiu)
sin(piu)
du
∣∣∣∣ , (A39)
where for the last inequality we used the relations
pi2αn(n + 1) ≥ 1 [see Eq. (A9)] and k ≥ n + 1. Now,
if k 6= 2n+ 1, Eqs. (A19) and (A39) produce
sup
t∈(0,1/2]
∣∣∣∣kpi
∫ t
0
gn(u) sin(kpiu)du
∣∣∣∣ ≤ 2 + pi + (1 + pi) ln
(∣∣∣∣1 + (2n+ 1)/k1− (2n+ 1)/k
∣∣∣∣
)
= 2 + pi + (1 + pi) ln [1 + (2n+ 1)/k]− (1 + pi) ln [|1− (2n+ 1)/k|] (A40)
≤ 2 + pi + (1 + pi) ln(3)− (1 + pi) ln
(∣∣∣∣1− 2n+ 1k
∣∣∣∣
)
,
where for the last inequality we utilized the relation k ≥
n+ 1 ≥ n+ 1/2 to conclude
ln [1 + (2n+ 1)/k] ≤ ln(3). (A41)
If k = 2n+ 1, then Eqs. (A20) and (A39) produce
sup
t∈(0,1/2]
∣∣∣∣kpi
∫ t
0
gn(u) sin(kpiu)du
∣∣∣∣ ≤ 4 + pi + ln (2n+ 1) .
(A42)
The analysis of the term
kpi
∫ t
0
g◦n(u) sin(kpiu)du
is more straightforward. We start with the identity
kpi
∫ t
0
g◦n(u) sin(kpiu)du
=
kpi
6n
∫ t
0
sin[(8n+ 1)piu] sin(kpiu)
sin(piu)
du (A43)
−kpi
6n
∫ t
0
sin[(2n+ 1)piu] sin(kpiu)
sin(piu)
du.
Then, from Proposition 4 we readily learn that
lim
i→∞
kipi
∫ t
0
g◦ni(u) sin(kipiu)du =
1
12a
×
[
ln
(∣∣∣∣1 + 8a1− 8a
∣∣∣∣
)
− ln
(∣∣∣∣1 + 2a1− 2a
∣∣∣∣
)]
. (A44)
Now, using the inequality k ≤ 4n together Eq. (A43), we
conclude
sup
t∈(0,1/2]
∣∣∣∣
∫ t
0
g◦ni(u) sin(kipiu)du
∣∣∣∣ ≤ 1 + pi3
×
[
ln
(∣∣∣∣1 + (8n+ 1)/k1− (8n+ 1)/k
∣∣∣∣
)
+ ln
(∣∣∣∣1 + (2n+ 1)/k1− (2n+ 1)/k
∣∣∣∣
)]
.
Using Eq. (A41), the fact that the function
ln [|(1 + x)/(1 − x)|] is decreasing on the interval
(1,∞), and the fact that (8n+ 1)/k ≥ 2, we obtain
sup
t∈(0,1/2]
∣∣∣∣
∫ t
0
g◦ni(u) sin(kipiu)du
∣∣∣∣ ≤ 1 + pi3
×
[
2 ln (3)− ln
(∣∣∣∣1− 2n+ 1k
∣∣∣∣
)]
. (A45)
Proceeding in an analogous manner but also using
Eq. (A20), one proves
sup
t∈(0,1/2]
∣∣∣∣
∫ t
0
g◦ni(u) sin(kipiu)du
∣∣∣∣ ≤ 1 + pi3
× ln (3) + 2
3
+
1
3
ln (2n+ 1) . (A46)
The statements of the proposition follow from
Eqs. (A36), (A40), (A42), (A44), (A45), (A46), and the
relation
Φn,k(t) =
∫ t
0
[gn(u)− g◦n(u)] sin(kpiu)du.
The proof is concluded. ✷
We now focus out attention on the asymptotic behavior
of the primitives Ψn,k(t) on the interval (0, 1/2]. We
begin by establishing the following bound.
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Proposition 6 Let R : (0,∞) → (0,∞) be the continu-
ous, positive, and integrable function
R(u) =
{
u−1/2, u < 1,
u−2, u ≥ 1. (A47)
Then there is M0 > 0 a positive constant such that∣∣∣∣rn(u)− 1 + 12 [gn(u)− g◦n(u)]
∣∣∣∣ ≤M0R(nu) (A48)
for all u ∈ (0, 1/2] and n ≥ 1.
Proof. According to Eq. (A3), we have
γn(u, u) ≤ u. (A49)
Next, let us notice that the function sin(piu) is positive
and concave (convex down) on the interval (0, 1/2] and
so, Jensen’s inequality says that
sin(piu) = sin[(1− 2u)0 + 2u(pi/2)]
≥ (1− 2u) sin(0) + 2u sin(pi/2) = 2u (A50)
for all u ∈ (0, 1/2]. It follows that if k ≤ 2n, we have
sin(kpiu)2 ≥ 4k2u2
for all u < 1/(4n). Using this observation, one shows
γ◦n(u, u) ≥
2αn
3n
2n∑
k=n+1
sin(kpiu)2 ≥ 2αn
3n
2n∑
k=n+1
4k2u2
≥ 8αnu
2
3n
∫ 2n
n
x2dx =
56αnu
2n2
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for all u < 1/(4n). On the other hand, if u ∈
[1/(4n), 1/2], then Eqs. (A12) and (A50) show that
γ◦n(u, u) = αn[1− g◦n(u)] ≥ αn[1− |g◦n(u)|]
≥ αn
(
1− 1
6nu
)
≥ αn
(
1− 1
6n/4n
)
=
αn
3
.
As such, for all u ∈ (0, 1/2], the following inequality holds
γ◦n(u, u) ≥
αn
3
min
{
1,
56u2n2
3
}
.
This inequality implies that
γ◦n(u, u) ≥
αn
3
n2u2 (A51)
for all u < 1/n. Indeed, if u < 1/n, then clearly n2u2 < 1
and n2u2 ≤ 56u2n2/3. Therefore,
n2u2 ≤ min
{
1,
56u2n2
3
}
,
from which Eq. (A51) follows easily. Finally, from
Eqs. (A9) and (A51), we obtain
γ◦n(u, u) ≥
αn
3
n2u2 ≥ 2n
n+ 1
nu2
6pi2
≥ nu
2
6pi2
. (A52)
for all u < 1/n. Combining the last inequality with
Eq. (A49), one deduces
rn(u) =
√
γn(u, u)
γ◦n(u, u)
≤
√
6pi2
nu
.
Going back to Eq. (A48) and using the inequalities
|gn(u)| ≤ 1 and |g◦n(u)| ≤ 1, one obtains∣∣∣∣rn(u)− 1 + 12 [gn(u)− g◦n(u)]
∣∣∣∣ ≤ |rn(u)|+ 2
≤
√
6pi2
nu
+
2√
nu
=
(
2 +
√
6pi2
)
R(nu). (A53)
for all u < 1/n.
We now turn our attention to the case u ≥ 1/n. From
Eqs. (A11), (A12), and (A50) we learn that
|gn(u)| ≤ 1
n
1
sin(piu)
≤ 1
2nu
(A54)
and
|g◦n(u)| ≤
1
3n
1
sin(piu)
≤ 1
6nu
, (A55)
respectively. Moreover, since u ≥ 1/n, we also have
|gn(u)| ≤ 1/2 and |g◦n(u)| ≤ 1/6. Let
h(x, y) =
√
1− x
1− y .
The function h(x, y) has continuous partial derivatives of
any order on the rectangle D = [−1/2, 1/2]× [−1/6, 1/6].
Performing a series expansion about origin to the first
order and employing the Taylor formula with remainder,
we learn that for each (x, y) ∈ D there is (x′, y′) ∈ D
such that
h(x, y)− 1 + 1
2
(x− y) = 1
2
[
∂2h
∂x2
(x′, y′)x2
+2
∂2h
∂x∂y
(x′, y′)xy +
∂2h
∂y2
(x′, y′)y2
]
.
Thus,∣∣∣∣h(x, y)− 1 + 12(x− y)
∣∣∣∣ ≤ 12
[ ∣∣∣∣∂2h∂x2 (x′, y′)
∣∣∣∣
+2
∣∣∣∣ ∂2h∂x∂y (x′, y′)
∣∣∣∣+
∣∣∣∣∂2h∂y2 (x′, y′)
∣∣∣∣
]
(A56)
×max{x2, y2} ≤M1max{x2, y2},
where
M1 =
1
2
sup
(x′,y′)∈D
[ ∣∣∣∣∂2h∂x2 (x′, y′)
∣∣∣∣+ 2
∣∣∣∣ ∂2h∂x∂y (x′, y′)
∣∣∣∣
+
∣∣∣∣∂2h∂y2 (x′, y′)
∣∣∣∣
]
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is finite because the second order derivatives of h(x, y)
are continuous on the compact set D, thus bounded.
Combining Eq. (A56) with Eqs. (A54) and (A55), we
learn that ∣∣∣∣rn(u)− 1 + 12 [gn(u)− g◦n(u)]
∣∣∣∣ ≤M1
×max
{
1
(2nu)2
,
1
(6nu)2
}
=
M1
4
R(nu) (A57)
for all u ≥ 1/n. The statement of the proposition follows
immediately from Eqs. (A53) and (A57) by setting
M0 = max
{
2 +
√
6pi2,M1/4
}
.
The proof is concluded. ✷
Proposition 7 Let ki → ∞ and ni → ∞ be two se-
quences such that ni/ki → a. Let
h0(a, u) =
[
1−
∫ ∞
1
cos(2auν)
ν2
dν
]1/2
×
[
1− 1
3
∫ 4
1
cos(2auν)dν
]−1/2
− 1
+
1
2
[∫ ∞
1
cos(2auν)
ν2
dν − 1
3
∫ 4
1
cos(2auν)dν
]
and define
H0(a) =
∫ ∞
0
h0(a, u) sin(u)du. (A58)
If t ∈ (0, 1/2], then
lim
i→∞
[kipiΨni,ki(t)] = H0(a). (A59)
Moreover,
sup
t∈(0,1/2]
|kpiΨn,k(t)| ≤ 12piM0, (A60)
where M0 is the constant appearing in Eq. (A48).
Proof. We begin by performing the transformation of
coordinates
kipi
∫ t
0
ψni,ki(u)du =
∫ kipit
0
ψni,ki
(
u
piki
)
du
=
∫ ∞
0
Ikipit(u)ψni,ki
(
u
piki
)
du,
where Ikipit(u) is the indicator function of the interval
[0, kipit]. As ki →∞, we have Ikipit(u)→ 1 for all t > 0.
Let us find the limit of the sequence
ψni,ki
(
u
piki
)
.
We start with the observation that
lim
i→∞
gn
(
u
piki
)
= lim
i→∞
ni
∞∑
j=ni+1
cos(2ju/ki)
j2
= lim
i→∞
ni
ki
∞∑
νi,j=(ni+1)/ki
cos(2uνi,j)
ν2i,j
1
ki
, (A61)
where νi,j = j/ki. Remembering that ni/ki → a, we
notice that the last sum is a Riemann sum approximation
of the continuous function cos(2uν)/ν2, regarded as a
function of ν over the interval (a,∞). For each i, the
function cos(2uν)/ν2 is evaluated on the grid made up
of the equally spaced points {νi,j}j>n. The mesh of the
grid is 1/ki and decays to zero as i→∞. A little thought
shows that the limit in Eq. (A61) is
lim
i→∞
gn
(
u
piki
)
= a
∫ ∞
a
cos(2uν)
ν2
dν =
∫ ∞
1
cos(2auν)
ν2
dν.
(A62)
Proceeding in a similar way, one shows
lim
i→∞
g◦n
(
u
piki
)
=
1
3
∫ 4
1
cos(2auν)dν. (A63)
From Eqs. (A62) and (A63) the reader easily concludes
that
lim
i→∞
ψni,ki
(
u
piki
)
= h0(a, u) sin(u)
and therefore,
lim
i→∞
Ikipit(u)ψni,ki
(
u
piki
)
= h0(a, u) sin(u). (A64)
Let us notice that∣∣∣∣Ikipit(u)ψni,ki
(
u
piki
)∣∣∣∣ ≤M0R
(
niu
kipi
)
. (A65)
The inequality is trivial if u > kipit. Otherwise, we have
u/(kipi) ≤ t ≤ 1/2 and the inequality follows from Propo-
sition 6 and the fact that | sin(u)| ≤ 1. Now, the continu-
ity of the function R(u) as well as the fact that ni/ki → a
imply
lim
i→∞
R
(
niu
kipi
)
= R
(au
pi
)
.
Moreover,
lim
i→∞
∫ ∞
0
R
(
niu
kipi
)
du = lim
i→∞
kipi
ni
∫ ∞
0
R (u) du
=
pi
a
∫ ∞
0
R (u) du =
∫ ∞
0
R
(au
pi
)
du.
In these conditions, the dominated convergence theorem
and Eq. (A64) allow us to conclude that
lim
i→∞
∫ ∞
0
Ikipit(u)ψni,ki
(
u
piki
)
du =
∫ ∞
0
h0(a, u) sin(u)du
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and so, the equality (A59) is proved.
From the inequality (A65) we learn that
lim sup
t∈(0,1/2]
∣∣∣∣
∫ ∞
0
Ikpit(u)ψn,k
( u
pik
)
du
∣∣∣∣ ≤M0
∫ ∞
0
R
(nu
kpi
)
du
=M0
pik
n
∫ ∞
0
R (u) du =M0
3pik
n
≤ 12piM0
and the proposition is concluded. ✷
Proposition 8 Let ki → ∞ and ni → ∞ be two se-
quences such that ni/ki → a and the ki’s are either odd
or even. Let
H(a) = H0(a)− 1
2
{
1− a ln
(∣∣∣∣1 + 2a1− 2a
∣∣∣∣
)
+
1
12a
[
ln
(∣∣∣∣1 + 2a1− 2a
∣∣∣∣
)
− ln
(∣∣∣∣1 + 8a1− 8a
∣∣∣∣
)]}
, (A66)
with H0(a) defined by Eq. (A58). Assume a 6= 1/2 and
t ∈ [0, 1]. Then,
lim
i→∞
[kipiGni,ki(t)] =


0, t = 0,
H(a), 0 < t < 1,
[1− (−1)ki ]H(a), t = 1.
(A67)
Moreover, there are positive constants c′′1 , c
′′
2 , c
′′
3 and c
′′
4
such that
sup
t∈[0,1]
|kpiGn,k(t)| ≤ c′′1 − c′′2 ln
(∣∣∣∣1− 2n+ 1k
∣∣∣∣
)
, (A68)
if k 6= 2n+ 1 and
sup
t∈[0,1]
|kpiGn,k(t)| ≤ c′′3 + c′′4 ln (2n+ 1) , (A69)
if k = 2n+ 1.
Proof. First, let us notice that the theorem is true if
t ∈ [0, 1/2]. Eq. (A67) is trivially true if t = 0. If t ∈
(0, 1/2], then Eq. (A67) follows from Eqs. (A16), (A30),
and (A59). Moreover, the existence of the constants c′′1 ,
c′′2 , c
′′
3 , and c
′′
4 with the desired properties follows quickly
from Eqs. (A16), (A31),(A32), and (A60), and from the
fact that Gn,k(0) = 0.
In the remainder of the proof, we use symmetry ar-
guments to show that the theorem holds on the whole
interval [0, 1]. Let t > 1/2 and write
Gn,k(t) = Gn,k(1/2) +
∫ 1
1/2
[rn(u)− 1] sin(kpiu)du
−
∫ 1
t
[rn(u)− 1] sin(kpiu)du.
Then the symmetry relation [rn(u) − 1] sin(kpiu) =
(−1)k[rn(1− u)− 1] sin[kpi(1 − u)] implies∫ 1
1/2
[rn(u)− 1] sin(kpiu)du = (−1)kGn,k(1/2)
and ∫ 1
t
[rn(u)− 1] sin(kpiu)du = (−1)kGn,k(1− t).
Therefore,
Gn,k(t) = [1 + (−1)k]Gn,k(1/2)− (−1)kGn,k(1− t).
(A70)
This last equation implies the inequality
|Gn,k(t)| ≤ 2|Gn,k(1/2)|+ |Gn,k(1− t)|,
from which it follows that
sup
t∈(1/2,1]
|Gn,k(t)| ≤ 3 sup
t∈[0,1/2]
|Gn,k(t)|.
We then have
sup
t∈[0,1]
|Gn,k(t)| ≤ max
{
sup
t∈[0,1/2]
|Gn,k(t)|,
sup
t∈(1/2,1]
|Gn,k(t)|
}
≤ 3 sup
t∈[0,1/2]
|Gn,k(t)|,
from which Eqs. (A68) and (A69) follow.
Now, if t = 1, then Gni,ki(1− t) = 0 and we have
lim
i→∞
[kipiGni,ki(t)] = [1 + (−1)ki ] lim
i→∞
[kipiGni,ki(1/2)]
= [1 + (−1)ki ]H(a), (A71)
where we also used the facts that the sequence {ki}i≥0
is either even or odd and that the theorem is true for
t = 1/2. If 1/2 < t < 1, then 0 < 1− t < 1/2 and
lim
i→∞
kipi [Gni,ki(1/2)−Gni,ki(1 − t)] = H(a)−H(a) = 0.
Using this last observation in Eq. (A70), we obtain
lim
i→∞
[kipiGni,ki(t)] = lim
i→∞
[kipiGni,ki(1/2)] = H(a). (A72)
Eqs. (A71) and (A72) demonstrate Eq. (A67) and the
proof of the proposition is concluded. ✷
We are now in the position to state the first theorem of
Appendix A, which concerns the primitives of the func-
tions fn,k(u). We define the functions
Fn,k(t) = − cos(kpit) + kpi [Gn,k(t)−Gn,k(1/2)] . (A73)
Eq. (A17) shows that the functions Fn,k/(kpi) are primi-
tives of fn,k. They satisfy the following theorem.
Theorem 5 Let ki → ∞ and ni → ∞ be two sequences
such that ni/ki → a and the ki’s are either odd or even.
Assume a 6= 1/2. Then,
lim
i→∞
Fni,ki(0) = −[1 +H(a)]. (A74)
lim
i→∞
Fni,ki(1) = −(−1)ki [1 +H(a)]. (A75)
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If ξ(t) : [0, 1]→ R is integrable, then
lim
i→∞
∫ 1
0
Fni,ki(t)ξ(t)dt = 0 (A76)
and
lim
i→∞
∫ 1
0
Fni,ki(t)
2ξ(t)dt =
1
2
∫ 1
0
ξ(t)dt. (A77)
If ξ′(u, τ) : [0, 1]× [0, 1]→ R is integrable, then
lim
i→∞
∫ 1
0
∫ 1
0
Fni,ki(u)Fni,ki(τ)ξ
′(u, τ)dudτ = 0. (A78)
Finally, there are positive constants c1, c2, c3, and c4
such that
sup
t∈[0,1]
|Fn,k(t)| ≤ c1 − c2 ln
(∣∣∣∣1− 2n+ 1k
∣∣∣∣
)
, (A79)
if k 6= 2n+ 1 and
sup
t∈[0,1]
|Fn,k(t)| ≤ c3 + c4 ln (2n+ 1) , (A80)
if k = 2n+ 1.
Proof. Eqs. (A74),(A75), (A79), and (A80) follow im-
mediately from Eqs. (A67), (A68), (A69), and (A73).
One also utilizes the inequality | cos(kpit)| ≤ 1.
We turn our attention to Eq. (A76). From the
Riemann-Lebesgue lemma we learn that
lim
i→∞
∫ 1
0
ξ(t) cos(kipit)dt = 0. (A81)
For this proof, it is convenient to define the auxiliary
function
G◦n,k(t) = kpi [Gn,k(t)−Gn,k(1/2)] , (A82)
so that Eq. (A73) becomes
Fn,k(t) = − cos(kpit) +G◦n,k(t). (A83)
Since ni/ki → a 6= 1/2, Eq. (A67) implies
lim
i→∞
G◦ni,ki(t) = 0 ∀t ∈ (0, 1). (A84)
Also, from Eq. (A68), we learn that
sup
t∈[0,1]
∣∣G◦ni,ki(t)∣∣ ≤ 2c′′1 − 2c′′2 ln
(∣∣∣∣1− 2ni + 1ki
∣∣∣∣
)
. (A85)
Since ni/ki → a 6= 1/2, the above equation shows that
there are i0 ≥ 1 and M > 0 such that |G◦ni,ki(t)| ≤ M
for all i ≥ i0. Then the dominated convergence theorem
implies
lim
i→∞
∫ 1
0
ξ(t)G◦ni,ki(t)dt = 0, (A86)
because the integrand converges to zero pointwise by
Eq. (A84) and is dominated by the integrable function
M |ξ(t)|. Eq. (A76) follows from Eqs. (A81) and (A86).
The same identities utilized to prove Eq. (A86) and
the same dominated convergence theorem also imply
lim
i→∞
∫ 1
0
ξ(t)G◦ni,ki(t)
2dt = 0, (A87)
lim
i→∞
∫ 1
0
ξ(t)G◦ni,ki(t) cos(kipit)dt = 0, (A88)
lim
i→∞
∫ 1
0
∫ 1
0
ξ′(u, τ)G◦ni,ki(u)G
◦
ni,ki(t)dudτ = 0, (A89)
and
lim
i→∞
∫ 1
0
∫ 1
0
ξ′(u, τ)G◦ni,ki(u) cos(kipiτ)dudτ = 0. (A90)
In all cases, the integrands converge to zero pointwise
by Eq. (A84) and are dominated by M2|ξ(t)|, M |ξ(t)|,
M2|ξ′(u, τ)|, and M |ξ′(u, τ)|, respectively. Now, the
Riemann-Lebesgue lemma shows that
lim
i→∞
∫ 1
0
ξ(t) cos(kipit)
2dt =
1
2
∫ 1
0
ξ(t)dt
+
1
2
lim
i→∞
∫ 1
0
ξ(t) cos(2kipit)dt =
1
2
∫ 1
0
ξ(t)dt. (A91)
The Riemann-Lebesgue lemma also implies that
lim
i→∞
cos(kipiu)
∫ 1
0
ξ′(u, τ) cos(kipiτ)dτ = 0.
for almost all u ∈ [0, 1] because ξ′(u, τ) as a function
of τ is integrable for almost all u ∈ [0, 1] (this state-
ment is part of the Fubini theorem). Moreover, the
above integrand is dominated by the integrable function∫ 1
0
|ξ′(u, τ)|dτ and then the dominated convergence the-
orem and Fubini theorem imply
lim
i→∞
∫ 1
0
∫ 1
0
ξ′(u, τ) cos(kipiu) cos(kipiτ)dudτ = 0.
(A92)
Simple algebraic manipulations by means of Eq. (A83)
show that Eqs. (A87), (A88), and (A91) imply Eq. (A77),
while Eqs. (A89), (A90), and (A92) imply Eq. (A78).
The proof of the theorem is concluded. ✷
We conclude the section by proving the following the-
orem, which is crucially used in the main text.
Theorem 6 Let D ⊂ [0, 1] × [0, 1] be the triangle D =
{(u, τ) : 0 ≤ τ ≤ u, 0 ≤ u ≤ 1}. Let K(u, τ) : D → R be
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a continuous function with continuous first order deriva-
tives such that ∂
2
∂u∂τK(u, τ) is also continuous. Then
lim
n→∞
n
4n∑
k=n+1
∫ 1
0
du
∫ u
0
dτK(u, τ)fn,k(u)fn,k(τ)
=
1
2pi2
{∫ 1
1/4
[1 +H(a)]2da
}
[K(0, 0) +K(1, 1)] (A93)
− 3
16pi2
[K(1, 1)−K(0, 0)] + 3
8pi2
∫ 1
0
∂
∂τ
K(u, τ)
∣∣∣
τ=u
du,
where the function H(a) is defined by Eq. (A66).
Proof. Successive integration by parts first against the
variable τ and then against the variable u produces the
identity
∫ 1
0
du
∫ u
0
dτK(u, τ)fn,k(u)fn,k(τ) =
An,k
k2pi2
,
where
An,k =
1
2
[
Fn,k(0)
2K(0, 0)− 2Fn,k(0)Fn,k(1)K(1, 0) + Fn,k(1)2K(1, 1)
]
− 1
2
∫ 1
0
Fn,k(u)
2 ∂
∂u
K(u, u)du+ Fn,k(0)
∫ 1
0
Fn,k(u)
∂
∂u
K(u, 0)du− Fn,k(1)
∫ 1
0
Fn,k(τ)
∂
∂τ
K(1, τ)dτ
+
∫ 1
0
Fn,k(u)
2 ∂
∂u
K(u, τ)
∣∣∣
τ=u
du+
∫ 1
0
du
∫ u
0
dτFn,k(u)Fn,k(τ)
∂2
∂u∂τ
K(u, τ).
By Theorem 5, the numbers An,k enjoy the following
properties. Let
M =
1
2
[|K(0, 0)|+ 2|K(1, 0)|+ |K(1, 1)|]
+
1
2
∫ 1
0
∣∣∣∣ ∂∂uK(u, u)
∣∣∣∣du+
∫ 1
0
∣∣∣∣ ∂∂uK(u, 0)
∣∣∣∣du
+
∫ 1
0
∣∣∣∣ ∂∂τ K(1, τ)
∣∣∣∣ dτ +
∫ 1
0
∣∣∣∣ ∂∂uK(u, τ)
∣∣∣
τ=u
∣∣∣∣du
+
∫ 1
0
du
∫ u
0
dτ
∣∣∣∣ ∂2∂u∂τ K(u, τ)
∣∣∣∣ .
Clearly, M < ∞. Then from Eqs. (A79) and (A80) we
learn that
|An,k| ≤M
[
c1 − c2 ln
(∣∣∣∣1− 2n+ 1k
∣∣∣∣
)]2
, (A94)
if k 6= 2n+ 1 and
|An,k| ≤M [c3 + c4 ln (2n+ 1)]2 , (A95)
if k = 2n + 1. Moreover, if ki and ni are two sequences
such that limi→∞ ni/ki = a 6= 1/2 and the ki’s are either
odd or even, then
lim
i→∞
Ani,ki =
1
2
[1 +H(a)]
2 [
K(0, 0) +K(1, 1)
−2(−1)kiK(1, 0)]− 1
4
∫ 1
0
∂
∂u
K(u, u)du (A96)
+
1
2
∫ 1
0
∂
∂u
K(u, τ)
∣∣∣
τ=u
du.
This last property also follows from Theorem 5. The
straightforward argument is left for the reader.
We now notice that the limit in Eq. (A93) does not
change if the summation over k is restricted to the set
In = {k : n + 1 ≤ k ≤ 4n, k 6= 2n + 1}. Indeed, the
inequality
n
|An,2n+1|
pi2(2n+ 1)2
≤ nM [c3 + c4 ln (2n+ 1)]
2
pi2(2n+ 1)2
implies
lim
n→∞
n
An,2n+1
pi2(2n+ 1)2
= 0,
from which our claim follows. In these conditions, the
limit in Eq. (A93) becomes
lim
n→∞
n
pi2
∑
k∈In
An,k
k2
= lim
n→∞
n
pi2
∑
k∈In;k-even
An,k
k2
+ lim
n→∞
n
pi2
∑
k∈In;k-odd
An,k
k2
. (A97)
We broke the sum into two parts over the even terms and
the odd terms respectively, because these partial sums
are easier to analyze.
Let us begin with the sums over the even terms. We
notice that
n
pi2
∑
k∈In;k-even
An,k
k2
=
n
pi2
2n∑
k=[n/2]+1
An,2k
4k2
.
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Since 2n/(2n+ 1)→ 1 as n→∞, we have
lim
n→∞
n
pi2
∑
k∈In;k-even
An,k
k2
=
1
2pi2
lim
n→∞
1
2n+ 1
2n∑
k=[n/2]+1
An,2k
(2n+ 1)2
4k2
.
Now, for [n/2] + 1 ≤ k ≤ 2n, let us define the intervals
In,k =
(
n+ k
2n+ 1
,
n+ k + 1
2n+ 1
]
.
By construction, the intervals are disjoint and their re-
union is the semi-open interval(
n+ [n/2] + 1
2n+ 1
,
3n+ 1
2n+ 1
]
⊂ [1/2, 3/2] . (A98)
Now, on the interval [1/2, 3/2], we define the sequence of
step functions
ζn(x) =
{
An,2k
(2n+1)2
4k2 , if x ∈ In,k,
0, otherwise.
By the construction of the functions ζn(x),
1
2n+ 1
2n∑
k=[n/2]+1
An,2k
(2n+ 1)2
4k2
=
∫ 3/2
1/2
ζn(x)dx.
In this paragraph, we use Eq. (A96) to show that the
sequence of functions ζn(x) is almost surely convergent on
the interval [1/2, 3/2]. Since the function ζn(x) vanishes
outside the interval given by Eq. (A98), it follows that
limn→∞ ζn(x) = 0 for all x < 3/4. Now, let us pick an
arbitrary x such that 3/4 < x < 1 or 1 < x < 3/2.
For each large enough n, there is a unique kn such that
x ∈ In,kn . Clearly,
lim
n→∞
n+ kn
2n+ 1
= x,
from which it follows that kn/n→ 2x− 1. With the help
of Eq. (A96), we obtain
lim
n→∞
ζn(x) = lim
n→∞
An,2kn
(2n+ 1)2
4k2n
=
1
2(2x− 1)2
×
[
1 +H
(
1
4x− 2
)]2 [
K(0, 0) +K(1, 1)− 2K(1, 0)]
−K(1, 1)−K(0, 0)
4(2x− 1)2 +
1
2(2x− 1)2
∫ 1
0
∂
∂u
K(u, τ)
∣∣∣
τ=u
du.
Next, we use Eq. (A94) to show that the sequence of
functions ζn(x) is dominated by some integrable function.
Let us consider the function
η(x) =M
[
c1 − c2 ln
(∣∣∣∣1− 1x
∣∣∣∣
)]2
.
We leave it for the reader to show that η(x) is increas-
ing on the interval [1/2, 1) and decreasing on the interval
(1, 3/2] (this property is not dependent on the values of
the positive constants c1 and c2). Moreover, η(x) is in-
tegrable on the interval [1/2, 3/2] because the singularity
at the point x = 1 is of logarithmic type. Now, if x ∈ In,k
with k ≥ n+ 1, then x > 1 and by Eq. (A94) we have
|ζn(x)| =
∣∣∣∣An,2k (2n+ 1)24k2
∣∣∣∣ ≤ 4 |An,2k|
≤ 4η
(
2k
2n+ 1
)
≤ 4η
(
n+ k + 1
2n+ 1
)
≤ 4η(x).
If x ∈ In,k with k ≤ n, then x ≤ 1 and again
|ζn(x)| ≤ 4η
(
2k
2n+ 1
)
≤ 4η
(
n+ k
2n+ 1
)
≤ 4η(x).
If x is a point lying outside any In,k, then ζn(x) = 0 and
the inequality ζn(x) ≤ 4η(x) is trivially true.
From the facts presented in the last two paragraphs,
we conclude that the sequence ζn(x) is dominated by
the integrable function 4η(x) and is pointwise convergent
almost everywhere to 0 if x ∈ [1/2, 3/4] and to
1
2(2x− 1)2
[
1 +H
(
1
4x− 2
)]2 [
K(0, 0) +K(1, 1)
−2K(1, 0)]− 1
4(2x− 1)2 [K(1, 1)−K(0, 0)]
+
1
2(2x− 1)2
∫ 1
0
∂
∂u
K(u, τ)
∣∣∣
τ=u
du
otherwise. An application of the dominated convergence
theorem produces
lim
n→∞
1
2n+ 1
2n∑
k=[n/2]+1
An,2k
(2n+ 1)2
4k2
= lim
n→∞
∫ 3/2
1/2
ζn(x)dx
=
{∫ 3/2
3/4
1
2(2x− 1)2
[
1 +H
(
1
4x− 2
)]2
dx
}
×[K(0, 0) +K(1, 1)− 2K(1, 0)]+
{∫ 3/2
3/4
1
2(2x− 1)2 dx
}
×
[
−K(1, 1)−K(0, 0)
2
+
∫ 1
0
∂
∂u
K(u, τ)
∣∣∣
τ=u
du
]
.
Performing the substitution a = 1/(4x− 2), we compute
lim
n→∞
n
pi2
∑
k∈In;k-even
An,k
k2
=
1
4pi2
{∫ 1
1/4
[1 +H (a)]
2
da
}
×[K(0, 0) +K(1, 1)− 2K(1, 0)]− 3
32pi2
(A99)
×[K(1, 1)−K(0, 0)] + 3
16pi2
∫ 1
0
∂
∂u
K(u, τ)
∣∣∣
τ=u
du.
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The computation of the limit
lim
n→∞
n
pi2
∑
k∈In;k-odd
An,k
k2
=
1
2pi2
lim
n→∞
1
2n+ 1
×
[
n∑
k=[ n+1
2
]+1
An,2k−1
(2n+ 1)2
(2k − 1)2
+
2n−1∑
k=n+1
An,2k+1
(2n+ 1)2
(2k + 1)2
]
proceeds in a similar way. For [(n+ 1)/2] + 1 ≤ k ≤
2n− 1, we define the intervals
In,k =
(
n+ k
2n+ 1
,
n+ k + 1
2n+ 1
]
.
By construction, the intervals are disjoint and their re-
union is the semi-open interval
(
n+ [(n+ 1)/2] + 1
2n+ 1
,
3n
2n+ 1
]
⊂ [1/2, 3/2] .
Now, on the interval [1/2, 3/2], we define the sequence of
step functions
ζn(x) =


An,2k+1
(2n+1)2
(2k+1)2 , if x ∈ In,k and k ≥ n+ 1,
An,2k−1
(2n+1)2
(2k−1)2 , if x ∈ In,k and k ≤ n,
0, otherwise.
By the construction of the functions ζn(x),
1
2n+ 1
[
n∑
k=[ n+1
2
]+1
An,2k−1
(2n+ 1)2
(2k − 1)2
+
2n−1∑
k=n+1
An,2k+1
(2n+ 1)2
(2k + 1)2
]
=
∫ 3/2
1/2
ζn(x)dx.
I leave it for the reader to use arguments similar to
those employed for the sums over the even coefficients
and prove that the sequence ζn(x) is dominated by the
integrable function 4η(x) and is pointwise convergent al-
most everywhere to 0 if x ∈ [1/2, 3/4] and to
1
2(2x− 1)2
[
1 +H
(
1
4x− 2
)]2 [
K(0, 0) +K(1, 1)
+2K(1, 0)
]− 1
4(2x− 1)2 [K(1, 1)−K(0, 0)]
+
1
2(2x− 1)2
∫ 1
0
∂
∂u
K(u, τ)
∣∣∣
τ=u
du
otherwise. Then, with the help of the dominated conver-
gence theorem and of the transformation of coordinates
a = 1/(4x− 2), one concludes
lim
n→∞
n
pi2
∑
k∈In;k-odd
An,k
k2
=
1
4pi2
{∫ 1
1/4
[1 +H (a)]
2
da
}
×[K(0, 0) +K(1, 1) + 2K(1, 0)]− 3
32pi2
(A100)
×[K(1, 1)−K(0, 0)] + 3
16pi2
∫ 1
0
∂
∂u
K(u, τ)
∣∣∣
τ=u
du.
The statement of the theorem follows easily from
Eqs. (A97), (A99), and (A100). ✷
APPENDIX B
In this appendix, we shall prove that
lim
n→∞
n3γ˜n(u, τ)
2 =
1
3pi4
δ(u − τ) (B1)
and
lim
n→∞
n3γ˜n(u, τ)γn(u, τ) =
1
4pi4
δ(u− τ), (B2)
in the sense of distributions. More precisely, we shall
prove the following theorem.
Theorem 7 If h : [0, 1] × [0, 1] → R is a continuous
function, then
lim
n→∞
n3
∫ 1
0
∫ 1
0
γ˜n(u, τ)
2h(u, τ)dudτ =
1
3pi4
∫ 1
0
h(u, u)du
(B3)
and
lim
n→∞
n3
∫ 1
0
∫ 1
0
γ˜n(u, τ)γn(u, τ)h(u, τ)dudτ
=
1
4pi4
∫ 1
0
h(u, u)du. (B4)
Before giving the proof of the theorem, we demonstrate
the following proposition, which will eventually allow us
to replace γ˜n(u, τ) by γ
◦
n(u, τ) in Eqs. (B3) and (B4)
without changing the limits.
Proposition 9 For any continuous function h(u, τ), we
have
lim
n→∞
n3
∫ 1
0
∫ 1
0
[γ˜n(u, τ) − γ◦n(u, τ)]2 |h(u, τ)|dudτ = 0.
(B5)
Proof. Since the function h(u, τ) is continuous on the
compact set [0, 1] × [0, 1], it is bounded by some posi-
tive constant M . Use of the inequality |h(u, τ)| ≤ M in
Eq. (B5) shows that it is enough to prove
lim
n→∞
n3
∫ 1
0
∫ 1
0
[γ˜n(u, τ)− γ◦n(u, τ)]2 dudτ = 0. (B6)
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To continue, we need to establish a series of useful iden-
tities. An application of the Cauchy-Schwartz inequality
in Eq. (66) produces the relation
γ◦n(u, τ)
2 ≤ γ◦n(u, u)γ◦n(τ, τ). (B7)
The same Cauchy-Schwartz inequality implies
(a+ b+ c)2 = (1 ·a+1 · b+1 · c)2 ≤ 3(a2+ b2+ c2). (B8)
On the other hand, by the orthogonality of the functions
{sin(kpiτ), k ≥ 1},
∫ 1
0
γ◦n(u, τ)
2dτ =
2α2n
9n2
∑
k=n+1
sin(kpiu)2 =
αn
3n
γ◦n(u, u).
(B9)
With the help of Eq. (B8), one proves
[rn(u)rn(τ) − 1]2 =
{
[rn(u)− 1][rn(τ) − 1]
+[rn(u)− 1] + [rn(τ) − 1]
}2 ≤ 3[rn(u)− 1]2
×[rn(τ) − 1]2 + 3[rn(u)− 1]2 + 3[rn(τ) − 1]2,
from which it follows that
[γ˜n(u, τ)− γ◦n(u, τ)]2 = [rn(u)rn(τ) − 1]2γ◦n(u, τ)2
≤ 3[rn(u)− 1]2[rn(τ) − 1]2γ◦n(u, τ)2
+3
{
[rn(u)− 1]2 + [rn(τ) − 1]2
}
γ◦n(u, τ)
2.
This last inequality together with Eqs. (B7) and (B9)
implies
∫ 1
0
∫ 1
0
[γ˜n(u, τ)− γ◦n(u, τ)]2 dudτ
≤ 3
{∫ 1
0
[rn(u)− 1]2γ◦n(u, u)du
}2
+
2αn
n
∫ 1
0
[rn(u)− 1]2γ◦n(u, u)du.
Setting
In = n
3/2
∫ 1
0
[rn(u)− 1]2γ◦n(u, u)du
and employing the inequality αn ≤ 1/(pi2n) [see
Eq. (A9)], we obtain
n3
∫ 1
0
∫ 1
0
[γ˜n(u, τ)− γ◦n(u, τ)]2 dudτ ≤ 3I2n +
2
pi2n1/2
In.
This inequality shows that in order to prove the state-
ment of Eq. (B6) and therefore the proposition, it is
enough to show that In → 0 as n→∞.
Remembering the definition of the functions rn(u), we
compute
In = n
3/2
∫ 1
0
[√
γn(u, u)−
√
γ◦n(u, u)
]2
du
= 2n3/2
[
αn −
∫ 1
0
√
γn(u, u)
√
γ◦n(u, u)du
]
= 2αnn
3/2
[
1−
∫ 1
0
√
1− gn(u)
√
1− g◦n(u)du
]
≤ 2n
1/2
pi2
∫ 1
0
[
1−
√
1− gn(u)
√
1− g◦n(u)
]
du,
where we also employed Eqs. (A6) and (A7). The func-
tions gn(u) and g
◦
n(u) satisfy the inequalities |gn(u)| ≤ 1
and |g◦n(u)| ≤ 1 as well as
|gn(u)| ≤ 1
n
1
sin(piu)
and |g◦n(u)| ≤
1
3n
1
sin(piu)
[for the last two inequalities, see Eqs. (A11) and (A12)].
I leave it for the reader to prove the inequality
√
1− x ≥
√
1− |x| ≥ 1− |x|a
for all x ∈ [−1, 1] and a ∈ [0, 1]. Then, clearly
√
1− x
√
1− y ≥ (1− |x|a) (1− |y|a) ≥ 1− |x|a − |y|a
and so
1−√1− x
√
1− y ≤ |x|a + |y|a.
It follows that
In ≤ 2n
1/2
pi2
∫ 1
0
[|gn(u)|a + |g◦n(u)|a] du
≤ 2n
1/2−a
pi2
(
1 + 3−a
) ∫ 1
0
1
sin(piu)a
du.
Notice that the integral∫ 1
0
1
sin(piu)a
du
is finite for all a < 1. Choosing a = 3/4, we obtain
In ≤ n−1/4 2
pi2
(
1 + 3−3/4
)∫ 1
0
1
sin(piu)3/4
du,
from which it follows that In → 0 as desired. The proof
of the proposition is concluded. ✷
Proof of the Theorem. By decomposing the function
h(u, τ) in its positive and negative parts, which are also
continuous functions, we may assume that h(u, τ) is pos-
itive. The proof is organized in two steps. The second
step is left for the reader.
Step 1. In this step, we use Proposition 9 to show
that we can replace the functions γ˜n(u, τ) in Eqs. (B3)
and (B4) with γ◦n(u, τ) without changing the respective
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limits. Because h(u, τ) is positive, it turns out that it is
convenient to consider the L2 scalar product
〈f |g〉 =
∫ 1
0
∫ 1
0
f(u, τ)g(u, τ)h(u, τ)dudτ
and the associated norm ‖f‖ = 〈f |f〉1/2. With the new
notations, the claims of this step are
lim
n→∞
n3‖γ˜n‖2 = lim
n→∞
n3‖γ◦n‖2 (B10)
and
lim
n→∞
n3〈γ˜n|γn〉 = lim
n→∞
n3〈γ◦n|γn〉, (B11)
while the statement of Proposition 9 is
lim
n→∞
n3‖γ˜n − γ◦n‖2 = 0 or lim
n→∞
n3/2‖γ˜n − γ◦n‖ = 0.
(B12)
Using Eq. (B12) and the standard inequality
|‖γ˜n‖ − ‖γ◦n‖ | ≤ ‖γ˜n − γ◦n‖,
one easily argue that
lim
n→∞
n3/2‖γ˜n‖ = lim
n→∞
n3/2‖γ◦n‖,
from which Eq. (B10) follows. On the other hand, by
Cauchy-Schwartz inequality,
lim
n→∞
n3|〈γ˜n − γ◦n|γn〉 | ≤
(
lim
n→∞
n3/2‖γ˜n − γ◦n‖
)
(
lim
n→∞
n3/2‖γn‖
)
.
Eq. (B5) of Ref. (10) says that
lim
n→∞
n3/2‖γn‖ = 1
(3pi4)1/2
[∫ 1
0
h(u, u)du
]1/2
<∞.
Then Eq. (B12) implies
lim
n→∞
n3|〈γ˜n − γ◦n|γn〉 | = 0,
from which Eq. (B11) follows readily.
Step 2. By the results of the first step, it is enough to
prove
lim
n→∞
n3
∫ 1
0
∫ 1
0
γ◦n(u, τ)
2h(u, τ)dudτ =
1
3pi4
∫ 1
0
h(u, u)du
(B13)
and
lim
n→∞
n3
∫ 1
0
∫ 1
0
γ◦n(u, τ)γn(u, τ)h(u, τ)dudτ
=
1
4pi4
∫ 1
0
h(u, u)du, (B14)
respectively. I leave it for the reader to adapt the argu-
ments utilized in Appendix B of Ref. (10) and prove these
last two statements. In the cited reference, the authors
proved
lim
n→∞
n3
∫ 1
0
∫ 1
0
γn(u, τ)
2h(u, τ)dudτ =
1
3pi4
∫ 1
0
h(u, u)du
and the same technique can be used for Eqs. (B13) and
(B14). ✷
APPENDIX C: HARMONIC OSCILLATOR
The n-th order RW-WFPI approximation of the par-
tition function for an harmonic oscillator centered at the
origin has the expression
ZRWn (β) =
∫
R
da0
∫
R
da1 . . .
∫
R
da4nρ
RW
n (a0, . . . , a4n;β),
where
ρRWn (a0, . . . , a4n;β) =
1√
2piσ2
(2pi)−2n exp
(
−
4n∑
k=1
a2k/2
)
exp

−βm0ω
2
2
∫ 1
0
[
4n∑
k=0
akΩn,k(u)
]2
du


with
Ωn,k(u) =


1, k = 0,
σΛk(u), 1 ≤ k ≤ n,
σΛ˜n,k(u), n < k ≤ 4n.
The functions Λk(u) and Λ˜n,k(u) are defined at the begin-
ning of Section IV. Notice that a0 stands for the physical
coordinate x.
Let δi,j denote the Kronecker symbol
δi,j =
{
1, i = j,
0, i 6= j
and define the positive definite symmetric matrix of en-
tries
A
(n)
i,j =
{
βm0ω
2, i = j = 0,
δi,j + βm0ω
2
∫ 1
0 Ωn,i(u)Ωn,j(u)du, otherwise,
with 0 ≤ i, j ≤ 4n. Then,
ρRWn (a0, . . . , a4n;β) =
1√
2piσ2
(2pi)−2n
× exp

−1
2
∑
i,j
A
(n)
i,j aiaj


and
ZRWn (β) = 1
/[
σ2 det(A(n))
]1/2
.
The computation of the entries of the matrix A(n) has
been performed numerically by Gauss-Legendre quadra-
ture in 8n points.
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