We consider the problem of estimating functions of distributed data using a distributed algorithm over a network. The extant literature on computing functions in distributed networks such as wired and wireless sensor networks and peer-to-peer networks deals with computing linear functions of the distributed data when the alphabet size of the data values is small, O(1).
Introduction
We consider the problem of distributed computation of the k-th frequency moment (k ≥ 2) of data that is distributed over a network. We assume that there are N nodes in the network and each node holds a number x i from a large alphabet set A := {1, . . . , M }, where M = o(N ). If N m is the number of times m ∈ A appears in the network, then the k-th frequency moment of the data is defined as
k . The frequency moments are an important statistic of the input data. F 0 is the number of distinct elements in the data, F 1 is the size of the data. F 2 , also known as Gini's index or the 'surprise index', is a measure of the dispersion in the data. More generally, for k ≥ 2, the frequency moments are an indication of the skewness of the data: F k /N k = 1 indicates a highly skewed data and F k /N k = 1/M k−1 corresponds to a uniform distribution of the data. Our interest is the case of k ≥ 2 for which F k /N k is in the range [1/M k−1 , 1]. The estimation of the frequency moments has played a central role in designing algorithms for database management systems. Many algorithms for estimating the frequency moments have been considered in the past. For a detailed survey of the literature we point the reader to [16] . In this literature, the main assumption is that the data is being processed by a single processor. The processor gets a small snap-shot of the data at any given time and it revisits the data very few times. The primary focus of the known algorithms such as those of [1, 6, 8] is to reduce the space needed to estimate the frequency moments. This is important because today the data size is massive while the amount of space available to process them is comparatively small.
In this work, we focus on a setting that is different than that of [1, 6, 8] . We consider the model in which the data is distributed among many processors. (The terms processor and node will be used interchangeably.) We consider the case in which each processor holds exactly one element of the data and the processors form a communication network. The rules governing the communication among the nodes are fixed. Therefore, the algorithm must work against the given network topology, the given properties of the network, and the given rules of communication in the network. As the data is distributed, the parameters of interest are (a) the number of bits transmitted per node, and (b) the amount of time needed to compute the estimates of the frequency moments at all the nodes or at a designated node. Our algorithms optimize both the parameters simultaneously.
There are several networks where the algorithms like those of [1, 6, 8] can be used directly. As an example, consider the case in which each node has a unique identifier and it can broadcast its data to every other node in the network. In this case, the task is easy. The algorithm designer can assign the role of a leader to one of the nodes and assign one slot for each node to transmit. The nodes then broadcast their data during the assigned slot. The leader receives the data broadcast by other nodes as a stream of data. This is identical to the situation of a unique processor and a massive dataset. The application of the algorithms of [1, 6, 8] is now obvious. Two network characteristics complicate matters-(1) nodes do not have a global identifier, e.g., point-to-point networks with gossip based communication (like those considered in [3, 13] ) and structure-free wireless sensor networks with slotted Aloha based communication (like that in [12] ) and, (2) nodes form a multi hop network (like in [3, 12, 13] ) possibly with a fraction of the nodes not being a part of the main connected component (like in [18] ). In this paper we consider the following three settings that have these two characteristics and develop randomized algorithms to obtain estimate of F k /N k .
• Point-to-point network with gossip based communication: Here every node in the network knows its neighbors and can only communicate with them. The network is assumed to form a single connected component. At the end of the computation, each node is required to know the value of the function. Many recent works have considered this setting in which communicating pairs are chosen randomly at each time step; time steps are generated by a Poisson clock. See for example [2, 3, 13] . We will refer to these as gossip networks.
• Random planar radio networks (RPRN) with slotted Aloha communication: The nodes are randomly distributed in the unit square. Each node broadcasts its data and all nodes within the transmission range of it receive this broadcast data. The efficiency of these networks is determined by the spatial reuse factor which is inversely proportional to the square of the transmission range. Thus we want the transmission range to be as small as possible. However, if it is too small, the network will be disconnected and computing a global function will be impossible. From [11] , we know that the smallest transmission range for which the network will be a single connected component with high probability is r(N ) = Θ ln N/N . This setting of the network (i.e., radius set to r(N )) is referred to as the connectivity regime and we will call them connected RPRNs. This regime for function computation has been studied in [7, 10, 12] . For networks in which the nodes have a global identity, like in the models of [10] , a trivial extension to the algorithms for type sensitive functions (as in [9] ) can be used.
• Percolating RPRNs with slotted Aloha communication: This is similar to the preceding setting except that the transmission range is smaller and is chosen to produce a single giant component in the network rather than a single connected component. In this regime the network will have several smaller components in addition to the giant component. Computation will be performed in the giant connected component. We will call this setting percolating RPRNs. Since this component does not contain a constant fraction of the nodes, there is data loss and the computation is necessarily approximate. The quality of this approximation can be controlled by a suitable choice of the transmission range which will be Θ 1/ √ N . Such a setting has been considered recently in [18] .
In networks without global identifiers, a straightforward randomized algorithm to compute any function is as follows. Let each node pick a number independently and randomly from a large enough range (say 4N
3 ). By a union bound, each node will have a unique identifier with high probability. Now any algorithm which works with node identifiers will work. Therefore, for point-to-point (random planar) networks, we will be able to design a randomized algorithm which transmits O(N 3 log M ) bits per processor. We do not know any obvious technique to reduce the number of bits transmitted per processor. However, our goal is to design algorithms that transmit o(N ) bits per processor.
As pointed out by [10] , and to the best of our knowledge, all of the literature on in-network function computation aims to compute linear functions of the data distributed over the network such as the sum of the data values or average of the data values. Also, they work for a small input alphabet, i.e., M = O(1). We break away from both these restrictions.
Our Contributions:
• We give algorithms to estimate scaled frequency moments in the three types of networks listed above.
To the best of our knowledge, this is the first work which estimates a class of non-linear functions in such networks.
• We also get rid of the standard restriction that M = O(1). We allow M → ∞. The only constraint we have on M is M = o(N ).
We achieve this by using two techniques-(1) sketching which is a standard tool in many randomized algorithms (e.g., [14, 15] ), and (2) exponential random variables, which were first introduced in distributed computing by [4] and later used by many other works including those on gossip based computation (e.g., [13] ). Intuitively, the technique of sketching reduces the problem of size M = o(N ) to that of M = O(1). This alone does not suffice. We observe that the existing sketching algorithms for computing frequency moments have some additional properties, which help us compose exponential random variables with the random maps used for sketching. These two maps give a small set of random variables. We analyze the properties of these random variables to finally obtain our results. The main theorems in our paper can be stated as follows:
that there is a randomized algorithm that runs in time O(T ), uses O(r 1 r 2 log N ) bits of transmission per step, and computes an estimate of
Here, T is equal to T 1 for gossip networks and T 2 for connected RPRNs. 
Theorem 2. For all k ≥ 3 and for all constants
Here, T is equal to T 1 for gossip networks and T 2 for connected RPRNs.
Preliminaries
In this section, we formalize many of the notions described in the preceding section. We also list a few known definitions and theorems which we will use in the subsequent sections.
The model
We assume that there are N nodes in the network and the value of N is known to all the nodes. Let x u ∈ A be the data at node u. Without loss of generality, we assume that A = [1, . . . , M ]. We further assume M = o(N ) and define x := (x 1 , x 2 , . . . x N ). As we mentioned earlier, we consider three different types of network models.
Assume that the computation starts at time 0. At any time t > 0, each node would have an intermediate function that is determined by a subset of the nodes in the network. Let f i (t) denote this function at node i at time t.
• Gossip networks: Here the nodes know their neighbors, but not the entire network topology; the nodes do not have global identifiers. The communication model is as follows. There is a global Poisson clock ticking at rate N per unit time. A random communication and a corresponding computation event is scheduled at each tick of the Poisson clock. At each clock tick, a node is selected uniformly at random from among the N nodes and the node performs a communication and a computation operation with randomly selected neighbor. The number of bits to be exchanged in each communication and computation operation will be determined in Section 3.2. The time for the algorithm to complete does not include the time to exchange data. This communication model is called the gossip mechanism. The goal is to compute an estimate of the function value at each node using such gossip communication model. This model is fairly well known and is described in detail in, among others, [3, 19] .
Let S u (t) be the set of nodes that have the data x u and/or used it to compute their function at time t, i.e., S u (t) := {v : node v has the value x u and/or used x u to compute f v (t)} In a gossip algorithm at a clock tick at time t, if edge (u, v) is chosen, then the data of the nodes that have been used to compute f u (t − ) (which is the function value at u immediately before time t) would now determine f v (t) and likewise for f v (t). If v ∈ S u (t), then we say that v has heard u before time t. The information spreading time is defined as,
Here the probability is over the randomness of the communication algorithm. In other words, T 1 is the minimum time required so that the event "every node has heard every other node" has occurred with probability at least (1 − β 1 ). As shown in [13] T 1 depends on total number of nodes in the network and also on how well the network is connected. Specifically,
where, P is the adjacency matrix of the graph and Φ(P ) is the conductance of P.
• Connected random planar radio networks: In this case nodes are deployed randomly in a unit square and a graph is formed by constructing edges between all pairs of nodes which are at most r(N ) distance apart. Transmission of a node u is received by all the nodes v whose distance from u is less than r(N ). It has been shown in [11, 17] that if r(N ) = Θ ln N/N , then the network is connected with high probability. This choice of r(N ) corresponds to the connectivity regime. The communication algorithm used here is the slotted Aloha protocol-at any time step t each node transmits with probability p N and if it transmits, it will transmit the current information that it holds. Multiple bits can be transmitted in each slot; the exact number will be determined in Section 3.2. The objective is to compute an estimate of the function at all the nodes. If p N is chosen suitably then it can be ensured that the transmission from any node will be received by at least one of its neighbors with a constant probability, independent of N. See [12] for a more detailed discussion on such information spreading algorithms.
Consider a time slot t in which node u transmits and it is received correctly by node v. Node u would be transmitting f u (t−1). Clearly, the data from the nodes that were used to compute f u (t−1) would now determine f v (t). Let S u (t) be defined as before; the information spreading time, T 2 can also be defined similarly, i.e.,
where the probability is over the randomness in the slotted Aloha protocol. It has been shown in [12] that if p N = Θ(1/ log N ) and r N = Θ ln N/N , then
• Percolating random planar radio networks: Connected RPRNs have transmission range r(N ) = Θ log N/N . This means that the average degree of a node is Θ(log N ). Higher degree reduces spatial reuse factor, i.e., only Θ (N/ log N ) nodes can transmit simultaneously. In [18] it is shown that choosing r(N ) = Θ(1/ √ N ) and suitably deleting a small number of nodes from a random planar network yields a giant component with all the nodes having a constant degree. Also, the number of nodes in this giant component will be exponentially larger than the second largest component. In fact, r(N ) can be chosen to ensure that the giant component has at least a specified fraction, say (1 − α) (where 0 < α < 1), of the nodes. We will perform the computation in this giant component. Since the nodes which are not in the giant component do not participate in the computation, the computation is necessarily approximate. The analysis of this network will follow that of connected RPRNs very closely. We will not elaborate on this here.
Frequency moments
Recall that if N m is the number of times m appears in the network then the k-th frequency moment of x
A randomized algorithm to estimate F 2 is given in [1] . This works in the situation where there is a single processor. To design our distributed algorithm, we use the random maps from their algorithm. To make the description self-contained, we recall their algorithm:
Algorithm 1 Streaming algorithm to compute F 2 Input: x ∈ {1, 2, . . . , M } N , 4-wise independent maps φ 1 , . . . , φ r1 : A → {+1, −1}
The following theorem characterizes the performance of Algorithm 1.
Theorem 3. ( [1, Theorem 2.2] )
E F 2 = F 2 , and Var(F 2 ) ≤ 2F 2 2 and hence
+ is the number of elements mapped to +1 under the map φ i and N i − is the number of elements mapped to −1 under the map φ i . Hence to computeF 2 the algorithm requires only the number of elements mapped to +1.
Exponential random variables
Let X ∼ exprand(a) be exponentially distributed random variable with mean 1/a. The probability distribution function corresponding to X, denoted as g X (x), is defined as: 
Algorithm for Second Frequency Moment

Algorithm
Our algorithm has three parts. The first part consists of computations performed per node depending on its own data. In this part, first every node u maps its data x u to r 1 random numbers {y 1 u , . . . , y r1 u } using independent random maps and then each of the y u 's are mapped to r 2 independent random variables. Thus each node u maps x u to r 1 r 2 random numbers as shown in Figure 1 . The second part involves exchange of information across the network to compute a function {z The mapping of the elements of x using random maps φ i are 4-wise independent in [1] . However, in our setting we can use independent random maps because we are not trying to optimize the number of bits stored per node. Rather, we are trying to optimize the number of bits transmitted per processor. The random maps can be thought of as global randomness shared by all the nodes. 
Error Analysis
Let us examine the properties ofF 2 obtained in Algorithm 2. If N i + is exactly known then from Theorem 3 the estimate of F 2 , defined asF 2 , can be written as:
From Theorem 3, we know that
However, we do not know, rather cannot know, N i + exactly for any i. In our algorithm, N i + is a random variable that depends on the random map φ i . Steps 3, 4 serve the purpose of estimating N i + for the maps in Step 1, under the assumption that Step 3 has taken place without any error. However, recall that in point-to-point as well as random planar networks, Step 3 itself uses randomness.
Error in Step 3 for point-to-point networks:
We say that an error has occurred in Step 3, if ∃u ∈ {1, 2, . . . , N } such that |S u (T 1 )| = N . Therefore, the probability of error is bounded by β 1 .
Error in
Step 3 for random planar networks: We say that an error has occurred in Step 3, if |S 0 (T 2 )| = N . Therefore, the probability of error is bounded by β 2 .
Assuming no error takes place in
Step 3, we now analyze the error inF 2 . To finally bound the overall error, we trivially combine errors coming from different steps in the algorithm.
Recall that z Depending on the information spreading algorithm, node u receives information from node v at time 1 ≤ t ≤ T. On receipt of this information it updates as follows:
constant ǫ ∈ (0, 1/2),
This can be written as
where ǫ 2 := 2ǫ and
.
+ is the estimate of N i + , and expandingF 2 , we havê
+ , thenF 2 can be upper bounded as:
where ǫ = ǫ 1 + 4ǫ 2 (3 + ǫ 2 ). Similarly we can lower boundF 2 as:
Combining all the three error probabilities i.e., p 1 , (1 − β), p 2 corresponding to φ maps, information spreading algorithm and exponential random maps respectively, we get,
Note that ǫ depends on ǫ 1 and ǫ 2 which can be chosen arbitrarily small. Also p 1 and p 2 depend on (ǫ 1 , r 1 ) and (ǫ 2 , r 2 ) respectively. Thus these can also be made arbitrarily small by suitably choosing r 1 and r 2 . β can also be made arbitrarily small by suitably choosing T.
The space analysis for each node is fairly standard. We include it here for the sake of completeness. Each node transmits a vector of length r 1 r 2 . Each entry of this vector is an exponential random variable. Let us assume that s bits suffice to store the exponential random variables. 1 When node u receives the vector of v, it computes the coordinate-wise minimum of the r 1 r 2 -element vector. Only this minimum is stored at every node and transmitted at each time the node is activated. This suffices because the "min" function is unaffected by the sequence in which the different nodes are heard and also if a node is heard multiple times. If s bits suffice for storing exponential random variables, then each node transmits O(r 1 r 2 s) bits. s is determined below by suitably truncating and quantizing the z i,j n (t), which are exponential random variables.
We will show below that O(log N ) bits of precision suffice to store z i,j n (t). This will allow F 2 to be estimated within the same factor of approximation with an additional small error. We thus modify only
Step 2 in Algorithm 2 as follows: 
Uniformly quantize z i,j n (0) using B bits.
The other steps of the Algorithm 2 remain unchanged. If the maximum relative error in estimating N i + due to truncation is µ and L and B are both chosen as Θ(log N ), then the estimate of F 2 is, following the analysis of [2] ,
Here, ǫ = ǫ 1 + 8µ(3 + 2µ) and δ = e −µ 2 r 2 6
). This means that in gossip networks at each step a node will transmit r 1 r 2 Θ(log N ) bits. Further this also tells us that the each slot of the slotted Aloha protocol should be r 1 r 2 Θ(log N ) bit periods.
We have thus proved Theorem 1.
Percolating RPRN
Let us now consider the computation of the estimate of F 2 in percolating RPRN except that a fixed fraction of the data is missing, i.e., N α := (1 − α)N of the nodes have participated in the computation of F 2 . Let F 2,α be the second frequency moment calculated from N α nodes. Let m i be arranged in the descending order as m i1 ≥ m i2 . . . ≥ m iM . It is easy to see that the difference between F 2,α and F 2 will be maximized when the nodes that are removed had value i 1 . Therefore,
If m i1 ≥ αN,
If m i1 < αN , then similar calculations can be performed to get the same bound. LetF 2,α be the output of Algorithm 2 applied on N α nodes. Then by Theorem 1 we know,
Using equations 3 and 4, we get, 
Here T is the time needed by the spread algorithm and α is the fraction of the nodes which are not in the giant component.
Second frequency moment using bottom-r 2 sketch
In Algorithm 2, for each node u and 1 ≤ i ≤ r 1 , y i u is mapped to r 2 independent random variables. Let V (1), therefore it is asymptotically very small. However, in practice, reducing it to a small constant will help in reducing the amount of randomness used by the algorithm, and may help in bringing down the number of bits transmitted per node.
We observe that r 2 can be reduced to 1. This certainly helps in reducing the number of random maps used per node. However, because of the manner in which the final estimate is computed, we do not see any way of saving the number of bits transmitted per node. We use bottom-r 2 sketch as defined in [5] . For each 1 ≤ i ≤ r 1 , we map y + by generating only one exponential random variable instead of r 2 independent random variables. However, to compute the bottom-r 2 sketch for estimating F 2 , each node transfers r 1 r 2 numbers, i.e., O(r 1 r 2 log N ) bits of transmission per processor.
Algorithm for Higher Frequency Moments
In this section we present an algorithm to compute frequency moments F k , for all k ≥ 3. In the data streaming literature, many algorithms are known for computing F k . (See for example [1, 6, 8] .) In [1] , sampling is used for estimating F k for k ≥ 3. For the special case of k = 2, they give a sketching algorithm as shown in Algorithm 1. On the other hand, [6, 8] use sketching algorithms for estimating F k . The map φ in Algorithm 1 can be thought of as a map from the input alphabet to the square roots of unity. A possible generalization of this for k ≥ 3 is a map from the input alphabet to k-th roots of unity. In [8] it was proved that maps from the input alphabet to k-th roots of unity can be used for estimating F k . In order to estimate F k in our setting, we use a combination of random maps to k-th roots of unity and exponential random variables. Our primary observation is that Fact 1 helps us compose exponential random variables with the maps to k-th roots. This composed map in turn helps in estimating F k for k ≥ 3 in all the three models of distributed networks. In order to explain the central idea used in estimating F k , k ≥ 3, we give a simplified version of our original algorithm:
Note the similarity between Algorithm 4 and Algorithm 2. The above algorithm is overly simplified. It was observed by [8] that sum of y i u 's when raised to power k has expectation equal to F k , however its variance is very large. This problem was resolved by using a bucketing strategy. For each node u, x u is mapped to one of {1, 2, . . . , B} buckets using s 1 different maps: χ 1 , χ 2 , . . . , χ s1 : A → {1, 2, . . . , B}. (In our setting we can use independent random maps because we are not trying to optimize the amount of bits stored per node. We only try to optimize the number of bits transmitted per node. The random maps can be thought of as global randomness shared by all the nodes.) It was proved that B · s 1 = O(M 1− 1 k−1 ) [8] . The error analysis of the algorithm can be done in the same way as done for F 2 in Section 3.2. It can be shown that
where ǫ is a function of k, M and errors due φ, χ and exponential random variables.
