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a b s t r a c t
Let K be a characteristic zero field, let φ(t) be a birational
parametrization φ(t) of a K-definable curve C with coefficients
in an algebraic extension K(α) over K. We propose an algorithm
to solve the optimization problem of computing the affine
reparametrization t → at + b such that φ(at + b) has coefficients
over an extension of Kwith algebraic degree as small as possible.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
LetK be a characteristic zero field, F its algebraic closure. Let C ⊆ FN be a rational curve in a space
of dimension N . We say that K is a field of definition of C if C can be described as the zero set of a
system of polynomials with coefficients in K. Analogously, we say that C is parametrizable over K if
there is a parametrization ofC defined by rational functions inK(t). IfK is a field of definition ofC but
C is not parametrizable overK, the best we can say is that there areminimal fields of parametrization
that are quadratic algebraic extensions ofK (Chevalley, 1951; Hilbert and Hurwitz, 1890; Sendra and
Winkler, 1997; van Hoeij, 1997).
Suppose that C is defined by a birational parametrization φ(t)with coefficients over K(α), where
α is algebraic of degree n over K. The problems of deciding if C can be parametrized over K and
computing such a parametrization have been studied (among others) in Andradas et al. (1997, 1999,
2009), Sendra and Villarino (2002), Sendra and Winkler (1997), van Hoeij (1997) and Sendra et al.
(2008). Any birational parametrization of C with coefficients in K is of the form φ( at+bct+d ), where
at+b
ct+d ∈ K(α)(t). Computing a valid linear fraction at+bct+d that reparametrizes φ over K is at least as
hard as computing a point in C ∩ KN . To compute a rational point on C, usually one computes a
plane conic or a lineK-birational to the given curve using the methods in Hilbert and Hurwitz (1890),
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Sendra andWinkler (1997) and van Hoeij (1997) and then applies algorithms to find rational points in
conics, for example the methods in Cremona and Rusin (2003) or Simon (2005). For a self-contained
reference that develops the method above and a full algorithm we refer to Chapter 5 in Sendra et al.
(2008).
In the present article, we introduce a method to solve a restricted version of the previous problem.
Given φ, we want to compute a field K(γ ), K ⊆ K(γ ) ⊆ K(α) and a change of variables at + b such
that
• φ(at + b) has coefficients in K(γ ).
• For every affine change of variables t → e1t + e2, with e1, e2 ∈ F,
[K(γ ) : K] ≤ [K(coeffs(φ(e1t + e2))) : K].
Algorithm 1 that we present in Section 3 solves this problem.
Of course, the notation coeffs(φ(e1t + e2)) is ambiguous, since we may multiply each coefficient
of the rational functions by any arbitrary member of F. We are implicitly assuming that the rational
function are ‘‘dehomogenized’’ in some sense, imposing, for example, that the denominators aremonic
polynomials.
The affine reparametrizations at + b we are considering correspond to automorphisms in the
projective space of parameters P1(F) that fix the point at infinity. The optimality of the solution of
our problem is related with the field of definition of the place of C corresponding to t = ∞. If K
is a field of definition of C, we can construct the field of K-rational functions K(C). If we have a
place p of the curve, defining a valuation ring Rp ⊆ K(C) with maximal ideal mp, then the field of
definition of p (over K) is the residual field Rp/mp. If φ(at + b) has coefficients in K(γ ), then the
place p∞ of C corresponding to the parameter t = ∞ is the same for the parametrizations φ(t) and
φ(at + b) and K(γ ) is a field of definition of p∞. Conversely, if K(γ ) is a field of definition of p∞,
thenC is reparametrizable overK(γ ) by an affine reparametrization at+b. So, we can computeK(γ )
by computing the field of definition of p∞. If the center c∞ = (c0, . . . , cN) of p∞ is a smooth point
of C, then K(γ ) is the field K(c0, . . . , cN). If c∞ is a singular point, the standard approach could be
to compute a local parametrization of p∞ to obtain K(γ ). We will not follow this approach, though.
Instead, we will compute a hypercircle associated to φ and compute K(γ ) and at + b from it.
Hypercircles appear in the so-called parametric version of Weil’s descent method proposed in
Andradas et al. (1999). The approach to attack the problem of reparametrization is substituting the
curve C by a parametric variety of Weil where the problem is thought to be easier. For example, if the
algebraic element α is quadratic over K, the parametric variety of Weil is always a planar conic or a
line, regardless the degree of C and the dimension N of the ambient space. This is not the same as the
Hilbert–Hurwitzmethod, since the parametric variety ofWeil is always a curve in a space of dimension
n and degree a divisor of n, where n is the algebraic degree of α over K. It is known (Andradas et al.,
1999, 2009) that C is parametrizable over K if and only if the parametric variety of Weil is a special
curve called α-hypercircle. Algorithms to compute a reparametrization of C using α-hypercircles are
found in Recio et al. (2009, 2004). These α-hypercircles have many interesting geometric properties
(Recio et al., 2010), some of them related to the algebraic extension K ⊆ K(α).
It turns out that we can compute easily the field K(γ ) from the parametric variety of Weil of C
(Proposition 10 in Section 3) independently ifC is parametrizable overK or not. This happens because
parametric varieties of Weil are always hypercircles, but maybe for a different algebraic extension
(Section 2, Theorem 8). If C is defined over K but not parametrizable over K, then the parametric
variety ofWeil is not a hypercircle for the extensionK ⊆ K(α). However, if η is any algebraic element
over K such that [K(η, α) : K(η)] = [K(α) : K] and C is parametrizable over K(η), then the
parametric variety of Weil of C with respect to K ⊆ K(α) equals the parametric variety of Weil
of C with respect to K(η) ⊆ K(η, α). Algorithmically, all the computations are done in K(α) but for
proving correctness of Algorithm 1 we assume that we are working in K(η, α). This way, we are able
to recover the field K(γ ) ⊇ K even if there is no good change of coordinates at+bt+d .
The reasons to use hypercircles to define K(d) is mainly that we can use the already computed
hypercircle to try to go further in the algebraic optimization problem. The subproblemwe are solving
can be seen as one of the different strategies that hypercircles provide to attack the problem of
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reparametrizing C overK or small extensions ofK. It is also worth pointing out that, experimentally,
the generators of K(d) given by the hypercircle have usually much smaller coefficients than the
corresponding point at t = ∞ of the curve C.
In Section 2 we prove that any parametric variety of Weil is a hypercircle with respect to an
extension of type K(η) ⊆ K(η, α). Then, in Section 3 we deal with the problem of computing the
optimal intermediate field K(γ ) and the optimal affine change of variables t → at + b.
2. Parametric variety of Weil
Let K be a characteristic zero field, F its algebraic closure. Let C ⊆ FN be an irreducible algebraic
variety over F. We say thatK is a field of definition ofC or thatC isK-definable ifC can be expressed as
the set of common zeros in FN of an ideal inK[x1, . . . , xN ]. In this setting, the intersection of all fields
of definition is itself a field of definition. This minimum field of definition with respect to inclusion is
called the field of definition of C. This is always a finite field extension of Q.
A rational curve C is K-parametrizable or K is a field of parametrization of C if there is a birational
parametrization φ = (φ1, . . . , φN) of C such that φi ∈ K(t), 1 ≤ i ≤ N . It follows that every field of
parametrization is a field of definition, but the converse is false. If K is a field of definition of C but
not a field of parametrization, then every point on C ∩ KN is singular and, for every point x ∈ C and
everyK-automorphism σ of F, σ(x) ∈ C . It is known in this case that there exists an element η that is
quadratic over K such that K(η) is a field of parametrization of C, (Chevalley, 1951). So, if the field of
definition K of C is not a field of parametrization, there are always minimal fields of parametrization
under inclusion that are quadratic extensions of K.
Suppose that C is defined by the birational parametrization φ(t) = (φ1(t), . . . , φN(t)), where
φi(t) ∈ K(α)(t) and the rational functions are written with common denominator g , φi(t) = fi/g ,
1 ≤ i ≤ N , gcd(f1, . . . , fN , g) = 1 and that α is algebraic of degree n over K.
We show the parametric Weil’s descent parametric version as presented in Andradas et al. (1999),
substitute t =∑n−1i=0 αiti, where ti are new variables. Rewrite:
φj

n−1
i=0
αiti

=
n−1
i=0
αiλij(t0, . . . , tn−1), λij = FijD ∈ K(t0, . . . , tn−1).
In this context we have the following definition.
Definition 1. Let Z be the Zariski closure of
{Fij = 0 | 1 ≤ i ≤ n− 1, 1 ≤ j ≤ N} \ {D = 0} ⊆ Fn.
Z is called the witness variety or the parametric variety of Weil (cf. Andradas et al. (1999)) of the
parametrization φ.
Theorem 2 (Andradas et al. (1999, 2009) and Tabera (2007)). With the previous notation:
• Dim Z ≤ 1.
• Z has at most one one-dimensional component.
• K is a field of definition of C if and only if Dim Z = 1.
• C is parametrizable over K if and only if the one-dimensional component of Z is parametrizable over
K.
So, the problem of parametrizing C over K can be translated to the problem of parametrizing the
one-dimensional component of the parametric variety of Weil over K. The interesting thing is that
this problem is related to the study of hypercircles.
Definition 3. Let at+bct+d ∈ K(α)(t) represent an isomorphism of F(t), a, b, c, d ∈ K(α), ad − bc ≠ 0.
Write
at + b
ct + d = λ0(t)+ αλ1(t)+ · · · + α
n−1λn−1(t)
970 L.F. Tabera / Journal of Symbolic Computation 46 (2011) 967–976
where λi(t) ∈ K(t). The α-hypercircle associated to at+bct+d for the extensionK ⊆ K(α) is the parametric
curve in Fn given by the parametrization (λ0, . . . , λn−1).
Conversely, if C is an α-hypercircle, any linear fraction at+bct+d such that C is the α-hypercircle
associated to this linear fraction is called an associated unit. Recall that, in the semigroup (K(α)(t), ◦)
of rational functions with the composition operation, the set of units is exactly the set of linear
fractions at+bct+d , ad−bc ≠ 0.When referring to units, we refer to units under the composition operation,
that is, linear fractions.We refer to Recio et al. (2010) for a study of themain properties of hypercircles
using this approach.
Usually, if the extension K ⊆ K(α) and the primitive element α are assumed, we could just talk
about the parametric variety of Weil of φ or the hypercircle associated to at+bct+d . But, since we will
explicitly change the algebraic extension to consider or the primitive element, we will try to avoid
this language as it can be misleading.
It can be easily proved that fixed K ⊆ K(α) and a primitive element α, two linear fractions
u = at+bct+d , v = a
′t+b′
c′t+d′ ∈ K(α)(t) define the same hypercircle if and only if there is a linear fraction
w = a′′t+b′′c′′t+d′′ ∈ K(t) such that u(t) = v(w(t)).
Note also that if c = 0 in the linear fraction, then the hypercircle is a line parametrizable over
K. Anyway, by composing on the right by an appropriate linear fraction w ∈ K(t), we can always
suppose that the associated unit of the hypercircle is of the form at+bt+d , (c = 1). We will suppose that
this is the case from now on unless otherwise specified.
Now we show some other useful facts about hypercircles that we will need along the text. The
proofs of these facts can be checked in Recio et al. (2010).
Lemma 4. LetU be the α-hypercircle associated to at+bt+d ∈ K(α)(t) for the extension K ⊆ K(α). Then,
the geometric degree ofU equals [K(d) : K].
Definition 5. LetU be an α-hypercircle. If the geometric degree ofU equals n = [K(α) : K] thenU
is called a primitive hypercircle, i.e. if the independent term of the denominator d of an associated unit
at+b
t+d is a primitive element for the extension K ⊆ K(α).
Theorem 6. Let U be the non-primitive α-hypercircle associated to u(t) = at+bt+d ∈ K(α)(t) for the
extension K ⊆ K(α). Let V be the d-hypercircle associated to the unit 1t+d for the extension K ⊆ K(d),[K(d) : K] = r. Then, there is an affine inclusion from Fr to Fn, defined over K, that maps V ontoU.
With the notion of hypercircle we can extend Theorem 2 by the following result.
Theorem 7 (Andradas et al. (1999, 2009)). In the previous conditions, K is a field of parametrization of
C and φ( at+bct+d ) is a parametrization of C over K if and only if the one-dimensional component of the
parametric variety of Weil Z is an α-hypercircle associated to at+bct+d for the extension K ⊆ K(α).
This Theorem will be essential in the discussion of the reparametrization algorithm, since we will
use different reparametrization units, different parametric varieties of Weil and, specially, different
extensions.
The problemwith this approach is that we can only assume that we are working with hypercircles
ifC can be parametrizable overK. Hence we lose all the rich geometric properties of these curves. We
now show that this is not really the case, since any parametric variety of Weil can be interpreted as a
hypercircle, but possibly with respect to a different algebraic extension.
Theorem 8. Let C be a curve K-definable, that is not K-parametrizable, where K is finitely generated
over Q (as a field). Let φ be an α-parametrization for C. LetU be the one-dimensional component of the
parametric Weil variety of C for the extension K ⊆ K(α). Then, there exists an η, quadratic over K such
thatU is an α-hypercircle for the extension K(η) ⊆ K(η, α).
Proof. It is known that C is K-birational to a plane conic of the form ax2 + by2 = c , a, b, c ∈ K.
Intersecting this conic with the set of lines x = nywe get points that are defined over infinitely many
different fields K(η) quadratic over K. Take any such η such that it does not belong to the normal
closure of K(α) over K. The minimal polynomial of α over K(η) equals its minimal polynomial over
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K. Hence, by the computational definition of the parametric variety of Weil, the parametric variety of
Weil is the same considering the extension K ⊆ K(α) or K(η) ⊆ K(η, α). But, since C has smooth
points over K(η), it can be parametrized over K(η). Thus, U is an α-hypercircle with respect to the
extension K(η) ⊆ K(η, α) by Theorem 2. 
This result is important because hypercircles have a well-known geometry. So, in particular,
we automatically know many geometric properties of parametric varieties of Weil, including the
possible degrees, the Hilbert function, the smoothness of the curve, the structure at infinity or specific
algorithms for parametrization and implicitization (see Recio et al. (2010)).
In the theorem, we require that K is finitely generated over Q. If we release this hypothesis, the
theorem is no longer true. For instance, letK = R, C = V (x2+ y2+ 1). C is defined over R, but it has
no real points, so it is not parametrizable over R. For any parametrization of C, the parametric Weil
varietyU for the extension R ⊆ C is a conic. If η is any element quadratic over R, then R(η) = C and
the parametric Weil variety is a line for the extension R(η) ⊆ C.
3. Optimal affine reparametrization of a curve
We have seen that any parametric variety of Weil is a hypercircle for a convenient algebraic
extension. In this section, we present a method of optimal reparametrization of a curve by affine
change of variables only.Wewill always suppose that our base fieldK is of the formQ(x1, . . . , xs), s ≥
0, where x1, . . . , xs−1 are algebraically independent over Q and xs is algebraic over Q(x1, . . . , xs−1).
Hence, we are in the hypothesis of Theorem 8. Suppose that C is given by a parametrization φ over
K(α). We want to obtain reparametrizations of C by affine change of variables t → at + b only. In
this case, there is a minimum field (up to K-isomorphism) K(γ ) such that φ(at + b) ∈ K(γ )(t). We
now proceed in several steps towards the algorithm.
The fastest algorithms to compute the hypercircle associated to a parametric curve C provide as
output the so-called standard parametrization of the hypercircle. So, it seems reasonable to deal with
this representation in our algorithms.
Definition 9. LetU be a hypercircle, there is a unique proper parametrization ψ = (ψ0, . . . , ψn−1)
of U such that
∑n−1
i=0 ψiαi = t . This parametrization is called the parametrization in standard form
ofU.
IfU is the hypercircle associated to the unit u(t) = at+bct+d and λ is the K-parametrization ofU of
Definition 3, thenψi = λi◦ −dt+bct−a . we refer to Recio et al. (2009) for the properties of parametrizations
in standard form of hypercircles. In particular, ifU is a curve of degree r , then its parametrization in
standard formψ has coefficients inK(α). If wewriteψ = (L0/D, . . . , Ln−1/D), gcd(L0, . . . , Ln−1,D) =
1, then deg(D) = r−1 and, for every Li that is not constant, deg(Li) = r .We can use this fact to provide
the following result.
IfU is of degree r < n. Let u(t) = at+bt+d ∈ K(α)(t) be a unit associated toU. Then K(d) ( K(α)
and [K(d) : K] = r . By Theorem 6,U is K-affinely equivalent to the primitive d-hypercircle defined
by 1t+d for the extension K ⊆ K(d) in Kr . Here, we show how to compute K(d) fromU.
Proposition 10. If U is the α-hypercircle associated to at+bt+d for the extension K ⊆ K(α) and ψ its
standard parametrization. Let [d0 : . . . : dn−1 : 0] be the point corresponding to the parameter
t = ∞ by ψ . Suppose that it is dehomogenized with respect to an index i. Then, K(d) is K-isomorphic
to K(d0, . . . , dn−1).
Proof. From the degrees of numerators and denominator of ψ discussed above, it follows that the
point p ofU corresponding to the parameter t = ∞ is a point at infinity ofU that has coordinates in
K(α).
Now, by Theorem 6,U is affinely equivalent over K to the α-hypercircleU1 associated to 1t+d for
the extensionK ⊆ K(α). Thus, the (dehomogenized) points at infinity ofU andU1 generate the same
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algebraic extension overK. So, without loss of generality, we may suppose that u(t) = 1t+d is the unit
associated toU. LetM(t) = t r + kr−1t r−1+ · · · + k0 be the minimal polynomial of−d overK and let
m(t) = M(t)
t + d = lr−1t
r−1 + lr−2t r−2 + · · · + l0 ∈ K(d)[t].
Let Ud ⊆ Kr be the d-hypercircle associated to u(t) for the extension of fields K ⊆ K(d). By
Proposition 4.4 in Recio et al. (2010), the points at infinity of Ud are [l0 : l1 : · · · : lr−2 : lr−1 : 0]
and its conjugates. Notice that lr−2 = kr−1 − d, so K(l0, . . . , lr) = K(d). Finally, from Theorem 6
there is an affine inclusion Fr → Fn that mapsUd ontoU1 that is defined over K. So, the field that
generates the points at infinity is the same. In particular, the point [l0 : l1 : · · · : lr−2 : lr−1 : 0] is
mapped to a point [b0 : . . . : bn−1 : 0] that has a representation over K(d) ⊆ K(α). By conjugation,
K(d0, . . . , dn−1) is isomorphic to K(b0, . . . , bn−1) = K(l0, . . . , ln−1) = K(d). 
Once we know how to compute K(d), we have a method to reparametrize a curve over K(d).
Theorem 11. Let C be a curve K-definable given by a birational parametrization φ with coefficients in
K(α). LetU be the one-dimensional component of the α-witness variety ofC for the extensionK ⊆ K(α).
Suppose that the degree of U is r < n. Then, C admits a reparametrization over K(γ ) ⊆ K(α), where
[K(γ ) : K] = r. This reparametrization can be taken affine, t → f1t + f2 ∈ K(α)[t].
Moreover, if e1, e2 ∈ F, e1 ≠ 0 are algebraic, let φ(e1t + e2) be another parametrization of C and let
L be the field generated over K by the coefficients of φ(e1t + e2), then
(1) [L : K] ≥ r.
(2) L contains (a field isomorphic to) K(γ ).
(3) If [L : K] = r then L is isomorphic to K(γ ).
(4) There are e′1, e
′
2 ∈ L such that e′1t + e′2 reparametrizes φ over (a field isomorphic to) K(γ ).
Proof. If C is not parametrizable over K, by Theorem 8, there is a field K(η) quadratic over K such
that U is an α-hypercircle for the extension K(η) ⊆ K(η, α) and the intersection of K(η) and the
normal closure of K(α) is K. If C is parametrizable over K, then it is trivially true that there exists
such a field K(η).
Since U is an α-hypercircle for the extension K(η) ⊆ K(η, α), there is an associated unit
u(t) = at+bt+d ∈ K(η, α)(t) so that φ(u(t)) ∈ K(η)(t). By Proposition 10, there is a point at infinity[b0 : . . . : bn−1 : 0] of U, bi ∈ K(α), 0 ≤ i ≤ n − 1 such that K(η, d) = K(η, b0, . . . , bn−1).
Let γ be a primitive element for the extension K ⊆ K(b0, . . . , bn−1), γ ∈ K(α). We have that
[K(η, d) : K(η)] = r , so [K(η, γ ) : K(η)] = r and, since K(η) intersects the normal closure of
K(α) trivially, we have that [K(γ ) : K] = r .
Let us performWeil’s construction again but nowwith respect to the extensionK(b0, . . . , bn−1) ⊆
K(α) with primitive element α. Since the minimal polynomial of α over K(γ ) equals the minimal
polynomial of α over K(η, γ ), we get that the parametric variety of Weil U′ of C for the extension
K(γ ) ⊆ K(α) equals the parametric variety of Weil of C for the extension K(η, γ ) = K(η, d) ⊆
K(η, α).
Now at+bt+d reparametrizes φ over K(η), so
at+b
t+d is also an associate unit of U
′ for the extension
K(η, d) ⊆ K(η, α). Since 1/t − d ∈ K(η, d)(t), we know that
at + b
t + d ◦

1
t
− d

= a+ t(b− ad)
is also a linear fraction associated toU′ (for the extensionK(η, γ ) ⊆ K(η, α)with primitive element
α). In this case the denominator is 1, soU′ must be a line.
To sum up,U′, the parametric variety of Weil of C for the extension K(γ ) ⊆ K(α)with primitive
element α, is a line defined over K(γ ). Thus, it has an associated unit of the form f1t + f2 ∈ K(α)(t)
such that φ(f1t + f2) ∈ K(γ )(t).
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For the second part, letη be a quadratic element in the conditions of Theorem8 such that it does not
belong to the normal closure of L(α) overK. Let u = at+bt+d ∈ K(η, α)(t) be a unit that reparametrizes
C over K(η). Let φe = φ(e1t + e2) ∈ L(t). On the one hand,
w1(t) =
a−e2
e1
t + b−e2de1
t + d =

t − e2
e1

◦ at + b
t + d ∈ L(η, α, e1, e2)(t)
reparametrizes φe over K(η). On the other hand, by Theorem 2, there is another unit w2 = a′t+b′t+d′ ∈
L(η)(t) that reparametrizes φe over K(η). Then, there is a unit w3 = a′′t+b′′t+d′′ ∈ K(η)(t) such that
w1 = w2 ◦ w3 ∈ L(η)(t). Hence, d ∈ L(η). So
[L : K] = [L(η) : K(η)] = [L(η) : K(η, d)][K(η, d) : K(η)].
Since [K(η, d) : K(η)] = r , [L : K] ≥ r and we have the first item.
Now,K(η, d) isK(η)-isomorphic toK(η, γ ). Then L(η) contains a field that isK(η)-isomorphic to
K(η, γ ). LetM(x) be the minimal polynomial of γ overK. Then, there is a root ofM(x) in L(η). By the
election of η, this root belongs to L. So L contains a field K-isomorphic to K(γ ). The rest of the items
follows easily from this one and the proof of the first part. 
So, we can compute the optimal affine reparametrization that makes the coefficients of the
parametrization belong to a field as small as possible. Note that the parametric variety of Weil allows
us to compute points of the curve with coefficients in K(γ ). This is important, since computing K-
rational points of C depends heavily on the base field K.
We can derive an algorithm for affine reparametrization from the theorem. But, we have to com-
pute two witness varieties of C.U1 associated to the extension K ⊆ K(α) andU2 (that is always a
line) associated to the extension K(d) ⊆ K(α). This is not optimal. We now show how to compute
U2 as the image ofU1 under a linear map defined in K(d).
Theorem 12. Let C be a rational curve defined over K given by a parametrization φ with coefficients in
K(α). Let d be such that K ( K(d) ( K(α). Let n be the degree of α over K and m the degree of α
over K(d). Let M ∈Mm×n(K(d)) be such that the ith column contains the coordinates of αi−1 in the base
{1, α, . . . , αm−1} ofK(α) as aK(d) vector space. Letψ be the standard parametrization of the hypercircle
associated to φ for the extension K ⊆ K(α). Then, M(ψ) = (ψ ′0, . . . , ψ ′m−1) ∈ K(α)m is the standard
parametrization of the hypercircle associated to φ for the extension K(d) ⊆ K(α).
Proof. M = (M ji ), M ji ∈ K(d). So, αk−1 = M1,k + M2,kα + · · · + Mm,kαm−1, 1 ≤ k ≤ n. Let u
be a unit such that u reparametrizes φ over K (or reparametrizes over a quadratic extension K(η)
with K(η) ∩ K(α) = K). Write u = λ0 + λ1α + · · · + λn−1αn−1, λi ∈ K(t) (resp. K(η)(t)) and
u = λ′0+λ′1α+· · · λ′m−1αm−1, λ′i ∈ K(d)(t) (resp.K(η, d)(t)). By constructionwe get thatM(λ) = λ′.
Now ψ = λ(u−1) and ψ ′ = λ′(u−1) are the standard parametrizations of the hypercircles with
respect to the two algebraic extensions. Then M(ψ) = M(λ(u−1)) = (M(λ))(u−1) = λ′(u−1) = ψ ′,
as claimed. 
Algorithm 1.
input: A computable field K (with factorization) finitely generated as a field over Q. An element α
algebraic of degree n over K. A birational parametrization φ(t) ∈ K(α)(t)N of a rational curve C.
output:
– If C is not defined over K return ‘‘FAIL’’.
– If C is defined over K return at + b ∈ K(α)[t] such that
[K(coeffs(φ(at + b))) : K]
is the smallest possible.
(1) Compute the parametric variety of Weil Z of C for the extension K ⊆ K(α) and primitive
element α.
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(2) If Z is zero-dimensional, Return FAIL.
(3) LetU be the unique one-dimensional component of Z.
(4) Compute a point [b0 : . . . : bn−1 : 0] at infinity with coefficients in K(α). If U is given by its
parametrization in standard form, take the point corresponding to t = ∞.
(5) Compute r = [K(b0, . . . , bn−1) : K].
(6) If r = [K(α) : K], Return at + b = t .
(7) If r = 1
• Compute (λ0, . . . , λn−1) a linear parametrization ofU over K (easy, since it is a line defined
over K).
• Return at + b =∑n−1i=0 λi(t)αi.
(8) (Else) Compute the minimal polynomial of α over K(b0, . . . , bn−1).
(9) Compute the curveU′ associated to C for the extension K(b0, . . . , bn−1) ⊆ K(α). IfU is given
by its standard parametrization, computeU′ using Theorem 12.
(10) Compute (λ0, . . . , λn/r−1) a linear parametrization ofU′ (which is a line) with coefficients in the
field K(b0, . . . , bn−1).
(11) Return at + b =∑n/r−1i=0 λi(t)αi.
Remark 13.
• In principle, we should compute the variety Z, decide if it is one-dimensional and compute its
unique one-dimensional component. This approach is very inefficient. Instead,weuse an algorithm
developed from hypercircle theory that computes directly the standard parametrization of U,
without ever computing Z. This algorithm also decides if the curve is defined over K or not and is
implemented in Tabera (2011).
• If the place of C corresponding to the parameter t = ∞ by φ has a center p = [b0 : . . . : bn] that
is a smooth point, then K(d) is K-isomorphic to K(b0, . . . , bn), so we can pass directly to step (8)
in the algorithm. This is usually faster.
• In Sendra and Villarino (2002), the authors proved that if the parametrization φ of C is quasi-
polynomial, then the one-dimensional parametric variety ofWeil is always a line. So, ifC is defined
overK, then it is parametrizable overK and r = 1 in the algorithm. This follows from the fact that
K(d) is the field of definition of the place at infinity of the curve. Since the curve is parametrizable
by polynomials, there is only one place at infinity, so that place must be defined overK and r = 1.
Thus, for curves parametrized by polynomials, we do not need to compute the second curveU′.
Example 14. Let α be a root of x4− 4x3+ 12x2− 16x+ 8, and let C be the parametric curve given by
x = −6+ 18α − 9α
2 + 6α3 + (44− 52α + 18α2 − 4α3)t − 4t2
−22+ 26α − 9α2 + 2α3 + 4t ,
y = −12− 2α + 9α
2 − α3 + 4+ 4α + 4α2 t + 12− 16α + 6α2 − 2α3 t2
−22+ 26α − 9α2 + 2α3 + 4t .
The hypercircleU associated to this curve has implicit equations:
{4t2 + 12t3 − 3, 5+ 2t1 − 16t3, 2t20 + 24t3t0 + 80t23 − 10t0 − 52t3 + 15}.
One can easily check that this hypercircle is non-primitive, because it is contained in the hyperplane
4t2 + 12t3 − 3. Moreover, from its equations, it is a conic. The points at infinity are:
[2γ : 8 : −3 : 1 : 0]
where γ is a root of x2 + 6x + 10. The roots of this polynomial in Q(α) are −4α + 3/2α2 − 1/2α3
and−6+ 4α − 3/2α2 + 1/2α3. Choose for example γ = −4α + 3/2α2 − 1/2α3. Then, the minimal
polynomial of α over Q(γ ) is x2 + (−8− 2γ )x+ 8+ 2γ . Now, we rewrite the parametrization of C
over this extension of fields:
x = (21+ 9γ )α − 39− 15γ + ((6γ + 14)α − 2γ − 2)t − 2t
2
1+ γ + (−3γ − 7)α + 2t
y = −30− 5γ + (6γ + 27)α + (−14− 4γ + (18+ 4γ )α)t + (2γ + 6)t
2
1+ γ + (−3γ − 7)α + 2t
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we compute the hypercircle associated to the extension Q(γ ) ⊆ Q(γ , α). We know that it will be a
line, in fact, the computation yields 2t1− 3γ − 7, that can be parametrized by (s, (3γ + 7)/2). Hence,
the affine substitution t → t+ (3γ + 7)/2α in the parametrization yields a parametrization over the
subfield Q(γ )
x = −2t
2 + (−2γ − 2)t + 2γ + 5
2t + 1+ γ
y = (2γ + 6)t
2 + (−4γ − 14)t + 2γ + 8
2t + 1+ γ .
Example 15. Let α be a root of x4 − 26x2 + 49 and φ the parametrization:
x = ((−5/7α3+165/7α)t3+(45α3+15α2+315α+135)t2+(31266/7α3+3150α2−44358/7α−
4410)t + 110952α3 + 116454α2 − 219996α − 231556)/D,
y = (50t3 + (−15/14α3 + 450α2 + 2595/14α)t2 + (945α3 + 35265α2 + 315α − 66255)t +
261706/7α3 + 859005α2 − 487668/7α − 1744155)/D,
D = 25t4+(−5/7α3+300α2+865/7α)t3+(945α3+35265α2+315α−65955)t2+(523382/7α3+
1719810α2 − 970146/7α − 3488310)t + 1811964α3 + 31409338α2 − 3674832α − 64192860.
The parametrization sends the parameter t = ∞ to the point (0, 0) that is a singular point of the
curve. The associated hypercircle has implicit equations:
{t20 − 1960/1089t21 + 4844/3267t1t2 + 9538/49005t22 , t1 + 33t3 + t4, t2 + 3t4}.
Hence, the curve is defined over the rationals. One can easily check that this hypercircle is non-
primitive, because it is contained in the hyperplane t2 + 3t4. Moreover, from its equations, it is a
conic. The points at infinity are (1960,−33α3 + 1089α,−11760, α3 − 33α) and its conjugate. They
define a quadratic extension of the rationals. The minimal polynomial of α3 − 33α is x2 − 1960 and
1960 = 23 · 5 · 72. Hence, we can compute an affine reparametrization over Q[√1960] = Q[√10].
On the other hand, x4− 26x2+ 49 = (x2− 2√10x+ 7)(x2+ 2√10x+ 7). Choose for example α root
of x2 − 2√10x+ 7. We can rewrite the parametrization in Q[√10][α] as:
x = ((10√10t3 + (30√10+ 1800)α − 630√10+ 30)t2 + ((6300√10+ 141060)α − 62532√10−
26460)t + (232908√10+ 3441420)α − 1553328√10− 1046734)/D.
y = (50t3 + ((900√10 + 150)α + 15√10 − 3150)t2 + ((70530√10 + 31500)α − 13230√10 −
313110)t + (1718010√10+ 1164090)α − 523412√10− 7757190)/D.
D = 25t4 + ((600√10 + 100)α + 10√10 − 2100)t3 + ((70530√10 + 31500)α − 13230√10 −
312810)t2 + ((3439620√10 + 2328780)α − 1046764√10 − 15526980)t + (62818676√10 +
56119980)α − 25367496√10− 284058226.
For the extension Q[√10] ⊆ Q[√10][α] the hypercircle is the line:
(t,−6√10− 1).
Hence, the change of variable t → t + (−6√10− 1)α reparametrizes the curve over Q[√10].
x = 10
√
10t3+(−630√10+30)t2+(13278√10−1260)t−93618√10+13276
25t4+(10√10−2100)t3+(−630√10+66240)t2+(13246√10−929880)t−92946√10+4902229 ,
y = 50t3+(15
√
10−3150)t2+(−630√10+65940)t+6593√10−458640
25t4+(10√10−2100)t3+(−630√10+66240)t2+(13246√10−929880)t−92946√10+4902229 .
This curve has implicit equation 25x4+ 10x2y2+ y4− 5x2+ 2y2 that defines a lemniscate defined
over Q but has no rational point.
We have implemented Algorithm 1 in the Sage computer algebra system Stein et al. (2010) using
the library at Tabera (2011). To test the method, we use as base field K = Q and four parameters
n,m, s,N . As α we take a root of xn − 2. d = αn/m, and the hypercircle will be a curve of degree m in
n-space. The original curve C will be of degree s ≥ m on an ambient space of dimension N . In order to
get inputs such that our method is relevant, we take random parametric curves which have anm-fold
singularity at the origin. The parametrization has the shape φi = (tm − 2)fi/g , where fi, 0 ≤ i ≤ N
and g are random polynomials of degree s − m and s, respectively. We then make a random change
of parameter so that t = ∞ goes to the origin and the resulting parametrization has coefficients that
generate Q(α). The resulting running times are shown in Table 1.
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Table 1
Running time of Algorithm 1.
(n,m) \ (s,N) (5, 2) (5, 10) (10, 2) (10, 10) (20, 2)
(4, 2) 0.98 2.32 1.63 5.42 4.73
(6, 2) 2.08 6.34 4.76 14.88 9.36
(6, 3) 2.91 7.04 4.66 14.26 14.77
(8, 2) 3.85 10.96 6.92 25.46 23.92
(8, 4) 5.18 16.99 9.93 30.81 23.99
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