The surveillance system, which is mainly used for detecting and tracking moving targets, is one of the most significant applications of wireless sensor networks. Up to present, received signal strength indicator is the most common measuring mean for estimating the distance in sensor networks. However, in the presence of noise, it is impossible to gain the accurate distance based on received signal strength indicator. In this article, we propose a new tracking scheme based on received signal strength difference, which is the difference value of received signal strength indicators between two neighboring sampling steps. Supposing the noise has a certain degree of correlation in a certain time interval, received signal strength difference can effectively reduce the negative impact from noise. The tracking algorithm based on received signal strength difference is built: The sensor nodes collectively estimate a possible zone of the target via the signs of received signal strength difference. Next, the possible zone is further immensely shrunk to the refined zone via the absolute values of received signal strength difference. Finally, we determine the target's final location by choosing the reference dot with the minimum norm in the refined zone. The simulation results demonstrate that the proposed tracking method achieves higher localization accuracy than the typical received signal strength indicator-based scheme. The received signal strength difference-based method also has good generality and robustness with respect to the noises with different deviation values and the target following arbitrarily state model.
Introduction
Wireless sensor networks (WSNs) are composed of numerous low-power sensor nodes, which have captured the attention of many researchers in recent years. WSNs have been deployed to perform many applications including environmental monitoring, 1 remote health care, 2 and building automation. 3 These small and smart sensor nodes are particularly suitable for the localization system design. [4] [5] [6] Especially, modern tracking problems in WSNs are of great importance in a variety of surveillance scenes, security applications, and intelligent monitor systems.
Localization is the procedure for calculating the absolute or relative physical position of the sensor node or the target. Global positioning system (GPS) can provide precise position data. 8 However, installing GPS receiver in a large-scale distribution system is costly. And a sensor node is extremely limited in hardware, and battery power is required by GPS. 9 Furthermore, GPS is only available for outdoors, and it occupies large space on the sensor nodes. 10 All of these disadvantages of GPS make it unsuitable for localization in WSNs. A quantity of localization methods including range-based and range-free methods have been studied by researchers in recent years. Range-based approaches depend on costly hardware to estimate distances or angles with high precision. 11, 12 In contrast, range-free approaches are more cost-effective to estimate a node's or a target's location but with less accuracy. 13 However, since most WSNs' applications involve relative dynamic environments, localization in range-free approaches could be disturbed.
Received signal strength indicator (RSSI) is a common and efficient range-based measurement, which estimates the distance based on the signal strength received by the sensor node.
14 Theoretically, the signal strength is inversely proportional to the power of distance. The greater the distance to the receiver node, the smaller the signal strength arriving at that node. The mathematical relationship between the signal strength and the distance can be described by an isotropic signal intensity attenuation (ISIA) 15 model. However, in realworld environments, RSSI is highly influenced by the noise, which makes the mathematical model untrustable. Experiments in Savvides et al. 16 have shown that the estimation error using RSSI is from 2 to 3 m in the deployment where all nodes are placed in a plane field with interval of 1:5 m with a communication range of 10 m. It is common to make a system calibration, where the relationship between the RSSI and the distance is evaluated in advance by a controlled environment to reduce average error. 17 However, it is inevitable to increase the workload and energy cost of the sensor nodes due to the calibration. Thus, it is reasonable to design alternatives of RSSI to overcome its susceptivity to noise and interference.
We propose a brand new tracking method based on received signal strength difference (RSSD) to estimate the trajectory of the mobile target under the supervision of WSNs. The RSSD method is figured out by the difference value of two RSSIs corresponding to two diverse sampling times of one particular sensor node, instead of using one single RSSI at one sampling time. It is assumed that the noise at one sampling time is correlated to the noise at the previous sampling time, because the noise derived from devices and environment shows continuity and regularity up in practical measurement. The motivation of our method is to reduce the noise impact on measurement by taking advantage of RSSD.
The RSSD-based localization algorithm is designed as follows: First, through the sign of RSSD, reflecting the changing trend of RSSI, we define a possible zone as our initial estimation region of the target's location. Since making difference of RSSIs effectively tackles the noise's influence, it is highly possible that the target is located in the possible zone. Then, we optimize the intersection algorithm for making the possible zone by scheduling a reasonable order of intersection. As a result, the computational work is extremely reduced. Since the possible zone determined by the sign of RSSD is certain enough for localization, we are capable of using the absolute value of RSSD to further narrow the target range into the refined zone. Finally, we determine the target's final location by choosing the reference dot with the minimum defined norm in the refined zone.
The outline of this article is as follows: In section ''Related work,'' current works about the localization techniques in WSNs are introduced. In section ''System overview,'' the localization system is introduced. Our proposed localization scheme is also defined. In section ''RSSD-based tracking estimation method,'' the RSSDbased tracking algorithm is discussed. The tracking method is divided into three stages: the possible zone, the refined zone, and the final location. Simulation results are presented in section ''Simulation results.'' Finally, conclusion is provided in section ''Conclusion.''
Related work
Generally, the localization approaches are broadly categorized into range-based and range-free schemes. Range-based localization algorithms estimate the physical distance or the relative angle between nodes using localization measurements such as RSSI, 17 time of arrival (ToA), 18 time difference of arrival (TDoA), 19 and angle of arrival (AoA). 20, 21 The most common method of range-based technique is RSSI algorithm, since most radio frequency (RF) wireless devices have a built-in RSSI, which is capable of measuring the RSSI without any additional cost. 22 But the ranging error of RSSI is always great, due to the disturbance of noise, interference, multi-path fading, and so on. Besides, there is no common channel propagation model that can map RSSI into physical distance in varying environmental conditions. Some other range-based localization methods, such as ToA, 23 TDoA, 16 and AoA usually need additional special hardware or computing resources to obtain accurate distance or angle measurements. 24 Range-based methods generally depend on extra hardware and are extremely vulnerable to measurement noise. Therefore, they have innate disadvantages in terms of cost and accuracy.
Range-free schemes depend on proximity sensing or connectivity information to estimate the target's location, 25 which are considered as cost-effective but less accurate than range-based scheme. Some popular range-free methods include convex position estimation (CPE), 26 distance vector-hop (DV-hop), 27 centroid, 28 approximate point in triangle test (APIT), 29 and ad hoc positioning system (APS). 30 A typical range-free localization algorithm called APIT for large-scale sensor networks is presented in He et al., 29 and the experiment shows the APIT scheme performs best when considering an irregular radio pattern and a random node placement. Gui et al. 27 presented two improved algorithms based on the original DV-hop algorithm, checkout DVhop, and selective three-anchor DV-hop. Checkout DV-hop is more accurate than original DV-hop because it adjusts the estimated location of a normal node on its distance to its nearest anchor. Selective three-anchor DV-hop is the best choice because more candidate positions of each normal node are made, and the best candidate is chosen by its hop counts different from the normal node. Woo et al. 31, 32 presented a novel rangefree localization algorithm to obtain the optimal scaling factor for one hop with respect to distance errors of all anchors in the networks. It is a reliable anchor node selection algorithm in anisotropic networks. Ma et al. 33 improved the popular range-free algorithm called multidimensional scaling (MDS) by exploiting the hop-count information. Instead of adopting the integer-valued hop count in the original MDS method, they quantize a node hop-count value based on the distribution of the neighbor nodes, and a real-valued hop count is used in the MDS computation.
Based on the advantages and disadvantages of the two types of localization algorithms, many researchers have proposed precise RSSI-based localization methods in recent years. Jiang et al. 34 proposed a localization scheme, called AoA localization with RSSI difference (ALRD), to estimate AoA in 0.1 s by comparing RSSI values of beacon signals received from two perpendicularly oriented directional antennas installed at the same place. However, the scheme still needs to install additional measurement equipments resulting in high cost of complex hardware design. Wang et al. 35 introduced an RSSI-based indoor localization method using a transmission power adjustment strategy to attain RSSI after reducing the indoor environment effects. Multiple RSSI patterns in the real indoor environment are also developed to boost the accuracy of the distance estimates between two nodes. The results show that the method can provide a low-cost solution with fair precision for indoor localization. In Sahu et al., 36 another RSSI-based localization scheme is presented, which considers the trend of RSSIs obtained from beacons to estimate locations of sensor nodes. The maximum RSSI point on the anchor trajectory is located first. Then, the sensor position can be determined by calculating the intersection point of two such trajectories. The advantage of their scheme is that it avoids employing RSSI directly, and thus, their scheme achieves higher location accuracy in real environment.
In general, for range-free localization algorithms, their cost-effective characteristic has made them available in large-scale and resource-constrained sensor network applications. 33 However, these range-free algorithms have some limitations, such as requiring large number of anchors for higher localization accuracy. 28 For range-based localization algorithms, especially for the localization method based on RSSI, which is always affected by noise, the poor accuracy is not tolerated in real environment. Furthermore, the signal strength can be affected by path loss, fading, and shadowing as well. 22 Therefore, RSSI is not the optimal choice to estimate distance in WSN localization issues.
Some work concerning RSSD-based localization is made. The article by Zou et al. 37 presents a localization method based on RSSD to determine a target on a map with unknown transmission information. However, that article regards tracking as an Markov process which could hardly eliminate the negative impact from accumulative error. The article by Gerok et al. 38 combines TDOA and RSSD to estimate the target trajectory, and the localization accumulative error also easily occurs without absolute measurement. This article will address the above problems inherited in the existing research work.
System overview

The target and WSNs
We propose a tracking method for an arbitrarily moving target in WSNs, which means that there is no special restrictions for the motion state of the target and the deployment of the sensor nodes. In order to facilitate the research, we assume that there are a certain number of sensor nodes deployed randomly and uniformly to be the WSNs. One target is moving through the WSNs at the velocity whose magnitude and direction could change randomly at each time step. And the target is equipped with a radio transmission device for transmitting signals which the sensor nodes are capable of receiving. As illustrated in Figure 1 , the localization sensor networks are composed of m active sensor nodes receiving the target's radio at current time step, whose positions are known and denoted as (x 1 , y 1 ), (x 2 , y 2 ), . . . , (x m , y m ), respectively. The target's position at last time step t À 1 was estimated and is denoted aŝ q tÀ1 , and our objective is to estimate the target's position q t at the current time step t using each active node's RSSD between t À 1 and t.
Definition 1 (marginal circle). The marginal circle c i, t refers to the circle with center at the location of node i and the radius between the node i and the target's position at last time step t À 1, as shown in Figure 2 . The circle is the boundary of the marginal zone. 
The measurement
RSSI. RSSI is a common method to estimate the distance, based on the signal strength received by the sensor node.
14 Theoretically, the received power a 2 (d) is inversely proportional to the square of the distance d 2 by Friis equation
where P t is the transmitted power; G t and G r are the antenna gains of the transmitter and the receiver, respectively; l is the wavelength; and d is the distance between the antenna and the sensor node. However, the relationship between RSSI and the distance defined by equation (1) is an ideal case. The signal often decays at an uncertain rate. 40, 41 Besides, different transmitting antennas have various gains and wavelengths. 42 A simplified form of the relationship is defined
where P 0 is the power gain, and the value is determined by emperiments.
However, for each sensor node i, the signal strength a RSSD. RSSI estimator has poor accuracy for the localization issue. Instead of RSSI, we use the difference value of signal strengths, the RSSD. The sink node, which is used to process data collected from WSNs, always stores two signal strength values of each node, received at last time step t À 1, denoted by s tÀ1 i , and at current time step t, denoted by s t i . The RSSD value of node i at each time step t = 1, . . . , M is the difference value of the signal strengths sampled from the two neighboring time steps The sign of RSSD can be positive, negative, or zero (if the signal strength does not change). The zero case is not under consideration, since the node with zero RSSD value has no contribution to our localization scheme.
The positive sign of RSSD on one node infers that the target has been moving inside the marginal circle of the node from last time step t À 1; the negative sign infers that the one has been moving outside the marginal circle. A sign function denoted by sig( Á ) is defined to category all the sensor nodes into these two cases denoted by 1 and 0, respectively 
where d is one positive threshold that categories all the sensor nodes (except for the nodes with nearly zero RSSD) into two different cases: the nodes with its sign of RSSD strictly positive or negative. One possible range of the target can be inferred from the sign part of RSSD observed by one sensor node related to the region of its marginal zone. If we have more than one available sensor nodes at different positions around the target, the target's location can be further inferred from the intersection region of these sensor nodes'marginal zones, called the possible zone. The possible zone is further shrunk using the absolute value of RSSD, called the refined zone. The computation processes of the possible zone and the refined zone are introduced in section ''RSSD-based tracking estimation method.'' RSSD-based noise canceller. Figure 3 shows the principle of the RSSD-based noise canceller. A signal a 1 is transmitted from the target to a sensor node. The sensor node also receives a noise w 1 which is assumed to be uncorrelated with the signal. The combined signal and noise a 1 + w 1 is the primary input to the canceller, denoted by x 1 . At previous sampling time step, the same node receives a noise w 0 uncorrelated with the signal a 0 but correlated in some way with the noise w 1 received at current time step. The combined signal and noise a 0 + w 0 received by the node at previous time step provides the reference input to the canceller, denoted by x 0 . The reference input is subtracted from the primary input to produce the canceller output z = a 1 + w 1 ð ÞÀ a 0 + w 0 ð Þ , which is the same as the RSSD we defined.
If the noise was highly correlated between the primary and reference inputs, it would be greatly cancelled from the output. In the noise canceller, our objective is to produce the output z = (a 1 + w 1 ) À (a 0 + w 0 ), that is a best fit in the least squares sense to the difference value of the pure signal Da = a 1 À a 0 .
Asssume that signals a 0 and a 1 were deterministic, calculated by the signal attenuation function by equation (2), while the noises w 0 and w 1 were statistically stationary random variables. Assume that a 0 and a 1 were uncorrelated with w 0 and w 1 , while the noise w 1 was correlated with w 0 at some extent. The output z is
By squaring, we obtain
Taking expectations of both sides of equation (8) and realizing that a 0 and a 1 are uncorrelated with w 0 and with w 1 , we get
The signal power E½(a 1 À a 0 ) 2 will be unaffected as the noise canceller with objective to minimize E½z 2 . Accordingly, the minimum output power is
When E½z 2 is minimized, E½(w 1 À w 0 ) 2 is, therefore, also minimized. Moreover, when E½(
2 is also minimized, since from equation (7) z
From equation (7), the output z will contain the pure signal difference value Da plus noise difference value Dw. The output noise is given by Dw = w 1 À w 0 . Since minimizing E½z 2 minimizes E½(w 1 À w 0 ) 2 , minimizing the total output power minimizes the output noise power. 43 It is seen from equation (8) that the smallest possible output power is E½z 2 = E½(a 1 À a 0 ) 2 . When this is achievable, E½(w 1 À w 0 ) 2 = 0. Therefore, z = a 1 À a 0 . In this case, minimizing output power results the output signal to be totally noise free.
Assume a signal is stationary, x(t + T ) sampled at t + T is correlated with x(t) sampled at previous time step, as shown in Figure 4 . The autocorrelation of signal x sampled with time interval T in discrete time is defined as Figure 3 . The noise canceller cancels noise by making difference of correlated noises in the primary input and the reference input.
Therefore, the power spectral density S xx (f ) of the Ztranform of the autocorrelation R xx (t) is
where f denotes the spectral component in the frequency domain. Thus, in our case, the power spectral density of the input noise sampled with time interval t is S ww f ð Þ = 1 2p
where R ww (t) is the autocorrelation of the input noise w t
Our method works for all the correlated noises which is slowly time varying in general. One case is shown in Figures 7 and 8 . There is no restriction for the correlation model of the noise, since our analysis is based on the basic definition of the correlation in equation (15) .
The output noise at time step m is the difference value of the two neighboring sampled noises, which is designed by our noise canceller
Therefore, the relationship between the power spectral density of the output noise and one of the input noises is
which is proved in Appendix 1. Hence, the magnitude square of the frequency response of the linear timeinvariant (LTI) system in Figure 3 is
which is also shown in Figure 5 . Because of the inherent periodicity of the discrete time-frequency response, frequencies around 2p are indistinguishable from frequencies around 0. Thus, we just take the frequency interval ( À p, p to specify the transfer function of the noise canceller. From Figure 5 , we can see that the noise canceller works well in low-frequency region, between the frequency interval ½Àp=3, p=3 when t = 1.
Denoising effectiveness. Assume the noise w t i is combined by is the mean value of the noise at time step t, and for each node i, A t n i changes slowly as time step t changes. n t i follows Gaussian distribution, n The signal strength curves of one sensor node labeled as 36 are shown in Figure 6 . Its practical received signal strength containing the noise and the theoretical one sampled from the target are shown in Figure 7 . The discrepancy between the two curves indicates that the A signal x(t) is assumed to be stationary. x(t + T) sampled at t + T is correlated with x(t) sampled at previous time step in some way. The autocorrelation of signal x(t) is defined as R xx (T) =
received signal strength involves errors as a distance measurement due to the noise effect.
The RSSD values sampled from the sensor node 36 are shown in Figure 8 . The curves show that the practical RSSD values containing noises are very close to the difference values of pure signal strength without noise. Most RSSD values are around zero because at most time steps, the target is far from the node, and the received weak signal strength hardly changes. Only when the target moves close to the sensor node at one point, the RSSD value would increase suddenly. A total of two peak RSSD values, positive or negative, in Figure 8 correspond to the two cases that the target moving close to or moving far away from the sensor node, respectively. Also, in our tracking algorithm, only the RSSD values greater than the threshold d are kept by the processing node. Others are dropped because their signs are easily disturbed by the noise and untrusted for calculating the estimation region of the target.
From equations (3) and (19) , the received signal strength s t i is combined by
Similarly, for the last time step
By making difference the above two equations, we obtain
For both n Figure 3 and equation (6) . Figure 3 shows that the output of the noise canceller z is the input of the threshold denoising. By adjusting a reasonable threshold d defined in equation (6), we could further strengthen the denoising effect of the RSSD method. A total of two indicators are defined to evaluate the threshold denoising effect:
1. Sign report accuracy is the rate of the sensor nodes whose RSSD sign is the same as the sign of Da t i . The sign report accuracy directly decides the localization accuracy of our possible zone, since the possible zone is the intersection part of numerous marginal zones, the opposite sign of RSSD due to the noise disturb will flip the marginal zones from outside to inside, or vice versa, for intersecting, which will directly affect the formation of the possible zone. And as follows, it affects the final estimate position, which is chosen inside the incorrect possible zone. To reduce the probability of the fault sign that occurs, we use the threshold method which is defined in equation (6), and the deterministic approach will be introduced later in this section to filter high-quality RSSD, with positive and relatively large absolute value Figure 9 (a) indicates that a larger threshold d would boost the sign report accuracy. Since the nodes with small absolute value of RSSD below the threshold d are dropped, the left nodes with higher RSSD absolute value would report the RSSD sign more reliably, which would increase the sign report accuracy. The RSSD filtered by the threshold has a higher immunization to the noise since the noise hardly changes the sign of an RSSD with a large absolute value. In the meantime, sign report accuracy of the sensor nodes under the noise with a smaller standard deviation will increase faster as the threshold d increases, as shown in Figure 9 (a), since the noise is the fundamental issue that distorts the sign prediction using RSSD. It also means that to achieve the same sign report accuracy under a greater standard deviation noise, a larger threshold d is needed. Figure 9 (b) shows that the availability of the sensor nodes is always starting from 100% when choosing a 0 threshold, whatever the standard deviation s of the noise is. It is intuitive because d = 0 means that there is requirement for the RSSD in terms of the absolute value. While as the threshold increases, the availability of the nodes will be decreased. Because only the nodes with RSSD absolute value higher than the increased threshold d are kept. Gradually, the number of available sensor nodes will be close to zero as the threshold d continually increases.
Although larger threshold d would boost the sign report accuracy, it would also reduce the availability of the sensor nodes. Since as the threshold d increased, there were less sensor nodes that satisfy the threshold requirement. Only the sensor nodes with relatively high absolute value of RSSD are left, whose location change relative to the moving target is large enough. While the number of these kinds of sensor nodes is limited. The sign report accuracy and the availability of the nodes need to be balanced by choosing a reasonable threshold. Depending on different values of the standard deviation s of the noise, a certain threshold is chosen considering both sign report accuracy and availability.
The curves in Figure 9 (a) and (b) are gained by averaging the statistics from the whole trajectory. Besides, the locations of sensor nodes are generated randomly and uniformly, and the target trajectory is also generated randomly. Thus, the curves can be referenced to select a threshold. From the following, we will determine the threshold d: First, the polynomial fitting method is adopted to estimate the curve based on the sampling data points (x i , y i ), i = 1, 2, . . . , n, under one specific noise deviation s. Then, an optimization problem is defined to search an optimal threshold by balancing the two indicators.
A kth degree polynomial is used to estimate the curve based on the n sampling data points
By substituting (x, y) with actual sampling data points, we obtain the following matrix by a least squares fit The above equation can be abbreviated as
Left multiplying both sides by the transpose of X, we obtain Or
Thus, the polynomial matrix can be achieved by
Based on the statistic points from Figure 9 , the estimate function of sign report accuracy and availability in terms of the threshold d can be gained by the above method. We use E 1 = f 1 (d) and E 2 = f 2 (d) to denote the functions of two indicators sign report accuracy and availability, respectively. An optimization problem is defined as follows to find an optimal threshold d Figure 9 . A higher sign report accuracy is at the cost of less availability of the sensor nodes. A reasonable threshold d is figured based on the balance of both sign report accuracy and availability. (a) Sign report accuracy of the sensor nodes: Under noise with a certain standard deviation s value, a higher threshold d will boost the sign report accuracy. (b) Availability of the sensor nodes: Initially, the availability of the sensor nodes is 100%. As the threshold value increases, the availability of the nodes would be reduced, until going to zero asymptotically.
where ava toler is the tolerable minimum value of the availability of the sensor nodes and s i is the specific noise deviation value.
RSSD-based tracking estimation method
In this section, a practical method is provided to track an arbitrary moving target in WSNs based on the RSSD. Different from RSSI, RSSD is not to give the location of target by means of calculating the absolute distances between target and nodes but to determine the location by estimating the most possible location with the change in RSSI. The estimation process is divided into three stages, the possible zone, the refined zone, and the final location. Along with the process, the possible range of the target is gradually narrowed down to a certain point. The following subsections will give the details of the method.
The possible zone
The definition. A possible zone is regarded as the estimated geometric range which limits the real position of the target at a certain time and is able to provide an accurate location range of the target just by using the sign of RSSD. The possible zone can be further defined as the intersection area of all the available sensor nodes'marginal zones. All available nodes' RSSD values will be processed by the processing node to estimate the possible zone. The possible zone of the target at time step t is calculated by
where n t is the number of available sensor nodes at time step t and T n t i = 1 denotes the intersection of the marginal zones of the n t sensor nodes. Because the intersection of marginal zones is generally not a regular shape, the range of the possible zone is greatly difficult for us to determine by plane geometry, particularly as there are a large number of marginal zones of the sensor nodes. To simplify the problem, we adopt a set of points deployed uniformly with a certain density in the range of the zone to characterize the size of the area. The possible zone at time step t = 24 composed of a set of black reference dots is shown in Figure  10 . The reference dots are the points uniformly distributed in the reference coordinates with a certain density. We only draw the reference dots inside the possible zone. (The dots on the zone boundary are also drawn.)
Optimizing processing. Although the set of points can effectively reduce the computational load, in practical calculation, massive and frequent processing still tackles the efficiency of determining the possible zone's range. Before obtaining the final possible zone, the range could be gradually shrunk as more marginal zones intersect together in a random order. Although the determination of the possible zone practically runs in PC, which is linked to the sink node, the computational efficiency is also needed to be considered. For ensuring the real-time tracking to the greatest extent, we should simplify the original calculation process in terms of how to choose a more effective order to intersect the marginal zones down to the possible zone.
Scheduling a reasonable intersection order of the marginal zones is effective to promote the convergence rate of the possible zone. Intuitively, starting the intersection with a small marginal zone, the possible zone could be narrowed down immediately. However, if the intersection starts with one greatly large zone, it is possible that the range shrinks very slowly at first and then suddenly narrows down as meeting a small marginal zone. An orderselection mechanism is proposed: intersect the zones by ascending order of zone radius, choosing the smallest marginal zones first. Here, we only adopt the nodes with 1 zones, which we will explain in detail. As shown in Figure 11 , the zone bounded in purple line is the possible zone, and the zones inside the red marginal circles are starting zones which participates in the intersection process first. As we can see, choosing the smallest zone first could be tremendously beneficial for intersection range converging than choosing a larger zone randomly.
The comparison of the convergence ratio between the optimized algorithm by order of the zone radius and the original algorithm by choosing the nodes randomly, at time step 24, is shown in Figure 12 . The ratio curves show that the optimized algorithm converges to the possible zone using only three sensor nodes. While the original algorithm does not converge to the possible zone until using all of the six available sensor nodes' 1 zones. Therefore, we calculate equation (35) by the ascending order of the 1 zones' radius to accelerate the intersection process.
Intuitively, the 0 zone has greater area than the 1 zone with the same zone radius, though this inference is not rigorous enough. It provides a potential scheme to simplify the calculation procedure, to intersect only 1 zones instead of all marginal zones, and equation (34) can be simplified as below
where only the nodes with 1 zones participate in the intersection computing and n 0 t is the number of nodes having 1 zones, instead of using all n t available sensor nodes.
To prove the above inference feasible, we compare two convergence ratios, which are calculated by the intersection ranges contributed by 0 zones and 1 zones, respectively, divided by the area of possible zone. The convergence ratios at different time steps are shown in Figure 11 . The starting zones for the intersection when the target is at time step t = 24. The zone bounded by the purple line is the possible zone. The zones bounded by the red marginal circles are the starting zones to participate in the intersection process first. A total of two choices show the advantage of choosing the starting zone with the smallest radius: (a) choosing the smallest zone and (b) choosing a larger zone randomly. Figure 12 . The comparison of the convergence ratio between the optimized algorithm and the original algorithm. The example is at time step 24, when there exist six sensor nodes with 1 zones. The intersection range using the optimized algorithm by ascending order of the zone radius converged faster than using the original algorithm by intersecting the zones randomly. The random intersection order is generated by the initial array sequence of the sensor nodes that has not been sorted by order of zone radius. We reconsider all the random cases, and each case is one specific order of the permutation of the six sensor nodes. So, there are 6! = 63534333231 = 720 cases in total. Since each case has the same probability of happening, we average the convergence ratio on each case. Figure 13 , which indicates that the area contributed by 1 zones is extremely smaller than the area contributed by 0 zones at almost all time steps. Thus, the 1 zone definitely converges more efficiently than the 0 zone. The nodes with 0 zones or negative RSSD values will be dropped from the intersection list.
Terminal condition. The intersection range converges finally when its area is equal or approximately equal to the final possible zone (this final possible zone has eliminated the 0 zones' contribution, and we can tolerate the intersection range a little bit greater than the exact final possible zone, for instance, 5% greater, since it is reasonable to use less sensor nodes participating in the intersection process than actual total available sensor nodes). After the calculation for some time, the more the sensor nodes are picked, the slower the convergence rate of the intersection range occurs, as shown on the red curve in Figure 12 . Although the computational processing of the possible zone has been optimized by the ascending order of 1 zones' radii, there still exist some 1 zones with large radii that make little or even no contribution to the possible zone in the last period of intersection. Since we have almost used up small zones, the large zones left are not significant to the convergence of the final zone. These large zones also need to be dropped to reduce computational redundancy. To achieve this goal, one area change ratio R ac is defined as our terminal condition for intersection
where S( Á ) denotes the area of the intersection range, n max denotes the index number of the last node participating in the intersection, and e is a threshold value as a stopping condition: If the area change ratio R ac is smaller than the threshold value e after using the node n max , the intersection process is forced to stop, and the subsequent n 0 t À n max nodes are dropped. Finally, the optimal possible zone is obtained.
Overall, we analyze the algorithm complexity of the optimizing processing for getting the possible zone. We conclude that the computational complexity of the optimized algorithm is always less than the original one. For the original algorithm without the order-selection mechanism, since it gains the possible zone by intersecting all available sensor nodes'marginal zones without reservation, which takes O(n). And also, the intersecting computation will take the total number of reference dots in all of the marginal zones, which is denoted as O(N ), because comparison work needs to be done to find the common dots of marginal zones by intersecting each one. Thus, the total complexity of the original algorithm is O(n + N ). While the optimized algorithm sorts the sensor nodes by order of their zone radius, and we use a linear time-sorting algorithm, which takes O(n) time. And the total number of reference dots for computing is reduced because less nodes will be used for intersection after we delete the nodes with RSSD value decreased. Thus, the optimized algorithm takes O(n + N 0 ) time totally, where N 0 \N, and N ) n, N 0 ) n. Moreover, the optimized algorithm definitely converges faster than the original one, since we intersect the zones with their radius priority.
The refined zone
The possible zone is determined by the sign of RSSD, and it has been proved that the target is certainly located within the possible zone. While the area of possible zone might be still large if there were not enough sensor nodes near the target. The case is difficult for us to choose the location point in the zone. In this section, we will further shrink the zone using the absolute value of RSSD if the possible zone is not small enough.
In Figure 14 , r i (t À 1) is the distance between node i and the target at last time step t À 1. r i (t) is the distance between node i and the target at current time step t, Figure 13 . The convergence ratios of 1 zones' and 0 zones' intersection range. The convergence ratio is greater or equal to 1, which is calculated by the area of intersection range divided by the area of the possible zone. The convergence ratio of the intersection range contributed by the 1 zones is extremely smaller than the one contributed by the 0 zones. which is unknown. r i (t) can be estimated based on RSSD value and the distance r i (t À 1) at previous time step. We would not estimate the distance r i (t) based on the RSSI, since we wish to reduce the measurement error due to RSSI.
The distance r i (t) between node i and the target is calculated by the followinĝ
The estimated distancer i (t) can be solved bŷ
where a À1 ( Á ) is the inverse function of a( Á ) defined by equation (2) .
The refined zone is the intersection region of circles formed by each node position ½x i , y i T and the estimated distance r i (t), as shown in Figure 15 . In general, if there exist two more nodes available to draw the circles, the possible zone can be further shrunk to an interior intersection region of these circles, as shown in Figure  15 (a). While if there does not exist at least two nodes, the circles may not form a closing intersection region. In this case, the boundaries of the possible zone can serve as complementary peripheries (the purple line) of the refined zone, as shown in Figure 15 (b).
The final location
The possible zone has been shrunk to the refined zone, which is small enough for further positioning. The set of reference dots distributed with a certain density in the refined zone will be utilized to calculate the final location, by the aid of a norm function. Positioning with the reference dots will also compensate the localization inaccuracy of the previous zones.
The final location of the target is substituted by the location of the reference dot in the refined zone with the minimum norm arg min
where s t i is the measured RSSI value on node i received from the target, a t ij is the theoretical RSSI value on node i from the reference dot j, and n t is the total available number of sensor nodes at this time step. The estimated location of the target at current time stepq t is the location of the reference dot j with the minimum norm value.
Simulation results
In this section, the performance of the proposed RSSDbased localization algorithm is compared with the RSSI-based method. The purpose of this analysis is to show how the two algorithms' localization error is affected by noise. For the RSSD-based method, we also Figure 14 . The distance r i (t) between node i and the target at current time step t is estimated by the distance r i (t À 1) at previous time step and the absolute value of RSSD. present how the localization accuracy is affected by setting different threshold d and the reference dot density. Besides, we show how much the area of the zone could be shrunk from the possible zone to the refined zone. Finally, we compare the computational time between the original algorithm and the optimized algorithm to make the possible zone.
In simulation experiment, one sensing field of area 100 m 3 100 m is considered, in which 50 sensor nodes are deployed randomly and uniformly. One single target is moving through the area, and its velocity magnitude and direction are generated randomly at each time step t = 1, 2, . . . , N.
The impact of noise
The average localization errors of the RSSI-based method and the RSSD-based method are shown in Figure 16 . The localization error is calculated under different standard deviation s of the noise from 0:01 to 1:0, to verify the two algorithms' robustness to the impact of noise. For the RSSI-based method, we adopt the trilateration algorithm: The estimated distance based on the strength of received signal is used to draw the circles with center located at the three reference sensor nodes. 44 Ideally, the intersection point of the three circles should be the target's location. However, due to the noise effect, there could exist more than one intersection or does not exist intersection at all. If there is no intersection, we should enlarge the circles simultaneously until they intersect each other. If there exists more than one intersection between two sensor nodes' circles, the nearest intersection to the third node is chosen as the target's location. 45 From Figure 16 , we can observe that the RSSI-based method could perform well under the noise with deviation, and the error even goes slightly lower coincidentally as the deviation s increases. While the localization error starts to boost rapidly when s value is larger than 0:4. Subsequently, the localization error continues to grow. As a result, the RSSI-based method will lose its localization effectiveness under the noise with large variance. In contrast, the localization error of the RSSD-based method grows slightly as the noise's deviation increases. There exists a little oscillations when s becomes larger. While the RSSD-based method performs definitely more stably than RSSI. Thus, the RSSD-based algorithm is more robust to the noise effect.
The impact of threshold
The performance of the RSSD-based method in terms of different threshold d is shown in Figure 17 . The average localization error is reduced rapidly as the threshold d increases from 0 to 0:5 with small standard deviation s, as shown in Figure 17 (a). As mentioned, the increasing threshold would reduce the probability of false sign report of the RSSD. The correctness of sign report guarantees the intersection process of marginal zones going well. For the standard deviation larger than 0.5, we start sampling d from 0:5, otherwise the algorithm would go wrong using smaller threshold. In general, after the threshold d increases to a certain value, the localization error will not be reduced anymore, but flat to a certain value. This is because as d exceeds the value that is enough to guarantee the correctness of the sign report for a certain noise, the localization error will not be affected by the threshold. On the contrary, an overlarge threshold is disadvantageous for the algorithm to choose the final location in the enlarged zone due to the reduced number of sensor nodes providing information. In Figure 17(b) , as the threshold increases, the number of reference dots or the area of the refined zone would reduce first and ascend slowly and then approach to a certain value. Initially, the number of reference dots decreases because the correctness of the RSSD sign report would boost as the threshold value increases, which guarantees the possible zone is converged to a certain area. As the threshold continuously is on the rise, more sensor nodes will be invalid and the zone area would be expanded. However, the computational complexity of the reference dot selection for the target's final location is linear to the number of reference dots in the zone area, O(N ).
The impact of reference dot density
Both localization accuracy and calculation workload take into account another parameter, the reference dot density (the distance between the two neighboring reference dots). From Figure 18 , the average localization error grows slightly as the reference dot density becomes sparse in the zone. A high reference dot density boosts Figure 16 . The localization error of the RSSI-based method and the RSSD-based method. A trilateration algorithm is adopted based on the RSSI method of distance estimate.
the accuracy slightly, whereas it greatly enlarges the computational amount greatly as well. There could be nearly 8000 reference dots when the reference dot density value is 0:1 m. For the sake of the reduction of the computational amount, the accuracy will inevitably be not as high as required. For instance, with the value of reference dot density 0:5 m, the localization error will not increase too much compared with the value of 0:1 m, but the number of reference dots would be extremely reduced.
The comparison of area
The comparison of the area of the possible zone and the refined zone is shown in Figure 19 . The possible zone is the intersection part of 1 zones of active sensor nodes. While at some time steps, there may be few sensor nodes near the target. Thus, the area of the possible zone may be relatively large under this poor condition. The refined zone is extremely narrowed down from the possible zone, as shown in Figure 19 (a), which definitely enhances the calculation efficiency. One case of the possible zone and the refined zone of the target at time step 24 is shown in Figure 19 (b).
The comparison of computational expense
Finally, the comparison of the computational time (s) between the original and the optimized algorithms for making the possible zone is shown in Figure 20 . The result presents that the computational time is immensely compressed by our optimization: The nodes with negative RSSD values owning 0 zones are removed from the intersection list, and the intersection process is ordered by the zone radius so that the intersection range can be narrowed down as soon as possible. Due to the optimization, the intersection range of the target is converged in advance. Therefore, the optimized algorithm extremely reduces the calculation time for the possible zone.
Conclusion
In this article, we propose a new target tracking method based on the RSSD, which is available for all kinds of moving targets. By making difference value of the received signal strengths sampled from two neighboring time steps, the influence of noise on the estimation can be reduced. Based on the sign of RSSD, one possible zone of the target is estimated. Then, we optimized the intersection algorithm to reduce the computational time. We further shrink the possible zone to the refined zone, which is small enough for us to find the target's location in the zone.
Simulation results show that the noise affects our localization technique slightly. The RSSD-based algorithm is more robust to the noise. The performance of our scheme under various parameters is also provided to evaluate. We analyze the dual characters of the threshold value d: An increasing threshold d can boost the localization accuracy, while it can also reduce the number of available sensor nodes, which slows down the zone convergence. The choice of the reference dot density is also considered based on both the localization accuracy and the computational amount. In conclusion, our proposed RSSD-based localization algorithm achieves higher localization accuracy and is robust to 
Substitute equation (39) into equation (41), we obtain S ww out f ð Þ = 1 2p
There exist four terms of the product of noises sampled at their corresponding time steps when we expand equation (42) S ww out f ð Þ = 
Rearranging the exponential terms, we obtain w mt À t ½ Áw n + mt ½ e 2pjtf Á e À2pjf (n + t)
Comparing the coefficients with equation (14) 
