We introduce Rambrain, a user space library that manages memory consumption of your application. Using Rambrain you can overcommit memory over the size of physical memory present in the system. Rambrain takes care of temporarily swapping out data to disk and can handle multiples of the physical memory size present. Rambrain is thread-safe, OpenMP and MPI compatible and supports Asynchronous IO. The library was designed to require minimal changes to existing programs and to be easy to use.
Introduction
Modern operating systems like Linux manage association of physical memory to various processes running at a given moment. As an application developer you are presented a more or less consecutive virtual memory address space. It is in general not clear whether a chunk of virtual memory, a so called page, is residing in physical memory or not. This layer of abstraction facilitates assignment of memory to a process, since the system can overcommit physical memory and arbitrarily reassign physical pages to virtual ones. When physical memory becomes rare, the system writes out chunks of memory to the hard disk. This so called paging enables the system to still be performing well when free system resources become sparse, as much inactive data can simply be paged out. When a process tries to access a non-resident page, a page fault is created and the page is read in again by the memory manager of the system (Ligh et al., 2014, p.20) and if necessary, other parts of physical memory are freed by writing them out beforehand. While this process is efficient under normal operation, the system typically slows down to being unusable when consuming nearly all physical memory actively. While page files or swap partitions twice the size of physical memory suggest being able to overcommit a few tens of gigabyte on a PC equipped with e.g. 32 gigabytes Random Access Memory, one quickly notices stalling to begin after about 75% of RAM being consumed. Even worse, as operating systems typically target business or private users, the system tries to keep the processes running. This is done on linux e.g. by generating a rating on all process and killing processes by a score assumed to scale with importance. This so called out of memory killer (OOM killer) will possibly terminate the simulation or analysis at the very last step (see e.g. Rodrigues, 2009) . It is clear that default system paging does not protect your application from stalling the system or being killed even in situations of mild overcommitting of memory. In a competing situation between different processes the system simply does not have sufficient information about which data to keep in RAM or what is not needed in the near future. Consequently it starts writing out parts to disk and reading in other parts just to do the reverse a few cycles later. This is the deeper reason for the stalling to occur. From the view of the application developer however, the situation is very simple: When writing a programm the developer knows what data he uses, what he will use next, and what is not needed for longer time. When running out of ram, developers can in principle care for paging unneeded data on their own. While the scientist tries to keep the code oriented to the abstract objects, e.g. a probability density function in Bayesian analyses or a simple 3D-field in simulations, the code would be patched with loading/unloading segments in this case. The clear structure one has in mind would vanish for technicalities, which ameliorate documentation, debugging and readability. As developers in principle know which data they use and will need in consequent instructions, simply telling these clues to a library managing the actual memory in the background suffices. We introduce Rambrain, a library which is capable of managing memory swapping for any user application and will take clues on what to do when. We will take a user perspective, elaborating how to change existing data structures in the code in a way that a memory manager can be placed in between the actual memory and the user's interface to it in section 2. In general, we will discuss design aspects of code that accesses more memory than physically present in section 2.3. Following an introduction in the architecture of Rambrain in section 3 we will give details on the chosen swapping strategy, the partition of the swap files used, and some annotations on asynchronous input and output (IO) operations followed by an illustration of multi-threading compliance. We demonstrate code performance in section 4 also comparing different strategies of user side implementation before summarizing our findings in section 5.
Rambrain is an open source linux userspace library published under the GNU general public license ready to be installed on your system. You will find additional information on requirements, features and configuration files in Appendix A and Appendix B.
Usage

Basic usage
As a memory manager keeping track of data has some overhead on its own, it is only useful when the data managed is large. Rambrain can manage simple primitives, arrays, whole classes and also supports nesting of managed objects into managed classes. For a start, consider the following code initializing a two dimensional plane wave field of datatype double on heap memory:
Listing 1: Typical two dimensional field initialisation double k x =1. , k y = 1 . ; unsigned int x max=1024 , y max =1024; 2 double * a r r [ x max ] ; 4 for ( int x=0;x<x max;++x ) { a r r [ x ] = new double [ y max ] ; // allocate rows 6 } for ( int x=0;x<x max;++x ) { 8 double * l i n e = a r r [ x ] ; double xx = x / ( double ) x max ; 10 for ( int y=0;y<y max;++y ) { double yy = y / ( double ) y max ; 12 l i n e [ y ] = s i n ( ( xx * k x+yy * k y ) ) ; // initialize field } 14 } //do something and delete afterwards : 16 for ( int x=0;x<x max;++x ) { delete a r r [ x ] ; // deallocate lines 18 } We allocate an array of pointers to the respective field rows in line 3, allocate the actual rows in line 5, and set up a plane wave over all field values in lines 7 to 14. Then follow some calculations before the rows finally are deallocated in line 17. If we assume now that y max and x max take large values, the allocated doubles will consume a nonnegligible amount of RAM, passing a gigabyte at roughly 11.600 2 elements. Thus, the developer would have to swap out elements to ensure that the program does not run out of physical memory. Manually writing this would insert many lines when allocating and around line 8. Alternatively the user would write his own memory manager version calling functions to load and unload things. Especially when several objects are needed at once, loading and unloading gets complicated. Furthermore the additional lines start to obfuscate code structure. The nested for -loops as well as the essential initialisation done will be difficult to spot. Minimal changes to this passage of code will allocate the arrays in a way Rambrain is aware of them and dynamically loads and unloads the lines if needed:
Listing 2: typical two dimensional field initialisation with Rambrain double k x =1. , k y = 1 . ; unsigned int x max=1024 , y max =1024; 2 managedPtr<double> * a r r [ x max ] ; 4 for ( int x=0;x<x max;++x ) { a r r [ x ] = new managedPtr<double>(y max ) ; // allocate rows 6 } for ( int x=0;x<x max;++x ) { 8 adhereTo<double> g l u e ( a r r [ x ] ) double * l i n e = g l u e ; 10 double xx = x / ( double ) x max ; for ( int y=0;y<y max;++y ) { 12 double yy = y / ( double ) y max ; l i n e [ y ] = s i n ( ( xx * k x+yy * k y ) ) ; // initialize field 14 } } 16 //do something and delete afterwards :
for ( int x=0;x<x max;++x ) { 18 delete a r r [ x ] ; // deallocate lines } The overall structure is minimally changed. Up to adding line 8 we only wrap data objects. We introduce two template classes here, managedPtr<> and adhereTo<> to emplace Rambrain. When using Rambrain in a minimal way, these two classes will be the only classes used by the developer. The first class, managedPtr<> , replaces allocation and deallocation by allocations wrapped by Rambrain. This replacement is necessary to hide away the pointer to the actual data in logical memory, as the element may or may not be present when the user dereferences that pointer. Consequently, we need a way to give back access to the data. This is done by adhereTo<> which states its meaning in camel-case: This objects adheres to the data. While the respective adhereTo<> object exists, it is guaranteed that the user can fetch a valid pointer to the data by assigning the adhereTo<> object to the pointer, as is done in line 9. In the following we will also refer to this as "gluing the pointer to the object" or "pulling the pointer". The scoping relieves the user from the need to explicitly state that he or she does not need the data in the near future. While the corresponding adhereTo<> object exists, the pointer to the data remains valid. When this glue to a managedPtr<> goes out of scope, the object may be swapped out to free space in physical memory for other objects if needed.
This already concludes what a developer needs to know about Rambrain to write his or her own code using the library.
Advanced usage
Currently Rambrain is equipped with the following advanced inline features that give more detailed control or convenience. The line numbers given refer to the code examples of listing 3 in Appendix A.1.
• allocation of simple datatypes. The user may allocate a single object or multiple objects at once, passing an initial value. (lines 1-3)
• class allocation. Class objects may have nested managedPtrs which can be swapped out independently of the class object. Rambrain supports parametrized as well as default constructors and destructors will be called in the correct sequence. The member hierarchy can be tracked (see Appendix A.2). Rambrain will ensure correct deallocation of the object. As some or all parts of it may have been swapped out, this is a nontrivial task. The code supports array initialisation on classes, too. (lines 5-18)
• different kinds of loading stages. The user may explicitly state whether to load objects immediately or delay actual loading until the first pointer is being pulled from the adhereTo<> object. Rambrain can also be told whether the data is needed read-only. In case of the object having been swapped out already, the swap file copy is preserved and reused, as another write-out is not necessary. If the developer requests write access, the object has to be rewritten to the page file system for a swap out. Therefore, if only reading data, using const-pointers is highly encouraged as will be seen in section 4.1. (lines 19-25)
• convenience macros. When gluing and pulling a pointer should happen in the same place, we provide convenience macros that glue pointer and object together in a single line. For class members this may happen shadowing a parameter. In this case, the subsequent code reads as if the class would contain an unmanaged array of the same name. Of course, const-versions of these macros exist, too. (lines 26-33)
• multithreading options. In single threaded situation, Rambrain throws an exception when the user tries to pull more pointers than the physical memory limit defined. This can be disabled by a function call to enable over-commitment in multithreaded situations. In this case, pulling a pointer that would violate the limits blocks until enough RAM has become available by other threads destroying their adhereTo<>s. (line 36). However, this can potentially introduce a deadlock. Take for example a couple of threads that need two pointers each to start their calculation. Let us assume only half or less of these managedPtr<>s fit into RAM. In this case, all or some threads may have requested the first of the needed two pointer in parallel.
Since Rambrain cannot free pulled pointers while the respective adhereTo<>s exist it blocks all threads and waits for memory to become available to swap out. This however would never happen, as all threads are waiting and no thread is in calculation any more. To circumvent this situation, the user may use a globally locking scope conveniently provided by Rambrain (lines 38-43). It is however highly encouraged not to over-commit memory also in multithreaded situations as performance may drop by this forced serialization.
Design considerations for user code
Having introduced the basic usage style of the library let us consider what impact using Rambrain has on code design. While the syntax suggests that there would be nothing to keep in mind, a few limits and caveats apply.
Maximum atomic problem size
Rambrain's physical memory usage is being limited to a certain amount the managedPtrs may consume 1 . As Rambrain cannot use the native paging mechanisms, it is bound to the restrictions posed by the user which elements to keep in RAM. Consequently, the set of currently existing adhereTos 2 as markers for data use determines the set of data that cannot be swapped out. This restricts the physical memory usage of additional managed pointers to the remaining free amount up to a user defined limit. Thus Rambrain will be unable to manage problems that demand the simultaneous use of more data than this limit. As this limit cannot be extended over the physical memory size 3 the code has to be written in a way that the atomic problem size is kept smaller. This usually is the case as algorithms are being formulated in a local way on the data.
Data structures
The size of the used data structures relates to the atomic way of solving a problem. A matrix operation for example can typically be formulated on various matrix representations such as rows, columns, sparse single elements or smaller submatrices. To gain something from managing such a subobject, the user has to take care that enough data is managed, so that the overhead of managing the data becomes small. This design decision is left to the user, as one can allocate smaller structures via traditional mechanisms but leave the heavy load elements to Rambrain. If however a managedPtr<> is chosen, it is vital to keep in mind that blocks of data can only be swapped out and in as a whole. Ideally, all elements of your managedPtr<> will be needed in a step of calculation. If not, Rambrain might end up having to swap in a multiple of bytes to use just one or two elements. Fortunately enough, the same argument applies for normal CPU caching and developers are used to developing for this consecutive, local access scheme. Therefore, existing and highly optimised libraries are perfectly suited to be used together with Rambrain.
Hard disk bandwidth
If the user has taken care to manage the relevant structures in the right atomic way, code performance will be typically limited by firstly file system buffering and secondly hard disk bandwidth. Rambrain is written to access code that already resides in physical memory with only tiny overhead, thus an application fitting into the limits will not lose much of performance, if coding was done obeying the design principles layed out. With growing problem sizes, Rambrain usually needs to swap out more elements.
4 In order to measure the disk bandwidth demands of a problem, one has to distinguish firstly between three cases which can happen in a typical step of calculation, where we think of a step as a section needing different data sets:
1. All steps of calculation fit into RAM limits. Rambrain imposes minimal overhead to check whether data is present, but does not cause disk input/output operations (IO). 2. The step of calculation completely fits into RAM limits. Rambrain will fetch data from disk if not present yet and swap out other parts that are not needed at the moment. The rest of the step is calculated with no IO caused. 3. The step does not fit into RAM limits entirely. Rambrain will cause IO loading and unloading data segments
In both of the last two scenarios, disk IO is inevitable as we simply cannot fit enough elements into RAM. Thus we are elementary limited by disk bandwidth.
In the scenario two we begin to encounter IO as part of the problem. There we clearly can determine the needed operations: Fetch in all needed data, possibly swapping out the same amount to make space. The time fetching data can be clearly estimated as amount over disk bandwidth, plus overhead. The last scenario's performance however is intrinsically related to the internal workings of the calculation step. Concerning sub-steps in three, every sub-step can be assigned to scenario two or three themselves. As long as there exists a scenario three sub-step, we would have to subdivide the algorithm in parts to estimate the overall steps IO demands.
Ending up with scenario one or a hierarchy of two sub-steps, we can estimate IO demands as sum over the needed data elements of these steps. We emphasize that for a loop, the natural substep is one execution of the loop. Thus when nesting loops, performance is determined by the most outer loop that still fits into scenario two. All dimensions before this loop will be multiplied with that loops performance as there is no way to keep the data in RAM in between and Rambrain has to fetch and unload it to the disk. We will examine such a performance drop exemplary in section 4.4
Hard disk latency and Asynchronous IO
While the problem stated above seems to impose a crucial limit on the practical usability of Rambrain, there exists a fortunate version of it. If the last scenario 2 step takes longer for calculation than for actually loading/unloading the data, we can hide the delay that is caused by triggering a write-out and a read-in and the subsequent hard disk operation. This can be done by utilisation of Asynchronous IO. During the time the process calculates the previous step, Rambrain can load in the needed elements for the next step. When the process tries to access the fresh data, the dataset may already have become available and can be used right away. If it is not available yet, Rambrain will block when pulling the data pointer and wait for the Asynchronous IO on that object to complete. While scheduling writes and reads asynchronously in user code may be complicated and cumbersome, Rambrain can do this even automatically and reduce the overhead left to a few percent. This can be achieved in two different ways. One way assumes the user to actively preload the next needed element using an early adhereTo<> when the data set is not needed yet. A code example that also serves as a performance test can be examined in listing 5 in Appendix A.1 and the schematics depicted in figure 1. As will be explained below, Rambrain is also capable of pre-emptively loading elements when accessing them in always or nearly the same order. Random accesses however can obviously not be foreseen and thus unavoidably brings back the latency of loading. However it is not possible to speed up in that case, anyway.
Architecture
As depicted in Fig. 2 , Rambrain is divided into four independent classes. While the user front end is implemented in a standardized way by the two classes managedPtr<> and adhereTo<>, whose functioning has been described above, the abstract backend classes can be inherited to implement a custom strategy. We currently serve two implementations of these classes each. One amounts to a dummy class that is used for testing purposes, the other implementations, cyclicManagedMemory and managedFileSwap will be described in the following sections. We provide doxygen documentation for all classes. The documentation can be compiled from source code or a daily generated version can be viewed online (Imgrund and Arth, 2015a,b) .
Swapping Strategy
When swapping out the same amount of data to media not capable of fast random access, swap-out size and fragmentation factors limit the speed achieved in a practical situation. The throughput per byte to be written/read is reduced when writing small chunks only, as all overhead both physical and logical will take a greater fraction of execution time of the request. The same happens when fragments of the data needed are distributed over larger parts of the disk, as the read/write head of the disk has to be positioned differently at every fragment. Consequently a strategy writing out and reading in larger and consecutive parts at once will in general be faster than a strategy swapping out small chunks.
With no prior knowledge on what access pattern the user will impose on the data we can only make general assumptions and search for a strategy which can learn access patterns imposed by the user. The actual pattern encountered will lie somewhere in between the two extremes of a completely ordered and repeated sequence and random access patterns. Thinking of looping over an array of data, which is very common in high performance code, the most simple strategy is based on the assuption that if one element has been accessed right after the other, it again will be needed in the future when the first element has been accessed. Having accessed all elements, it is most likely that the first element will be accessed again. Thinking of multiple array objects, this also holds when a subset of objects is under consideration. This assumption suggests a cyclic strategy we implement in Rambrain may be faster when giving clues about upcoming data requirements. While in (a) the time waiting for data to arrive is wasted, the user may use this idle time for calculations on already arrived data, as depicted in (b) and written in listing 5. As preventing idle time is highly desirable, Rambrain tries to behave like case (b) without the user explicitly hardcoding this. In order to do so Rambrain tries to guess the upcoming data demands of the program and automatically prefetches elements that will be needed. the cyclicManagedMemory class and illustrate in Fig. 3 . Having established such an order amounts to a doubly linked cyclic list with the most recently accessed element marked with an "active" pointer and the last still allocated and not swapped out element marked as "counteractive". When accessed in an ordered way, we may keep elements in physical memory for as long as possible and have defined a sequence of swap-out: the oldest elements not being swapped out are the next candidates and the "counteractive" pointer will be moved one element backwards. This will write large chunks of data preferably consecutive into the swap files. When a swapped out element is requested by the user, possibly other elements which have been accessed after this one will be loaded pre-emptively and the elements will be placed in front of the former active element. In this way, accessing the next element in sequence will be very fast as it will already be present and no re-ordering has to be done to the cycle at all. Only the active pointer has to be moved backwards one element to apparently move all active elements one element in the circle. This strategy is also near to optimal when the members of a set of arrays will be accessed randomly. As long as the arrays themselves will be accessed consecutively, local ordering is also preserved by this scheme.
Pre-emptive element swap-in and decay
One major caveat of implementation however is to define the amount of bytes which are to be swapped in. A pre-emptively swapped in element will use up free physical space. Thus one has to take care of not loading unneeded elements that would be swapped out again to gain physical memory for needed elements. This Having accessed one element, it is very likely that the former next element will be the next one this time, too. Obeying this ordering, the algorithm will asynchronously pre-fetch "pre-emptive" elements and swap out allocated elements when needed.
could cause major increase of IO-operations slowing down the system. It is prevented by tracking the amount of pre-emptively swapped in bytes. Pre-emptive swap in will take place only up to a certain number of pre-emptively loaded bytes being present. If a pre-emptively loaded memory element is accessed by the user, its size will be subtracted from the pre-emptive budget. If an element has to be swapped in from the page file, the next elements will be fetched too, until the preemptive budget hits its limit. In this way, random access does not cause additional overhead by swapping in unnecessary bytes as the pre-emptive budget will always be at limit. This pre-emptive swap-in however can lead to a constantly filled up pre-emptive budget. Imagine that an array A fills the RAM completely before an array B is accessed consecutively. Given that some elements of A have been loaded preemptively, they will never be used while B is accessed. Thus, they effectively block the pre-emptive budget that would be useful in loading B consecutively. To avoid this situation, Rambrain implements a decay of pre-emptive elements. The amount of decaying pre-emptive elements is determined by probabilistic arguments to prevent random access from producing too many useless pre-emptive bytes in the following way:
The maximum size of the pre-emptive budget can be used to estimate the proba-bility of hitting a pre-emptive element at random 5 :
Where L ram is the maximum physical memory allowed, L swap the amount of occupied swapped out bytes and L preemptive the size of the pre-emptive budget. Now, every time an element is not available in RAM, we determine the amount of preemptive elements that have been accessed since the last element had to be swapped in. The probability that these N elements have been accessed randomly consequently can be estimated by P N preemptive . If this value drops below 1 percent, we let decay twice the amount of the free pre-emptive budget, but at least one byte. Decaying implies swapping out pre-emptive elements to make space for new ones. If there are not enough pre-emptive elements there to carry out this hypothesis test, we also decay the described amount to be able to test for randomness. This typically implies loading at least two elements pre-emptively, as the pre-emptive swap-in fraction is by default set to ten percent and this squares to the significance level assumed.
Swap file usage
Whereas in physical presence, the data area of a managedPtr<> has to be allocated consecutively into RAM, we may split up the data over various page file locations. While this is not desirable, it is favorable when page file memory is running out and we want to re-use bits that have become unused and gives us some freedom of allocation. Another major difference to managing heap memory, like implementations of malloc() do, is that one cannot easily use the free space for the management overhead. This is because the managing structures have to be accessible very fast and would cause considerable latency when written to disk. Of course managing the chunks of the page file in physical memory poses unavoidable overhead that will limit the amount of managed memory as this overhead grows over the physical size of memory available. At the moment the user has to care for tracking this overhead on his own and make sure to leave enough physical memory left. While this sounds like reintroducing the problem we wanted to solve first hand, we find a typical overhead to be 5 to 10 percent of the amount of allocated structures when the data content is about 1kB. This amounts to being able to manage half a terrabyte of data as if it were in RAM on a 32GB machine. This amounts to roughly 5 · 10 8 managed Pointers of this size. It is advisable to switch to higher memory loads per managedPtr which reduces the overhead by the according factor making more space addressable on disk. We plan to pack up objects into larger set in future versions to ameliorate the overhead even for the described numbers and plan to strictly obey a posed memory limit in the future 6 . Thus, given the task to swap out a managed pointer, our standard implementation managedFileSwap checks its list of free chunks of memory in the page files and tries to find the first free chunk the managedPtr is fitting into. If it fails to find such a chunk, it starts to split the data area consecutively over the remaining gaps. If this also fails, it cleans up cached managedPtrs produced by const accesses and tries again. If no free space is left, it will simply fail. As this unfavourable case may happen after days of calculation we also provide a swap policy mechanism that in this case is triggered by a logic in the memory manager but implemented in the managedSwap-derived class. The reason for splitting the implementation and the logic to trigger it is that the memoryManager in place could perhaps cope with a low memory situation in other ways than the managedSwap might know. The actual implementation of the extension is of course done in the managedSwapderived class as only this class knows how to extend a certain type of swap. Policies amount to "fail in case of a full swap", "ask the user if he wants to assign more swap" or "automatically extending swap space if disk space is left to do so".
Asynchronous IO and Direct Memory Access
The three main techniques to write out large data sets to a harddisk amount to Memory Mapping (MM), Direct Memory Access (DMA), and using Asynchronous IO (AIO) or a mixture of these. We briefly review the different approaches:
• Memory Mapping: The memory management unit in control of the virtual address space can be used to seemingly load contents of a whole file into physical memory. The same process used for paging will be utilised to write out or read in missing pieces and let an application use all space at once. When dealing with large files, this technique is very popular, as it is fast (may use DMA internally). However, when files become too big, the memory management unit quickly runs into similar problems to the one encountered when paging. A possible fix may be to map only parts of the page files. In this case, however, one has to control tightly which mappings to close first, as closing will block when the mapped region is not written to disk completely. As both the kernel interface to determine the writeout state and the actual page file usage is complicated to correlate and optimal decisions in the managedSwap classes are not obvious to spot, we quickly deferred using this method. There may be some interesting features to it, as automatic pre-fetching might already mimic an early stage of pre-emptive loading. In principle it would also be favourable to use the memory in these backed up pages right away, as no copying from mapped to allocated regions would be necessary, but with the benefits of this, one again is subject to problems of system paging when memory usage gets to its limits.
• Direct Memory Access: DMA can in principle copy parts of memory directly to sectors on the hard-disk without routing the data over the CPU. It is fast in both throughput and latency. However, it imposes memory alignment restrictions on both sides and supports only writing chunks of a certain size (typically 512kB) to disk. Since writing is direct, the action bypasses any buffering by the kernel and thus directly leads to disk access. While this can be advantageous in situations where one writes out many consecutive datasets and implements a write cache on ones own, it typically leads to overhead in our use case. Together with the imposed alignment restrictions, it is not clear how to write an efficient implementation without writing complex scheduling code or having lots of overhead when user objects do not fit into the DMA alignment well. DMA, while fast, is very complex to handle in situations where a priori it is not clear what the user requests from Rambrain. Thus the benefits of fast IO and low CPU impact vanish in the light of kernel file system buffering efficiency. There is a long going discussion involving Linus Torvalds who highly discourages the use of DMA (Torvalds, 2002) by the user.
• Asynchronous IO: The Linux kernel provides the user with the possibility to asynchronously load and save data to file descriptors. This reads and writes act on the file system cache which has gone through a long evolution and is by now a very fast and efficient way to use free physical memory without negative effects under high load. Furthermore, DMA or Memory Mapping techniques may be present in the background. Implementing Asynchronous IO upon normal buffering implies fast execution and efficient write-out while at the same time being robust to architecture changes as the most effient way of actually carrying out a certain disk operation may only be determined at system level. The interested reader may be warned, however, that there currently exist three AIO implementations: kio (Kernel Asynchronous IO), libaio (which is just a C wrapper for the former) and POSIX AIO ( a currently synchronous implementation of the POSIX AIO interface). The latter is currently implemented as blocking AIO, the former is not guaranteed to be truly asynchronous, as its implementation is file system driver specific. We use a pool of submitting threads using AIO to provide true AIO where possible and simulated AIO in the other cases, using the libaio wrapper for the system calls. In this way, IO operations will be non-blocking and have a low impact on CPU load.
The performance of managedSwap classes is closely related to the strategy which data to swap in and out since a lot of latency and wait time can be masked if writing asynchronously as we examine in section 4.3.
Having chosen a framework to do it, the actual implementation of Asynchronous IO is simple on the interface side but quite demanding on the scheduler side, as the scheduler has to deal with non-complete swap-outs and swap-ins when scheduling further action. As a rule of thumb, it has been found very useful to "double-book" memory in the sense that chunks moving from or to physical memory will demand their size in both budgets, while we also account for the memory which will be freed by such actions (and thus can be waited for when needed). When completed, the budget of free memory on the source side will be restored to the correct value and the bytes which were pending before will be subtracted from the pending bytes count. In this way, the scheduler can find the right strategy accounting for currently pending IO and demand a near to minimal amount of IO to satisfy its constraints imposed by user requests.
Compatibility to multithreading
Multithreading complicates writing the scheduler code a lot since one has to be very careful that the needs of one thread do not interfere with the needs of another thread. Scheduler and swap both are written as one instance shared by all threads. This design decision was taken as data may be shared among threads and thus needs a common swap in or out procedure. Copying data between threads however will result in various managedPtr<>s for each instance. Consequently, passing managedPtr<>s and adhereTo<>s from one to another thread has to happen thread safe, as well as access to one managedPtr from multiple thread. Thread safety in this sense does not mean that one thread has exclusive access to a managed pointer, but that the mechanisms ensuring the availability of the data are written in a way that the object is present if at least one glue in any thread is present and may be swapped out at destruction of the very last adhereTo<> instance. Having written about 80 automatic and partly random tests the code has proven to be very useful to find bugs which only occur under rare circumstances in a multithreaded situation and improved robustness a lot. Having an asynchronous and multithreaded memory manager at hand now puts the developer in a situation where he or she can simply save both work-and runtime by using this library.
Measuring performance
Having optimised the library for speed, measuring performance is a non-trivial task for technical as well as theoretical reasons. First of all, tests should be re-producible and measure the overhead imposed by Rambrain. However, this is not easy to measure, as file system operations, kernel Asynchronous IO or scheduler performance in a multithreaded situation may affect the overall performance as well. Separating these effects -given the ability to do so -would be of no use either, as the user is interested in over all performance, which is crucially related to the interplay between user software, Rambrain and the underlying asynchronous kernel IO. We found it crucial to actually force the PC into hard disk operations with some tests to measure the impact of swap file layout and access. Most of these tests however will be highly speeded up by disk caching, which is also found in a productive system. We emphasize that while only RAM-to-RAM copying is done by the OS in these cases, these tests measure best the overhead implied by the workings and logic of the Rambrain library. In order to provoke swapping actions we set up a test system finding a PC with the smallest physical RAM module sizes removing all RAM modules up to one. The tests were then carried out using OpenSuse 13.2 (based on kernel 3.16) on an Intel(R) Core(TM)2 Quad CPU Q6700 operating at 2.66GHz on an ASUSTeK P5NT WS mainboard with 32Kb L1 Cache, 4MB L2 Cache and a standard unbranded 2GB memory module. The hard disk used is a Samsung SpinPoint S250. We emphasize that the carried out tests have been designed to measure overhead, not throughput, as throughput highly depends on the local environment (hard-and software configuration) but library overhead affects any possible configuration.
Constant vs Non-Constant
Our first performance test is designed to tackle the question how much time can be saved by properly pulling const pointers when possible. As outlined in section 2.2 it is possible to request a pointer to constant data from an adhereTo<> object instead of a pointer to mutable data. This is not only good practise, see e.g. Meyers (2012) , but has in our case the advantage that Rambrain knows that the data can not be modified. Hence, if the data has already a representation in the swap, this copy is kept as long as the swap has enough free space. When the local copy of the data pointer is later deleted and a swap-out occurs the data needs not to be written out again saving a lot of expensive disk write IO.
In order to test this mechanism we allocate two blocks of data, with a block consisting of an array of smaller data chunks. The first one we call the real data while the second one is the dummy data which we will adhere and pull a pointer from to ensure the real data being swapped out due to memory restrictions. Afterwards we access alternating the real data and the dummy data, once swapping in the data const and once non-const. We measure the time it takes to swap in the dummy data in both cases, ergo capturing the time it takes to also swap out the real data. We present the resulting behaviour for different sizes of data blocks in Fig. 4 . Performance gain by const allocation
Non-Const Const Speed Up Figure 4 : Speed-up by pulling const pointers: We run a simple test where data is drawn once as const and once as normal pointers and compare the time it takes to swap out the data afterwards in a regime where all the data still fits in the disk cache.
We notice that the speed-up we can gain by const accessing the data obviously scales with the amount of data, since it is highly dependent on the time it takes to complete the swap-out. In the regime of a data block amounting to between one and ten megabytes we increase the speed of the relevant code sections by about 20 to 30 percent. Since these are relatively small data sizes in comparison to the main memory we can assume that these data swap-outs are totally handled by the disk cache, therefore we save only the time for cache management and basically a memory copy. When we enter the regime of disk IO we can expect this speed-up to be even larger since the hard disk itself is much slower than the main memory, making this feature an even worthier part of the code. For most disk types, storing data takes longer time than reading data, thus we expect this mechanism to save even more time in this case. Since it comes without any drawbacks and can be used without effort it is strongly advised to be used whenever possible, also in light of other caches' properties and optimizations being used by the compiler.
Preemptive decay
In our second test we want to demonstrate how Rambrain's pre-emptive mechanism works especially focussing on the decay of pre-emptive elements outlined in section 3.2. Rambrain reserves a little part of the allowed memory as budget to automatically load consecutive elements when a swap-in occurs. If data access was purely consecutive this would allow the library to load bigger chunks of data required soon. However random access fills this budget with data which is not necessarily used and therefore blocks the pre-emptive mechanism for future use. In Fig. 5 we demonstrate how well the library can recover from such an unfortunate situation and return to pre-loading elements when appropriate.
The test consists of several stages illustrated by the different colours in the left plot: At first we allocate several blocks of data that do not completely fit into physical memory restrictions and perform consecutive access, i.e. we iterate several times in the same order from beginning to end of the block array. Afterwards, we iterate again but in a totally random order. Finally, at the end comes again an ordered section. This figure illustrates Rambrain's built in capabilities to measure the current state of a program. The left plot shows the so called hit / miss ratio over time. For every time bin we count how many pre-emptively loaded or already present in RAM elements are actually used (hit) or are loaded (miss) as they reside in swap. The first sections show exactly the expected behaviour: The hit / miss ratio is arbitrarily high in the consecutive access region depending on the size and ratio of the pre-emptive budget, while it drops to very low values in the random access regime. The strong drop at the beginning of the random access section is to be explained by the amount of time it takes to replace all the remaining consecutive elements in the pre-emptive budget by random ones. Afterwards, the curve rises back to the same high hit / miss ratio as in the previous consecutive section. This happens with an extremely steep slope, i.e. the library recovers very fast from the random access.
While it is always possible to reach such a fast recovery it is important to ask at the same time how much effort it takes to do so. In other words one could recover immediately for example if the pre-emptive budget would be extended by a big amount or cleared regularly. This would result in massive swap movements and therefore cost a lot of time for IO operations. The right plot demonstrates, that this is not the case. It shows, that the main memory fills up very fast and that shortly afterwards the swap usage reaches it's maximum value, where the problem size is totally contained in memory and swap. Ergo, after the memory is filled up, the swap-out actions begin. Only after the data is gone through once completely the swap-in actions start. The two plotted curves for the swap movement display the integrated value until the respective time of the test. The swap-in follows the swap-out with the same slope until the random access phase begins. Then the whole picture changes drastically. The amount of written out data decreases a lot, since nearly no swap-out of pre-emptive data occurs any more: only by random chance and due to the minimalistic decay. Typically, when a decay occurs and swap is not at its limits, the swapped elements are still cached and do not need to be written out again, using the same mechanism as in the const-access case. We run a test where we iterate through an array of data multiple times in a consecutive and also random way in order to demonstrate how the pre-emptive loading of elements operates under these conditions. This can be seen by the curve for the swap-in actions. While also increasing slower than before, it now shows a steeper slope as the swap-out. Intuitively this makes no sense, since swap-in and -out should always balance each other as long as the amount of data is conserved. However, we track truly read in or written out bytes here and thus can see that caching is in place. Consequently, the swap in and out curves recover to the same slope as before the random section.
Asynchronous IO, pre-emptive reading/writing, or strict usage
In this subsection we want to address the possible speed-up one can gain by efficiently using the asynchronous nature of Rambrain and the possibility to preemptively load and unload elements automatically.
To measure the performance of different approaches we propose the test that can be found in listings 4 and 5 in Appendix A.1. We set up a two dimensional array which is realised by a list of managed pointers. While keeping the first dimension (i.e. the amount of one dimensional arrays) fixed at 1024, we vary the size of the underlying arrays (second dimension, bytesize). In order to measure the speed-up by asynchronism and pre-emptive actions we need to give the library some time to work in the background. Therefore, as in a typical use case, we iterate over the arrays always in the same order and write the result of a simple integer multiplication into the respective array. As a second parameter to vary Byte size per used chunk
Scaling with object size Figure 6 : Speed-up by pre-emptive switch: We run a simple consecutive array access test once with pre-emptive (un-)loading (solid lines) and once without (dashed lines) to measure the speed-up we get by the former. We vary the amount of work which is done in between the accesses as well as the size of the arrays.
we set the percentage of the array (load) we write data to simulating an arbitrary computational load that scales with the data. In Fig. 6 we show the time saved by an ideal use of pre-emptive loading and unloading. The solid curves denote the time taken for different steps of the test with pre-emptive being enabled, which is the standard behaviour of Rambrain, while dashed line denote the same steps with pre-emptive algorithms shut off manually. These steps are
• the creation of an adhereTo<> object, telling Rambrain to start fetching the data in the background,
• pulling a local pointer from the adhereTo<> object, waiting for the remaining data to arrive in memory if necessary,
• iterating over the data and doing some simple integer calculation on it
• and finally deleting the data which takes only a very negligible amount of time and is therefore left out in the plots.
Additionally we plot the total time all these operations take and the idle time given by 100% -(calculation time / total used time).
In general we observe a speed-up in total runtime by up to 100% just by enabling our pre-emptive algorithms with their standard parameters. Looking at the distribution in which code part the instruction pointer spends it's time, we see that we gain the additional speed partially in the adhereTo<> step but mainly when pulling the local pointer, which is the blocking action in case a swap-in has to happen and is not finished in the background. Since pre-emptive bytes reduce the amount of swap-ins needed it is expected that in most of the operations here no swap-in has to be done any more. The calculation time is untouched by the changes we make between the two versions, therefore costing always the same amount of cpu time. Any minimal differences one can see in these curves are simply due to our test machine being a normally running Linux computer.
Varying the amount of work which is done during the calculation step, i.e. writing data to the locally adhered array, we can see that already small amounts of work suffice to cover even the pre-emptive background loading of new data into local memory. Already slightly below 40% of accessed elements of the target array we reach the point where this local writing dominates and covers the overhead of loading and unloading. Please note that only doing a simple integer multiplication in the calculation has a strong influence on this number, doing more work on the data decreases this threshold by a lot. The idle time of the system illustrating the same fact starts dropping already at lower values of array access. While idle time reaches values of several percent for the pre-emptive run it does not go below 25% without pre-emptive for the displayed parameter range. It will however drop further when the calculation time dominates even more.
Similar results can be seen in the right subfigure, where we keep the array access percentage fixed at 100% and instead vary the length of each array and therefore the totally used memory. For comparison the left plot was run with a byte size per chunk of about 10 5 . Again the total time is mostly dominated by the calculation which scales linearly with the array size. At about 400 MB the idle time increases strongly due to the steeper slopes in the adhereTo<> and local pointer steps from this point on. Up until this point we can assume that the disk cache has worked nicely in our favour reducing swap actions to simple memory copies. In the remaining part of the plot we see that disk IO changes the picture by claiming more time. While until then the idle time could be decreased by increasing the amount of data to be handled this is not possible any more when the disk is part of the equation, since disk IO is clearly a dominating factor. At this point the time used for swap actions can however be still shadowed by performing more work on the data, which is conveniently the case in most programs if designed with disk IO in mind.
Next we investigate the difference in performance between this automatic preemptive mechanism and explicitly loading elements asynchronously. The results of Scaling with computational load Byte size per used chunk Figure 7 : Preemptive vs explicit asynchronous loading: We compare the speed-up due to the pre-emptive mechanism of Rambrain in comparison to an explicit asynchronous algorithm, loading of required data by the user and find that the automatic behaviour of Rambrain already grants us a performance boost.
this test are presented in Fig. 7 . We carry our the same test as before but exploit the feature to explicitly write asyncronous code, switching pre-emptive off. This means in the step where we work with data chunk i we request preloading of data chunk (i + 1) hoping that this is finished when we reach step (i + 1) in our loop. For details please see Listing 5. The automatically pre-emptive behaviour of Rambrain is even superior to a, from a user's perspective, sophisticated asynchronous approach. The results demonstrate clearly that while the asynchronous code already saves some runtime in comparison to the run with just pre-emptive switched off, it is actually a bit slower than the pre-emptive algorithm itself. This is very good news, since it allows the user to do what was initially intended by using Rambrain: to write simple code without any complicated controls for swapping actions and still get a high performance out.
The most compelling feature of the figures' plot is the superiority of pre-emptive enabled strategy to both other strategies. Only the adhereTo<>-timing is slightly worse on the left plot. We track this down to a technicality in enqueuing write/read request in the managedSwapFile backend: While the other strategies only request one element at a time, pre-emptive loading requests multiple elements at once here. The actual IO of course is asynchronous and one can schedule elements without waiting for other to complete. In this case however, the actual code sequence that is handing over the data to the AIO queueing thread is thread-safe due to a mutex. Thus when enqueuing multiple requests, the submitting thread possibly has to wait a few cycles while the AIO thread is taking out other elements from the queue which is causing the overhead seen. This is also in agreement with the drop noticed when pulling the pointer in the plot below. When the computational load is big enough, we won't need to wait for the data to arrive as it is already present and can be used right away.
While the library overhead dominates in these regimes, the actual disk IO somewhat will equalize the pre-emptive and explicit Asynchronous IO techniques when system file cache is exhausted. This can be seen by the sharp increase in execution time at about 400kB per element (400MB for all elements). At this value, the speed difference between the pre-emptive strategy and the explicit asynchronous technique vanishes.
To summarize this test section, we have clearly proven the performance of Rambrain's pre-emptive mechanisms and encourage the user to leave it enabled whenever possible. Even if the data access is totally random it does not imply a big performance drawback to try to be pre-emptive. We have seen that code relying on explicit asynchronous loading of elements is not necessarily required to gain high performance. In our opinion performance can however benefit from a more sophisticated algorithm of this type, if data is accessed in a different order than before and Rambrain has no possibility to learn this order beforehand to be able to be pre-emptive.
Matrix operations
In our final performance test we demonstrate the code performance with different algorithms for a common problem: Transposing a big matrix which itself does not totally fit in memory. We compare the following approaches to solve this problem and for two of these three also include an OpenMP parallelized version:
• Simple: A straight forward algorithm saving the matrix as rows and intuitively transposing it
• Clever: Again saving the matrix row-wise but performing the transposition in a block-wise manner
• Block: Saving the matrix also in blocks and performing the transposition accordingly
While the first algorithm is very easy understandable it can per construction not be very well performing -Rambrain present or not -since a lot of unnecessary data is loaded all the time. In many linear algebra libraries matrices are typically saved and treated block wise, as we do it in our third algorithm choice (Blackford et al., 2002) . The second one poses a middle way between those two: Saving the matrix still row wise but trying to waste less loading operations by a clever treatment of the transposition.
In this test we have two parameters which we vary: The size of the matrix per dimension and the memory size given by the amount of rows which fit into it. The results for all these runs are shown in Fig. 8 . First of all we see, that the simple algorithm is indeed in general much worse with respect to runtime than the other approaches. Above about 5000 matrix rows which fit in main memory it becomes, however, comparable to the others since this is exactly the size of the matrix we chose for this test. The same happens in the right plot, when the matrix becomes big enough to exceed the memory. The 'Clever' algorithm performs already much better, since the transposition is handled much more efficiently. Interestingly we see that OpenMP parallelisation does not bring any benefit for this kind of algorithm and rather makes it slower because of OpenMPs internal overhead. When parallelising with OpenMP one has to keep in mind that all threads share the memory manager and the amount of memory the program is allowed to use. This brings benefits as well as drawbacks depending on the situation. On the one hand if a thread loads some data and all the other threads can utilise the same data chunk one can have a very efficient code. We can see this behaviour partially in the 'Block' result. On the other hand if all threads want to load different portions of data we have a lot of swap-ins which share the bandwidth of whatever is the bottleneck: memory or disk. This can easily result in a slowdown of the execution as we can see it here. Additionally memory is shared, so that one has to make sure that all threads fit their part of the problem into their little share of the whole memory which in some cases can also limit the usability of multithreading. Finally we have included another run with the 'Clever' algorithm with the same memory restrictions as the 'Block' method to be able to make a fair comparison between these two. We see that in general the latter gives very good results especially in the low memory regime. The distinct shape of this line in the left plot is to be explained by the blockwise structure which does not always ideally fit into the given memory and, therefore, showing regions where this algorithm does not pose the optimum. Finally we have to say that this overall behaviour is not a distinct feature of the usage of Rambrain. Actually Rambrain only intensifies the impact of awareness of for example cache locality. Exactly the same algorithm types which make an effort to efficiently use memory loaded into the cpu cache also perform well with Rambrain by efficiently loading data from disk into memory.
Finally we want to show what data movements between memory and swap actually happen during such a run. We show this based on one exemplary run with the 'Block' algorithm in Fig. 9 . The left part of the plot shows the data allocation phase. At first the main memory is filled up very quickly with data, then data is consecutively swapped out to make room for more allocations. In the transposition phase afterwards data is exchanged from swap to memory and back, always loading all necessary blocks for the current transposition step. Please note, that the asynchronous nature of Rambrain makes it very difficult to measure these values at few discrete time points since it is not clear when exactly the AIO events are handled in the background. Finally, the deletion of data is also plotted in the graph, but happens so fast in the end that it is below the resolution limit of this plot.
Conclusions
We introduced the reader to writing code that utilises the Rambrain library. Having shown some simple and already known code elements like const-access, we described in detail why the proposed interface is both minimal and sufficient to handle data swap out automatically and highly efficient. We have demonstrated that the outlined mechanisms not only work properly, but also excel minimalistic approaches to mimic their strategy. The library handles asynchronous transfer of data internally providing latency hiding of disk IO operations and reducing idle times to a few percent if computational load allows. As all of this is provided by minimal user-side interaction, we feel the goal of writing a memory manager that enables the user to transparently access multiples of the physical memory to be fulfilled. This code is of great use abstracting the need of manual memory management from the users' complex routines and enabling the user to focus on his or her main goals again. 
. Feature list
In addition to sections 2.1, 2.2 and the corresponding code in Appendix A.1 we present a feature list of the current state of Rambrain. Please note that this feature list may change and especially be extended in the future. We refer the interested reader to Rambrain's github repository and the documentation therein (Imgrund and Arth, 2015b) .
• Easy to include in existing code and small overhead.
• Auto initialisation by including only managedPtr.h and linking to the library.
• Configuration options to change initial setup via several configuration files.
• Powerful parser for good usability of configuration files, see Appendix B. • Programmatic interface to change behaviour at runtime.
• Memory and swap size can be changed any time during execution.
• Several policies how to handle a full swap: "throw an error", "extend the swap automatically if possible" or "start an interactive session to ask the user what to do".
• Compatible to OpenMP and distributed memory parallelisations like MPI.
• Class support for managed objects including complex hierarchies.
and only the first one is taken into account. Furthermore, a default block in a configuration file with higher priority takes precedence over a binary specific block in a lower prioritized file. Finally we give a list and description of all currently present configuration options in table B.1. Please note that at the time of release of this paper this list might already be extended or changed. We direct the user to the documentation for more recent information (Imgrund and Arth, 2015a) . Options which accept a number like the available memory or the maximum swap size can be given as an integer which is interpreted as bytes or in conjunction with a typical unit like "1 GB" to improve the readability.
