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Abstract
We study the exact asymptotics of P

supt≥0 IZ (t) > u

, as u →∞, where
IZ (t) =

1
t
∫ t
0
Z(s)ds for t > 0
Z(0) for t = 0
and {Z(t) : t ≥ 0} is a centered stationary Gaussian process with covariance function satisfying some
regularity conditions.
As an application, we analyze the probability of buffer emptiness in a Gaussian fluid queueing system
and the collision probability of differentiable Gaussian processes with stationary increments. Additionally,
we find estimates for analogues of Piterbarg–Prisyazhnyuk constants, that appear in the form of the
considered asymptotics.
c⃝ 2011 Elsevier B.V. All rights reserved.
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1. Introduction
A vast part of literature on exact asymptotics of the tail distribution of supremum of centered
Gaussian processes is devoted to the analysis of the class of processes that, in the neighborhood
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of the point that maximizes the variance function, locally behave as a fractional Brownian motion
{Bα(t)} with Hurst parameter α/2 ∈ (0, 1], see [10,3] and references therein. This local structure
plays a crucial role for the exact form of the investigated asymptotics, typically leading to the
formula
P

sup
t∈[0,T ]
X (t) > u

= Const · uγ · P
N > u
max
t∈[0,T ]
Var(X (t))
 (1+ o(1)),
as u →∞, where γ depends on α and Const includes Pickands’ constant
HBα := limT→∞
E exp

sup
t∈[0,T ]
(
√
2Bα(t)− tα)

T
or Piterbarg–Prisyazhnyuk constant (see [11, Theorem 2.2] in conjunction with [13, Theorem 1]
or [12, Theorem 3.3], [10, Theorem D.3])
F RBα := limT→∞E exp

sup
t∈[0,T ]
(
√
2Bα(t)− (1+ R)tα)

,
for some R > 0, respectively.
This paper focuses on the analysis of the exact asymptotics of
P

sup
t≥0
IZ (t) > u

, as u →∞, (1)
where
IZ (t) =

1
t
∫ t
0
Z(s)ds for t > 0
Z(0) for t = 0
(2)
and {Z(t) : t ≥ 0} is a centered stationary Gaussian process with continuous sample paths
a.s. and covariance function R(t) = E(Z(0)Z(t)) that satisfies some regularity conditions, see
A1–A3 in Section 2.
It appears that the class of processes given by (2) possesses non-fBm structure in the
neighborhood of the maximizer of the variance function (which is t = 0 in this case). Namely,
in the neighborhood of 0, process {IZ (t) : t ≥ 0} behaves as Jα(·) rather than fBm, where
Jα(t) :=
√
α + 2 1t
 t
0 Bα(s)ds for some α ∈ (0, 2]. The lack of stationarity of increments
of Jα(·) makes the classical theory unsuitable for the analysis of the exact asymptotics of (1).
In Lemma 3.1, which provides the ‘core’ of the obtained asymptotics, we give an analogue of
Pickands’ [9, Lemma 2.2] (see also Lemma D.1 in [10]), for processes with such a local structure.
Interestingly, this non-fBm structure manifests itself in the presence of a prefactor constant in the
exact asymptotics, which can be regarded as an extension of classical Piterbarg–Prisyazhnyuk
constants.
Apart from the interest of analysis of (1) on the ground of extreme value theory for Gaussian
processes, our motivation strictly relies on applications of (1) to some problems arising in:
- Gaussian queueing models. A vast literature that analyzes traffic in large stochastic networks,
focuses on models with traffic modeled by Gaussian sources, see, e.g., [7,5,4] and references
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therein. Then, under many-sources regime (see [4,7]), the steady-state buffer content Q∗n of a
fluid queue fed by n i.i.d. sources with stationary intensities Zi (t), i = 1, . . . , n, and emptied
with rate cn, has the following representation
Q∗n =d sup
t≥0
∫ t
0
n−
i=1
Zi (s)ds − cnt

.
In Section 4.1 we derive the exact asymptotics of P(Q∗n > 0) as n → ∞, complementing
findings of [4], where P(Q∗n > Bn), as n → ∞ was considered. It appears that the qualitative
type of the obtained asymptotics is different than observed for P(Q∗n > Bn) with B > 0.
- Collisions of Gaussian processes. The analysis of collision probability of stochastic processes
plays an important role, being stimulated both by theoretic- and applied-oriented problems,
see, e.g., [14,8] and references therein. In Section 4.2 we employ the results derived for (1)
to investigation of the probability of collision of two independent Gaussian processes with
stationary increments and differentiable sample paths.
Organization. The paper is organized as follows. After introducing notation and some
preliminary results (Section 2), in Section 3 we present the main result of the paper, which
is Theorem 3.1, and some estimates for analogues of Piterbarg–Prisyazhnyuk constants. In
Section 4 we apply Theorem 3.1 to the problem of buffer emptiness in some Gaussian fluid model
and collision probability of two differentiable Gaussian processes with stationary increments.
Detailed proofs are given in Section 5.
2. Notation and preliminary results
Let {Z(t) : t ≥ 0} be a centered stationary Gaussian process with covariance function
R(t) = E(Z(0)Z(t)). We assume that
A1 R(·) is continuous, nonnegative and decreasing;
A2 there exists β > 0 and t0 > 0 such that R(t) < t−β for all t > t0;
A3 R(t) = 1− tα + o(tα) as t → 0+ for some α ∈ (0, 2].
For short, we write Z(·) ∈ A1–A3, if the covariance function of {Z(t) : t ≥ 0} satisfies A1–A3.
For a given Gaussian process Z(·) ∈ A1–A3, we introduce
IZ (t) :=

1
t
∫ t
0
Z(s)ds for t > 0
Z(0) for t = 0.
Remark 2.1. We note that scenario R(t) = R(0) − λtα + o(tα) as t → 0+ with α ∈ (0, 2]
and λ, R(0) > 0, can easily be transformed to the setting of A3. Indeed, it suffices to check that
process {Zˆ(t) = 1√
R(0)
Z(tλ−1/α) : t ≥ 0} satisfies A3.
By {Bα(t) : t ≥ 0} we denote a fractional Brownian motion with Hurst parameter α/2 ∈ (0, 1],
that is a centered Gaussian process with stationary increments and variance function σ 2Bα (t) = tα .
Moreover, let Ψ(u) := P(N > u), where N denotes the standard normal random variable. We
recall (see [2]) that
lim
u→∞
u
√
2πΨ(u)
exp

− u22
 = 1. (3)
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By σ 2X (·)we denote the variance function of the process X (·) and by X(·)we denote standardized
process X (·), i.e. X(t) = X (t)
σX (t)
.
The following class of Gaussian processes will play a crucial role in further analysis. Let, for
α ∈ (0, 2],
Jα(t) =

√
α + 21
t
∫ t
0
Bα(s)ds for t > 0
0 for t = 0.
Process Jα(·) can be regarded as a ‘smooth’ counterpart of fBm Bα(·). In the following lemma
we summarize some properties of Jα(·).
Lemma 2.1. Let α ∈ (0, 2]. Then
(i) Var(Jα(t)) = tα;
(ii) Var(Jα(t)− Jα(s)) = |t−s|(|tα+1−sα+1|−|t−s|α+1)(α+1)ts for t, s > 0;
(iii) Jα(·) is self-similar with parameter α/2.
For given α ∈ (0, 2] and R > 0, by F RJα we denote the following limit
F RJα := limT→∞F
R
Jα (T ),
where
F RJα (T ) := E exp

sup
t∈[0,T ]
(
√
2Jα(t)− (1+ R)tα)

.
To short the notation, if R = 1
α+1 , we write FJα (T ) := F1/(α+1)Jα (T ) and FJα := F
1/(α+1)
Jα
. In
Section 3 we analyze properties of F RJα .
We note that F RJα can be regarded as analogues to the constants
F RBα := limT→∞F
R
Bα (T ),
where F RBα (T ) = E exp(supt∈[0,T ](
√
2Bα(t) − (1 + R)tα)); see [12, Theorem 3.3] or
[10, Theorem D.3].
3. Main results
In this section we present main results of the paper. All proofs are deferred to Section 5.
Theorem 3.1. Assume that Z(·) ∈ A1–A3. Then
P

sup
t≥0
IZ (t) > u

= FJα ·Ψ(u)(1+ o(1)), as u →∞.
Remark 3.1. A straightforward observation of the proof of Theorem 3.1 ensures that for each
T > 0 one has
P

sup
t≥0
IZ (t) > u

= P

sup
t∈[0,T ]
IZ (t) > u

(1+ o(1)), as u →∞.
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The proof of Theorem 3.1 relies on the following lemma, that can be regarded as an analogue of
Pickands’ theorem, see e.g. Lemma D.1 in [10].
Lemma 3.1. Assume that Z(·) ∈ A1–A3. Then for all T > 0 we have
P

sup
t∈[0,T u−2/α]
IZ (t) > u

= FJα (T (α + 2)−1/α) ·Ψ(u)(1+ o(1)), as u →∞.
In the rest of this section we analyze properties of constants F RJα .
Theorem 3.2. Let α ∈ (0, 2] and R > 0. Then F RJα ≤ F RBα .
Theorem 3.2 enables us to give the following estimates for F RJα .
Corollary 3.1. Let R > 0. Then
(i) F RJα ≤ 1+ 1R for α ∈ [1, 2);
(ii) F RJ2 = 12 (1+

1+ 1R ).
The application of Corollary 3.1 to R = 1
α+1 gives estimates for constants, that appear in
Theorem 3.1, FJα ≤ 2+ α for α ∈ [1, 2) and FJ2 = 32 .
4. Applications
In this section we give two applications of Theorem 3.1. We analyze the probability of
emptiness of the buffer content in a Gaussian fluid queue, under many-sources regime and the
collision probability of differentiable Gaussian processes with stationary increments.
4.1. Emptiness of buffer content in a Gaussian fluid model
Consider a fluid queue with infinite buffer capacity, fed by n i.i.d. sources. We assume
that the intensity of the input source i is modeled by a centered stationary Gaussian process
{Zi (t) : t ∈ R}. The system is emptied with intensity cn, where c > 0. We refer to [6,4] or [7]
for motivation of considering of such a model. Then the dynamics of the buffer content process
{Qn(t)} takes the following form
dQn(t)
dt
=

n−
i=1
Zi (t)− cn if Qn(t) > 0
max

0,
n−
i=1
Zi (t)− cn

if Qn(t) = 0.
Due to Reich [15] and reversibility of Gaussian processes, the steady-state buffer content has the
following representation
Q∗n =d sup
t≥0
∫ t
0
n−
i=1
Zi (s)ds − cnt

. (4)
We are interested in P(Q∗n > 0), as n →∞.
2054 K. De¸bicki, K. Tabis´ / Stochastic Processes and their Applications 121 (2011) 2049–2063
Proposition 4.1. If Z1(·) ∈ A1–A3, then
P(Q∗n > 0) = FJα ·Ψ(c
√
n)(1+ o(1)), as n →∞.
Remark 4.1. Proposition 4.1 complements the findings of [4], where the exact asymptotics of
P(Q∗n > Bn) for B > 0 as n →∞ was considered. A straightforward observation of the proof
ensures that Proposition 4.1 holds for any c := cn such that cn√n →∞ as n →∞.
Proof of Proposition 4.1. Observe that {∑nj=1 Z j (t) : t ≥ 0}=d{√nZ1(t) : t ≥ 0}. Hence, in
view of (4),
P(Q∗n > 0) = P

sup
t≥0
∫ t
0
√
nZ1(s)ds − cnt

> 0

= P

sup
t≥0
∫ t
0
Z1(s)ds − c
√
nt

> 0

= P

sup
t>0
1
t
∫ t
0
Z1(s)ds > c
√
n

.
Thus, in order to complete the proof, it suffices to apply Theorem 3.1 for u := c√n. 
4.2. Collisions of Gaussian integrated processes
The analysis of the collision problem of stochastic processes plays an important role both
from the theoretic-level point of view and due to many relations with applied-oriented questions.
Despite a vast literature that analyzes the collisions of stochastic processes, most of the research
focused so far on Brownian motion case, see [14,8] and references therein.
In this section we analyze the problem of the collision of two independent Gaussian processes
with stationary increments and differentiable sample paths a.s., that start at time t = 0 from the
same point, say 0. Namely, let
η1(t) =
∫ t
0
Z1(s)ds + C1t and η2(t) =
∫ t
0
Z2(s)ds + C2t,
with C1 > C2, where {Z1(t) : t ≥ 0} and {Z2(t) : t ≥ 0} are independent centered stationary
Gaussian processes that satisfy A1–A3.
In the following proposition we give the asymptotics of
Pcol(C1,C2) = P(∃t>0η2(t) = η1(t)),
as C1 − C2 →∞.
Proposition 4.2. Assume that Z1(·), Z2(·) ∈ A1–A3 with α1, α2 ∈ (0, 2] respectively. Then,
Pcol(C1,C2) = FJα ·Ψ

C1 − C2√
2

(1+ o(1)),
as C1 − C2 →∞, with α = min(α1, α2).
Proof. Since C1 > C2 and η1(·), η2(·) have continuous sample paths a.s., then
Pcol(C1,C2) = P

sup
t>0
1
t
∫ t
0
Z2(s)− Z1(s)√
2
ds >
C1 − C2√
2

.
K. De¸bicki, K. Tabis´ / Stochastic Processes and their Applications 121 (2011) 2049–2063 2055
Let {Z(t) := Z2(t)−Z1(t)√
2
: t ≥ 0}. We note that Z(·) is a centered stationary Gaussian process
with covariance function RZ (t) = RZ1 (t)+RZ2 (t)2 . Thus RZ (t) = 1−λtα+o(tα) as t → 0+, with
λ =

1/2 if α1 ≠ α2
1 if α1 = α2.
Hence, with the change of variables v := sλ1/α , we have
Pcol(C1,C2) = P

sup
t>0
 t
0 Z(s)ds
t
>
C1 − C2√
2

= P
sup
t>0
 tλ1/α
0 Z(vλ
−1/α)dv
tλ1/α
>
C1 − C2√
2

= P

sup
t>0
 t
0 Z(vλ
−1/α)dv
t
>
C1 − C2√
2

.
Since {Zˆ(t) = Z(tλ−1/α) : t ≥ 0} satisfies A1–A3, then the proof is completed by a
straightforward application of Theorem 3.1. 
5. Proofs
In this section we give detailed proofs of Lemma 3.1, Theorem 3.1, Theorem 3.2 and
Corollary 3.1.
The following lemma plays an important role in further analysis. We omit standard but long
proof.
Lemma 5.1. If α ∈ (0, 2], then for x ∈ (0, 1) we have
1− xα+1 − (1− x)α+1 ≤ (α + 1)x(1− x)α−1.
As a consequence of Lemma 5.1, we have the following bound.
Lemma 5.2. For each α ∈ (0, 2], s, t ≥ 0 we have
Var(Jα(t)− Jα(s)) ≤ Var(Bα(t)− Bα(s)).
Proof. Following Lemma 2.1, if t = s or ts = 0, then
Var(Jα(t)− Jα(s)) = Var(Bα(t)− Bα(s)).
Thus, due to (ii) of Lemma 2.1, it suffices to show that for s, t > 0 such that t > s
|t − s|(|tα+1 − sα+1| − |t − s|α+1)
(α + 1)ts ≤ |t − s|
α,
which can be rewritten such that
1−
 s
t
α+1 − 1− s
t
α+1 ≤ (α + 1) s
t

1− s
t
α−1
.
The above follows from Lemma 5.1, with x = st ∈ (0, 1). This completes the proof. 
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In the following lemmas we analyze properties of process IZ (·). Let, for α ∈ (0, 2],
Cα := 2
(α + 1)(α + 2) .
Since for t > 0
σ 2IZ (t) = Var(IZ (t)) =
 t
0
 t
0 R(|v − u|)dudv
t2
= 2
 t
0
 v
0 R(u)dudv
t2
, (5)
then for t > s > 0
Var(IZ (t)− IZ (s)) = (t − s)

σ 2IZ
(t − s)− σ 2IZ (t)
s
+ σ
2
IZ
(s)− σ 2IZ (t − s)
t

. (6)
Lemma 5.3. Assume that Z(·) ∈ A1–A3. Then
(i) σ 2IZ (·) is strictly decreasing, with σ 2IZ (0) = 1;
(ii) σ 2IZ (t) = 1− Cαtα + o(tα) as t → 0+;
(iii) limu→∞ u2Var(IZ (tu−2/α)− IZ (su−2/α)) = 2α+2Var(Jα(t)− Jα(s)), for any s, t ≥ 0.
Proof. Ad (i) From (5) we have
(σ 2IZ (t))
′ = 2t
2
 t
0 R(u)du − 4t
 t
0
 v
0 R(u)dudv
t4
= −22
 t
0
 v
0 R(u)dudv − t
 t
0 R(u)du
t3
.
Thus it suffices to show that f (t) := 2  t0  v0 R(u)dudv − t  t0 R(u)du > 0 for t > 0. This
follows by the observation that f (0) = 0 and f ′(t) =  t0 R(s)ds − t R(t) > 0 for t > 0, since
(following A1)∫ t
0
R(s)ds >
∫ t
0
min
s∈[0,t] R(s)ds = t R(t).
Ad (ii) Following A3 we have R(t) = 1 − tα + o(tα) as t → 0+. Thus  t0  v0 R(u)dudv =
t2
2 − t
α+2
(α+1)(α+2) + o(tα+2) as t → 0+, and due to (5)
σ 2IZ (t) = 1− Cαtα + o(tα), as t → 0+. (7)
Ad (iii) For s = 0 we have
Var(IZ (t)− IZ (0)) = 1+ σ 2IZ (t)−
2
t
∫ t
0
R(u)du.
Hence, due to (7), we get that for fixed t ≥ 0
lim
u→∞ u
2Var(IZ (tu−2/α)− IZ (0))
= lim
u→∞ u
2

2− Cαtαu−2 − 2

1− 1
α + 1 t
αu−2

+ o(u−2)

= 2
α + 2 t
α = 2
α + 2Var(Jα(t)− Jα(0)).
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For t > s > 0, using (6) and (7), we have
lim
u→∞ u
2Var(IZ (tu−2/α)− IZ (su−2/α))
= lim
u→∞ u
2(t − s)Cα

tα − (t − s)α
su2
+ (t − s)
α − sα
tu2
+ o(u−2)

= 2
α + 2
|t − s|(|tα+1 − sα+1| − |t − s|α+1)
(α + 1)ts ,
which combined with (ii) of Lemma 2.1 completes the proof. 
Lemma 5.4. Assume that Z(·) ∈ A1–A3. Then there exists δ, A > 0 such that
(i) Var(IZ (t)− IZ (s)) ≤ A|t − s|α for each s, t ∈ [0, δ];
(ii) Var(IZ (t)− IZ (s)) ≤ A|t − s|α for each s, t ∈ [0, δ].
Proof. Ad (i) Assume that s = 0. Using the fact, that for any ϵ ∈ (0, 1) and sufficiently small
δ > 0
σ 2IZ (t) ≤ 1− (1− ϵ)Cαtα and
∫ t
0
R(u)du ≥ t − 1+ ϵ
α + 1 t
α+1 (8)
for t ∈ [0, δ], we conclude that
Var(IZ (t)− IZ (0)) = 1+ σ 2IZ (t)−
2
t
∫ t
0
R(u)du
≤ 2− (1− ϵ)Cαtα − 2+ 2(1+ ϵ)
α + 1 t
α
= 2
α + 1

(1+ ϵ)− 1− ϵ
α + 2

tα.
Now we consider the case ts ≠ 0. From (5) and (8) we get, that
− (σ 2IZ (t))′ = 2
 t
0
 v
0 R(u)dudv − t
 t
0 R(u)du
t3
≤ 2
t3

t2 − (1− ϵ)Cαtα+2 − t2 + 1+ ϵ
α + 1 t
α+2

≤ Cϵαtα−1 (9)
for t ∈ [0, δ], where Cϵα = 1α+1 ((1+ ϵ)− 2(1−ϵ)α+2 ) > 0.
Without loss of generality, in further we assume that t > s > 0.
First consider the case of s < t2 . From the mean-value theorem we conclude that
σ 2IZ
(t − s)− σ 2IZ (t)
−s = (σ
2
IZ (θ))
′, where θ ∈ [t − s, t]
and
σ 2IZ
(s)− σ 2IZ (t − s)
2s − t = (σ
2
IZ (θ))
′, where θ ∈ [s, t − s].
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Thus, due to (9), we have
σ 2IZ
(t − s)− σ 2IZ (t)
s
≤ Cϵα

tα−1 for α > 1
(t − s)α−1 for α ≤ 1
and
σ 2IZ (s)− σ 2IZ (t − s) ≤ (t − 2s)Cϵα

(t − s)α−1 for α > 1
sα−1 for α ≤ 1.
Hence, following (6), we get
Var(IZ (t)− IZ (s)) ≤ Cϵα
2
α−1(t − s)α +

1− 2 s
t

(t − s)α for α > 1
(t − s)α +

1− 2 s
t

(t − s)α for α ≤ 1
≤ 3Cϵα(t − s)α.
Now we focus on the case s ≥ t2 . Since σ 2IZ (·) is decreasing, then σ 2IZ (s)−σ 2IZ (t − s) ≤ 0. Thus,
following (6),
Var(IZ (t)− IZ (s)) ≤ Cϵα

(t − s)tα−1 for α > 1
(t − s)α for α ≤ 1
≤ Cϵα(t − s)α.
This completes the proof of (i).
Ad (ii) Since
lim
t,s→0+
Var(IZ (t)− IZ (s))
Var(IZ (t)− IZ (s))
= lim
t,s→0+
σ 2IZ
(t)+ σ 2IZ (s)− 2Cov(IZ (t), IZ (s))σIZ (t)σIZ (s)
2− 2Cov(IZ (t), IZ (s))
= lim
t,s→0+
2−

2
(α+1)(α+2) − o(1)

(|t |α + |s|α)− 2Cov(IZ (t), IZ (s))

1−

1
(α+1)(α+2) − o(1)

(|t |α + |s|α)

2(1−Cov(IZ (t), IZ (s)))
= lim
t,s→0+
2(1−Cov(IZ (t), IZ (s)))

1−

1
(α+1)(α+2) − o(1)

(|t |α + |s|α)

2(1−Cov(IZ (t), IZ (s)))
= lim
t,s→0+
1−

1
(α + 1)(α + 2) − o(1)

(|t |α + |s|α) = 1,
then for some δ and all t, s ∈ [0, δ]
|Var(IZ (t)− IZ (s))− Var(IZ (t)− IZ (s))| ≤ ϵVar(IZ (t)− IZ (s))
for sufficient ϵ > 0, hence
Var(IZ (t)− IZ (s)) ≤ (1+ ϵ)Var(IZ (t)− IZ (s))
for t, s ∈ [0, δ]. This completes the proof. 
5.1. Proof of Lemma 3.1
The core of the idea of the proof is the same as the proof of Lemma D.1 in [10]. Thus we
focus on crucial arguments that lead to the justification of the thesis of Lemma 3.1. Let
χu(t) =

u(IZ (tu
−2/α)− u)+ w | IZ (0) = u − wu

: t ∈ [0, T ]

.
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Then
P

sup
t∈[0,T u−2/α]
IZ (t) > u

= 1√
2π
∫ ∞
−∞
e−v2/2P

sup
t∈[0,T u−2/α]
IZ (t) > u | IZ (0) = v

dv
= 1√
2πu
e−u2/2
∫ ∞
−∞
ew−w2/2u2P

sup
t∈[0,T ]
χu(t) > w

dw.
Thus, thanks to (3), it suffices to show that
lim
u→∞
∫ ∞
−∞
ew−w2/2u2P

sup
t∈[0,T ]
χu(t) > w

dw = FJα (T (α + 2)−1/α).
In order to prove the above, we observe that due to Lemma 5.3, after some algebra, we get
E(χu(t)) = − 1
α + 1 t
α + wo(1);
Var(χu(t)) = 2
α + 2 t
α + o(1);
Var(χu(t)− χu(s)) = 2
α + 2Var(Jα(t)− Jα(s))(1+ o(1)),
for all s, t ∈ [0, T ], as u →∞. Besides, using Lemma 5.4, for sufficiently large u,
Var(χu(s)− χu(v)) ≤ u2Var(IZ (su−2/α)− IZ (vu−2/α)) ≤ A|s − v|α
for each s, v ∈ [0, T ]. This implies the weak convergence in C([0, T ])
{χu(t) : t ∈ [0, T ]} →d

2
α + 2 Jα(t)−
1
α + 1 t
α : t ∈ [0, T ]

=d
√
2Jα(t)−

1+ 1
α + 1

tα : t ∈ [0, T (α + 2)−1/α]

,
as u →∞.
The remaining part of the proof follows line-by-line the same argument as the proof of Lemma
D.1 in [10]. 
5.2. Proof of Theorem 3.1
The proof consists of two steps. First we show that for each given δ > 0, P(supt≥0 IZ (t) >
u) = P(supt∈[0,δ] IZ (t) > u)(1 + o(1)), as u → ∞. In the second part of the proof we find the
asymptotics of P(supt∈[0,δ] IZ (t) > u), as u →∞.
Step 1.
Following A2, sample paths of the process IZ (·) are bounded a.s. on [0,∞) (see [1] for more
details). Let δ > 0. Then σ 2 := supt≥δ σ 2IZ (t) = σ 2IZ (δ) < 1, which combined with Borell’s
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inequality (e.g. Theorem 2.1 in [2]), gives that for some m > 0
P

sup
t≥δ
IZ (t) > u

≤ 2 exp

− (u − m)
2
2σ 2

= o(Ψ(u)),
as u →∞. Since
Ψ(u) = P(IZ (0) > u) ≤ P

sup
t∈[0,δ]
IZ (t) > u

≤ P

sup
t∈[0,δ]
IZ (t) > u

+ P

sup
t≥δ
IZ (t) > u

,
then, for each δ > 0,
P

sup
t≥0
IZ (t) > u

= P

sup
t∈[0,δ]
IZ (t) > u

(1+ o(1)), (10)
as u →∞.
Step 2.
Let δ, A > 0 be such that Lemma 5.4 holds. Then, there exists A2 > 0 such that for each
t ∈ [0, δ],
1
σIZ (t)
≥ 1+ A2tα. (11)
Let T > 0 and ∆k = kT u−2/α for k = 1, . . . , n + 1, with n := [ δT u−2/α ].
Then, for k = 1, . . . , n we have ∆k ∈ [0, δ] and [0, δ] ⊆ [0,∆1] ∪nk=1[∆k,∆k+1].
Thus
P

sup
t∈[0,∆1]
IZ (t) > u

≤ P

sup
t∈[0,δ]
IZ (t) > u

≤ P

sup
t∈[0,∆1]
IZ (t) > u

+ Sn, (12)
where Sn :=∑nk=1 P(supt∈[∆k ,∆k+1] IZ (t) > u).
In order to show that Sn is asymptotically negligible, we note that due to monotonicity of
σIZ (·) and (11),
Sn =
n−
k=1
P

sup
t∈[∆k ,∆k+1]
IZ (t)
σIZ (∆k)
>
u
σIZ (∆k)

≤
n−
k=1
P

sup
t∈[∆k ,∆k+1]
IZ (t)
σIZ (t)
>
u
σIZ (∆k)

≤
n−
k=1
P

sup
t∈[∆k ,∆k+1]
IZ (t) > u(1+ A2(∆k)α)

=
n−
k=1
P

sup
t∈[∆k ,∆k+1]
IZ (t) > u + u−1 A2(kT )α

.
Let {ZC (t) : t ∈ [0, δ]} be a stationary centered Gaussian process with covariance function
Cov(ZC (t), ZC (s)) = e−C |t−s|α for C = −δ−α log(1 − A2 δα). Observe that parameter C is
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chosen in such a way that for each t, s ∈ [0, δ] we have
Var(IZ (t)− IZ (s)) ≤ A|t − s|α ≤ 2(1− e−C |t−s|α ) = Var(ZC (t)− ZC (s)).
Hence, due to Slepian’s inequality (see, e.g., Theorem 2.4 in [2]), we have
Sn ≤
n−
k=1
P

sup
t∈[∆k ,∆k+1]
ZC (t) > u + u−1 A2(kT )α

=
n−
k=1
P

sup
t∈[0,∆1]
ZC (t) > u + u−1 A2(kT )α

=
n−
k=1
P

sup
t∈[0,∆1C1/α]
ZC (tC
−1/α) > u + u−1 A2(kT )α

.
Now, for sufficiently large u, Pickands‘ Theorem (see, e.g. Lemma D.1 in [10]) yields
Sn ≤
n−
k=1
P

sup
t∈[0,T C1/αu−2/α]
ZC (tC
−1/α) > u + u−1 A2(kT )α

=
n−
k=1
HBα (T C1/α) ·Ψ(u + u−1 A2(kT )α)(1+ o(1))
= HBα (T C
1/α)√
2π
n−
k=1
1
(u + u−1 A2(kT )α) exp

−1
2
(u + u−1 A2(kT )α)2

(1+ o(1))
≤ HBα (T C1/α) ·
1
u
√
2π
e−u2/2
n−
k=1
e−A2(kT )α (1+ o(1))
= HBα (T C1/α) ·Ψ(u)
n−
k=1
(e−A2T α )kα (1+ o(1))
≤ HBα (T C1/α) ·Ψ(u)e−A2T
α
∞−
k=1
(e−A2T α )kα−1(1+ o(1)).
Let T be such that αA2T α > 1. Using that log x ≤ x − 1 for x ≥ 1, we have
∞−
k=1
(e−A2T α )kα−1 ≤
∞−
k=1
(e−A2T α )log kα =
∞−
k=1

1
k
αA2T α
≤ 1+
∫ ∞
1

1
t
αA2T α
dt
= 1+ 1
αA2T α − 1 ,
which leads to the following asymptotic upper bound for Sn
Sn ≤ HBα (T C1/α) ·

1+ 1
αA2T α − 1

e−A2T αΨ(u)(1+ o(1)),
as u →∞.
Finally, using that limT→∞ HBα (T C
1/α)
T C1/α
= HBα <∞, see Corollary D.1 in [10], we conclude
that for each ϵ > 0, there exists T > (αA2)−1/α such that
Sn ≤ ϵΨ(u)
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for sufficiently large u, which combined with (12) gives
P

sup
t∈[0,∆1]
IZ (t) > u

≤ P

sup
t∈[0,δ]
IZ (t) > u

≤ P

sup
t∈[0,∆1]
IZ (t) > u

+ ϵΨ(u).
Following Lemma 3.1 the above implies that
FJα (T (α + 2)−1/α) ·Ψ(u)(1+ o(1)) ≤ P( sup
t∈[0,δ]
IZ (t) > u)
≤ FJα (T (α + 2)−1/α) ·Ψ(u)(1+ ϵ + o(1)),
as u →∞, for each ϵ > 0 and sufficiently large T > 0.
Since FJα (T (α + 2)−1/α) ↑ FJα as T →∞, then passing with ϵ ↓ 0+, we arrive at
P

sup
t∈[0,δ]
IZ (t) > u

= FJα ·Ψ(u)(1+ o(1)) as u →∞. (13)
Combination of (13) with (10) completes the proof. 
5.3. Proof of Theorem 3.2
The combination of Lemma 5.2 with the fact that (Lemma 2.1) Var(Bα(t)) = Var(Jα(t)) =
tα for t ≥ 0 and Slepian’s Theorem implies
P

sup
t∈[0,T ]
√
2Jα(t)− (1+ R)tα > x

≤ P

sup
t∈[0,T ]
√
2Bα(t)− (1+ R)tα > x

.
Hence
F RJα (T ) =
∫ ∞
−∞
exP

sup
t∈[0,T ]
√
2Jα(t)− (1+ R)tα > x

dx
≤
∫ ∞
−∞
exP

sup
t∈[0,T ]
√
2Bα(t)− (1+ R)tα > x

dx = F RBα (T ),
for each T > 0. We complete the proof by noting that F RBα < ∞ (see [10]) and letting
T →∞. 
5.4. Proof of Corollary 3.1
One can easily check that
F RB2 =
1
2

1+

1+ 1
R

and F RB1 = 1+
1
R
,
see [4] for more details. Consider process {Sα(t) : t ≥ 0} := {B1(tα) : t ≥ 0} and observe that
for each s, t > 0 and α ∈ [1, 2)
Cov(Sα(t), Sα(s)) ≤ Cov(Bα(t), Bα(s)),
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while Var(Sα(t)) = Var(Bα(t)). Thus, due to Slepian’s inequality, we have
F RBα = limT→∞
∫ ∞
−∞
exP

sup
t∈[0,T ]
√
2Bα(t)− (1+ R)tα > x

dx
≤ lim
T→∞
∫ ∞
−∞
exP

sup
t∈[0,T ]
√
2Sα(t)− (1+ R)tα > x

dx
= lim
T→∞
∫ ∞
−∞
exP

sup
t∈[0,T α]
√
2B1(t)− (1+ R)t > x

dx = F RB1 = 1+
1
R
.
Hence the proof follows by the combination of the above with Theorem 3.2. 
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