Résumé. Onétablit la convergence vers unéquilibre des solutions globales et bornées de certains problèmes d'évolution de type gradient. Les résultats généraux sont illustrés par divers exemples en dimension finie et infinie.
Introduction
In this article we consider the nonlinear differential equation
(1)u(t) + F(u(t)) = 0, t ≥ 0, where F ∈ C(V; W) is a nonlinear operator between two real Hilbert spaces V and W and where V is densely and continuously embedded into W (we write: V → W).
A (weak) solution of this differential equation will be a function u ∈ C(R + ; V)∩ C 1 (R + ; W) satisfying the differential equation in W.
We assume that the differential equation (1) is gradient-like in the sense that for every solution u with a precompact range in V the ω-limit set defined by (2) ω(u) = t≥0 s≥t
consists only of equilibrium points. This property is in this note guaranteed by the existence of a strict Lyapunov or energy function and La Salle's invariance principle, cf. [3] , [11] , [16] .
In the case when W = V and the operator F is the gradient E of some potential E ∈ C 1 (V), then the previous condition is classically satisfied. However, this does not in general imply convergence of all precompact orbits to a single equilibrium, even for a smooth function in a two dimensional space; cf. for example Palis & de Melo [32] and Poláčik & Rybakowsky [33] .
Convergence of solutions of finite dimensional analytic gradient systems was first established by S. Lojasiewicz, relying on the well known Lojasiewicz gradient inequality which has been extended in many ways after his pioneering works [28] , [29] . For instance a function E ∈ C 2 (V) satisfies the LojasiewiczSimon gradient inequality near ϕ if there exist constants θ ∈ (0, 1 2 ], C, σ > 0 such that for every u ∈ V one has
The constant θ is called the Lojasiewicz exponent. In the finite dimensional case every real analytic function satisfies the Lojasiewicz-Simon gradient inequality near every point of its domain. A generalization of this result to the infinite dimensional case is due to L. Simon [34] , whence the name of the inequality; see also [23] . It is our purpose to study the long-time behaviour of bounded solutions when F is no longer a gradient but still generates a gradient-like equation. We will namely prove convergence to single equilibrium states under the additional hypotheses that the Lyapunov function and the function F satisfy some angle condition and that the Lyapunov function satisfies the Lojasiewicz-Simon gradient inequality. Under an additional angle-like condition (which is always satisfied in our applications) we will then also be able to determine the rate of the convergence.
The following two theorems are our main results. They are formulated for arbitrary functions which are not necessarily solutions of the differential equation (1) . The ω-limit set for arbitrary functions is defined in the same way as for solutions; see equation (2) .
Theorem 1 (Convergence result). Let u ∈ C(R + ; V) ∩ C 1 (R + ; W) have precompact range in V. Assume that there exists E ∈ C 2 (V) and α > 0 such that E(u(·)) is differentiable almost everywhere and
Assume in addition that (5) if E(u(·)) is constant for t ≥ t 0 , then u is constant for t ≥ t 0 .
Assume finally that there exists ϕ ∈ ω(u) such that E satisfies the LojasiewiczSimon gradient inequality near ϕ with exponent θ ∈ (0,
Theorem 2 (Decay estimate). In addition to the assumptions in Theorem 1, assume that there exists β > 0 such that
Then, as t → ∞,
).
Remark 3. Note that in the condition (4) of Theorem 1 the Hilbert space W can be replaced by any larger Hilbert space K into which W is continuously embedded. It might be an advantage to pass to a larger space if one applies Theorems 1 and 2 to a solution u of the differential equation (1), since the definition of a solution depends on the space W. Moreover, condition (4) might be easier to verify for smaller norms. On the other hand, in this case the decay estimate from Theorem 2 is only obtained for the weaker norm in K which is some loss of information.
The following is a variant of Theorem 1: the precompactness condition on the range of u is dropped and we assume that the Lojasiewicz-Simon gradient inequality can be verified on the function u. In fact, in many applications the precompactness condition on the range of u is difficult to verify.
Theorem 4 (Convergence result).
Let u ∈ C(R + ; V)∩C 1 (R + ; W) be arbitrary. Assume condition (4), and assume that E satisfies a Lojasiewicz-Simon gradient inequality on the solution in the sense that there exist constants θ ∈ (0, 1 2 ], C ≥ 0, E ∞ ∈ R, and t 0 ≥ 0 such that lim t→∞ E(u(t)) = E ∞ and
Then lim t→∞ u(t) exists in W.
In Neuberger [30] one can find several situations in which the energy function E satisfies the Lojasiewicz-Simon gradient inequality on any bounded subset of V, that is, the constant σ in (3) can be chosen arbitrarily large. In these situations, the Lojasiewicz-Simon gradient inequality is satisfied on any bounded solution and Theorem 4 can be applied if the angle condition (4) is satisfied. An other application of Theorem 4 will be discussed at the end of this article.
The following proposition collects some conditions which imply the conditions (4)-(6) from Theorems 1 and 2 under the assumption that one considers a solution of the differential equation (1) and that this solution is continuously differentiable in V.
Proposition 5. Let u ∈ C 1 (R + ; V) be a solution of the differential equation (1) . Then the following are true: (a) If there exists a function E ∈ C 2 (V) and α > 0 such that
for every ϕ ∈ V one has : E (ϕ) = 0 ⇒ F(ϕ) = 0, then the condition (5) is satisfied.
(c) If in addition to (9) one has
Proof. If u is a solution which is continuously differentiable in V, then, by the chain rule,
The rest of the proof is straightforward Remark 6. In the stability theory of ordinary differential equations, the term − E (u), F(u) is sometimes shortly denoted byĖ(u); see, for example, the monograph [4] . For solutions u which are continuously differentiable with values in V, this notation is motivated by the equality (12) .
The following theorem is a direct consequence of Theorems 1 and 2 and Proposition 5.
Theorem 7. Let u ∈ C 1 (R + ; V) be a solution of the differential equation (1) . Then if the conditions (9) and (10) from Proposition 5 are satisfied, and in addition there exists ϕ ∈ ω(u) such that E satisfies the Lojasiewicz-Simon gradient inequality near ϕ with exponent θ ∈ (0, 1 2 ], then lim t→∞ u(t) = ϕ in V. If, moreover, condition (11) holds true, then also the decay estimate (7) is satisfied.
Remark 8. In many applications when we have a relevant well-posedness setting for the initial value problem relative to equation (1) , the angle condition (4) can be verified for weak solutions if they are suitably approximated by solutions which are continuously differentiable in V. In such a case the conclusions of Theorem 1 (resp. Theorem 2) are fulfilled also by weak solutions.
Proofs of the main results
Proof of Theorem 1. By conditions (4) and (5), the function E is nonincreasing along u, and if E(u) is constant, then the function u is constant. Since ω(u) is non-empty, and since E is continuous, it follows that lim t→∞ E(u(t)) exists; in fact, lim n→∞ E(u(t n )) = E(ϕ) for any sequence (t n ) such that lim t→∞ u(t n ) = ϕ. By changing E by an additive constant, if necessary, we may without loss of generality assume that E(ϕ) = 0, so that E(u(t)) ≥ 0.
If E(u(t 0 )) = 0 for some t 0 ≥ 0, then E(u(t)) = 0 for every t ≥ t 0 , and therefore, by condition (5), the function u is constant for t ≥ t 0 . In this case, there remains nothing to prove.
So we can assume that E(u(t)) > 0 for every t ≥ 0. Let
Then H is nonincreasing, H(t) > 0, and lim t→∞ H(t) = 0. Let t 0 ≥ 0 be such that u(t 0 ) − ϕ V < σ, and define
By continuity of the function u, we have t 1 > t 0 . For almost every t ∈ [t 0 , t 1 ), by condition (4) and by the Lojasiewicz-Simon gradient inequality,
Hence, for almost every t ∈ [t 0 , t 1 ),
∞ be a sequence such that σ > u(t n 0 ) − ϕ V → 0, and define the corresponding t n 1 as above. Assume that t n 1 was finite for every n. Then, by definition of t n 1 and by continuity of u, u(t
On the other hand, from the inequality (14) we obtain u(t n 1 ) − ϕ W → 0, a contradiction to the precompactness of the range of u in V.
Hence, if n is large enough, then t n 1 = +∞. By (13) , this impliesu ∈ L 1 (R + ; W). By Cauchy's criterion, lim t→∞ u(t) exists in W. By the precompactness of the range of u in V, and since ϕ ∈ ω(u), we obtain lim t→∞ u(t) = ϕ in V.
Proof of Theorem 2. By Theorem 1, we know that lim t→∞ u(t) = ϕ. If for some t 0 ≥ 0 we have E(u(t 0 )) = E(ϕ), then the function u is constant for t ≥ t 0 by condition (5), and there remains nothing to prove. So as in the proof of Theorem 1, we can again assume that E(u(t)) > E(ϕ) for every t ≥ 0, and we can also assume that E(ϕ) = 0. Let the function H be defined as in the proof of Theorem 1. Let t 0 ≥ 0 be large enough such that u(t) − ϕ V ≤ σ for every t ≥ t 0 . By the inequality (13), for every t ≥ t 0 ,
Moreover, by assumption (6), for every t ≥ t 0 ,
Solving this differential inequality, we obtain the estimate
Combining this estimate with (15), the claim follows.
Proof of Theorem 4. In order to prove this theorem, one defines the function H as in the proof of Theorem 1 (again one may assume that E ∞ = 0) and notes that the estimate (13) is by hypothesis true for every t ≥ t 0 . As a consequence, u is integrable on R + with values in W. By Cauchy's criterion, u converges in W.
Applications
In this section we discuss several applications of our abstract results.
3.1.
A gradient system in finite dimensions. We start by applying our abstract results to ordinary differential equations. We first consider the gradient systemu
where
The system is a special case of (1) if we put V = W = R N and F = ∇G. Theorem 7 applies if we set E = G. Since then E = F and since all involved spaces are equal to R N , the conditions (9)- (11) from Proposition 5 are satisfied.
In particular, if u is a bounded solution of the above gradient system and if G satisfies the Lojasiewicz-Simon gradient inequality near some ϕ ∈ ω(u) (for example, if G is real analytic), then, by Theorem 7, lim t→∞ u(t) = ϕ. This is essentially Lojasiewicz' classical result, cf. [28, 29] .
3.2.
A second order ordinary differential system. Let G ∈ C 2 (R N ), γ = 0 a real constant, and consider the second order ordinary differential system (16) 
This system is equivalent to the first order system (1) if we define F :
and if we put V = W = R 2N . Let ε > 0, and define E :
Fix R ≥ 0, and let
Moreover,
Combining this inequality with the estimate on (∇E, F), we see that the angle conditions (9) and (11) from Proposition 5 are satisfied, not for every (u, v) ∈ R 2N , but at least if u ≤ R. In particular, if u is a bounded solution of (16), then we find some ε > 0 such that the angle conditions (4) and (6) from Theorems 1 and 2 are satisfied.
One easily checks that also the condition (10) or the corresponding condition (5) are satisfied in this example. As a corollary of Theorem 1, we obtain the following convergence result which has in the case of analytic G and positive γ been proved in [17] . Also the Lyapunov function E has been proposed there.
Corollary 9. Let u ∈ C 2 (R + ; R N ) be a bounded solution of (16) . Assume that G satisfies the Lojasiewicz-Simon gradient inequality near some ϕ ∈ ω(u). Then lim t→∞ u(t) = ϕ.
This corollary is now a direct consequence of Theorem 1 if one proves that the function E satisfies the Lojasiewicz-Simon gradient inequality near (ϕ, 0).
We prove that if G satisfies the Lojasiewicz-Simon gradient inequality near ϕ, then E satisfies the Lojasiewicz-Simon gradient inequality near (ϕ, 0), and the Lojasiewicz exponents are the same. The proof of this fact is implicitly given in [17] , but for the reader's convenience, we give this short proof here. Assume, as it is the case in Corollary 9, that ∇G(ϕ) = 0; otherwise the Lojasiewicz-Simon gradient inequality is trivial. Suppose that (u, v) is sufficiently close to (ϕ, 0), so that u ≤ R, u − ϕ ≤ σ ≤ 1, ∇G(u) ≤ 1 and v ≤ 1. Since 2(1 − θ) ≥ 1, and by the Lojasiewicz-Simon gradient inequality for G, we then obtain
On the other hand,
by the definition of M and the choice of ε > 0. From these two estimates follows that E satisfies the Lojasiewicz-Simon gradient inequality near (ϕ, 0).
Remark 10. Using Lojasiewicz' classical result [28] , [29] , which says that every real analytic function satisfies the Lojasiewicz-Simon gradient inequality near every point of its domain, one can conclude more easily if G is real analytic, for then the function E is real analytic, too!
In [17] , also the case of nonlinear damping was considered. The damping, however, should not degenerate in the sense that near 0 the damping is in principle linear. The case of degenerate damping has been considered in [6] . For other types of second order ordinary differential equations to which the Lojasiewicz technique applies, see [1] , [2] .
3.3.
A first order ordinary differential system. In this second example, we let f , g ∈ C 1 (R) and we consider the ordinary differential system
where in addition the a, b, c, d are real constants. The above ordinary differential equation is a special case of (1) if we define F :
,
and we define E ∈ C 2 (R 2 ) by
Here γ ∈ R is a parameter to be chosen such that the matrix
is positive definite, say B ≥ ηI for some η > 0. One easily verifies that such a parameter γ exists thanks to assumption (18) , and that γ is always strictly positive. With these definitions
so that in this case the angle conditions (9) and (11) from Proposition 5 are satisfied. It is straightforward to see that also condition (10) is satisfied in this example.
Corollary 11. Assume that for every ϕ, ψ ∈ R there exist k = k(ϕ), l = l(ψ) such that f (k−1) (ϕ) = 0 and g (l−1) (ψ) = 0 (in particular, we assume that f ∈ C k−1 and ψ ∈ C l−1 in a neighbourhood of ϕ and ψ, respectively). Let (u, v) be a global and bounded solution of the differential system (17) .
Proof. By assumption on the function f and by [8, Proposition 2.2], the primitive F of f satisfies the Lojasiewicz-Simon gradient inequality near every ϕ ∈ R, and the corresponding Lojasiewicz exponent is 1/k(ϕ). By the same argument, the primitive G of g satisfies the Lojasiewicz-Simon gradient inequality near every ψ ∈ R, and the corresponding Lojasiewicz exponent is 1/l(ψ). Fix (ϕ, ψ) ∈ R 2 and let θ = min{
Then we obtain for every (u, v) close enough to (ϕ, ψ)
the constants C varying from line to line. Hence, the function E satisfies the Lojasiewicz-Simon gradient inequality near (ϕ, ψ) with Lojasiewicz exponent θ.
Since the conditions (9) and (10) of Proposition 5 have been verified above, Corollary 11 is a consequence of Theorem 7.
A special case of the equation (17) is the ordinary differential equatioṅ
which, when we rewrite it as a second order problem, results into the differential equationü
For a = d > 0 (d > 0 due to assumption (18)) we obtain the example
where α, β > 0 are arbitrary (β > 0 is necessary due to assumption (18)). The underlying functions f (u) = u 3 − u and g(v) = v are both analytic and therefore satisfy the assumptions of Corollary 11. The energy E(u, v) = γ(
v 2 is coercive in the sense that the sublevels {E ≤ c} are bounded (recall that γ > 0). Therefore, every solution u of (19) is global and u andu are bounded.
There are only three stationary states for the problem (19): ϕ = −1, 0, or 1. The function f satisfies f (ϕ) = 0 for each of these values, and moreover g (0) = 0. By Corollary 11, we can thus summarize.
Corollary 12. Every solution u of (19) is global, bounded. Moreover, lim t→∞ u(t) = ϕ with ϕ ∈ {−1, 0, 1} and lim t→∞u (t) = 0. In each case, the convergence is exponential, that is, |u(t) − ϕ| + |u(t)| = O(e −ct ) for some c > 0.
3.4.
A first order dissipative differential system. Let R > 0 be fixed. In this example we consider
This ordinary differential equation is a special case of the abstract differential equation (1) if we define F :
Note that F is not a gradient, but we can apply our abstract results if we define E : R 2 → R by
Then
and
Combining the above estimates, one sees that the angle condition (9) from Proposition 5 is satisfied in this example with α = 1 2
(one can even verifiy it with α = 2 3
√
2), and the second angle condition (11) is satisfied with β = 1. One also easily checks that condition (10) is satisfied.
Analyticity of E implies that E satisfies the Lojasiewicz-Simon gradient inequality near every ϕ ∈ R 2 . By coercivity of E (that is, {E ≤ c} is bounded for every c ∈ R), every solution is global and bounded. One thus obtains the following corollary to Theorem 7. (20) is global, bounded, and converges, as t → ∞, to some equilibrium.
Corollary 13. Every solution of

3.5.
An abstract gradient system. In this example we consider an abstract infinite dimensional gradient system and an application to the semilinear heat equation on a bounded domain. Let V and H be two (infinite dimensional) Hilbert spaces such that
, and consider the abstract gradient system
This system is a special case of the abstract differential equation (1) if we put V = V , W = V and F = M. Theorem 7 can be applied if we put E = E and if we consider only solutions u ∈ C 1 (R + ; V ) (this restriction might be removed in some concrete examples). For every u ∈ V such that M(u) ∈ V one has, by continuity of the embedding H → V ,
so that conditions (9)-(11) of Proposition 5 are satisfied in this situation. By Theorem 7, we obtain the following corollary. Corollary 14. Let u ∈ C 1 (R + ; V ) be a solution of the gradient system (21). Assume that u has precompact range in V and that there exists ϕ ∈ ω(u) such that E satisfies the Lojasiewicz-Simon gradient inequality near ϕ. Then lim t→∞ u(t) = ϕ in V .
This corollary can be applied in the following concrete example. Let f ∈ C 1 (R) and Ω ⊂ R N be a domain, and consider the semilinear heat equation
It is well known that the above heat equation can be rewritten as an abstract gradient system if one puts V = H 1 0 (Ω) and H = L 2 (Ω), and if the energy
If Ω is a bounded domain, and if u is a global solution of the semilinear heat equation (22) which is uniformly bounded in
, then it is well known that u belongs to C 1 ((0, ∞); H 1 0 (Ω)) and has precompact range in H 1 0 (Ω). If, moreover, the function f is analytic, then the energy E satisfies the Lojasiewicz-Simon gradient inequality near every ω-limit point of u. Hence, by Corollary 14, we obtain the following result, [34] , [23] .
Corollary 15. Assume that Ω ⊂ R
N is a bounded domain and that f : R → R is analytic. Let u be a global solution of the semilinear heat equation (22) and assume that u is bounded in H (Ω). Corollary 14 also applies to other parabolic equations on bounded domains or compact manifolds; see the examples in [34] , [23] , [21] .
3.6. An abstract second order equation. In this example we generalize the second example to the infinite dimensional case and apply the results to a semilinear wave equation and to a semilinear elliptic equation. As in the previous example, we let V and H be two Hilbert spaces such that
Let γ = 0 be a real constant, E ∈ C 2 (V ), and put M := E ∈ C 1 (V, V ). We consider the abstract second order equation
This second order equation is equivalent to the asbtract first order equation (1), if we define the spaces V := V × H and W := H × V , so that V → W, and if we define the function F : V → W by
Then a function u is a (weak) solution of the second order equation (23) It is well known that the problem (23) is gradient-like and that the function E 0 (u, v) := (sgn γ) (
) is a Lyapunov function. In order to apply our abstract results, however, we use the perturbed Lyapunov function E ∈ C 1 (V) defined by
Here ε > 0 is a parameter which will depend on the solution and (·, ·) V denotes the inner product in V . If K : V → V denotes the duality mapping, given by the identities
Corollary 16. Let u ∈ C 1 (R + ; V ) ∩ C 2 (R + ; H) be a solution of the second order equation (23) , and assume that (u,u) has precompact range in V = V × H. Assume in addition that (1) for every v ∈ V the operator KM (v) extends to a bounded linear operator on H and sup KM (v) L(H) is finite when v ranges over a compact subset of V , (2) the function E satisfies the Lojasiewicz-Simon gradient inequality near some ϕ ∈ ω(u) with exponent θ ∈ (0, 1 2 ].
Then lim t→∞ u(t) = ϕ in V and
Proof. The function U = (u,u) is a solution of the first order problem (24) which is continuously differentiable with values in V = V × H.
where C is the constant coming from the embedding H → V . Since the solution u is assumed to have precompact range in V and by assumption (1),
Therefore, if we choose ε > 0 small enough, then along the solution we have the estimate
Combining this estimate with (26), we see that the angle conditions (9) and (11) from Proposition 5 hold. Moreover, one readily verifies that also condition (10) is satisfied. It remains to show that E satisfies the Lojasiewicz-Simon inequality near (ϕ, 0). Let (u, v) ∈ V be sufficiently close to (ϕ, 0) such that u − ϕ V ≤ σ (σ being the constant from the Lojasiewicz-Simon gradient inequality for E; assumption (2)), M(u) V ≤ 1 and v H ≤ 1. Then
In the second inequality we have used the assumption (2), the inequality 2(1 − θ) ≥ 1, and the continuous embedding of H into V . We estimate further
where the constants C depend on the embedding V → H, a bound on M (u) L(V,V ) in a neighbourhood of ϕ, and the embedding H → V . If ε > 0 is small enough, then we see from the preceeding two inequalities that E satisfies the Lojasiewicz-Simon gradient inequality near (ϕ, 0).
The claim thus follows from Theorem 7.
Remark 17. It follows from the equality (25), the inequality (26) and the proof of Proposition 5, that for every bounded solution u ∈ C 1 (R + ; V ) ∩ C 2 (R + ; H) of (23) one has
. If u is a weak solution which can be locally uniformly approximated by solutions in C 1 (R + ; V ) ∩ C 2 (R + ; H), then this inequality holds still true; in particular, the function E(u,u) is differentiable almost everywhere. Moreover, for such solutions, the condition (4) is satisfied by the estimate (27) .
As a consequence, one finds that Corollary 16 holds true for weak solutions which can be locally uniformly approximated by regular solutions. In [9, Lemma 3.7] one can find an abstract condition which guarantees that every weak solution belongs to this class. Semilinear wave equations and plate equations are examples in which this condition can be verified or for which it can be directly proved that weak solutions can be approximated by regular solutions; see [18] , [9] for these applications. In [18] also the case of nonlinear and strong damping was considered.
Corollary 16 applies in particular to the semilinear dissipative wave equation
where γ > 0, the function f : R → R is analytic and Ω ⊂ R N is a bounded domain with smooth boundary. If N ≥ 2 then we assume in addition that there exists α ≥ 0 and M ≥ 0 such that (N − 2)α < 2 and |f (s)| ≤ M (1 + |s| α ) for every s ∈ R.
The damped wave equation is a special case of the second order equation (23), if one puts V = H 1 0 (Ω) and H = L 2 (Ω), and if the energy E :
Since f is analytic, and by the growth assumption on f , this energy E satisfies the Lojasiewicz-Simon gradient inequality near every ω-limit point of u. Moreover, the duality mapping K :
. From this, the growth assumption on f , and the Sobolev embedding theorem, it is not difficult to deduce that the condition (1) of Corollary 16 is satisfied. Moreover, since γ > 0 and by a result of Webb [35] (see also [16] ), if u is a solution of the semilinear wave equation and if the function (u,u) is bounded in
, then (u,u) has already precompact range in that space. Hence, by Corollary 16, we recover the following result from [18] .
be a global solution of the semilinear wave equation (28) and assume that (u,u) is bounded in
(Ω). We remark that convergence to equilibrium can also be shown if in the wave equation (28) one replaces the dissipation term u t by a nonlinear term of the form β(u t ), where β ∈ W 1,∞ (R) satisfies β ≥ α > 0, or a strong dissipation term of the form −∆u t ; see [18] , where one can also find many other examples. If one replaces the boundedness assumption on (u,u) be the stronger assumption that (u,u) has precompact range in
, then one may also consider γ < 0. The case of degenerate damping of the form |u t | α u t is considered in [7] ; there, convergence to equilibrium is proved for α ≥ 0 sufficiently small.
Corollary 16 also applies to the semilinear elliptic equation
where γ = 0, the function f : R → R is analytic and satisfies the same growth condition as in the semilinear wave equation above, and Ω ⊂ R N is again a bounded domain with smooth boundary.
Clearly, also this semilinear elliptic equation is a special case of the second order equation (23), if one puts, as before, V = H 1 0 (Ω) and H = L 2 (Ω), and if the energy E :
As in the previous application to the semilinear wave equation, the energy E satisfies the Lojasiewicz-Simon gradient inequality near every ω-limit point of u, and condition (1) of Corollary 16 is of course still satisfied. By Corollary 16, we thus obtain the following result.
be a global solution of the semilinear elliptic equation (29) and assume that (u,u) is bounded in
Proof. Only the precompactness of the range of (u,u) in H 1 0 (Ω)×L 2 (Ω) remains to be shown. For every n ∈ N * we put
Then u n is solution of the elliptic equation
By the boundedness assumption on (u,u) and the growth condition on f , the sequence
Since Ω has smooth boundary, every point in (−1, 2)×∂Ω is a regular boundary point for (−1, 2) × Ω. By local regularity near the boundary (see, for example, the proof of [15, Theorem 8.12] ), for every (t,
For every interior point (t, x) ∈ (−1, 2) × Ω, there also exists such a neighbourhood by [15, Theorem 8.8] , that is, by interior regularity of solutions of elliptic equations. Since [0, 1] ×Ω is compact, by choosing a finite covering, we find that u n ∈ H 2 ((0, 1) × Ω). Moreover, the local regularity results imply H 2 estimates and we obtain from (30) that
By interpolation (see [26, Chapter 1, Theorem 3.1 and Section 9]), we have
with continuous embeddings. From this and the definition of u n we obtain that (u,u) is bounded with values in H 3.7. The semilinear heat equation in R N . This example serves as an illustration how to apply Theorem 4. We consider the semilinear heat equation
is a positive initial value. As pointed out before, the semilinear heat equation is a gradient system and a special case of (21) or (1). The corresponding energy E :
Under the conditions
it is known that (31) admits a positive stationary solution ϕ ∈ H 1 (R N ) and this positive stationary solution satisfies E(ϕ) > 0. In addition, as a consequence of [25] , the positive stationary solution is unique up to translations. Finally , the positive stationary solution is nondegenerate in the sense that the dimension of the kernel of the linearized operator −∆+1−pϕ p−1 equals the space dimension N , cf. [31, Appendix C]. This fact was used in [10] in order to show that the energy E satisfies the Lojasiewicz-Simon gradient inequality near ϕ.
From Theorem 4 we obtain the following result which has been proved in [14] for the case of compactly supported positive initial values having arbitrary energy; see also [5] . The proof follows [14] , but here we can skip the part in which precompactness of the range of the solution was shown. The principle of concentrated compactness already suffices to show that the conditions of Theorem 4 are satisfied.
) be a bounded and positive solution of the semilinear heat equation (31) . Assume that lim t→∞ E(u(t)) < 2E(ϕ) (for example:
Proof. Since u is bounded with values in H 1 ∩ L ∞ , one easily checks that the function E(u(·)) is bounded. Moreover, E(u(·)) is nonincreasing, and therefore converging to a limit E ∞ . From this and some regularity theory for the heat equation one deduces that lim t→∞ u t (t) L 2 = 0. Hence, by the principle of concentrated compactness ([27, Theorem III.4]), for every sequence (t n ) ∞ there exists a subsequence (which we denote again by (t n )), m ≥ 1, solutions w i ∈ H 1 (R N ) (1 ≤ i ≤ m) of the stationary problem (that is, w i = 0 or w i is a translate of ϕ), and sequences (x E(w i ). In this sum we have E(w i ) = 0 if w i = 0 and E(w i ) = E(ϕ) if w i is a translate of ϕ. By assumption, E ∞ < 2E(ϕ), so that at most one of the w i can be nonzero. In particular, m ≤ 2.
If E ∞ = 0, then necessarily m = 1, w 1 = 0, and lim n→∞ u(t n ) = 0 in H 1 . This case occurs then for every sequence (t n ) ∞ and we deduce that lim t→∞ u(t) = 0 in H 1 .
If, on the other hand, E ∞ = E(ϕ), then exactly one of the w i is nonzero. If we denote by S the set of all translates of ϕ, then we obtain lim t→∞ dist (u(t), S) = 0, where the distance is the distance in H 1 . It has been shown in [10, Lemma 2.8] that the energy E satisfies the Lojasiewicz-Simon gradient inequality near the ground state ϕ with exponent θ = 1 2 , that is, there exist constants σ > 0 and C ≥ 0 such that for every v ∈ H 1 (R N ) one has
Since E is translation-invariant in the sense that E(v) = E(v(· − x)) and E (v) H −1 = E (v(· − x)) H −1 for every v ∈ H 1 (R N ) and every x ∈ R N , this implies that for every v ∈ H 1 (R N ) one has
Since lim t→∞ dist (u(t), S) = 0, the solution u thus satisfies the condition (8) from Theorem 4. Moreover, the condition (4) holds for this gradient system when we put V = H 1 (R N ) and W = H −1 (R N ). By Theorem 4, lim t→∞ u(t) exists in W. Together with lim t→∞ dist (u(t), S) = 0 in H 1 (R N ) this implies that lim t→∞ u(t) exists in H 1 (R N ).
Remarks 21. (a) Corollary 20 remains true if the nonlinearity −u p in the heat equation (31) is replaced by certain other nonlinearities; see, for example, [14] or [10] for precise conditions. (b) We point out that there are similar convergence results for global and bounded solutions of damped wave equations in R N provided that the solutions have eventually sufficiently small energy. We refer to [12] for wave equations on unbounded intervals and to [13] , [24] for wave equations in higher dimensions. In [13] the principle of concentrated compactness was used to show that solutions approach the set of all translates of the ground state while convergence to a single stationary solution is obtained with different arguments. The convergence proof in [24] is shorter and uses the Lojasiewicz-Simon gradient inequality.
