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MODÈLE DE ROUTAGE ÉCOÉNERGÉTIQUE DANS LES RÉSEAUX DÉFINIS PAR
LOGICIEL
Samy ZEMMOURI
RÉSUMÉ
La croissance exponentielle des utilisateurs du réseau et leurs demandes de communication ont
conduit à un accroissement considérable de la consommation d’énergie dans les infrastructures
réseau. Un nouveau paradigme de réseautage appelé Software Deﬁned Networking (SDN) a
récemment vu le jour, dans lequel le plan de données, responsable du transfert de paquets est
découplé du plan de contrôle responsable de la prise de décision.
Le SDN simpliﬁe la gestion du réseau en offrant la programmabilité des équipements réseau et
permet la redirection rapide des ﬂux. Il est évident que le SDN ouvre de nouvelles opportunités
prometteuses pour améliorer la performance du réseau en général et l’efﬁcacité énergétique en
particulier. Dans ce mémoire, compte tenu de la charge de traﬁc actuelle d’un réseau basé sur le
paradigme SDN, nous exploitons les techniques d’adaptation dynamique des débits des ports
de transmission des données, aﬁn de réduire la consommation d’énergie du réseau.
L’idée principale de ce mémoire est de trouver une distribution des ﬂux sur des chemins pré-
calculés qui permet de réduire la consommation énergétique du réseau par l’adaptation dyna-
mique des débits de transmission des liaisons. Nous formulons d’abord le problème comme un
problème de programmation linéaire entière (ILP). Ensuite, nous présentons quatre différents
algorithmes efﬁcaces du point de vue de temps de traitement à savoir, l’algorithme First Fit,
l’algorithme Best Fit, l’algorithme Worst Fit et un algorithme génétique (AG) pour résoudre le
problème pour le cas d’une topologie réseau réaliste.
Les résultats de la simulation montrent que la méthode basée sur l’AG surpasse systématique-
ment les autres heuristiques proposées et qu’en appliquant cet algorithme, entre 32 % et 47 %
de l’énergie peut être économisée en fonction de la taille et de la densité de la topologie du
réseau.
Mots clés: SDN, Algorithmes génétiques, Heuristiques, Adaptive Link Rate, Optimisation

ENERGY-AWARE ROUTING FOR SOFTWARE-DEFINED NETWORKS
Samy ZEMMOURI
ABSTRACT
The exponential growth of network users and their communication demands has led to a tan-
gible increment of energy consumption in network infrastructures. A new networking paradigm
called Software Deﬁned Networking (SDN) was recently emerged, in which the packet forwar-
ding data plane is decoupled from decision making control plane.
SDN simpliﬁes network management by offering programmability of network devices, monito-
ring the real-time trafﬁc rates and ability of fast rerouting. It also assists to lower link data rates
via rate-adaptation technique which reduces considerably the power consumption of network.
It is deemed that SDN opens new promising opportunities to improve network performance in
general and energy efﬁciency in particular. In this paper, given current trafﬁc load of an SDN
based network, we exploit the rate adaptation techniques in SDN-enabled devices in order to
reduce the energy consumption.
The main idea behind this thesis is to ﬁnd a distribution of ﬂows over pre-calculated paths
which allows to adapt the transmission rate of maximum links into lower states. We ﬁrst for-
mulate the problem as an Integer Linear Programming (ILP) problem. Then, we present four
different computationally efﬁcient algorithms namely greedy ﬁrst ﬁt, greedy best ﬁt, greedy
worst ﬁt and meta-heuristic Genetic Algorithm (GA) based method to solve the problem for a
realistic network topology.
Simulation results show that the GA based method consistently outperforms the others propo-
sed greedy algorithms and by applying this algorithm, between 32 % to 47 % of the energy can
be saved depending on the size and density of the network topology.
Keywords: SDN, Genetic algorithms, Greedy algorithms, Adaptive Link Rate, Optimisation
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10.1 INTRODUCTION
Contexte
Le début des années deux mille a vu une croissance explosive dans l’utilisation des équipements
des technologies de l’information et de la communication (TIC) dans toutes les sphères de la
vie qui incluent l’industrie, le commerce et le secteur résidentiel. Les TIC sont désormais une
partie intégrante de la vie quotidienne et les activités humaines y sont fortement dépendantes.
Par le passé, l’intérêt engendré par les TIC était axé sur la performance et le coût. Peu d’atten-
tion a été accordée à l’énergie consommée par les équipements et l’impact sur l’environnement.
Cependant aujourd’hui, les TIC sont l’un des acteurs majeurs du réchauffement climatique et
de la pollution environnementale causés par leur utilisation croissante. En effet, en 2012, la
consommation moyenne annuelle d’électricité dans les industries des TIC était de plus de 200
GW où l’infrastructure et les dispositifs de télécommunications représentaient 25 % (Chih-Lin
et al. (2014)).
Par conséquent, les techniques d’économie d’énergie en général et le concept des réseaux éco-
logiques ou Green Networking en particulier attirent une grande attention de l’industrie des
télécommunications et de la communauté scientiﬁque. Sur le plan industriel, certaines grandes
entreprises du secteur ont déjà entamé une révolution verte par le développement d’équipe-
ments réseau « Green » ou écoénergétique. Parmi ces entreprises, telles que Cisco avec sa
suite « EnergyWise » (Sandhu et al. (2012)), Alcatel- Lucent à travers le consortium mondial
« GreenTouch » (Vetter et al. (2013)) qui fournit de nouvelles technologies permettant de mul-
tiplier par 10 000 l’efﬁcacité énergétique des réseaux mobiles ou encore IBM avec son projet «
Big-Green » (Olson (2008)) qui décrit une approche en cinq étapes pour améliorer l’efﬁcacité
énergétique ; diagnostiquer, construire, visualiser, gérer, refroidir (cooling).
De nombreuses études sont unanimes pour indiquer que les progrès technologiques au niveau
des équipements devraient permettre l’amélioration de l’efﬁcacité énergétique au cours des dix
prochaines années. L’intérêt de l’industrie et celui des chercheurs à l’amélioration de l’efﬁ-
2cacité énergétique ont permis l’émergence du Green Networking. La consommation d’éner-
gie élevé de l’infrastructure de télécommunication, le coût élevé engendré par cette énorme
consommation, ainsi que l’empreinte carbone élevée engendrée représentent les principaux
facteurs de l’introduction des techniques du Green Networking. En effet, des études ont mon-
tré que plus de 4,7 % de l’énergie mondiale est consommée par les TIC (Awad et al. (2017)).
L’empreinte carbone des TIC représente quant à elle jusqu’à 10 % des émissions mondiales
de CO2 (Dabaghi-Zarandi et Movahedi (2017)). Le taux d’augmentation annuelle des émis-
sions de CO2 engendré par les dispositifs de télécommunication (par exemple, les routeurs, les
commutateurs) est estimé à plus de 12%(Wu et al. (2017)). Avec une telle augmentation, les
prédictions estiment qu’à l’horizon 2020 les dispositifs de télécommunication vont représenter
22 % des émissions de CO2 à l’échelle mondiale (Wu et al. (2017), Dabaghi et al. (2017)).
Une grande partie de l’énergie consommée par les TIC est due aux dispositifs physiques uti-
lisés. En effet, ces derniers contribuent à hauteur de 30 % à 37 % des émissions de gaz à
effet de serre (GES) produit par le secteur des TIC (Dabaghi et al. (2017)). Les auteurs de
(Fouli et Maier (2009)) ont observé que les besoins en bande passante doublent tous les 18
mois pour les nouvelles applications réseau. Ces applications entraînent une augmentation de
la charge du traﬁc IP qui se répercute par une augmentation du nombre d’équipements. De
plus, les éléments physiques du réseau sont dimensionnés et installés pour gérer le traﬁc à sa
charge crête et doivent être tolérants aux pannes, ce qui entraîne le surdimentionement et la
redondance d’équipements.
Par conséquent, les équipements qui interconnectent l’infrastructure du réseau sont sous utilisés
la plupart du temps (Mingui et al. (2010)). Par exemple les liens de réseau de communication
dorsale ne sont utilisés que de 30 % à 40 % ou moins (Dabaghi et al. (2017)). Ainsi, l’utilisation
des méthodologies du Green Networking permettrait d’économiser une quantité considérable
d’énergie en maximisant l’utilisation des ressources réseau (Eyupoglu et Aydin (2015)).
Si l’on adopte un strict point de vue environnemental, l’objectif du Green Networking consiste
à réduire le volume d’émissions de CO2 induit par les processus de communication des équi-
pements de l’infrastructure réseau (Khan et Mauri (2013)). L’utilisation de sources d’énergie
3renouvelable ou d’électronique à faible consommation constitue des pistes d’amélioration. Ces
stratégies peuvent avoir un impact important sur la consommation effective de l’infrastructure,
mais n’interviennent que dans une moindre mesure sur les aspects réseau. La délocalisation
d’éléments consommateurs, par exemple, impose des contraintes à l’architecture du réseau. Il
s’agit essentiellement de planiﬁcation et d’optimisation.
De nombreuses études ont conclu que même si le matériel technologique devrait permettre
l’amélioration de l’efﬁcacité énergétique des réseaux au cours des dix prochaines années, il
n’en reste pas moins que cette amélioration sera plus lente par rapport au taux de croissance
du traﬁc (Konstantinos et al. (2015)). D’une autre part, la réalisation d’une gestion efﬁcace des
ressources en termes d’efﬁcacité énergétique nécessite un contrôle et une gestion plus souple
du réseau, étant donné que l’allocation des ressources devient plus dynamique aﬁn d’anticiper
une plus grande capacité d’adaptation à de nouveaux services et applications réseau.
Dans cette optique, récemment des initiatives à travers le monde proposent de nouveaux méca-
nismes permettant l’évolution des réseaux existants vers plus de ﬂexibilité, une meilleure ges-
tion des ressources réseau et une simpliﬁcation du déploiement des nouveaux services réseau
virtualisés (VNF) (Mijumbi et al. (2016)). Un de ces mécanismes repose sur une architecture
qui sépare le plan de contrôle du plan de transfert des informations. Cette approche est égale-
ment connue sous le terme (SDN) qui signiﬁe littéralement Software-Deﬁned Networking ou
réseau déﬁnit par logiciel (Hyojoon et Feamster (2013)). Le SDN vise à s’affranchir partielle-
ment de la complexité du réseau physique par le biais d’une couche abstraction qui permet la
programmabilité de ses équipements.
En raison de ses avantages, il est intéressant d’étudier la manière dont la technologie SDN peut
être utilisée, pour la mise au point d’un mécanisme de conscience énergétique intelligent et
centralisé qui offre une gestion efﬁcace de l’énergie consommée par l’infrastructure réseau.
Problématique
La conception des réseaux de communication suivent deux orientations principales. Ils sont
généralement surdimensionnés et conçus de manière redondante (Giroire et al. (2015)). Le
4surdimensionnement est une approche qui permet de prévoir les évolutions du volume de traﬁc
dues à de nouveaux usages et services. Par conséquent, durant les périodes de faible charge,
le réseau est actif, mais sous-utilisé et consomme inutilement de l’énergie, même si les proﬁls
de traﬁc sont souvent réguliers et connus. La redondance quant à elle, est nécessaire pour as-
surer un niveau satisfaisant de ﬁabilité et de tolérance aux pannes, mais nécessite l’installation
d’équipements doublons qui restent en permanence en alerte aﬁn de prendre le relais lorsqu’ils
constatent une défaillance.
Ces conditions engendrent une surconsommation énergétique et sont donc opposées aux pra-
tiques environnementales vertes. Leurs répercussions négatives font du Green Networking un
champ de recherche intéressant et techniquement stimulant.
Dans le contexte du Green Networking, il existe de nombreuses pistes d’optimisation de l’éner-
gie au niveau de l’infrastructure réseau ; des applications au routage et au mode de fonctionne-
ment des liaisons de communication, il est possible d’agir à différents niveaux sur une échelle
locale ou globale du réseau.
Plusieurs techniques ont proposé le routage écoconscient qui se base sur la technique Link
Sleep (LS) ou mode inactif du point de vue physique, comme solution écoénergétique pour les
réseaux traditionnels. Cependant, leurs performances en matière d’économie d’énergie restent
limitées à cause de l’aspect distribué de ces réseaux et l’impact négatif de la technique LS sur
la qualité de service (QoS).
La convergence rapide des réseaux a poussé les chercheurs à envisager un contrôle centralisé
du réseau en adaptant le paradigme du SDN. De ce fait, le suivi et le réacheminement du traﬁc
peuvent être faits en temps réel. En conséquence, de nouvelles possibilités pour l’amélioration
des performances du réseau de manière globale et de l’efﬁcacité énergétique en particulier
s’ouvrent.
Aﬁn de proposer un routage écoconscient dans le contexte des réseaux SDN et pour avoir un
mécanisme générique d’économie d’énergie agissant en temps réel, ce travail de recherche ré-
5pond aux questions suivantes :
Adaptation et Evaluation des approches d’optimisation :
La stratégie du routage écoconscient se base principalement sur des approches d’optimisation.
Ces dernières visent à réduire l’énergie du réseau à travers une optimisation de routage des ﬂux
actifs dans le réseau. Ainsi, dans l’optique de réduire la consommation énergétique du réseau à
travers la stratégie du routage écoconsient, l’adaptation de quelques approches d’optimisation
à notre problème s’impose.
Après l’adaptation des approches d’optimisation, une évaluation de ces dernières est nécessaire
aﬁn de choisir l’approche qui s’adapte le mieux à notre problème et qui réalise les meilleurs ré-
sultats. De ce fait, comment adapter correctement les approches d’optimisation au cas d’étude
considérer et quels sont les facteurs à prendre en considération pour évaluer objectivement ces
approches?
Optimisation de le reconﬁgurations de routage en respectant les contraintes de QoS :
Dans un réseau déﬁni par logiciel (SDN), la conﬁguration de routage (c’est-à-dire les chemins
des ﬂux) est appliquée par le contrôleur de réseau. Dans une allocation de ﬂux qui prend en
considération l’énergie consommée, la conﬁguration de routage doit être adaptée périodique-
ment aux volumes de demandes de traﬁc. Toutefois, l’exécution d’une optimisation de routage
en ligne et répétée dans un réseau réel entraîne un grand nombre de reconﬁgurations de routage
dans des intervalles de temps consécutifs. Ces reconﬁgurations consistent en (i) des transitions
d’états des liaisons qui provoquent des pertes de paquets et (ii) le reroutage des ﬂux qui peut
affecter l’ordre des arrivées des paquets reçus. De ce fait, les questions suivantes se posent :
comment minimiser le nombre de reconﬁgurations des états des liaisons ainsi que le nombre
de reroutages des ﬂux dans notre solution au problème d’économie d’énergie? Quel est le rôle
du SDN dans l’optimisation de routage?
6De plus les réseaux de communication sont généralement surdimensionnés en matière de res-
source dans le but de garantir une qualité de service (QoS) qui respecte les termes du contrat
(SLA) établi avec le client. De ce fait, comment faire le compromis entre la qualité de service
exigée et l’économie d’énergie qui oblige une réduction du dimensionnement des réseaux?
Complexité du déploiement des applications d’économie d’énergie :
Appliquer une stratégie d’économie d’énergie qui se base sur le reroutage des ﬂux peut affec-
ter les performances du réseau en raison du nombre important de reconﬁgurations des états
d’énergie des liens et de l’oscillation des ﬂux. À quel moment faut-il appliquer les stratégies
d’économie d’énergie? Quels sont les facteurs qui régissent la fréquence d’exécution de ces
stratégies? Sur quelle échelle et à quel type de réseau faut-il appliquer ces stratégies?
7Contributions
Mes contributions dans ce travail sont :
• la modélisation du problème d’économie d’énergie sous les contraintes de qualité de ser-
vice (QoS), lorsque la technique Link Rate Switching est exploitée ;
• le développement et l’adaptation des algorithmes d’optimisations à notre cas d’étude ;
• la simulation, l’analyse des résultats et l’analyse de sensibilité des performances des algo-
rithmes considérés.
Les résultats de ce travail ont fait l’objet d’une publication à soumettre et d’une publication
acceptée avec comité de lecture.
Article de conférence accepté :
Samy Zemmouri, Shahin Vakilinia, and Mohamed Cheriet. "Let’s adapt to network change :
Towards energy saving with rate adaptation in SDN." Network and ServiceManagement (CNSM),
2016 12th International Conference on. IEEE, 2016. (Zemmouri et al. (2016))
Article journal à soumettre :
Abdolkhalegh Bayati, Samy Zemmouri and Mohamed Cheriet. "Greening The Network Using
Trafﬁc Prediction and Link Rate Adaptation", 2017.
8Plan du mémoire
Trois chapitres constituent ce mémoire organisé de la façon suivante :
Le premier chapitre de ce mémoire représente l’introduction de ce mémoire. Il commence par
une mise en contexte par rapport au sujet traité et ﬁnit par poser les problèmes auxquels va
répondre ce mémoire.
Le chapitre 2 présente la revue de littérature. En premier lieu, il introduit les différents axes de
recherche du Green Networking. Ensuite, il détaille les différentes stratégies qui s’y rattachent
et leurs critères de classiﬁcation dans le cas des réseaux traditionnels et les réseaux SDN. En
dernier lieu, il cite les avantages et inconvénients de ces stratégies sont donnés.
Le chapitre 3 se focalise sur la méthode de travail suivie. Il expose dans sa première partie les
différentes hypothèses au problème posé. Ces hypothèses aident à mieux cerner ce travail de
recherche. Dans sa deuxième partie, il formule et modélise le problème. Finalement, dans la
troisième et dernière partie, il résume les différentes approches proposées pour la résolution du
problème et qui répondent en partie aux différentes questions et déﬁs présentés dans la partie
problématique de l’introduction.
Le chapitre 4 présente l’implémentation de l’environnement expérimental et les résultats rele-
vés pour la comparaison de la performance des algorithmes et à partir des résultats de l’analyse
de la performance, il dresse un bilan des performances. Pour ﬁnir ce chapitre introduit un cas
d’étude qui représente une des implémentations possibles de la solution proposée dans l’envi-
ronnement SDN.
Le chapitre 5 est une synthèse du mémoire, et une perspective d’un possible travail future.
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CHAPITRE 1
REVUE DE LA LITTÉRATURE
1.1 Introduction
Pour rendre le réseau plus écoénergétique, les chercheurs ont mis au point des mécanismes
qui permettent d’intégrer l’efﬁcacité énergétique à différents niveaux du réseau tels que les
terminaux, les interfaces de communications et les protocoles réseau. Ce chapitre en premier
lieu présente les grandes directions de recherche tout en exposant les différents critères de
classiﬁcation établis dans cette optique. Ensuite, il offre une analyse des différentes stratégies
et techniques écoénergétiques existantes pour les réseaux traditionnels précédents ainsi que les
réseaux de nouvelle génération notamment les réseaux SDN.
1.2 Axes de recherche du Green Networking
Cette section présente axes de recherche du Green Networking, c’est-à-dire la consolidation des
ressources, la virtualisation des ressources, la connectivité sélective et le traitement proportion-
nel. Une description plus détaillée est donnée pour chaque axe dans les sections suivantes.
1.2.1 Consolidation des ressources
La consolidation des ressources regroupe toutes les stratégies de dimensionnement qui visent
à réduire la consommation énergétique globale en exploitant les dispositifs sous-utilisés à un
moment donné. Plus précisément, étant donné que le niveau de traﬁc suit un comportement
quotidien et hebdomadaire bien connu dans un réseau (Vela et al. (2016)) (Asfandyar et al.
(2009)) la ﬁgure 1.1 illustre un comportement de traﬁc bien connu, ce comportement de traﬁc
se traduit par une forte charge de traﬁc durant la journée et une faible charge durant la soirée.
De ce fait, il y a une possibilité d’adapter le niveau du surdimensionnement aux conditions
actuelles du réseau. En d’autres termes, le niveau de performance requis sera toujours garanti,
mais en utilisant une quantité de ressources qui est dimensionnée pour la demande de traﬁc
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courant du réseau plutôt que pour la demande crête. Le "trafﬁc grooming" représente l’une
des approches de consolidation des ressources. Cette technique est utilisée pour organiser et
simpliﬁer le routage et la commutation dans les réseaux orientés connexion, elle consiste à
assembler plusieurs ﬂots de données de bas débit en une seule entité de données qui peut être
transporter sur une seule longueur d’onde aﬁn d’améliorer l’utilisation de la bande passante et
donc de réduire le coût du réseau. Il est aussi possible d’utiliser trafﬁc grooming de façon à
permettre à plusieurs ﬂux des couches supérieures de mutualiser une connexion optique, ce qui
permet de réduire le gaspillage des ressources physiques(Yetginer et Rouskas (2009)).
Figure 1.1 Exemple d’un comportement hebdomadaire du traﬁc
Tirée de Chiaraviglio et al. (2009)
1.2.2 Traitement proportionnel à l’énergie
Le traitement proportionnel a été introduit dans (André et Hölzle (2007)). Il peut être appli-
qué à un système dans son ensemble, aux protocoles réseau, ainsi qu’aux dispositifs et sous-
composants individuels d‘un dispositif tel que le processeur, la mémoire, les ports des cartes
réseau, etc. Pour illustrer ce principe, la ﬁgure 1.2 représente différents proﬁls de consomma-
tion d’énergie (ou coût) qu’un dispositif peut présenter en fonction de son niveau d’utilisation
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en termes de débit de transfert des données, nombre d’opérations à réaliser, quantité de don-
nées à stocker, etc. Ces différents proﬁls offrent différentes possibilités d’optimisation. Les
dispositifs agnostiques à l‘énergie consommée, dont la consommation d’énergie est constante,
indépendamment de leur utilisation, représentent le pire des cas : ces dispositifs sont soit allu-
més et consomment une quantité maximale d’énergie, soit désactivés et consomment peu ou
pas d’énergie du tout. Il existe un autre type de proﬁl de consommation énergique appelé proﬁl
proportionnel pour ce type de proﬁl l’énergie consommée est totalement proportionnelle au ni-
veau d’utilisation (Bianzino et al. (2012)). Entre ces deux proﬁls extrêmes, il existe un nombre
ﬁni de proﬁls intermédiaires qui essaient de se rapprocher le plus possible du proﬁl idéal.
Les techniques nommées Dynamic Voltage and Frequency Scaling (Mark et al. (1994)) et
Adaptive Link Rate (Bilal et al. (2013)) ou l’adaptation de débit des liaisons sont des exemples
typiques de traitement proportionnel. La première réduit l’état d’énergie du CPU en fonction
de la charge du système, tandis que la deuxième applique un concept similaire aux interfaces
réseau en réduisant leur débit de transmission des données et donc leur consommation, en
fonction de la charge de traﬁc de la liaison.
Figure 1.2 Différents proﬁls de consommation d’énergie
Tirée de Bianzino et al. (2012)
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1.2.3 Virtualisation des ressources
La virtualisation représente une excellent outil pour répondre à la problématique de l’efﬁca-
cité énergétique. Elle regroupe un ensemble de mécanismes permettant à plusieurs services
d’opérer sur la même plateforme matérielle, optimisant ainsi l’utilisation du matériel. La vir-
tualisation peut être appliquée à différentes sortes de ressources, y compris les liaisons d’inter-
connexion du réseau, les dispositifs de stockage, les ressources logicielles, etc.
Comme ce mémoire cadre avec le projet V-WAN (Virtual Wide Area Network) de l’équipemen-
tier de télécommunications Ciena (Ciena, 2014), nous nous somme interessés à la virtualisation
et au monitoring des réseaux virtuels.
Un exemple de virtualisation est la virtualisation des commutateurs dans les réseaux d’inter-
connexion des centres de données. Dans ce cas, elle représente la réutilisation d’une seule
ressource physique par plusieurs autres commutateurs, dits virtuels ; ou bien, la consolidation
de plusieurs de ces ressources physiques pour obtenir un commutateur virtuel plus puissant
avec plus de fonctionnalités (Zhao et al. (2017)).
Un autre exemple typique de virtualisation consiste à faire fonctionner simultanément plusieurs
systèmes d’exploitation (par exemple Linux, Windows, Mac...) qui partagent les ressources
d’une seule machine physique. Cela engendre à la fois la réduction des coûts liés au maté-
riel, l’amélioration de l’efﬁcacité énergétique et enﬁn la réduction de l’empreinte carbone des
centres de données d’une manière plus générale. Dans ce contexte, la virtualisation par le passé
a déjà été déployée à grande échelle avec succès : par exemple, le Service postal américain a
virtualisé 791 de ses 895 serveurs physiques (Richard (2008)).
1.2.4 Connectivité sélective
La connectivité sélective des dispositifs, telle que décrite dans (Christensen et al. (2004), Mark
et al. (2007)), consiste en des mécanismes distribués permettant à chaque équipement du réseau
d’être inactif / veille pendant un certain temps, de manière aussi transparente que possible pour
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le reste des équipements de l’infrastructure réseau. Si le principe de consolidation s’applique
aux ressources qui sont partagées au sein de l’infrastructure réseau, la connectivité sélective
quant à elle permet de désactiver des ressources non utilisées. Par exemple, les nœuds d’ex-
trémité du réseau peuvent basculer au mode inactif/veille aﬁn d’éviter les tâches de support
à la connectivité, telle que le traﬁc de diffusion inutile, etc. Ces tâches peuvent être prises en
charge par d’autres nœuds, tels que les proxies de sorte qu’aucun changement fondamental
n’est nécessaire dans les protocoles réseaux.
1.3 Stratégies du Green Networking
Cette section commence par présenter les critères utilisés pour la classiﬁcation des différentes
stratégies écoénergétiques. Ensuite, en se basant sur ces critères de classiﬁcation, plusieurs
stratégies sont abordées.
1.3.1 Critères de classiﬁcation
Bien que de nos jours, les équipements et les protocoles de communications sont pour la plu-
part inconscients de l’énergie qu’ils consomment, un certain nombre de travaux de recherche
ont exploré et proposé des techniques qui permettent d’incorporer la conscience énergétique
dans les réseaux de communication ﬁlaires. Dans cette section, nous présentons différents cri-
tères généraux, qui sont résumés dans le tableau 1.1 et qui peuvent nous aider à classiﬁer les
différentes techniques vertes (écoénergétiques) étudiées jusqu’à présent dans la littérature.
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Tableau 1.1 Critères de classiﬁcation des stratégies
Tirée de Bianzino et al. (2012)
Critères Valeurs Description
Délais de prise de décisions En ligne / Hors ligne
Déﬁnit la fréquence de
mise à jour de la straté-
gie
Champs d’applications Locale ou Globale
Inﬂuence le volume de
communications néces-
saires pour atteindre
l’objectif
Couche OSI
Liaison de données, ré-
seau, transport, appli-
cation, ou interaction
entre plusieurs couches
réseau
Indique quelles entités
doivent collaborer
Type de données en entrée
Temps réel, observa-
tions historiques, previ-
sions
Déﬁnis la capacité
d’apprentissage et
d’adaptation de l’algo-
rithme
1.3.1.1 Délai de prise des décisions
Un premier critère important concerne les délais de prise des décisions par la stratégie verte.
Comme souligné dans (Christensen et al. (2004)), les délais déﬁnissent directement le niveau
architectural où les actions peuvent être prises : plus le délai est petit et plus la couche est basse,
moins l’interaction entre les différents composants du système est possible. Par exemple, au
niveau CPU, des échelles temporelles de l’ordre de nanosecondes ou microsecondes peuvent
résulter. Ceci est pertinent dans les niveaux d’architecture informatique et logicielle. D’autre
part, des échéances de l’ordre de micro aux millisecondes sont plutôt pertinentes pour la couche
système. Entre ces échelles de temps, des décisions peuvent être prises entre les paquets consé-
cutifs du même ﬂux (interpaquets, intraﬂux).
Le critère du délai peut aussi être utilisé pour classer les stratégies d’économie d’énergie, selon
qu’elles sont des stratégies qui agissent en ligne ou hors-ligne. La première catégorie se réfère
aux stratégies qui agissent au moment de l’exécution (avec des périodes plus courtes qu’une
seconde). Les stratégies agissant hors-ligne se réfèrent plutôt à des stratégies dont l’exécu-
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tion vient en posteriori aux reconﬁgurations du réseau qui viennent appliquer les résultats de
l’exécution de la stratégie (avec des échelles de temps au-dessus de la seconde).
1.3.1.2 Champs d’application
Selon le type et le nombre d’entités du système impliquées, les solutions en ligne peuvent être
classées comme étant soit locales soit globales, dépendamment de la quantité et du type de
données nécessaires à la prise de décision. Les stratégies locales s’appliquent à un nœud ou un
lien unique à la fois, indépendamment des autres composantes du réseau. D’un autre côté, les
stratégies globales s’appliquent à une plus grande échelle et utilisent pour la prise de décision
des informations qui se rapportent à un ensemble de nœuds et de liens du réseau.
1.3.1.3 Couche réseau
Comme les réseaux IP sont implémentés suivant un principe de superposition de couches, on
peut aussi classer les solutions en fonction de la couche à laquelle elles se rapportent. Compte
tenu de la pile de protocoles TCP / IP, chaque solution peut soit impliquer une seule couche
parmi les couches ; liaison de données, réseau, transport et application, ou peut nécessiter une
interaction entre plusieurs couches réseau.
1.3.1.4 Données en entrée
Un autre critère de classiﬁcation provient de l’analyse des données en entrée et qui conduisent à
la prise de décision. La décision peut être prise sur la base des données représentant la situation
en temps réel, sur la base d’une observation historique, ou sur la base d’une prévision (en
fonction à la fois des données actuelle et d’observations historiques). Dans le cas des solutions
en ligne, les trois types de décisions sont possibles. Dans le cas des solutions hors ligne, les
décisions basées sur des données temps réel sont exclues.
Le tableau 1.1 résume les critères précédemment cités et dont nous avons choisi de tirer notre
classiﬁcation des stratégies d’économie d’énergie. Il existe d’autres critères de classiﬁcation,
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notamment le type de service visé. Cependant ils ne sont pas très pertinents dans le contexte
de notre recherche, car les techniques écoénergétiques sont généralement applicables dans une
mesure assez générale. De ce fait, dans ce qui suit, nous adopterons un point de vue agnostique
au type de service.
1.3.2 Stratégies écoénergétiques : locales
Cette section présente les principales stratégies du Green Networking exploité d’une manière
locale. Autrement dit, qui affecte un équipement ou un sous-composant d’un équipement. Les
stratégies locales ne nécessitent pas la connaissance de l’état général du réseau à un moment
donné.
1.3.2.1 Adaptation dynamique à la charge de traﬁc
Jusqu’à présent, la plupart des efforts dans le cadre du Green networking ont été consacré à
cette stratégie. Les principales techniques qui implémentent cette stratégie suivent en général
le paradigme du traitement proportionnel et la consolidation des ressources. Ces techniques
sont conçues pour réduire la consommation énergétique en réponse à une faible utilisation ou
un faible volume de traﬁc. Elles peuvent agir localement sur un lien ou globalement sur tout le
réseau en même temps dépendamment de la couche du réseau, la dimension du réseau concerné
ainsi que de l’existence ou l’inexistence d’interactions entre les éléments du réseau.
Cette stratégie peut agir sur différents composants de l’infrastructure réseau tels que les rou-
teurs, les commutateurs, les liens qui transportent les données, etc. La techniques nommée
Adaptive Link Rate (ALR) est utilisée dans le cas où l’objectif est de réduire la consommation
des liaisons. D’autre part, pour les autres composants de l’infrastructure réseau la technique
Dynamic voltage and frequency scaling (DVFS) est utilisée. La technique DVFS consiste à
réduire la fréquence du processeur et donc à réduire la consommation énergétique car la fré-
quence a un impact quadratique sur l’énergie. Ces actions sur le processeur consiste à utiliser
différents couples voltage-fréquence variant selon les processeurs (appelés P-State pour per-
formance state).
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Des mesures empiriques ont montré que la consommation d’énergie sur une liaison Ethernet
est largement indépendante de son utilisation (Joseph et al. (2008b), Helmut et al. (2009),
Priya et al. (2009)). En pratique, même pendant les intervalles de temps où aucune trame n’est
transmise, les liaisons sont utilisées pour envoyer continuellement le traﬁc de contrôle aﬁn
de préserver la synchronisation. Par conséquent, la consommation d’énergie d’un lien dépend
largement de la vitesse de transfert négociée plutôt que la charge de traﬁc courante sur la
liaison.
Un certain nombre de travaux ont donc proposé d’adapter le débit des liaisons en utilisant la
technique ALR. Cette technique agit soit (i) en mettant les liens dans un mode inactif/veille
pendant la période de non-transmission, cette technique est connue sous le terme Link Sleep ou
(ii) en réduisant le débit des liaisons pendant la période de faible transmission comme illustrée
dans la ﬁgure 1.3. Dans les deux cas, le débit des liaisons est adapté pour correspondre à la
charge de traﬁc réel des liaisons, cette reconﬁguration locale des débits permet de rendre la
consommation d’énergie pseudo proportionnelle à l’utilisation des liens (Priya et al. (2010)).
Un sommaire des différents mécanismes et politiques de la technique ALR est illustré dans la
ﬁgure 1.4.
Link Sleep (LS)
Les travaux tels que (Maruti et Singh (2003), Maruti et al. (2004), Helmut et al. (2007)), consi-
dèrent deux états de fonctionnement : un mode inactif, et un mode entièrement fonctionnel (ou
actif). La difﬁculté dans ce cas consiste à trouver le compromis entre la réactivité du système
et l’économie d’énergie. Dans (Maruti et Singh (2003)) qui est considéré comme étant l’un des
travaux pionniers ayant utilisé cette technique, les auteurs ont laissé les nœuds réseau décider
du statut actif ou inactif de leurs interfaces, en mesurant le temps entre les arrivées des pa-
quets. Il faut noter qu’une vériﬁcation est faite pour vériﬁer si cet intervalle est sufﬁsamment
long pour justiﬁer une économie d’énergie entre deux trames consécutives. Comme l’efﬁcacité
d’une telle stratégie est directement liée à la distribution temporelle de l’arrivée des paquets, les
auteurs ont commencé par analyser une trace du traﬁc aﬁn de déterminer si une telle approche
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Figure 1.3 Link Sleep vs Link Rate Switching
serait efﬁcace ou non dans la pratique. Mis à part les résultats, ce premier travail soulève un cer-
tain nombre de questions, abordées ultérieurement par des chercheurs. Tout d’abord, différents
états sont proposés pour une interface. L’interface peut-être dans un état d’inactivité complète
et : (i) rejette les paquets qui arrivent au cours de cette période (Van Heddeghem et al. (2016)),
(ii) basculer au mode actif pour chaque réception de paquet (iii) utilise un tampon pour stocker
les paquets reçus au cours des intervalles d’inactivité, et les traiter dans la période active, ou
sinon (iv) utiliser un port tiers qui prend en charge la réception des paquets à la place d’un
groupe de ports inactifs (Bolla et al. (2016)). Cependant, même cet état partiellement inactif a
un prix en matière d’énergie. Premièrement, tout état inactif dans lequel les paquets peuvent
être détectés a besoin d’un peu d’électronique, et consomme donc une petite quantité d’énergie.
Par conséquent, revenir au mode actif à chaque arrivée de paquet réduit la latence et la perte de
paquets, mais d’un autre côté ceci réduit également l’économie d’énergie.
Dans (Maruti et al. (2004)), les auteurs proposent un modèle à deux états. Le premier état
correspond au mode de fonctionnement normal (mode actif), et le second au mode d’économie
d’énergie (mode inactif). La première transition, à partir du mode d’économie d’énergie au
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Figure 1.4 Mécanismes et politiques de la technique ALR
Tirée de Bilal et al. (2013)
mode actif, prend un délai d’environ 0,1 ms et génère un pic de consommation d’énergie. La
deuxième transition, à partir du mode actif vers le mode inactif est censée être instantanée et
consomme moins d’énergie . Ainsi, ce comportement peut être étendu pour inclure plus de deux
états, ce qui rend possible une modélisation de la stratégie d’adaptation de débit des liaisons.
La norme IEEE 802.3 az (IEEE (2010)) représente une des implémentations de la technique
Link Sleep. Elle standardise le réseau Ethernet pour qu’il soit plus efﬁcace énergétiquement. Il
s’agit d’une standardisation des couches physiques du protocole Ethernet. Le standard implé-
mente des modes de veille (Low Power Idle : LPI) pour différents matériels réseau. Deux types
de fonctionnements sont possibles : Ethernet faible vitesse (10Mbps and 100Mbps) et haute
vitesse (Low1000BASE-T and 10GBASE-T).
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Link Rate Switching (LRS)
Outre le choix entre deux modes extrêmes, mode inactif et mode actif, la plupart des tech-
nologies actuelles proposent plusieurs états intermédiaires à travers l’utilisation de plusieurs
vitesses de transmission (débits)(Bilal et al. (2013), Bolla et al. (2016)). À chaque débit cor-
respond un niveau différent de consommation énergétique. La technique Ethernet à l’heure
actuelle par exemple, déﬁnit plusieurs vitesses de transmission (de 10 Mb/s à 10 Gb /s), cette
limite est appelée à augmenter avec l’augmentation de la capacité des liens Ethernet.
Dans (Chamara et al. (2008)), les auteurs montrent qu’il existe une différence non négligeable
dans l’énergie consommée entre les différents niveaux de vitesses de transmissions établies. Par
exemple, pour une carte réseau (NIC) reliée à un PC une augmentation des débits de transfert
des données de 10 Mb/s à 1 Gb/s résulte par une augmentation de l’énergie consommée à 3
W, ce qui représente environ 5 % de la consommation globale de la carte réseau (NIC). Les
auteurs ont aussi proposé un allégement des politiques de contrôle des débits, pour se baser
uniquement sur l’état actuel du système, ou sur une analyse historique. D’un autre point de vue,
la sélection des vitesses de transmission appropriées parmi un ensemble limité de possibilités
peut être traduite en un problème d’optimisation de ﬂux multicommodités dont l’objectif est
de minimiser la consommation globale d’énergie du réseau tout en respectant les contraintes
établies telles que la capacité des liens. Ce problème est connu pour être NP-difﬁcile (Bianzino
et al. (2012)).
1.3.2.2 Proxy d’interface
En ce qui concerne notre classiﬁcation, l’interface proxy suit le principe de la connectivité
sélective et fait partie de l’ensemble des solutions locales / en ligne.
Contrairement au mode inactif, où les fonctionnalités peuvent être simplement désactivées
(aucune transmission lorsque le lien est inactif). Dans le cas des dispositifs terminaux, ceci
n’est toutefois pas possible, car certaines fonctionnalités doivent être déléguées (le traitement
du traﬁc est transmis à des entités plus écoénergétiques). En effet, même si les utilisateurs sont
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inactifs, le traﬁc réseau en arrière-plan est néanmoins reçu et doit être traité, ce qui empêche
les ordinateurs (PCs) de passer au mode inactif. Les auteurs de (Chamara et al. (2005), Sergiu
et al. (2009)) soulignent que la partie majeure du traﬁc entrant reçu par une interface réseau
pendant les périodes d’inactivité peut simplement être ignorée ou ne nécessite qu’une réponse
minimale. Par exemple, la plupart des trames de diffusion et le traﬁc lié au balayage de ports
peuvent simplement être ignorés. Les échanges habituels, tels que le traitement ARP, la réponse
à l’écho ICMP, sont des tâches simples qui peuvent être facilement exécutées directement par
l’interface réseau. Ainsi l’idée derrière le proxy d’interface consiste à déléguer le traitement
de ce type de traﬁc habituellement pris en charge par les CPUs des cartes mères à un certain
nombre d’entités différentes à faible énergie comme les processeurs des cartes réseau (NIC)
du même dispositif. Dans ce Cas, l’interface réseau (NIC) va gérer le traﬁc qui nécessite un
calcul minimal, tandis que le système complet sera actif uniquement lorsque des paquets non
triviaux nécessitant un traitement ultérieur sont reçus. Cela permet l’économie d’énergie par la
mise hors tension des systèmes terminaux, sans perturber leur connectivité réseau.
1.3.3 Stratégies écoénergétiques : globales
Les stratégies envisagées jusqu’ici ne concernent que les décisions locales, au niveau d’un seul
dispositif ou d’un ensemble très restreint de dispositifs réseau collaboratifs. Bien que ces stra-
tégies offrent des économies d’énergie non négligeables, on peut s’attendre à une amélioration
supplémentaire par la collaboration entre les différents dispositifs réseau, qui partagent une
connaissance plus large sur l’état du système ou du réseau global. En général, une stratégie
globale exploite une ou plusieurs stratégies locales sur l’échelle du réseau. Ce qui permet de
prendre en compte les contraintes liées a chaque dispositif.
Avant l’émergence du concept SDN et de son infrastructure, il existait peu de travaux ayant
abordé la conscience énergétique d’un point de vue architecturent globale, car les réseaux IP
traditionnels sont intégrés verticalement, ce qui signiﬁe que les plans de contrôle et de données
sont regroupés. Il est donc difﬁcile de conﬁgurer le réseau, car tous les commutateurs et rou-
teurs doivent fonctionner selon les mêmes protocoles de contrôle et de réseau de transport. La
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modiﬁcation de certains comportements signiﬁe que tous les périphériques réseau doivent être
mis à jour par un administrateur réseau qui prend beaucoup de temps. Il est donc difﬁcile de
reconﬁgurer le réseau pour répondre aux changements qui sont courants, notamment dans les
centres de données. Dans ce qui suit, on présente les principales stratégies globales du Green
Networking.
1.3.3.1 Routage écoconscient
Suivant le principe de consolidation des ressources et dépendamment des capabilités physiques
des éléments réseaux a adapté la consommation d’énergétique à la charge de traﬁc transpor-
tée, le routage écoconscient vise généralement soit à agréger les ﬂux de traﬁcs sur un sous-
ensemble d’équipements et liaisons réseau, ce qui permet à d’autres liaisons et dispositifs d’in-
terconnexion de basculer vers un mode inactif, soit à rerouter une partie du traﬁc de manière à
optimiser l’utilisation des liaisons et des équipements et permettre à ces dernières de transiter
vers un état moins énergivore. Ces solutions devraient préserver la connectivité et la QoS, par
exemple en limitant l’utilisation maximale sur n’importe quel lien ou en assurant un niveau
minimum de diversité de chemin. D’une manière formelle, le routage écoconscient est un cas
particulier du problème général de ﬂux multicommodités (Luca et al. (2009)), et se classe ainsi
dans l’ensemble des solutions hors ligne.
Dans (Luca et al. (2009)), le problème est formulé à l’aide de la programmation linéaire en
nombres entiers (ILP), et certaines heuristiques qui visent à éteindre progressivement les nœuds
et les liaisons réseau. Les auteurs étudient les effets de différentes stratégies de sélection sur
l’ensemble des noeuds et des liens. Le problème est géré au niveau des réseaux ISP, avec des
nœuds d’extrémité multi-homed. D’autres travaux, tels que (Will et al. (2010), Prem et al.
(2010)), résolvent le problème ILP numériquement, en considérant que seuls les liens peuvent
être désactivés. Contrairement à (Prem et al. (2010)) où les auteurs considèrent que les liens et
nœuds tous les deux peuvent être désactivés.
Dans (Lin et al. (2013)) les auteurs ont proposé d’intégrer la technique LRS aux réseaux de
centres de données. Avec des dispositifs réseau qui supportent la technique LRS, les auteurs
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ont tenté d’approcher la proportionnalité de l’énergie du réseau par rapport au traﬁc transporté
à travers l’optimisation de routage. Aﬁn d’éviter le réordonnancement des paquets, les auteurs
supposent que toutes les demandes sont routées d’une manière non fragmentée. Ceux qui veut
dire que ﬂux suit un seul chemin. Ils ont commencé par la formalisation du problème, ensuite
ils ont proposé un algorithme d’approximation efﬁcace (TSRR). Les simulations faites sur
un ensemble de topologies des centres de données (FatTree, BCube, DCell) montrent qu’en
intégrant l’adaptation des taux aux réseaux de centres de données, l’optimisation globale du
routage du réseau peut permettre d’économiser jusqu’à 40% d’énergie, même sans éteindre les
périphériques réseau complètement.
De la même manière que le travail précédent, les auteurs dans (Tang Jian (2012)) exploitent
la technique LRS dans les réseaux ﬁlaires en étudiant le problème d’allocation de ﬂux : Étant
donné un ensemble de chemins candidats pour chaque demande de communication de bout
en bout, ils tentent de déterminer quel chemin peut être alloué pour transporter le ﬂux aﬁn
de minimiser la consommation d’énergie, sous réserve de satisfaire la demande de traﬁc de
chaque ﬂux. Les auteurs considèrent une fonction ascendante discrète pour la consommation
d’énergie des liaisons. Ils abordent le cas des sessions de communication unique et multiple
et les formulent comme deux problèmes d’optimisation. À savoir l’allocation de ﬂux pour
les sessions uniques (SF-RAP), et l’allocation de ﬂux multisession (MF-RAP). Les auteurs
démontrent d’abord que les deux problèmes sont NP-complet et présentent une formulation
en Programmation linéaire multicommodites pour le cas multisessions (MF-RAP) pour fournir
des solutions optimales. Ils présentent ensuite un algorithme d’approximations pour le cas (SF-
RAP) et une heuristique ainsi qu’un framework pour le cas (MF-RAP). Des simulations sur le
réseau de recherche Abilene et le réseau NSF ont été effectuées. Les résultats de la modélisation
montrent que l’algorithme proposé pour le cas (SF-RAP) surpasse la solution de base basée sur
le chemin le plus court et que l’algorithme proposé pour le cas (MF-RAP) fournit une solution
proche de l’optimale.
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1.3.3.2 Applications écoénergétiques
Les applications écoénergétiques représentent toutes les stratégies globales qui exécutent des
applications aﬁn de réduire l’énergie consommée par des éléments de l’infrastructure réseau et
qui n’affectent pas le routage. Dans (Sergiu et al. (2008)) les auteurs proposent une solution
globale ou le traﬁc est remodelé en bloc au niveau du routeur d’entrée du réseau, en disposant
tous les paquets destinés au même routeur de sortie de manière contiguë dans les bloques
Figure (1.5). Cette approche ajoute un délai à l’entrée du réseau. Ils considèrent l’adaptation
automatique des vitesses de transmission des liaisons d’un point de vue global d’un réseau
dorsal. En conséquence, les périodes d’activité et d’inactivité s’alternent moins souvent par
rapport à une simple stratégie de Link Sleep. Ce travail étudie aussi l’incidence sur le temps
d’inactivité pour différents paramètres : l’utilisation moyenne du réseau, la taille des blocs et
le temps de transition entre les états. Les auteurs soutiennent que cette stratégie n’ajoute pas de
complexité signiﬁcative au réseau, bien qu’ils ne proposent pas de stratégies pour déterminer
quand et pendant combien de temps les nœuds devraient idéalement être inactifs. De plus, les
effets de la remodélisation du traﬁc sur la gigue ne sont pas analysés, même s’ils devraient être
importants.
Figure 1.5 Les paquets dans un bloc sont organisés par destination
Tirée de Sergiu et al. (2008)
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D’autre part, l’introduction de la conscience énergétique dans le processus de conception de
l’architecture réseau est étudiée dans (Joseph et al. (2008a), Brunilde et Mellah (2009)). Plus en
détail (Joseph et al. (2008a)) introduit le coût de la consommation d’énergie dans la formulation
multicommodité du problème de conception, ainsi que les contraintes de performance et de
robustesse. Une approche similaire est adoptée dans (Brunilde et Mellah (2009)), qui évalue
également le compromis entre la consommation d’énergie et la performance du réseau, mettant
en évidence les caractéristiques de tolérance aux pannes des différents scénarios possibles.
1.4 Software deﬁned networks (SDN)
Du point de vue de l‘économie d’énergie, les sections précédentes ont abordé les principales
stratégies du Green Networking ainsi que les techniques qui s’y rattachent pour le cas des
réseaux traditionnels. En revanche cette section abordera le problème d’économie d’énergie
pour le cas des réseaux de nouvelle génération, notamment les réseaux SDN. Pour ce faire une
brève introduction aux réseaux SDN et leurs caractéristiques sont données. Ensuite on exposera
un sommaire des différentes stratégies d’économie d’énergie induites par ses caractéristiques.
1.4.1 Introduction
Le principe du SDN est la séparation du plan de contrôle des éléments du réseau. Ce concept
présente plusieurs avantages. Le plan de contrôle peut être un programme logiciel exécuté sur
le matériel de base. Ceci sépare le plan de contrôle des dispositifs monolithiques et permet
le développement et l’adaptation du plan de contrôle sans avoir besoin de nouveau matériel.
D’autre part, le plan de données est maintenant interchangeable et peut-être constitué de maté-
riel construit à partir de composants standard.
Ceci est possible uniquement grâce à l’existence des interfaces de programmation applicatives
ouvertes entre le contrôle et le plan de données. Cette interface est souvent appelée «South-
bound API». L’implémentation la plus répandue de cette interface est le protocole OpenFlow
(McKeown et Turner (2008)). Il fournit un ensemble de messages standard qui permettent à un
plan de commande externe de faire fonctionner ses éléments de réseau connectés via un ges-
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tionnaire de réseau. En plus du contrôleur, les fonctionnalités du réseau sont exécutées en tant
que modules. Ces modules sont programmables librement et peuvent être modiﬁés et combinés
selon les exigences du réseau sur lequel ils sont exécutés.
De plus, ces modules de contrôle peuvent communiquer avec des applications exécutées au-
dessus ou en conjonction avec le contrôleur du réseau, par exemple un logiciel d’orchestration
dans le nuage, pour optimiser le réseau en fonction des besoins des applications. Cette interface
est appelée «Northbound-API». La ﬁgure 1.6 illustre les composants de l’architecture SDN.
D’après l’ONF (SDN (2013b)) (Open Networking Fondation), d’un point de vue technique,
le SDN agit au niveau d’un plan de contrôle agrégé et centralisé qui pourrait être une solution
prometteuse pour les problèmes de gestion et de contrôle réseau. De plus le protocole openFlow
constitue un élément fondamental, indispensable à la conception de solutions SDN.»
Figure 1.6 Architecture SDN
Tirée de ONF (2014)
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1.4.2 Architecture SDN
Dans l’architecture SDN, le fractionnement des fonctions de contrôle et de transfert de don-
nées est appelé «désagrégation», car ces pièces peuvent être achetées séparément, plutôt que
déployées comme un seul système intégré. Cette architecture donne aux applications plus d’in-
formations sur l’état de l’ensemble du réseau à partir du contrôleur, par opposition aux réseaux
traditionnels où le réseau est sensible aux applications.
Les architectures SDN ont généralement trois composantes ou groupes de fonctionnalités :
Applications SDN : Les applications SDN sont des programmes qui communiquent les com-
portements et les ressources nécessaires avec le contrôleur SDN via l’interface de program-
mation d’application API. En outre, les applications peuvent construire une vue abstraite du
réseau en collectant des informations à partir du contrôleur à des ﬁns de prise de décision. Ces
applications pourraient inclure la gestion de réseau, l’analyse, ou des applications d’affaires
utilisées pour exécuter de grands centres de données. Par exemple, une application d’analyse
peut être créée pour reconnaître l’activité réseau suspecte pour des raisons de sécurité.
Contrôleur SDN : Le contrôleur est le cœur d’un réseau SDN. Il se trouve entre les équipe-
ments réseau qui représentent la couche physique et les applications réseaux qui représentent
la couche applicative c’est une entité logique qui reçoit des instructions ou des exigences de la
couche application SDN et les relais aux composants réseau. Le contrôleur extrait également
des informations sur le réseau à partir des équipements et les communique aux applications
SDN via une vue abstraite du réseau. Ainsi il facilite la gestion automatisée du réseau et faci-
lite l’intégration et l’administration des applications.
Dispositifs de réseau SDN : Les dispositifs de réseau SDN contrôlent les capacités de trans-
mission et de traitement de données pour le réseau. Cela inclut l’envoi et le traitement du
chemin de données.
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1.4.3 Économie d’énergie dans les réseaux SDN
La réalisation des opérations réseau économes en énergie nécessite un contrôle et une gestion
de réseau plus souples, puisque l’allocation des ressources devient plus dynamique en antici-
pant un degré plus élevé d’adaptabilité pour les nouvelles applications et les services réseau.
Dans ce contexte, la mise en réseau logiciel (SDN) (SDN (2013a)) et la virtualisation des
fonctions réseau (NFV) (NFV (2016)) sont des solutions viables pour renforcer rapidement
et souplement la capacité du réseau, assurant une connectivité entre les réseaux et les nuages
informatiques. Non seulement cela, mais comme les réseaux sont utilisés pour un nombre crois-
sant de tâches de complexité variable, tout cela doit être fait de manière plus efﬁcace et plus
rentable. D’autre part, le développement d’applications SDN écoénergétiques exige l’existence
de fonctionnalités spéciﬁques à l’intérieur des dispositifs du réseau.
Les caractéristiques de l’architecture SDN citées dans la section précédente permettent au SDN
d’être déployées dans un ensemble diversiﬁé de plates-formes, allant des réseaux domestiques
aux réseaux de centres de données, offrant ainsi plusieurs avantages tels que la ﬂexibilité, une
efﬁcacité élevée grâce à un routage optimisé, une facilité de mise en œuvre et d’administration
et une réduction des coûts Opex et Capex.
L’optimisation énergétique peut être appliquée sur différents composants de l’architecture SDN
et peut-être adressée par application ou par des améliorations matérielles. Les solutions basées
sur le matériel sont appliquées au niveau des commutateurs. Les solutions logicielles sont ap-
pliquées au niveau du contrôleur. D’après la littérature la plupart des stratégies écoénergétiques
appliquées aux réseaux traditionnels sont applicables pour les réseaux SDN. D’un autre côté de
nouvelles stratégies relatives à la technique SDN et ces avantages ont émergé. Nous classons
les stratégies d’efﬁcacité énergétique les plus récentes et les plus déployés pour les réseaux
SDN en deux grandes catégories, à savoir la détection du traﬁc, le compactage du TCAM,
l’optimisation de placement des règles de ﬂux et la connaissance de l’hôte ﬁnal.
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1.4.3.1 Applications écoénergétiques
L’optimisation du placement des règles de ﬂux :
Une des applications écoénergétiques les plus exploitées dans les réseaux SDN est l’optimi-
sation du placement des règles de ﬂux qui se concentre sur comment et où placer les règles
de ﬂux dans la mémoire TCAM. Cette dernière est couteuse, très gourmande en consomma-
tion électrique et limitée en matière de capacité de stockage. Ainsi l’optimisation des règles
de ﬂux minimise l’espace utilisé sur la mémoire TCAM et minimise par ce fait sa consom-
mation en matière de consommation d’énergie. Cette technique en général ne nécessite pas la
mise ne place d’une nouvelle infrastructure. Les techniques d’efﬁcacité énergétique qui pro-
cèdent par l’optimisation du placement des règles de ﬂux commencent par la formalisation
du modèle de coût énergétique et les contraintes associées. Puisqu’en général l’optimisation
du placement des règles est un problème NP-complet, une technique heuristique est appliquée
pour trouver une stratégie optimale d’économie d’énergie, bien que les approches heuristiques
ne garantissent pas des solutions optimales, elles offrent généralement des résultats proches
des résultats optimaux en fonction des contraintes (Yossi et al. (2013)), (Nanxi et al. (2013)),
(Frédéric et al. (2014)). Des règles de transfert de ﬂux sont générées ensuite et envoyées aux
commutateurs à travers le contrôleur.
• Palette distribution
C’est une approche distribuée appliquer aux tables des commutateurs (Yossi et al. (2013)).
Étant donné que la table des contrôleurs SDN ne peut traiter que des centaines d’entrées et
que la mémoire est coûteuse et énergivore. Le framework Palette proposé, permet d’équilibrer
la taille des tables sur le réseau, ainsi que de réduire le nombre total d’entrées en partageant
les ressources entre les différentes connexions. Il gère deux problèmes d’optimisation NP-
complet : décomposer une grande table en sous-tables équivalentes et distribuer les sous-tables.
La mise en œuvre de palette est basée sur des algorithmes de formulation de théorie de graphe
et des heuristiques et les résultats obtenus sont proches de l’optimale en pratique.
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La compression de la mémoire TCAM :
Cette solution tente de minimiser le besoin de mémoire des informations stockées dans les com-
mutateurs. Dans l’architecture SDN, les commutateurs utilisent le type de mémoire TCAM, qui
est un type spécialisé de mémoire à grande vitesse. Cette dernière effectue une recherche sur
toute la mémoire dans un seul cycle d’horloge. Cependant, la mémoire TCAM est très coûteuse
et énergivore. Une stratégie optimale en cout et en énergie appliquée à la mémoire TCAM peut
être obtenue en compactant la TCAM elle-même où en compressant les informations qui y sont
stockées (Kannan et Subhasis (2013)).
Les types de compression qui peuvent être appliqués dans la TCAM sont la compression des
règles et la compression du contenu. Dans une liste de contrôle d’accès traditionnel, une règle
comporte cinq composantes : plage source, plage de destination, protocole, ports et action.
Dans l’architecture SDN, la décision d’acheminement d’un commutateur est basée sur des
tables de ﬂux implémentes dans la TCAM.
• Rectilinear
«Rectilinear» (Luo et al. (2014)) est une approche qui exploite les fonctionnalités de l’architec-
ture SDN telle que l’interface de programmation ouverte aux commutateurs et la détermination
dynamique des actions pour chaque ﬂux au niveau des commutateurs. La compression réduit la
taille des bits pour stocker les informations qui sont essentielles pour classer les paquets en ﬂux.
Un identiﬁant est donné à chaque ﬂux pour identiﬁer de façon unique les paquets dans le ﬂux
correspondant. Les en-têtes de paquets sont modiﬁés au niveau des commutateurs d’achemi-
nement pour transporter l’identiﬁant de ﬂux qui peut être utilisé par d’autres commutateurs sur
le chemin pour classer les paquets. Les auteurs ont démontré que la représentation compressée
des ﬂux peut réduire la consommation d’énergie de la TCAM de 80% en moyenne.
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• Bit Weaving
La technique de «bit Weaving» utilise un schéma de compression sans préﬁxe (Meiners et al.
(2012)) et est basée sur l’observation des entrées TCAM qui ont la même décision, mais dont
les prédicats diffèrent d’un seul bit peuvent être fusionnés en une seule entrée en remplaçant le
bit en question par *. Le «bit Weaving» utilise deux nouvelles approches, l’échange de bits et
la fusion de bits. Les avantages clés de cette technique sont la rapidité d’exécution, l’efﬁcacité
et peut-être complémentaire à d’autres méthodes d’optimisation TCAM en tant que routine de
pré / post-traitement.
La virtualisation :
Les solutions d’économie d’énergie utilisent la pratique consistant à désactiver les serveurs
physiques sous-utilisés et à exécuter leurs tâches sur un nombre restreint de serveurs dans les
centres de données SDN (Shao-Heng et al. (2014)). Spéciﬁquement dans les centres de don-
nées, le modèle SDN est utilisé pour former une superposition reliant des machines virtuelles.
La virtualisation de serveurs aide les systèmes à exécuter plusieurs systèmes d’exploitation et
services sur une seule machine physique, ce qui diminue la consommation d’électricité par rap-
port à l’exécution de serveurs physiques sous-utilisés. Ainsi, au lieu d’exploiter de nombreux
serveurs à faible utilisation, la technique de virtualisation combine la puissance de traitement
sur un nombre inférieur de serveurs qui auront une utilisation totale plus élevée.
• Honeyguide
«Honeyguide» est une topologie de migration de machines virtuelles pour l’efﬁcacité éner-
gétique dans les réseaux de centres de données (Hiroki et al. (2013)) ou deux techniques sont
combinées : optimisation du placement des machines virtuelles (VM) et consolidation de traﬁc.
• EQVMP
La solution EQVMP propose un placement de machines virtuelles économes en énergie et qui
répond aux exigences de la QoS pour les centres de données SDN (Shao-Heng et al. (2014))
Figure 1.7. Contrairement à ElasticTree, la mise en activité et le basculement au mode inac-
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tif sont appliqués aux serveurs et non pas à l’infrastructure réseau. L’EQVMP combine trois
techniques : réduction des sauts, économie d’énergie et équilibrage de charge. La réduction du
saut divise les VM en groupes et réduit la charge de traﬁc entre les groupes par partitionne-
ment graphique. Les économies d’énergie sont principalement réalisées par le placement de
VM. Fat-tree est utilisé pour représenter la machine virtuelle et les serveurs dans le centre de
données. Le SDN est utilisée pour équilibrer la charge dans le réseau. L’équilibrage de charge
réalise la transmission de ﬂux dans les réseaux sans congestion.
Figure 1.7 EQVMP : Energy-efﬁcient with QoS-aware VM
Placement algorithm
Tirée de Shao-Heng et al. (2014)
1.4.3.2 Routage écoconscient
Comme vu précédemment, la plupart des approches qui exploitent le routage à des ﬁns d’éco-
nomie d’énergie sont inspirées par le fait que les composants du réseau sont souvent sous-
utilisés. Le principal déﬁ consiste à déterminer lesquels des composants (ports, CPU, commu-
tateurs) qui doivent être désactivés et réactiver sans compromettre la qualité de service requise
(QoS). L’utilisation de ces techniques n’est possible qu’avec la connaissance du traﬁc à travers
un échantillonnage à des intervalles de temps bien déﬁnis.
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• Elastic Tree
Dans (Brandon et al. (2010)) les auteurs proposent le framework «Elastic Tree» pour la gestion
de l’énergie des réseaux de centres de données illustrées dans la Figure 1.8. L’idée est de rendre
la consommation d’énergie du réseau quasi proportionnel au traﬁc qui change d’une manière
dynamique. Pour ce faire les auteurs commencent par comparer trois stratégies d’optimisation
basée sur les algorithmes suivants : la résolution par Cplex du modèle formel, l’algorithme
glouton et enﬁn une heuristique. Chaque algorithme d’optimisation prend en entrée la topologie
du réseau (un graphe), les contraintes de routage, un modèle d’énergie (agnostique au volume
de traﬁc), la matrice de traﬁc, et génère un sous-ensemble du réseau (liens, commutateurs). La
fonction objective minimise la somme totale de commutateurs et liaison activés. L’avantage du
modèle est qu’il garantit une solution dans un optimum facilement conﬁgurable n’affectant pas
beaucoup les performances du réseau grâce au nombre de transitions (actifs / inactifs) réduites
des éléments du réseau, cependant, il ne s’échelonne que jusqu’à 1000 hôtes.
Figure 1.8 Banc d’essai : Elastic Tree
Tirée de Brandon et al. (2010)
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L’algorithme glouton quant à lui évalue les chemins possibles pour chaque ﬂux et assigne ce
dernier au chemin le moins charge. L’algorithme améliore l’évolutivité du modèle formel. Cette
approche souffre du même problème que n’importe quelle technique gloutonne. Cependant, les
solutions basées sur les algorithmes gloutons peuvent être calculées de façon incrémentielle et
en raison de leur rapide convergence ils sont considérés comme faisant partie des solutions qui
agissent en ligne.
L’algorithme heuristique d’autre part, divise les ﬂux tout en cherchant un sous-ensemble de
liens minimums pour acheminer tous les ﬂux actifs. Cette heuristique est aussi plus efﬁcace
du point de vue du temps de calcul. Mais présente un inconvénient relatif à la dégradation des
performances en raison de la mise en activité et la désactivation fréquentes des éléments du
réseau.
Les auteurs examinent les compromis entre l’efﬁcacité énergétique, la performance et la robus-
tesse pour chaque stratégie, avec des traces de traﬁc réelles extraites d’un site Web de produc-
tion de commerce électronique. L’heuristique proposée pour le calcul des sous-ensembles de
réseau permet au framework de s’échelonner sur des centres de données contenant des milliers
de nœuds. En matière d’économie d’énergie, les résultats démontrent que, pour les charges
de travail des centres de données, le framework ElasticTree peut économiser jusqu’à 50% de
l’énergie du réseau.
• CARPO
Dans (Xiaodong et al. (2012)) les auteurs optent pour une autre approche. En effet dans ce
travail, les auteurs proposent un algorithme d’optimisation basé sur la corrélation des ﬂux.
Cette solution est appliquée aux réseaux de centre de données et illustrée dans la Figure 1.9.
Le but étant de regrouper dynamiquement les ﬂux de traﬁc sur un petit ensemble de liaisons et
de commutateurs, puis désactiver les éléments réseau non utilisés pour économiser l’énergie.
Contrairement aux travaux existants, CARPO est conçue sur la base de l’analyse des traces de
traﬁc réelles des centres de données. De cette analyse les auteurs ont observé que les ﬂux n’ont
pas tous une charge crête exactement au même moment. Par conséquent, ils ont pris en compte
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les corrélations entre les différents ﬂux durant la consolidation du traﬁc et l’intègrent avec la
technique d’adaptation des débits des liaisons, pour économiser plus d’énergie. Les résultats
obtenus démontrent que l’algorithme CARPO peut économiser jusqu’à 46% de l’énergie du
réseau pour un centre de données.
Figure 1.9 CARPO : correlation-aware power optimization
Adaptée de Xiaodong et al. (2012)
• REsPoNse
C’est un framework proposé dans (Nedeljko et al. (2011)), il permet aux opérateurs de réseau
d’identiﬁer automatiquement les chemins critiques en termes d’énergie. Il étudie la possibi-
lité de précalculer quelques chemins énergivores qui, lorsqu’ils sont utilisés de manière efﬁ-
cace, peuvent produire en permanence des économies d’énergie proches de l’ optimale sur de
longues périodes de temps. REsPoNse procède par l’analysant des matrices de traﬁc, les ins-
talle dans un petit nombre de tables de routage et utilise un mécanisme d’ingénierie de traﬁc
simple et évolutif pour désactiver et activer des éléments de réseau sur demande. Les résultats
obtenus à partir du framework REsPoNse sont issus de matrices de traﬁc réelles. Ces derniers
démontrent que le framework réalise pratiquement les mêmes performances en termes d’éco-
nomies d’énergie que les approches existantes, avec un impact marginal sur l’évolutivité du
réseau et les performances des applications.
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1.5 Avantages et inconvénients des stratégies d‘économie d‘énergie
Les techniques écoénergétiques locales c‘est-à-dire impliquant des dispositifs seuls ou des très
petits jeux de dispositifs collaboratifs, offrent une économie d’énergie non négligeable. Cepen-
dant, on peut s’attendre à une plus grande économie d’énergie par l‘utilisation des techniques
globales qui utilisent une connaissance plus large de l’état du réseau.
Les commutateurs utilisent la mémoire TCAM. Cette dernière est coûteuse et très énergivore.
Certaines techniques ont tenté de compresser les règles de ﬂux stockées dans la TCAM. Un
des plus importants inconvénients de telles solutions est qu’elles sont limitées par un seuil qui
une fois atteint limite la compression des informations stockées dans la TCAM.
Le placement des règles affecte directement les performances du réseau notamment le routage.
Compte tenu d’une politique de routage, il est nécessaire de disposer d’un moyen formel et
plus efﬁcace de représenter les règles des ﬂux.
Parmi les techniques écoénergétiques prenant en charge le traﬁc, le routage écoconscient utilise
la technique LS ou la technique LRS en plus de la distribution des ﬂux à travers le réseau aﬁn
de déterminer le sous-ensemble de composants réseaux à activer ou désactiver ou à reconﬁgu-
rer. Toutefois, la détermination dynamique des sous-ensembles de composants réseau à activer
ou désactiver sans affecter la QoS et la performance est en général un problème NP-complet.
Une solution efﬁcace dans ce domaine devrait prendre en compte le compromis entre les éco-
nomies d’énergie et la performance du réseau ainsi que l’évolutivité et la ﬂexibilité du système
à adapter dynamiquement les différentes conﬁgurations du réseau.
Plusieurs problèmes peuvent se poser en cas de désactivation complète des commutateurs ou
des liaisons. En effet d’après une étude faite par les auteurs de (Brandon et al. (2010)), où ils
ont mesuré le temps nécessaire pour allumer/éteindre les liens et les commutateurs des équi-
pements réels. Ils ont trouvé que le temps pour le démarrage d’un commutateur varie de 30
secondes pour le commutateur Quanta à environ 3 minutes pour le commutateur HP. L’ac-
tivation et la désactivation des ports prennent environ 1 à 3 secondes et remplir la table de
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ﬂux d’un coup prend moins de 5 secondes. Parmi les effets indésirables engendrés par ces dé-
lais on retrouve l’oscillation de la route et la non convergence du réseau. Pendant la phase de
convergence, le réseau peut subir une dégradation de la performance due à des chemins tempo-
raires inviables. De plus, le délai nécessaire pour activer / désactiver le composant réseau peut
augmenter le temps d’attente pour l’optimisation de tous les ﬂux du réseau et peut également
réduire la réactivité des nouveaux ﬂux et par conséquent engendrer de la latence.
La technique LRS permet de s’affranchir des dégradations que peut causer la technique LS
tout en ayant les mêmes avantages. En effet, la technique LRS ne nécessite pas la désactivation
complète du port, ce qui permet au ﬂux de contrôle de transiter normalement dans le réseau
et d’éviter par conséquent les problèmes de connectivites. De plus, la technique LRS peut
être appliquée plus souvent et d’une manière continue sur le réseau. En effet, étant donné que
le délai de transition entre les états des liaisons est moins important que le délai engendre
par l’activation / désactivation des liaisons (Sergiu et al. (2008)), ceci rend l’utilisation de la
technique LRS moins critique sur les performances du réseau. Enﬁn, la technique LRS n’utilise
pas ou peu les mémoires tampons contrairement à la technique LS (Reviriego et al. (2010)), ce
qui veut dire une meilleure optimisation des ressources.
Malgré les avantages de la technique LRS par rapport à la technique LS, néanmoins, elle pré-
sente une faiblesse causée par l’absence de mécanismes efﬁcaces pour la commutation rapide
des débits des liaisons. En effet, la reconﬁguration des débits engendre des délais qui pro-
voquent la perte de paquets à cause de chemins temporairement inviables.
1.6 Conclusion
les réseaux IP traditionnels sont complexes et très difﬁciles à gérer. D’un autre cote, Le nou-
veau paradigme SDN permet la programmation des équipements réseau ce qui permet de faire
une abstraction entre l’infrastructure et les services réseau. Cette nouvelle fonctionnalité ap-
porte plus de ﬂexibilité, une meilleure gestion des ressources réseau et représente une grande
opportunité pour améliorer les performances du réseau en général et l’efﬁcacité énergétique
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en particulier en proﬁtant de la vue globale fournie du réseau pour développer un mécanisme
centralisé écoénergétique.
CHAPITRE 2
MÉTHODOLOGIE ET OBJECTIFS
2.1 Introduction
Au cours de ce chapitre, nous allons essayer de répondre aux problématiques établies dans
la section 1.3. Après avoir présenté, classer, analyser et comparer les stratégies d’économie
d’énergies existantes dans le contexte du Green Networking pour les réseaux traditionnels et
les réseaux de nouvelle génération basés sur le paradigme du SDN. Nous avons pu dans la
conclusion du chapitre 1 déterminer les points forts et les faiblesses de chacune des stratégies.
Partant de ce point, dans le présent chapitre, nous nous expliquerons sous quel angle nous
avons choisi d’attaquer le problème d’économie d’énergie. Nous établirons des hypothèses.
Ensuite, nous présenterons en détail les approches proposées pour la résolution de ce problème
en exploitant les points forts des stratégies existantes.
2.2 Hypothèses du problème
Un rôle clé est joué par la technologie SDN dans le contrôle et la coordination de centaines
de nœuds du réseau. Ces nœuds doivent être reconﬁgurés à la volée aﬁn d’optimiser l’utilisa-
tion et la qualité de service (QoS), compte tenu de l’évolution rapide des ﬂux de traﬁc. Parmi
les actions coordonnées qui peuvent être prises, on peut citer l’activation, la désactivation et
la reconﬁguration des vitesses de transmission des composants du réseau peu utilisés, y com-
pris les liaisons et les commutateurs. Ces actions engendrent toujours une reroutage des ﬂux
existants aﬁn de répondre conjointement aux exigences d’économie d’énergie et de qualité de
service (ex : reroutage de ﬂux dans le but d’éviter la congestion et réduire la latence). De ce
fait, il existe une relation directe entre le choix de placement de ﬂux et la quantité d’énergie
consommée. De ce point de vue, le problème d’optimisation de placements des ﬂux peut être
étendu pour contenir le problème d’économie d’énergie.
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La solution au problème d’optimisation de placement des ﬂux est une nouvelle distribution qui
satisfait la fonction objectif ﬁxée. Une fois la nouvelle distribution optimise de ﬂux trouver, un
reroutage des ﬂux est nécessaire pour concrétise cette distribution. De ce fait, dans notre travail
le routage écoconscient est choisi comme stratégie d’économie d’énergie. Avant de présenter
nos algorithmes d’optimisation de placement de ﬂux, on pose les hypothèses suivantes :
• en raison du délai important nécessaire pour activer / désactiver les nœuds et qui peut varier
d’un équipement à un autre. Ce travail se focalisera uniquement sur l’économie d’énergie
au niveau des liaisons ;
• pour limiter les effets négatifs de la technique LS qui affectant la performance du réseau
et permettre à notre approche d’être exécutée sur n’importe quel type de réseau. Notre
approche sera basée sur la stratégie LRS au lieu de la stratégie LS ;
• en l’absence d’équipements réseau ayant la capabilité matérielle de prendre en charge la
gestion de l’énergie des liaisons, nous posons l’hypothèse que la transition entre les états
d’énergie des liaisons (reconﬁguration des débits) est faite automatiquement par l’équipe-
ment ;
• le traﬁc est réparti entre les chemins disponibles à la granularité d’un ﬂux, ce qui veut
dire que les paquets de chaque ﬂux suivent le même chemin. En effet, bien que splitter les
ﬂux puisse se révéler avantageux, cette technique est typiquement indésirable en raison de
l’effet de réordonnancement de paquets à la réception au niveau de la couche de transport ;
• nous considérons l’existence de chemins précalculés entre chaque nœud source et destina-
tion (ﬁgure 2.1). Plus précisément, pour chaque session de communication de bout en bout,
un protocole de routage standard peut être utilisé pour trouver un ensemble de chemins
candidats et ainsi les algorithmes de placement de ﬂux proposés peuvent être exécutés pour
répartir la charge de traﬁc sur ces chemins de telle sorte que l’énergie soit minimisée.
2.3 Objectifs
Le principal objectif du mémoire consistera à proposer un algorithme de placement dynamique
des ﬂux aﬁn de minimiser l’utilisation des liaisons actives (traﬁc total sur un lien actif divisé
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Figure 2.1 Exemple de chemins précalculés
Tirée de Athanasiou (2013)
par la capacité de la liaison) dans le but de réduire la consommation d’énergie dans un réseau
SDN.
De manière plus générale et en se basant sur les critères de classiﬁcation des stratégies d’éco-
nomie d’énergie présentées dans le tableau 2.1, notre objectif sera de proposer une technique
d’économie d’énergie qui agira en ligne, elle aura un champ d’application globale sur le réseau,
agira principalement à la couche liaison/réseau et recevra en entrée des données en temps réel.
Cet objective se traduit en termes des sous-objectifs suivants :
• étudier le problème de la distribution des ﬂux dans les réseaux denses à large échelle ;
• modéliser la consommation énergétique du lien en fonction de sa charge de traﬁc ;
• prendre en compte la contrainte du nombre de reconﬁgurations des états des liaisons ;
• prendre en compte la contrainte du nombre de reroutage des ﬂux ;
• proposer une modélisation (ILP) au problème d’économie d’énergie qui prend en charge
les contraintes établies ;
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• résoudre les problèmes avec l’outil Cplex pour montrer l’aspect NP-difﬁcile du problème ;
• proposer, tester et implémenter un algorithme qui redistribue les ﬂux dans le réseau en vue
de réduire la consommation d’énergie en un minimum de temps ;
• proposer un cas d’étude dans l’environnement SDN de la solution proposée.
2.4 Formulation du problème
Dans notre formulation, le réseau est décrit comme un graphe G(V,E) où V est l’ensemble des
nœuds et E est l’ensemble des liens ou chaque l est utilisé pour la communication dans les deux
sens (duplex). Le tableau 2.1 montre les notations qui ont été utilisées pour la formulation de
notre problème d’optimisation. Étant donné qu’on se base sur la technique LRS, chaque lien
peut fonctionner sur différents états. C’est-à-dire que le lien l fonctionne dans l’un des Sl états
et la consommation d’énergie du lien dans l’état s sera la constante es. En général, les liens
consomment moins d’énergie lorsqu’ils fonctionnent à des vitesses de transmission basses (c.-
à-d. es−1 < es ⇔ cs−1 < cs où cs et eS sont respectivement la capacité et la consommation
d’énergie du lien à l’état s).
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Tableau 2.1 Table des notations
E Ensemble des liens dans le réseau
V Ensemble des nœuds dans le réseau
K Ensemble des commodités dans le réseau
Nk Ensemble des ﬂux de la commodité k
Sl Ensemble des états des liaisons
es Consommation d’énergie d’un lien l à l’état s
cs Capacité d’un lien l à l’état s
Pk Ensemble de chemins précalculés pour la commodité k
p Un chemin précalculé parmi la liste des chemins Pk
dk Montant de la demande de traﬁc pour la commodité k
dk,n Montant de la demande du ﬂux n de la commodité k
fl Charge de traﬁc d’un lien l
fk,p,n Charge de traﬁc du ﬂux n de la demande k routée à travers le chemin pk j ,
E( fl) Consommation d’énergie d’un lien l en fonction de sa charge de traﬁc fl
Commodite Un nœud origine (O) et un nœud destination (D) ; eg :(O1,D2) <=> (D2,O1)
La fonction croissante et discrète E( fl) (2.1) représente la consommation d’énergie du lien l
en fonction de sa charge de traﬁc fl .
E( f) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
e1 i f 0 <= f < c1
e2 c1 < f < c2
. . .
es cs−1 < f < cs
. . .
es cs−1 < f <= cs
(2.1)
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L’objectif est de minimiser la consommation d’énergie globale du réseau tout en préservant la
qualité de service (QoS). Le contrôleur de réseau SDN alloue les ﬂux aux chemins disponibles
dans une commodité k. Pk représente l’ensemble des chemins précalculés pour la commodité k.
Le montant de la demande de traﬁc pour la commodité k est représenté par dk, p est sélectionné
pour supporter la demande de traﬁc des ﬂux n de la commodité k ou chaque demande de traﬁc
d’un ﬂux est représenté par dk,n .
Le processus d’allocation de ﬂux exécute un algorithme d’optimisation formulé comme un pro-
blème ILP pour minimiser la consommation d’énergie dans l’ensemble du réseau. Les entrées
de ce processus d’optimisation comprennent les listes des chemins précalculés Pk pour chaque
commodité k, les capacités maximales csl et la liste des vitesses de transmission établies pour
les liaisons, et enﬁn la matrice de traﬁc. La sortie consiste en une nouvelle distribution des ﬂux
sur les chemins pk ainsi que les débits des liaisons qui y correspondent. L’optimisation ILP est
formulée dans ce qui suit :
2.4.1 Modélisation de la consommation énergétique du réseau :
La consommation d’énergie totale du réseau est égale à : ∑∀l∈E∑∀s∈Sl esy
s
.
Dans l’optimisation ci-dessous, la fonction objective (2.2) représente la somme de la consom-
mation d’énergie de tous les liens du réseau.
min ∑
∀l∈E
∑
∀s∈Sl
esysl (2.2)
L’équation (2.1) n’est pas une conversion linéaire. Ainsi, il est nécessaire d’ajouter des va-
riables binaires supplémentaires complémentaires, à savoir ys telles que :
ys =
⎧⎨
⎩
1 Si le lien l f onctionne dans l′état s
0 sinon
(2.3)
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la variable de contrôle xk,p,n déﬁnit si un ﬂux donné n est bien transporté par un chemin p.
xk,p,n =
⎧⎨
⎩
1 Si le chemin p ∈ Pk transporte le f lux n ∈ Nk
0 sinon
(2.4)
La contrainte (3.5) indique qu’un seul chemin doit être sélectionné pour chaque ﬂux n ∈ Nk.
∑
∀p∈Pk
xk,p,n = 1 ; xk,p,n ∈ {0,1}, ∀k ∈ K, ∀n ∈ Nk, (2.5)
Les contraintes (3.6) et (3.7) déterminent les états appropriés des liens.
Sl
∑
s=1
ysl = 1 ; ∀l ∈ E (2.6)
ysl ≤ 1+
cs− fl
cSl
; ysl ∈ {0,1}, ∀s ∈ Sl, ∀l ∈ E (2.7)
La contrainte (3.8) s’assure que toutes les demandes de traﬁc des Nk ﬂux de la commodité k
sont satisfaits.
fk,p,n = xk,p,n dk,n ; ∀p ∈ Pk, ∀k ∈ K, ∀n ∈ Nk (2.8)
La variable fl (2.9) représente la quantité totale de traﬁc transportée par la liaison l, qui ne
peut dépasser la capacité de liaison maximale cs (la capacité de la liaison l travaillant à son
état le plus élevé). Cette dernière est assurée par la contrainte (2.10). La valeur constante doit
être correctement sélectionnée pour éviter la congestion. Aﬁn de limiter la congestion dans le
réseau la capacité des liaisons est limite à 90 % de la capacité maximale (ul = 0.9).
fl = ∑
∀k∈K
∑
∀p∈Pk
∑
∀n∈Nk
fk,p,n ; ∀l ∈ E (2.9)
fl ≤ ulcSl ; ∀l ∈ E (2.10)
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2.4.2 Modélisation des reconﬁgurations de routage :
Dans un réseau déﬁni par logiciel (SDN), la conﬁguration de routage (c’est-à-dire les chemins
des ﬂux et états de la liaison) est appliquée par le contrôleur de réseau. Dans une allocation
de ﬂux prenant en considération l’énergie, la conﬁguration de routage doit être adaptée pé-
riodiquement aux volumes de demandes de traﬁc. Toutefois, l’exécution d’une optimisation de
routage répétée dans un réseau réel entraîne un grand nombre de reconﬁgurations dans le réseau
dans des intervalles de temps consécutifs. Ces reconﬁgurations consistent en (i) des transitions
d’états d‘énergie des liaisons qui provoquent des pertes de paquets, et (ii) un reroutage des ﬂux
qui peut affecter l’ordonnancement des paquets et provoquer du délai à la réception. Aﬁn de
pouvoir contrôler l’impact de l’optimisation de routage répété sur la performance du réseau.
Nous avons modiﬁé notre fonction objective qui devient :
min ‖ EsY +R+Q ‖2 (2.11)
Dans cette formulation, Es = {ets}, Y = {ys,tl }, R = {Rs,tl }, et Q = {Qs,tl } sont quatre vecteurs
représentant les états énergétiques des liaisons sélectionnés par Y , les transitions d’états des
liaisons et les reroutages des ﬂux respectivement. L‘indice t−1 représente l‘état précédent. Il
est utilisé par les variables se référant aux données en entrée. D‘autre part, l‘indice t représente
l‘état présent.
Dans la nouvelle formulation, les contraintes sont :
Les variables de contrôle binaires (3.11), (3.12) s‘assurent respectivement qu‘a l‘instant présent
t, un ﬂux donné n est bien transporté par un chemin p de la commodité k et qu’un lien l
fonctionne bien dans un état donné s.
xs,tk,p,n =
⎧⎨
⎩
1 Si le chemin p ∈ Pk transporte le f lux n ∈ Nk au moment t
0 sinon
(2.12)
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ys,t =
⎧⎨
⎩
1 Si le lien l f onctionne dans l′état s au moment t
0 sinon
(2.13)
La contrainte (3.13) s’assure que toutes les demandes de traﬁc des Nk ﬂux de la commodité k
sont satisfaits à l‘instant t.
f tk,p,n = x
t
k,p,nd
t
k,n ; ∀p ∈ Pk,∀k ∈K , ∀n ∈ Nk (2.14)
La variable fl déﬁnit dans la formulation (3.14) représente la quantité totale de traﬁc transportée
par la liaison l, qui ne peut dépasser la capacité de liaison maximale déﬁnit par la variable cs
dans (3.15).
f tl = ∑
∀k∈K
∑
∀p:l∈p
∑
∀n∈Nk
f tk,p,n ; ∀l ∈ E (2.15)
f tl ≤ ulcSl ; ∀l ∈ E (2.16)
Les contraintes (3.16), (3.17) déterminent les états d’énergie des liaisons à l’instant t.
ys,tl ≤ 1+
cs− f tl
cSl
; ∀s ∈ Sl, ∀l ∈ E (2.17)
Sl
∑
s=1
ys,tl = 1 ; ∀l ∈ E (2.18)
La variable Rsl représente le changement d‘état énergétique des liaisons. À partir de cette va-
riable on peut calculer le vecteur R qui représente le nombre de liaisons ayant changé d‘états.
Rsl =
⎧⎨
⎩
1 si ys,tl = ys,t−1l
0 sinon
; ∀l ∈ E, ∀s ∈ Sl (2.19)
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La variable Qsl représente le reroutage d‘un ﬂux n sur un autre chemin de la commodité k. À
partir de cette variable on peut calculer le vecteur Q qui représente le nombre de ﬂux rerouté.
Qsl =
⎧⎨
⎩
1 si xs,tk,p,n = xs,t−1k,p,n
0 sinon
; ∀p ∈ Pk, ∀k ∈K (2.20)
2.5 Solutions proposées
Comme cela est présenté dans la section précédente, le problème de placement des ﬂux prenant
en considération la minimisation de la consommation d’énergie et le nombre de reconﬁgura-
tions dans le réseau peut être formulé comme un problème d’optimisation (ILP) ayant des
variables entières. Malheureusement, la résolution de l’ILP n’est pas viable, puisqu’elle tombe
dans la classe des problèmes connus sous l’appellation multi-commodity ﬂow. Ces problèmes
sont connus pour être NP-difﬁcile (Chiaraviglio et al. (2009)). Des solutions exactes ne peuvent
être trouvées que pour les petits réseaux et pour certains cas triviaux, car le temps de traite-
ment requis pour le calcul des solutions augmente rapidement avec l’augmentation de la taille
des topologies. Étant donné que la solution proposée est une solution qui agit en temps réel
(en ligne), le temps de traitement devient un facteur aussi important que le taux d’économie
d’énergie et le nombre de reconﬁgurations dans le choix de l’algorithme d’optimisation à adop-
ter. Pour surmonter la complexité de la recherche d’une solution optimale, certains algorithmes
d’optimisations ont été étudiés et évalués. La ﬁgure 2.2 illustre quelques algorithmes utilisés
dans le cadre de l’optimisation. Les approches encadrées en rouge représentent les approches
utilisées dans ce travail.
2.5.1 Approche formelle
Le problème d’optimisation décrit dans la section (2.4) peut être résolu par un logiciel d’op-
timisation tel que CPLEX (IBM (2009)). Cependant, le temps de calcul tend à augmenter de
façon exponentielle avec la taille du réseau. Dans un réseau à grande échelle, la résolution du
problème d’optimisation n’est pas applicable. Le contrôleur SDN doit être capable de réagir
51
Figure 2.2 Schéma représentant les différentes méthodes
d’optimisation
instantanément aux changements de traﬁc et de rediriger rapidement les ﬂux en conséquence
pour éviter la congestion du réseau. Cela étant dit, pour démontrer l’efﬁcacité de notre ap-
proche en termes d’économie d’énergie et temps d’exécution par rapport à l’approche formel,
on a soumis nos modèles à une résolution par l’outil CPLEX.
2.5.2 Approche heuristique
Aﬁn de résoudre le problème d’économie d’énergie, l’optimisation de placement des ﬂux est
choisie comme une stratégie globale d’économie d’énergie en exploitant la technique LRS.
Pour résoudre ce problème d’optimisation, un ensemble d’heuristiques ont été utilisés en pre-
mier lieu. Le but de ces heuristiques est de trouver une meilleure solution locale. Cependant, ils
ne sont pas capables de trouver nécessairement une solution globale optimale. Par ailleurs, ces
algorithmes ont une faible complexité d’implémentation et ont un temps d’exécution polyno-
mial. Ce qui représente un grand atout pour le cas des stratégies qui s’exécutent en temps réel
(en ligne). La partie commune entre les 3 algorithmes de l’approche heuristique est présentée
dans l’organigramme 2.3.
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Figure 2.3 Organigramme représentant le trie qui est fait au
début des trois algorithmes de l’approche heuristique
53
Étape 1 : une fois la demande de traﬁc dk de chaque commodité k connu, un trie décroissant
des commodités est effectué en se basant sur leurs demandes de traﬁc respectives.
Étape 2 : suivant l’ordre établit par le tri, les commodités sont choisies une par une. Pour
chaque commodité choisie, on lui applique l’un de nos algorithmes d’optimisation (First Fit,
Best Fit, Worst Fit).
Étape 3 : un trie est appliqué aux chemins correspondants à la commodité choisie. Le tri est
basé sur la charge de traﬁc des chemins. La charge de traﬁc d’un chemin correspond à la
charge du lien le plus élevé. La charge d’une liaison correspond à la somme des charges de ﬂux
qui transitent sur la liaison. Le type de tri varie dépendamment de l’algorithme choisi comme
illustré dans l’organigramme.
Étape 4 : une fois le trie terminé, les chemins sont choisis un à un dans l’ordre effectué.
Étape 5 : pour chaque chemin choisi, un trie est appliqué sur les ﬂux qu’il transporte. Le type
de tri varie dépendamment de l’algorithme choisi comme illustré dans l’organigramme.
Étape 6 : une fois les ﬂux ordonnés, les ﬂux sont choisis un à un pour être rerouté sur les autres
chemins restants. Après avoir parcouru toute la liste des ﬂux d’un chemin, un tri est effectué
sur les chemins restants (similaire à celui de l’étape (3)). Ce tri ne touchera que les chemins
dont les ﬂux n’ont pas été parcouru encore parcourus.
2.5.2.1 Algorithme First Fit (FF)
Cet algorithme se caractérise par sa rapidité d’exécution étant donné qu’une itération de ce
dernier s’arrête dès qu’une solution possible est trouvée dans l’espace des solutions possibles.
Par rapport à notre problème, chaque itération consiste à chercher un chemin dont la bande pas-
sante non allouée est assez large pour transporter le ﬂux à rerouter et qui satisfait les contraintes
prédéﬁnies. L’organigramme de cet algorithme est illustré dans la ﬁgure 2.4.
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Figure 2.4 Organigramme représentant l’approche heuristique :
First Fit (FF)
Étape 8 : une fois tous les ﬂux d’un chemin p j parcouru, on passe au chemin suivant p j+i pour
essayer de rerouter ses ﬂux sur les chemins restants.
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Étape 9 : la charge de traﬁc de chaque ﬂux fp jn , est ajouté à la charge de traﬁc de chaque lien l
composant le chemin p j+i. Dans le cas où la nouvelle charge des liaisons est inférieure ou égale
à la capacité maximale déﬁnit ul csl , on passe à l’étape (10) aﬁn de comparer la consommation
énergétique des deux chemins {p j , p j+i}. Dans le cas contraire, on passe au ﬂux suivant.
Étape 10 : l’énergie du chemin p j+i est calculée à la base de cette nouvelle charge de traﬁc.
De la même manière en soustrait fp jn de la charge des liens composant le chemin p j, ensuite
l’énergie de ce dernier est actualisée. Si la charge du ﬂux fp jn fournit une moins importante
consommation énergétique, le ﬂux est rerouté déﬁnitivement sur le chemin p j+i. Dans le cas
contraire le ﬂux est maintenu sur le chemin p j.
2.5.2.2 Algorithme Best Fit (BF)
Cet algorithme consiste à parcourir pour chaque ﬂux sélectionné pour être rerouté, tous les
chemins possibles aﬁn de trouver le chemin dont la bande passante non allouée est la plus
petite possible pour transporter le ﬂux à rerouter et qui satisfait les contraintes prédéﬁnies.
L’organigramme de cet algorithme est illustré dans la ﬁgure 2.5.
Étape 8 : on déﬁnit une liste vide (Best). Chaque champ de cette liste contient deux valeurs.
La première valeur représente l’identiﬁant d’un des chemins sélectionné pour recevoir le ﬂux
qui peut être rerouté. La deuxième valeur représente la bande passante non utilisée di f fi du
chemin p j+i dans le cas où le ﬂux choisit fp jn est rerouté.
Étape 9 : similaire à l’étape (8) du diagramme représentant l’approche First Fit.
Étape 10 : similaire à l’étape (9) du diagramme représentant l’approche First Fit.
Étape 11 : une fois tous les chemins capables d’accueillir le ﬂux fp jn parcourus et la liste Best
remplit, on procède à un trie croissant de cette liste. La liste est triée par rapport à la valeur
di f fi de chaque champ. Une fois triée le ﬂux est rerouté sur le premier chemin de cette liste
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Étape 12 : dans cette étape on calcule la valeur de di f fi et on l’ajoute dans la liste Best. La
variable di f fi représente la différence entre la charge du lien l le plus chargé d’entre les liens
du chemin p j+i et la capacité maximale des liaisons ul csl .
Figure 2.5 Organigramme représentant l’approche heuristique :
Best Fit (BF)
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2.5.2.3 Algorithme Worst Fit (WF)
Cet algorithme consiste à parcourir pour chaque ﬂux sélectionné pour être rerouté, tous les
chemins possibles aﬁn de trouver le chemin dont la bande passante non allouée est la plus
large possible pour transporter le ﬂux à rerouter et qui satisfait les contraintes prédéﬁnies.
L’organigramme de cet algorithme est illustré dans la ﬁgure 2.6.
Figure 2.6 Organigramme représentant l’approche heuristique :
Worst Fit (WF)
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Étape 8 : on déﬁnit une liste vide (Worst). Chaque champ de cette liste contient deux valeurs.
La première valeur représente l’identiﬁant d’un des chemins sélectionné pour recevoir le ﬂux
qui peut être rerouté. La deuxième valeur représente la bande passante non utilisée di f fi du
chemin p j+i dans le cas où le ﬂux choisit fp jn est rerouté.
Étape 9 : similaire à l’étape (8) du diagramme représentant l’approche First Fit.
Étape 10 : similaire à l’étape (9) du diagramme représentant l’approche First Fit.
Étape 11 : une fois tous les chemins capables d’accueillir le ﬂux fp jn parcourus et la liste Worst
remplit, on procède à un trie décroissant de cette liste. La liste est triée par rapport à la valeur
di f fi de chaque champ. Une fois triée le ﬂux est rerouté sur le premier chemin de cette liste.
Étape 12 : dans cette étape on calcule la valeur de di f fi et on l’ajoute dans la liste Worst. La
variable di f fi représente la différence entre la charge du lien l le plus chargé d’entre les liens
du chemin p j+i et la capacité maximale des liaisons ul csl .
2.5.3 Approche métaheuristique
Les algorithmes métaheuristiques sont des algorithmes d’optimisation visant à résoudre des
problèmes d’optimisation difﬁcile. Ils ont été étudiés et utilisés longuement dans la littérature
pour la gestion des ressources. Ces algorithmes sont capables de trouver des solutions sous-
optimales basées sur leurs algorithmes probabilistes. Les algorithmes génétiques (AG) (Gold-
berg et al. (1989)), algorithmes de colonies de fourmis (ACO) (Gambardella et Dorigo (2000))
et l’algorithme hybride (Jalali et al. (2013)) sont toutes des approches métaheuristiques. Par
rapport à la programmation dynamique et aux heuristiques, les AG génèrent des données aléa-
toires et pour cette raison, ils ne peuvent pas garantir la recherche de solutions optimales.
Cependant, en pratique les métaheuristiques se montrent plus puissantes que les méthodes de
parcours exhaustif ou de recherche purement aléatoire.
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2.5.3.1 Algorithme génétique (AG)
Durant ces vingt dernières années, plusieurs métaheuristiques ont prouvé leur efﬁcacité pour
la résolution de problèmes combinatoires, ensemble auquel appartiennent plusieurs problèmes
industriels. Parmis ces métaheuristiques, on cite les algorithmes génétiques. Les algorithmes
génétiques sont des méthodes évolutives qui s’inspirent fortement des mécanismes biologiques
liés aux principes de sélection et d’évolution naturelle. Développés initialement par (Holland
(1975)). Une présentation des concepts théoriques de base des algorithmes génétiques est dé-
taillée dans la section Annexe I. Ces concepts sont nécessaires à la compréhension des AG et
l’identiﬁcation des principaux opérateurs de ces algorithmes.
Adaptation de l’AG à notre problème :
Cette étude nous a permis de voir comment adapter les opérateurs des algorithmes génétiques
à notre cas d’étude. L’adaptation est décrite dans les sections suivantes :
La représentation
Dans notre cas, l’ensemble des symboles possible qu’un gêne peut prendre sont des entiers
compris dans l’ensemble {0,...,csl}. Les éléments de cet ensemble représentent les charges de
traﬁc possibles pour un ﬂux donné (eg : ﬁgure 2.7 ). Après le codage d’individus, il faut déﬁnir
une fonction d’évaluation pour évaluer ces individus par rapport à l’objectif du problème.
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Figure 2.7 Représentation des gènes et des chromosomes
Fitness
La fonction d’évaluation de notre algorithme (3.21) représente l’énergie totale consommée par
un chemin sous une distribution de ﬂux qui satisfait la contrainte de la capacité (3.22).
Eva(p) = ∑
∀l∈p
E( f); ∀p ∈ Pk (2.21)
avec : fl ≤ ulcSl ; ∀l ∈ p (2.22)
Population initiale
Étant donné que notre algorithme s’exécute de façon itérative entre les commodités, chaque
commodité aura sa propre population initiale. La ﬁgure 2.8 illustre la représentation dans notre
travail de la population initiale pour chaque commodité. La taille de la population initiale dif-
fère d’une commodité à une autre et est intimement liée au nombre de chemins préétablis pour
chaque commodité. Comme cela est déﬁni dans la formulation suivante :
Taille de pop_init = (Nb chromosome)ˆ 2
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Figure 2.8 Cadre gris : population initiale de la commodité k=1
L’opérateur de sélection
Il existe plusieurs méthodes de sélection détaillée dans l‘Annex 1. En ce qui concerne le choix
de la technique de sélection pour notre algorithme, on a opté pour la technique de sélection
par rang. La technique de sélection par rang va toujours favoriser les individus avec la meilleur
fonction ﬁtness à un moment donné t , cette caractéristique ne va pas dans le sens de la di-
versiﬁcation des individus. Néanmoins, étant donné que notre but est d’optimiser l’énergie du
réseau dans un minimum de temps possible aﬁn de ne pas affecter les paramètres de qualité de
service (QoS). Cette technique va permettre à notre algorithme de converger rapidement.
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L’opérateur de croisement
Dans notre travail on a procédé à un croisement à un point de coupure. Comme l‘illustre la
ﬁgure 2.9, l‘adaptation du croisement à notre cas d‘étude s‘est fait d‘après les étapes suivantes :
a. Les deux parents sont choisis de façon aléatoire.
b. Un point de croisement aléatoire est choisi pour chaque parent. Ensuite on procède au
croisement.
c. On vériﬁe si les deux enfants respectent la contrainte de la capacité des liens.
d. Si la contrainte de la capacité est respectée, on calcule l‘énergie des deux chemins enfants
résultants du croisement. Dans le cas contraire les enfants sont éliminés.
e. Si la somme du coût en énergie des deux chemins enfants et inférieure à la somme du coût
en énergie des deux chemins parents, les deux chemins enfant sont ajoutés à la population
et les parents sont éliminés. Dans le cas contraire, c‘est les enfants qui sont éliminés de la
population et les enfants y sont rajoutés.
Figure 2.9 Croisement et validation des individus
L’opérateur de mutation
Dans notre travail on a procédé à une mutation aléatoire. Comme l‘illustre la ﬁgure 2.10,
l‘adaptation de la mutation à notre cas d‘étude s‘est fait d‘après les étapes suivantes :
a. Deux parents sont choisis de façon aléatoire.
63
b. Un point de mutation aléatoire est choisi pour chaque parent. Ensuite on procède à la
mutation en interchange les ﬂux choisis entre les deux parents.
c. On vériﬁe si les deux enfants résultants respectent la contrainte de la capacité des liens.
d. Si la contrainte de la capacité est respectée on calcule l‘énergie des deux chemins enfants.
Dans le cas contraire les enfants sont éliminés.
e. Si la somme du coût en énergie des deux chemins enfants est inférieure à la somme du coût
en énergie des deux chemins parents, les deux chemins enfant sont ajoutés à la population
et les parents sont éliminés. Dans le cas contraire, c‘est les enfants qui sont éliminés de la
population et les enfants y sont rajoutés.
Figure 2.10 Mutation et validation des individus
L’opérateur de remplacement
La stratégie (ν + λ ) a été retenue dans notre approche. Dans cette stratégie ce sont les ν
meilleurs individus des ν+λ parents plus enfants individus qui sont retenus.
Critères d’arrêt
Nous avons opté pour un nombre d’itérations égales à cinq que nous jugeons sufﬁsant pour
obtenir un résultat satisfaisant.
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2.6 Conclusion
Réaliser la proportionnalité entre la charge de traﬁc et l’énergie consommée dans le réseau
assure la conservation de l’énergie et permet aux opérateurs de baisser les frais relatifs à leur
consommation électrique.
Dans ce chapitre nous avons proposé un mécanisme évolutif économe en énergie en exploi-
tant la capacité de la technique SDN à fournir une vue globale en temps réel du réseau. Pour
ce faire, nous avons choisi de voir notre problème comme étant un problème d’optimisation
de placement des ﬂux avec comme objectif la minimisation d’énergie au niveau des liaisons.
Étant donné que la solution à ce problème agit d’une manière directe sur les ﬂux. Ceci nous a
poussés à opter pour le routage écoconscient comme stratégie d’économie d’énergie. Une fois
le reroutage des ﬂux effectue, les débits seront reconﬁgurés soit par le NIC si elle supporte
l’auto- conﬁguration des débits ou par le contrôleur SDN via un protocole de conﬁguration des
équipements. D’autre part, le principal inconvénient de la technique de reconﬁguration des vi-
tesses de transmission est la fréquence élevée de redirections de ﬂux et de transition d’états de
liaison. Ceci engendre du délai et des pertes de paquets élever, ce qui affecte dangereusement
la QoS au sein du réseau.
Suite a ces nouvelles contraintes notre problème d’optimisation a été élargi par la minimisation
du nombre de transitions des états d’énergies des liaisons et la fréquence de reroutage des ﬂux.
On a modélisé et formulé le problème comme un problème ILP, qui est connu pour être NP-
difﬁcile ((Bolla et al., 2016)). Ensuite, nous avons proposé plusieurs approches de résolution
du problème au niveau du réseau : une approche formelle, une approche heuristique et une
approche métaheuristique.
CHAPITRE 3
EXPÉRIMENTATION ET RÉSULTATS
3.1 Introduction
Ce chapitre présente les différentes expérimentations réalisées aﬁn de tester, valider et com-
parer les algorithmes d’optimisation proposés. La première partie de ce chapitre décrit l’envi-
ronnement expérimental et les scénarios exécutés. Ensuite, elle expose et analyse les différents
résultats obtenus. Des synthèses sur la performance des algorithmes proposés seront retenues
à la ﬁn. La deuxième partie introduit un cas d’étude qui représente une instance d’implémen-
tation et d’intégration de l’algorithme d’optimisation proposé dans l’environnement SDN.
3.2 Protocole expérimental
Le protocole expérimental introduit les différents scénarios exécutés ainsi que leurs environne-
ments de tests.
• scénarios
Dans ce travail trois scénarios expérimentaux sont considérés. Le premier scénario vise à com-
parer les performances des algorithmes proposés. Il est limité à une paire de nœuds. Après
avoir effectué une analyse de sensibilité des différents algorithmes basée sur le taux d’éco-
nomie d’énergie et le temps d’exécution pour un cas simple, l’algorithme le plus performant
est choisi pour être testé sur des topologies plus complexes dans les scénarios suivants. Le
deuxième scénario évalue l’efﬁcacité temporelle de l’approche formelle résolue avec l’outil
Cplex. Le dernier chapitre considère en plus du taux d’économie d’énergie, les contraintes re-
latives au nombre du ﬂux rerouté et au nombre de changements d’état des liaisons. Ainsi, les
algorithmes sont évalués en considérant ces nouvelles contraintes. Une étude de sensibilité est
faite pour chacun des scénarios.
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• modèle de consommation d’énergie
Un modèle de consommation d’énergie pour les liaisons de données est utilisé dans les expé-
rimentations. Ce modèle représente les débits de transfert des données et leurs consommations
respectives supportées par la carte NIC.
Tableau 3.1 Modèle de consommation d’énergie
Tirée de Tang Jian (2012)
• topologies simulées et métriques considérées
Pour évaluer la performance des algorithmes sur des topologies réelles de grandes échelles,
deux topologies de réseau bien connues sont simulées : le réseau NSF constitué de 14 nœuds et
21 liens représentés sur la ﬁgure 3.1 et le réseau Abilene avec 11 nœuds et 14 Liens représentés
sur la ﬁgure 3.2. Les métriques considérées pour la comparaison des performances des algo-
rithmes sont le temps de traitement en seconde (s) et l’énergie économisée en pourcentage (%).
Le temps de traitement représente le temps d’exécution d’un algorithme pour une topologie
précise sous une distribution de traﬁc donnée. La métrique d’économie d’énergie représente le
pourcentage d’économie d’énergie à l’instant (t) entre deux exécutions d’un même algorithme,
soit une exécution à (t−1) et à (t), elle est calculée au moyen de la formule suivante :
% Energie conomisee (t) = 1− Energie consommee (t) w ∗ 100
Energie consommee (t−1) w (3.1)
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Figure 3.1 Topologie NSF
Tirée de nsf.gov (2008)
Figure 3.2 Topologie Abilene
Tirée de Cs.stanford.edu (2003)
• implémentation
Aﬁn d’implémenter l’approche formelle, le solveur CPLEX d’IBM est utilisé. Ce dernier est
implémenté dans le logiciel MATLAB (MATLAB (2010)). Les autres solutions d’optimisation
ont été développées avec le langage Java. La machine utilisée pour l’exécution des algorithmes
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est munie d’un processeur (CPU) Intel de génération i7-4770 avec une puissance de 8*3.40GHz
et une mémoire vive (RAM) de 16GB.
3.3 Scénarios des expérimentations et étude de sensibilité
3.3.1 Scénario 1 : mesure des performances des algorithmes pour (K=1)
• objectif
Dans ce premier scénario, la performance des différents algorithmes proposés pour le cas d’une
session ou commodité unique est évaluée. Cela permet de connaitre le comportement des algo-
rithmes dans un cas simple où une seule commodité est considérée.
• réalisation et résultats
Pour la réalisation du premier test, 10 chemins de longueur aléatoire sont générés entre une
paire de nœuds. Ensuite, un nombre différent de ﬂux {50, 100, 150, 200} répartis de façon
égale sur les chemins est simulé. Dans le cas de l’algorithme génétique, le test est répété pour
différents paramètres présentés dans le tableau 3.2. En ce qui concerne la répartition de la
charge de traﬁc des ﬂux, les premiers 44 % des ﬂux ont leur valeur de charge de traﬁc générée
aléatoirement entre [0,9] Mbps, les 44 % suivants entre [10,99] Mbps, les 10 % des ﬂux suivants
avec une valeur de charge de traﬁc générée entre [100,999] Mbps et les 2 % restants ont leur
valeur de charge de traﬁc générée entre [1000,9000] Mbps. Les états des liaisons, les seuils de
capacité correspondants et la valeur de la consommation d’énergie sont donnés par le tableau
3.1 (Tang Jian (2012)). La simulation a été répétée 10 000 fois et la moyenne et le pourcentage
d’économie d’énergie maximum ont été recueillis. Les résultats de ce scénario sont présentés
dans les tableaux 3.3, 3.4, 3.5.
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Tableau 3.2 Paramètres établis pour l’évaluation de l’AG
Tableau 3.3 Taux d’économie d’énergie moyen et maximal
des algorithmes Firsts Fit, Best Fit et Worst Fit
• étude de la sensibilité
L’étude de sensibilité de ce scénario est faite sur la base des paramètres suivants : taux d’éco-
nomie d’énergie et temps de traitement.
Taux d’économie d’énergie :
Les résultats des algorithmes First Fit, Best Fit, Worst Fit en matière d’économie d’énergie
Tableau 3.4 Taux d’économie d’énergie moyen et maximal
de l’AG testé pour une probabilité de mutation = 0,02 et
différents nombres de croisements
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Tableau 3.5 Taux d’économie d’énergie moyen et maximal
de l’AG testé avec une probabilité de mutation = 0,05 et
différents nombres de croisements
Figure 3.3 Temps de traitement moyens des algorithmes
Firsts Fit, Best Fit, Worst Fit et AG testés avec differents
nombre de ﬂux
sont présentés dans le tableau 3.3. Les résultats montrent que le taux d’économie d’énergie est
croissant entre 50 et 100 ﬂux, le taux maximum est réalisé par l’algorithme First Fit. Cependant,
le taux moyen le plus élevé est réalisé par l’algorithme Best Fit. D’autre part entre 150 et 200
ﬂux, les résultats commencent à décroitre. Le taux d’économie d’énergie maximum est réalisé
par l’algorithme Worst Fit et le taux moyen le plus élevé est réalisé aussi par l’algorithme Worst
Fit. Le taux le plus faible est égal à 1 % et réalisé par l’algorithme Best ﬁt pour un nombre de
ﬂux égal à 200.
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En ce qui concerne l’approche métaheuristique représentée par les AG, les résultats des ta-
bleaux 4.4 et 4.5 montrent que le taux d’économie d’énergie est régi par le nombre de croi-
sements effectués. En effet, ce taux augmente d’environ 4 % entre un nombre de croisements
égal à une fois le nombre de ﬂux et un nombre de croisements égal à dix fois le nombre de
ﬂux, et ce quel que soit le nombre de ﬂux considéré. De ce fait, dans les prochains scénarios
le nombre de croisements est ﬁxé à dix fois le nombre de ﬂux par commodité. Par ailleurs, la
probabilité de mutation n’améliore que légèrement le pourcentage d’économie d’énergie. Cette
amélioration ne dépasse pas les 1 % en général.
Temps de traitement :
Le temps de traitement des algorithmes Best Fit, Worst ﬁt est le plus faible et ne varie que
légèrement avec l’augmentation du nombre de ﬂux par commodité. D’autre part, le temps de
traitement de l’algorithme First Fit augmente de façon linéaire avec l’augmentation du nombre
de ﬂux pour atteindre un maximum de 1 ms.
En ce qui concerne les AG, leur temps de traitement varie aussi linéairement que celui de
l’algorithme First Fit. Cependant, en valeur numérique, il représente approximativement 3 fois
le temps de calcul de ce dernier. Par ailleurs, la probabilité de mutation inﬂue légèrement sur
le temps de traitement par une valeur approximative de 0,1 ms.
Pour conclure, cette étude de sensibilité révèle les limites de l’approche heuristique représentée
par les algorithmes Firsts Fit, Best ﬁt et Worst ﬁt en matière d’économie d’énergie. En effet, le
taux d’économie d’énergie de ces algorithmes décroît très rapidement avec l’augmentation du
nombre de ﬂux actifs. Cette limitation rend ces algorithmes inadéquats pour les réseaux dor-
saux (qui concentrent et transportent les ﬂux de données entre des réseaux afﬂuents) caractéri-
sés par un débit élevé. D’autre part, contrairement aux algorithmes de l’approche heuristique le
taux d’économie d’énergie de l’algorithme génétique décroît légèrement avec l’augmentation
du nombre de ﬂux de 150 à 200 ﬂux tout en gardant une courbe de temps de traitement linéaire
croissante. Étant donné performance de l’AG, ceci conduit à considérer seulement l’AG dans
les prochains scénarios où de multiples commodités sont prises en compte.
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3.3.2 Scénario 2 : mesure du temps de traitement de l’outil Cplex pour l’approche for-
melle
• objectif
Le deuxième scénario a pour objectif d’exprimer et de déﬁnir la relation qui existe entre le
nombre de ﬂux, la variation de la charge de traﬁc avec le temps de traitement de l’outil Cplex
utilisé pour la résolution du modèle d’économie d’énergie formulé dans le chapitre 3.
• réalisation et résultats
La réalisation de ce scénario consiste à générer les 4 et 5 plus courts chemins entre chaque paire
origine-destination de la topologie Abilene en utilisant une implémentation de l’algorithme
k-shortest paths. Ensuite, pour chaque chemin, {10, 30, 50} ﬂux sont générés. Les ﬂux sont
générés suivant différentes variations. Ces variations sont régies par les paramètres de variance,
moyenne, valeur maximale et valeur minimale de charge de traﬁc. Les valeurs des différents
paramètres de ce scénario sont illustrées dans le tableau 3.6 et les résultats du scénario sont
illustrés dans les ﬁgures 3.4, 3.5.
Tableau 3.6 Paramètres de variation de la charge de
traﬁc pour les {10, 30, 50} ﬂux générés
Paramètres Cas 1 Cas 2 Cas 3
max 10 Gbps * 0,9 10 Gbps * 0,9 10 Gbps * 0,9
min 0 10 500
moyenne 10 Mbps 100 Mbps 2,5 Gbps
variance 10 Mbps 90 Mbps 2 Gbps
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Figure 3.4 Impact du nombre de ﬂux et de la variation du traﬁc sur le
temps de traitement du Cplex (3 chemins précalculés)
Figure 3.5 Impact du nombre de chemins précalculés sur le temps de
traitement du Cplex (3 chemins précalculés)
• étude de la sensibilité
La ﬁgure 3.4 illustre l’impact du nombre de ﬂux et de la variation du traﬁc sur le temps de
traitement du Cplex. En effet, dans cette ﬁgure on remarque qu’en faisant varier la charge de
traﬁc des ﬂux le temps de traitement reste pratiquement inchangé. Cependant, en augmentant
le nombre de ﬂux entre les paires (O-D) il en résulte un temps de traitement avec une allure
exponentielle. Dans la ﬁgure 3.5 on remarque que pour le même nombre de chemins préétablis
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le temps de traitement varie de façon exponentielle avec l’augmentation du nombre de ﬂux par
chemins.
La conclusion de ce scénario est que l’outil Cplex utilisé pour résoudre le modèle d’économie
d’énergie est impacté par l’augmentation du nombre de ﬂux dans le réseau. D’autre part, il est
insensible à la variation de la charge de traﬁc. Ainsi, la résolution par Cplex du modèle d’éco-
nomie d’énergie formulé est appropriée pour les réseaux à forte variation de traﬁc. D’autre
part, il est moins adapté aux réseaux à forte densité de ﬂux.
3.3.3 Scénario 3 : mesure de la performances de l’approche métaheuristique pour (K>1)
• objectif
Le troisième scénario évalue la performance de l’algorithme génétique adapté au probleme
posé, sur des topologies et un traﬁc réels. Pour ce faire, deux topologies de réseaux dorsales
(Abilene et NSF) illustrées dans les ﬁgures 3.1 et 3.2 ont été considérées. Pour l’évaluation de
la performance de l’AG, dans ce scénario les contraintes de reroutage en teme de nombre de
transition d’états des liaisons et nombre de ﬂux rerouté sont prises en compte.
• réalisation et résultats
La réalisation de ce scénario se décompose en deux étapes. La première étape consiste à générer
les 4 et les 5 plus courts chemins entre 25 paires origine-destination choisies aléatoirement, et
ce pour chacune des topologies. Le nombre total de chemins générés dans le réseau est égal
à 50 et 125 chemins respectivement. L’algorithme utilisé pour la génération des k-plus courts
chemins sans boucles est le "Yen’s en’s k shortest path algorithme" (Yen (1971)).
Dans la deuxième étape de ce scénario, les matrices de traﬁc réel transmises le 2004-03-01
entre 00 :05 :00 et 01 :00 :00 par les nœuds du réseau Abilene (Uhlig et al. (2006)) sont
considérées. Ces matrices contiennent des échantillons de charge de traﬁc à l’échelle de 5
minutes. Les tests ont été effectués à différentes échelles de temps, dont 5, 10, 15, 20, 25, 30,
45 et 60 minutes. Il faut noter aussi qu’en raison du faible débit transmis entre les paires (O-D)
75
au moment de la collecte des données (voir ﬁgure 3.6), dans notre travail on a multiplié chaque
valeur par 100. Un échantillon du comportement de traﬁc échangé entre deux paires (O-D) est
illustré dans la ﬁgure 3.7.
Figure 3.6 Utilisation maximale et moyenne des liens dans le
réseau Abilene
Adaptée de Mingui et al. (2010)
Durant cette étape, 20 charges de ﬂux ont été générées entre les 25 chemins de chaque paire
(O-D) et ce pour les 2 topologies. Ensuite, 25 paires (O-D) de la matrice de traﬁc du réseau
Abilene sont choisies aléatoirement. La charge de traﬁc de chacune de ces paires (O-D) est
dévisée aléatoirement entre les chemins des paires (O-D) des topologies simulées. De cette
façon, 1000 et 2500 ﬂux sont générés en considérant l’existence de 2 et 5 chemins précalculés
respectivement.
Pour chacune des topologies générées, le nombre de transitions d’états des liaisons, le nombre
de reroutages des ﬂux ainsi que le taux d’économie d’énergie sont calculés. Pour respecter ces
contraintes le deuxième modèle formalisé dans le chapitre 3 est considéré et exécuté avec le
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solveur Cplex. Pour évaluer la performance de l’AG sous ces nouvelles contraintes, le critère
d’arrêt de l’AG est modiﬁé et réadapté pour dépendre de la satisfaction des contraintes éta-
blies ou de l’arrivée à 1000 itérations sans satisfaction des contraintes. Dans ce dernier cas, en
pratique aucun changement ne sera appliqué au niveau du réseau. Pour ce scénario, le nombre
maximal de reroutage de ﬂux et ﬁxé à 10 %, soit 100 ﬂux et 250 ﬂux pour les deux cas consi-
dérés. Le nombre maximal de transitions des liaisons est ﬁxé à 60 %, soit 25 et 34 transitions
pour la topologie Abilene et NSF respectivement. Les résultats sont illustrés dans les ﬁgures
3.8, 3.9, 3.10, 3.11 et le tableau 3.7.
Figure 3.7 Échantillon de comportement du traﬁc échangé
entre deux paires (O-D) du réseau Abilene
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Figure 3.8 Nombre de transition des états des liaisons résultantes
de l’AG et l’outil Cplex pour différentes matrices de traﬁc, différents
nombres de chemins et différentes topologies (Abilene, NSF)
Tableau 3.7 Nombre d’itérations de l’AG pour différentes matrices de traﬁc,
différents nombre de chemins et différentes topologies (Abilene, NSF)
• étude de la sensibilité
La ﬁgure 3.8 représente le nombre de transitions des états des liaisons induites par l’AG et
l’outil Cplex pour différentes matrices de traﬁc du réseau Abilene, différents nombres de che-
mins préétablis pour les deux topologies Abilene et NSF. Si on compare entre le nombre de
transitions des états des liaisons pour la topologie NSF et la topologie Abilene on trouve que le
nombre de transitions de la topologie NSF est toujours supérieur à celui de la topologie Abilene
et ce dans le cas de l’AG et le solveur Cplex. De plus en remarque que les résultats de l’AG
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Figure 3.9 Nombre de reroutage de ﬂux résultants de l’AG et
l’outil Cplex pour différentes matrices de traﬁc, différents nombres
de chemins et différentes topologies (Abilene, NSF)
sont très proches et des fois égale à ceux du Cplex comme à la 30e minute (25 transitions).
En dernier lieu on constate que le nombre de transitions est proportionnel à la charge de traﬁc
échangé entre les paires (O-D) comme illustré dans la ﬁgure 3.7.
Dans la ﬁgure 3.9, le nombre de reroutage des ﬂux engendrés par l’AG et l’outil Cplex dépen-
damment du nombre de chemins précalcule est illustré. Comme dans la ﬁgure 3.8, on remarque
que le nombre de reroutage dans la topologie NSF est toujours supérieur à celui de la topologie
Abilene et ce dans le cas de l’AG et l’outil Cplex. De même, on remarque que les résultats de
l’AG sont très proches dans la plupart des cas et des fois égales à ceux du Cplex comme à la
minute 10 (11 ﬂux reroutés) et la minute 30 (13 ﬂux reroutés). En dernier lieu on constate que
le nombre de reroutage augmente avec l’augmentation de la charge de traﬁc échangée entre les
paires (O-D) comme illustrée dans la ﬁgure 3.7.
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Figure 3.10 Taux d’économie d’énergie de l’AG et l’outil
Cplex pour différentes matrices de traﬁc, différents nombres
de chemins et différentes topologies (Abilene, NSF)
En ce qui concerne la courbe d’économie d’énergie illustrée dans la ﬁgure 3.10, on remarque
que le taux d’économie engendré par le Cplex dépasse d’approximativement 5 % le taux d’éco-
nomie engendré par l’AG pour tous les cas considérés ({2,5} plus courts chemins NSF, Abi-
lene). On remarque aussi que les meilleurs résultats de l’algorithme génétique sont présentés
par la topologie NSF avec un maximum de 46 % dans le cas où 5 chemins sont préétablis et un
maximum de 47 % dans le cas où 2 chemins sont préétablis. En dernier lieu on remarque que
contrairement au nombre du reroutage des ﬂux et au nombre de transitions des liaisons le taux
d’économie d’énergie décroît avec l’augmentation de la charge de traﬁc.
Le temps de traitement de l’AG et le nombre d’itérations correspondant après introduction
des nouvelles contraintes sont représentés par la ﬁgure 3.11 et le tableau 3.7 respectivement.
On peut voir que pour chaque temps de traitement élevé correspond un pic dans le nombre
d’itérations ce qui veut dire que le temps de traitement est proportionnel au nombre d’itérations
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Figure 3.11 Temps de traitement de l’AG pour différentes matrices
de traﬁc, différents nombre de chemins et différentes topologies
(Abilene, NSF)
effectuées par l’AG. De plus, on remarque que le nombre d’itérations maximales est de 340
itérations, ce qui veut dire que l’AG arrive à satisfaire les contraintes de reroutage (10 %) et de
transition des liaisons ( 60 %) sur un maximum de 340 itérations ( 1000 itérations). Cependant,
contrairement aux autres paramètres considérés, le temps de traitement est plus important pour
la topologie Abilene. Ceci est dû au fait que la topologie NSF est plus dense que la topologie
Abilene en matière de liaisons et présente moins de liaisons jointes entre les chemins préétablis.
De ce fait, l’AG prend plus de temps à trouver une solution faisable pour la topologie Abilene.
Les conclusions de ce scénario sont :
• l’AG présente un taux d’économie proche du taux optimal présenté par l’outil Cplex ;
• l’AG satisfait aux contraintes de reroutage et nombre de transitions ﬁxées ;
• l’AG est plus efﬁcace en temps de traitement pour les topologies denses présentant moins
de liaisons jointes entre les chemins ;
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• les nombres de reroutage des ﬂux et le nombre de transitions des états des liaisons sont
proportionnels à la charge de traﬁc.
3.4 Cas d’étude
3.4.1 Architecture d’implémentation
Ce projet à proposé une architecture pour l’adaptation dynamique de l’énergie des réseaux ca-
pables de réagir aux pics de traﬁc. Néanmoins, la réaction au changement de traﬁc est fonction
du temps requis pour recueillir les statistiques des ﬂux, exécuter la solution et enﬁn reconﬁgu-
rer l’état des liaisons et pousser les nouvelles routes dans les tables des commutateurs. Cette
architecture se compose de trois modules logiques illustrés dans la ﬁgure 3.12 : le module de
collecte et traitement des données, le module d’optimisation et le module de contrôle.
3.4.1.1 Module de collecte des données
Le module de collecte des données est responsable de l’extraction des informations concernant
les ﬂux, comme le mappage ports/ﬂux ainsi que la bande passante consommée par ce ﬂux sur
un port donné en temps réel. L’extraction de ces informations se fait à l’aide des interfaces de
programmation (API) fournies par l’outil de supervision des ﬂux sFlow (voir Annexe III). Dans
notre travail l’échantillonnage des ﬂux effectué par l’agent sﬂow est ﬁxe à 1 aﬁn d‘avoir l’infor-
mation sur chaque ﬂux qui traverse un port donné du commutateur. Quant à l’échantillonnage
des statistiques d’interface, il est ﬁxé à 1 seconde.
Ce module est responsable aussi de l’extraction des informations concernant la topologie réelle
à l’instant t au moyen des interfaces de programmation (API) fournies par le contrôleur Open-
daylight. Ce banc d’essai utilise l’API topology manager pour extraire la topologie de notre
réseau (voir ﬁgure 3.13). Celle-ci est encodée dans un ﬁchier Json ou Xml (voir Annexe III).
Une fois les informations à propos des ﬂux extraites et la topologie connue, le module traite
ces données aﬁn de reconstituer une vue globale sur l’état du réseau. Le résultat du traitement
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Figure 3.12 Architecture proposée
constitue une partie des données en entrées du module d’optimisation. Les traitements effectués
sont :
• calcul de la bande passante utilisée au niveau de chaque port ;
• mappage entre les liens et leurs chemins respectifs ;
• mappage entre les ﬂux et les chemins précalculés qui les transportent ;
• calcul de l’énergie consommée par chaque chemin, chaque paire origine-destination ainsi
que l’énergie consommée par la globalité du réseau a l’instant t=0 ;
• assignation des paires origine-destination aux liens, chemins, ﬂux qui leur sont associés.
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Figure 3.13 Génération de la topologie par le contrôleur
Opendaylight
Tirée de opendaylight.org (2017)
3.4.1.2 Module d’optimisation
Le module d’optimisation est responsable de l’exécution de l’algorithme d’optimisation aﬁn de
trouver une nouvelle distribution des ﬂux qui réalise une économie d’énergie et qui satisfait les
contraintes des ﬂux du moment. Ses entrées sont la topologie, la matrice de traﬁc, un modèle de
consommation énergétique pour les liaisons et les propriétés de tolérance aux pannes désirées
(capacité de réserve). Après l’exécution de l’algorithme d’optimisation, ce module délivre au
module de contrôle la nouvelle distribution des ﬂux ainsi que la nouvelle conﬁguration des
ports (débits) subséquents.
3.4.1.3 Module de contrôle
Le module de contrôle permet de pousser les nouvelles routes dans les commutateurs du réseau
et changer ensuite l’état d’énergie des ports. Étant donné que les nœuds simulés sont des com-
mutateurs virtuels Openvswitch (Pfaff et al. (2015)) des commandes Unix sont utilisées (voir
ﬁgure III-6) pour simuler la limitation et l’augmentation des débits après un changement d’état
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d’une liaison. Pour le reroutage des ﬂux l’outil Curl (voir ﬁgure III-5) est utilisé pour envoyer
des requêtes de suppression, ajout et mises à jour des chemins des ﬂux à travers l’API fournie
par le contrôleur SDN.
3.5 Conclusion
Dans ce chapitre, différents scénarios d’expérimentations ont été testés dans le but de mesurer
la performance des algorithmes proposés. Le premier scénario s’est concentré sur la mesure de
la performance des approches heuristiques et métaheuristiques en termes d’économie d’énergie
et de temps de traitement. Les résultats de ce scénario ont démontré la supériorité de l’AG en
matière d’économie d’énergie par rapport aux autres algorithmes notamment dans les réseaux
qui présentent de fortes demandes.
Le deuxième scénario s’est focalisé sur la résolution du modèle d’économie d’énergie avec
l’outil Cplex. Dans ce scénario, différentes matrices de traﬁc ont été générées pour simuler
différentes variations de traﬁc. Les résultats obtenus prouvent que le nombre de ﬂux généré
affecte le temps de traitement plus que la variation de la charge des ﬂux. En effet, le temps de
traitement augmente de façon exponentielle avec l’augmentation du nombre de ﬂux et présente
un comportement linéaire avec l’augmentation de la charge de traﬁc.
Les résultats des deux premiers scénarios ont démontré inefﬁcacité en matière de temps de
traitement et d’économie d’énergie de l’approche formelle et l’approche heuristique respecti-
vement. De ce fait, uniquement l’AG a été sélectionné pour le troisième scénario.
Dans le dernier scénario, l’AG a été évalué sous les contraintes de reconﬁgurations de routage,
taux d’économie d’énergie et temps de traitement. Les résultats de ce scénario ont démontré
que l’AG est très efﬁcient en matière de temps de traitement et qu’il présente un taux d’éco-
nomie d’énergie comparable à celui de l’approche formelle. En effet il présente un temps de
calcul inférieur à 1 ms et un taux d’économie égal à plus de 47 % dans certains cas.
Pour ﬁnir, ce chapitre a introduit un cas d’étude qui représente une des implémentations pos-
sibles de l’AG dans un environnement SDN.
CHAPITRE 4
CONCLUSION
Au cours de la dernière décennie, la question de l’efﬁcacité énergétique au niveau des réseaux
de communications a reçu une attention considérable en raison de ses impacts économiques
et environnementaux. Cependant, la reconﬁguration des réseaux traditionnels pour mettre en
œuvre des politiques écoénergétiques reste très difﬁcile en raison de l’intégration verticale du
plan de contrôle et de données à chaque dispositif de mise en réseau.
Pour simpliﬁer cette complexité et permettre l’innovation au niveau des réseaux de communi-
cation, un nouveau paradigme a été développé. Le SDN ou réseaux déﬁnis par logiciel est un
paradigme émergeant qui découple le plan de contrôle du plan de données et introduit la pro-
grammabilité du réseau pour le développement d’applications réseau. Ainsi, il devient évident
que le paradigme SDN ouvre de nouvelles opportunités prometteuses pour améliorer la perfor-
mance du réseau en général et l’efﬁcacité énergétique en particulier.
Dans ce mémoire, nous avons tenté de répondre au problème d’optimisation de la consom-
mation énergétique des réseaux déﬁnis par logiciel à travers le routage. Pour y parvenir, nous
avons commencé par étudier, analyser et comparer dans le chapitre 2 les différentes stratégies
et techniques existant dans le champ de recherches relatives au sujet de ce mémoire, notamment
le Green Networking et ce pour les réseaux traditionnels et les réseaux déﬁnis par logiciel.
Cette étude de littérature, nous a permis de connaitre les critères de classiﬁcation des différentes
stratégies d’économie d’énergie et de là, à choisir une stratégie bien précise. La stratégie choisie
est le routage écoconscient appliqué aux réseaux déﬁnis par logiciel. Cette strate agit en ligne
au niveau global du réseau. En effet, elle exploite la vue globale du réseau fournie par le
contrôleur SDN aﬁn de réaliser un reroutage des ﬂux en tenant compte des contraintes de bout
en bout du réseau. La stratégie choisie est couplée avec la technique Link Rate Switching. Cette
technique permet de réduire le débit de transmission lorsque le lien est sous-utilisé. Elle est
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basée sur le fait que les cartes d’interface réseau consomment une plus petite quantité d’énergie
lorsqu’elles transmettent des débits plus faibles.
À partir de là nous avons pu établir dans notre méthodologie l’objectif principal à atteindre pour
répondre au problème posé. L’objectif principal est de proposer un algorithme de placement
dynamique des ﬂux de façon à minimiser l’utilisation maximale des liaisons actives dans le but
de minimiser la consommation énergétique dans un réseau déﬁni par logiciel.
Nous avons formulé le problème d’optimisation de la consommation d’énergie des réseaux
déﬁnis par logiciel comme un problème ILP connu pour être NP-difﬁcile. Ensuite nous avons
proposé des solutions pour minimiser la consommation d’énergie du réseau tout en satisfaisant
les exigences du réseau en matière de reroutage et transition des liaisons. Les approches propo-
sées sont une approche heuristique représentée par les algorithmes Firsts Fit, Worst ﬁt et Best
Fit, une approche métaheuristique représente par l’algorithme génétique et une solution exacte
réalisée avec l’outil Cplex.
Pour évaluer les performances des solutions proposées, nous avons effectué dans le chapitre 4
différents scénarios de simulations approfondies pour évaluer les algorithmes proposés sur des
topologies de réseau bien connues Abilene et NSF et une matrice de traﬁc réelle.
Les résultats de la simulation montrent que l’approche métaheuristique basée sur l’AG surpasse
systématiquement les autres solutions proposées et qu’en appliquant cette solution, entre 32 %
et 47 % de l’énergie peut être économisée en fonction de la taille et de la densité de la topologie
du réseau et ceux en respectant les contraintes posées en matière de reconﬁguration des états
de liaison et reroutage des ﬂux.
À la ﬁn de ce projet, après avoir évalué les performances des algorithmes, nous avons proposé
une implémentation possible de l’AG dans un environnement SDN. L’architecture fonction-
nelle de cette implémentation est composée de trois modules logiques ; le module de collecte
et traitement des données, le module d’optimisation et le module de contrôle.
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Travaux futurs
Dans le but d’afﬁner les résultats en matière de respect des contraintes de reroutage et de
reconﬁguration des états des liaisons, nous envisageons dans le futur d’utiliser la prédiction
dans notre processus d’optimisation de l’énergie du réseau.
La prédiction servira à générer plusieurs matrices de traﬁc à partir du traﬁc historique. Ces
matrices de traﬁc représentent le traﬁc futur à long terme et serviront à prévoir les pics de traﬁc
prévus. Ceci permettra de réaliser un meilleur compromis entre l’économie d’énergie réalisée
et la qualité de service (QoS) qui est régi par les contraintes de reroutage, de reconﬁguration
des états des liaisons et de capacité de réserve.
D’autre part, l’erreur de prédiction du traﬁc ne peut être égale à zéro et elle doit être prise en
compte dans le processus d’allocation des ﬂux. Autrement dit, la performance de l’algorithme
ne doit pas reposer entièrement sur la précision de la prédiction. Par conséquent, nous d’envi-
sageons d’intégrer l’incertitude de prédiction dans le processus d’optimisation en exploitant la
distribution de probabilité estimée des valeurs prédites.

ANNEXE I
ALGORITHME GÉNÉTIQUE (AG)
Un algorithme génétique (AG) est une méthode pour résoudre à la fois des problèmes d’op-
timisation avec ou sans contraintes. Ils sont basés sur un processus de sélection naturelle qui
imite l’évolution biologique. : les chromosomes sont les éléments à partir desquels sont géné-
rées les solutions ou «individus». Le regroupement de chromosomes forme une population et
leurs combinaisons représentent l’étape de reproduction, qui est réalisée à l’aide de l’opérateur
de croisement et/ou l’opérateur de mutation. D’autres notions sont propres aux AG telles que
l’indice de performance (ﬁrness), qui est une mesure permettant d’évaluer les chromosomes.
Il en va de même pour la fonction de coût qui représente la formule théorique permettant de
calculer l’indice de performance d’un chromosome.
La Figure I-1 illustre le fonctionnement itératif simpliﬁé d’un AG. En premier lieu, une po-
pulation initiale P(0) est construite. Ensuite, itérativement, un calcul du ﬁtness f(i) de chacun
des individus est effectué, puis l’algorithme procède à une sélection des parents pour la repro-
duction à travers le croisement et la mutation. Ce processus est répété jusqu’à ce qu’un critère
d’arrêt soit atteint. Le remplacement représente l’insertion des nouveaux individus générés, ap-
pelés enfants, dans la population en cours de traitement. Il s’agit donc du processus de passage
de la population P(t) à un instant t à la population P(t+1).
Les AG sont utilisés pour résoudre un grand nombre de problèmes d’optimisation combina-
toire, tels le problème du voyageur de commerce asymétrique (Choi et al. (2003)), le pro-
blème de partitionnement (Chu et Beasley (1998)), la fouille des données (Szpiro (1997)), le
séquençage de protéines d’ADN (Boisson et Rolando (2006)), les problèmes de minimisation
de fonctions convexes (Hussain et Al-Sultan (1997)) pour ne nommer que ceux-là.
La représentation
La représentation doit être globale, c’est-à-dire que l’ensemble des solutions possibles au pro-
blème doivent pouvoir être codiﬁées par la représentation établie. De plus, toutes les solutions
doivent correspondre à des solutions réalisables.
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Figure-A I-1 Organigramme représentant le fonctionnement
général d’un algorithme génétique
Tout d’abord, le codage doit contenir des blocs d’information ayant un sens. Ensuite, l’en-
semble des symboles ou alphabets utilisés pour ce codage, doivent permettre une expression
naturelle du problème et ne doit pas contenir des redondances. En effet, chaque symbole d’une
solution, qui peut être une lettre ou un entier par exemple, est assimilé à un gène, et toutes les
valeurs qu’il peut prendre sont les allèles de ce gène. Une suite de gènes forme un chromo-
some. Chaque individu est représenté par un ensemble de chromosomes, et une population est
un ensemble de chromosomes.
Historiquement, le codage utilisé par les algorithmes génétiques est représenté sous forme de
chaînes de bits contenant l’information nécessaire à la description d’une solution probable dans
l’espace de recherche. Ce type de codage a pour objectif de permettre de créer des opérateurs
de croisement et de mutation simples. Cependant, ce type de codage a rapidement montré ses
limites. En effet, dans le cas d’un codage binaire, la distance de Hamming est souvent utilisée
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comme mesure de la dissimilarité entre deux individus de la population, et cette mesure compte
les différences de bits de même rang de ces deux séquences. C’est toutefois là que le codage
binaire commence à montrer ses limites. En effet, deux éléments voisins en termes de distance
de Hamming ne correspondent pas nécessairement à deux éléments proches dans l’espace de
recherche.
De même, en utilisant un codage binaire, les performances de l’algorithme sont diminuées
lorsque la longueur de la chaîne augmente. En effet, chaque variable est représentée par une
partie de la chaîne de bits et la structure du problème n’est pas bien reﬂétée. Dans ce cas,
l’ordre des variables a une importance dans la structure du chromosome, alors qu’il n’en a pas
forcément dans la structure du problème. Les représentations qui utilisent des vecteurs réels
(Goldberg et al. (1989)) détournent ce problème en conservant les variables du problème dans
le codage de l’élément de population sans passer par le codage binaire intermédiaire. De ce
fait, la structure du problème est conservée dans le codage.
La ﬁtness
La ﬁtness, ou encore fonction d’évaluation, quantiﬁe la qualité de chaque chromosome par
rapport au problème. Elle est généralement utilisée pour sélectionner les chromosomes pour
la reproduction. Les chromosomes ayant une bonne qualité ont alors plus de chances d’être
sélectionnés pour la reproduction, faisant en sorte que la prochaine génération de la population
hérite de leur matériel génétique.
Population initiale
La population initiale représente la population de départ de l’AG. Elle regroupe des chromo-
somes qui sont répartis dans l’espace des solutions pour fournir à l’AG une base génétique
variée. Le choix de la population initiale d’individus est très important, car elle affecte forte-
ment la convergence de l’algorithme. Étant donné que l’optimum est totalement inconnu dans
l’espace de solutions, il est naturel et nécessaire de générer des individus aléatoirement en
procédant a des tirages uniformes dans l’espace de solutions et en veillant à ce que les indivi-
dus choisis respectent les contraintes pour demeurer dans cet espace Shayan et Chittilappilly
(2004). Dans certains cas, la génération de solutions initiale aléatoirement produit des solutions
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infaisables, qui ne satisfont pas les contraintes du problème traité. En revanche, dans le cas ou
des informations sur le problème sont disponibles a priori, il paraît naturel et évident de générer
les individus dans un sous-ensemble particulier aﬁn d’accélérer la convergence de l’algorithme.
Il est alors avantageux d’utiliser des méthodes de génération d’individus pseudo-aléatoires ou
même voraces en utilisant les caractéristiques du problème. Dans ce dernier cas, favoriser le
placement d’un ou de plusieurs allèles à des positions qui sont supposées prometteuses dans
un chromosome de la population initiale peut être une bonne méthode.
L’opérateur de sélection
Il existe plusieurs méthodes de sélection. Nous décrivons, dans ce qui suit, les deux méthodes
utilisées dans le chapitre suivant : la sélection par la ﬁtness et la sélection par tournoi.
• la sélection proportionnelle
La sélection proportionnelle, ou sélection par ﬁtness, est en général implémentée comme une
roulette biaisée (Goldberg et al. (1989)). Chaque individu est représenté par une partie de la
roue de taille proportionnelle à son ﬁtness autrement dit à son adaptation au problème. Ainsi,
pour un problème de maximisation, un individu "c", a la probabilité suivante d’être sélectionné :
où "n" représente la taille de la population de l’AG.
Cette méthode a l’avantage d’être simple et intuitive, mais elle présente certains inconvénients
(Deb et Beyer (1999)). Par exemple, elle requiert un temps de calcul important pour calculer la
somme des ﬁtness et une forte variance. Il n’est pas impossible que, sur n sélections successives
destinées à désigner les parents pour la phase de reproduction, la quasi-totalité, voire la totalité
des n individus sélectionnés, soient des individus ayant une ﬁtness très mauvaise. Cela fait
93
en sorte que pratiquement aucun individu avec un bon ﬁtness ne fait partie des parents. Ce
phénomène va complètement à l’encontre du principe des algorithmes génétiques qui veut
que les meilleurs individus soient sélectionnés de sorte à converger vers la meilleure solution
possible.
Dans le cas inverse ou une la grande majorité des individus sont localement supérieur ou très
bon en termes de ﬁtness, ceci va entraîner une grave perte de diversité. Par exemple, dans le
cas d’individu ayant un ﬁtness dix fois supérieur par rapport au reste de la population ; il n’est
pas impossible qu’après quelques générations successives la population ne contienne que des
copies de cet individu. Certes, cet individu a un très ﬁtness, mais relativement avec les autres
individus. Ce problème est connu sous comme étant un problème de convergence prématurée,
où l’évolution se met à stagner et bloque sur un optimum local.
• la sélection par tournoi
Dans cette méthode de sélection, K individus dans la population sont sélectionnés de la ma-
nière suivante : K individus sont tirés aléatoirement parmi une population de n individus, où
K représente la taille du tournoi. Il existe deux types de sélection par tournoi, déterministe et
probabiliste. Dans le cas du tournoi déterministe, le meilleur des K individus remporte le tour-
noi. Dans le cas probabiliste, chaque individu a une probabilité d’être choisi comme vainqueur.
Cette probabilité est proportionnelle à sa fonction d’évaluation. Il est possible que certains in-
dividus participent à plusieurs tournois. S’ils gagnent plusieurs fois, ils pourront participer à la
phase de reproduction plusieurs fois, ce qui favorise la pérennité de leurs gènes.
• la sélection par rang
Cette technique de sélection choisit toujours les individus possédant les meilleurs ﬁtness. D’une
manière plus parlante, il faut trier la population en fonction de la qualité des individus puis at-
tribuer à chacun un rang. Les individus de moins bonne qualité obtiennent un rang faible. Et
ainsi en itérant sur chaque individu on ﬁnit par attribuer le plus haut rang au meilleur indi-
vidu. La suite de la méthode consiste uniquement en l’implémentation d’une roulette basée
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sur les rangs des individus. L’angle de chaque secteur de la roue sera proportionnel au rang de
l’individu qu’il représente.
Il existe quelques autres méthodes de sélection moins utilisées étudiées et discutées dans
(Back et Michalewicz (2000).
L’opérateur de croisement (crossover) est la transposition informatique du mécanisme qui per-
met la production de chromosomes qui héritent partiellement des caractéristiques des parents.
Son rôle fondamental est de permettre la recombinaison des informations présentes dans le
patrimoine génétique de la population. Avec l’opérateur de mutation, ils représentent la phase
de reproduction. C’est après avoir appliqué l’opérateur de sélection sur la population courante
P(t) que vient la phase de croisement. Ainsi, un ou plusieurs parents sélectionnés permettent de
générer un ou plusieurs enfants. En général les croisements sont envisagés avec deux parents
qui génèrent deux enfants. Les individus générés sont ensuite mis à la disposition de l’opéra-
teur de mutation puis celui du remplacement, ou directement à celui du remplacement pour
former la population (t+1). Le principal but du croisement est d’enrichir la diversité de la po-
pulation en manipulant la structure des chromosomes. La probabilité de croisement représente
la fréquence à laquelle les croisements sont appliqués. Ainsi on peut déduire que si la probabi-
lité de croisement est de 0%, la nouvelle génération sera la copie de la précédente et que si la
probabilité est égale à 100%, tous les antécédents seront générés par croisement.
Il existe plusieurs techniques de croisement qu’on retrouve dans la littérature, nous pouvons
citer par exemple :
• croisement à un point de coupure (simple) (ﬁgure I-2) ;
• croisement à multipoint de coupure (ﬁgure I-3) ;
• croisement uniforme ;
• croisement arithmétique, etc.
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Figure-A I-2 Croisement à un point de coupure
Figure-A I-3 Croisement à multipoint de coupure
L’opérateur de mutation
Cet opérateur apporte aux AG l’ergodicité de parcours de l’espace des solutions. La propriété
d’ergodicité indique que l’algorithme génétique est susceptible d’atteindre tous les points de
l’espace de recherche sans tous les parcourir pour autant. La convergence des algorithmes gé-
nétiques est donc fortement dépendante de cet opérateur sur le plan théorique. La mutation est
aussi prévue pour éviter à l’AG de s’enliser dans des optima locaux, mais si elle est trop fré-
quente, l’algorithme est orienté vers une recherche aléatoire de la bonne solution. La mutation
consiste à changer la valeur allélique d’un gène avec une probabilité très faible Pm , com-
prise généralement entre 0.01 et 0.001 (Back et Michalewicz (2000)). Dans le cas d’un codage
binaire, une mutation peut consister simplement en l’inversion d’un bit ou plusieurs bits se
trouvant dans une position particulière et également déterminée de manière aléatoire. Dans le
cas des problèmes discrets, l’opérateur de mutation consiste généralement à tirer aléatoirement
un gène dans le chromosome et à le remplacer par une valeur aléatoire. Si la notion de distance
existe, cette valeur peut être choisie dans le voisinage de la valeur initiale. Quant à la muta-
tion par échange, elle consiste à sélectionner de manière aléatoire deux gènes d’un individu
et à échanger les positions respectives des deux éléments choisis. Tout comme le croisement,
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plusieurs techniques existent dans la littérature pour la mutation ; nous citons, par exemple, la
mutation aléatoire (ﬁgure I-4)
Figure-A I-4 Représentation de la mutation
L’opérateur de remplacement
Cette dernière étape consiste à incorporer de nouvelles solutions dans la population courante.
Les nouvelles solutions sont ajoutées à la population courante par remplacement total ou partiel
des solutions existantes. Généralement, les meilleures solutions remplacent les plus mauvaises
et il en résulte une amélioration de la population. Lorsque la nouvelle population n’est consti-
tuée que des nouvelles solutions, l’AG est dit générationnel. Le remplacement peut également
se formaliser par l’utilisation de stratégies appelées (ν + λ ) ou (ν ,λ ) où ν correspond au
nombre de parents utilisés pour générer λ enfants. Dans le schéma (ν ,λ ) avec (ν > λ ), les
ν meilleurs enfants deviennent les parents de la génération suivante, alors que dans le schéma
(ν+λ ), ce sont les ν meilleurs des ν+λ parents plus enfants qui survivent.
Critères d’arrêt
II est évident qu’un AG ne peut évoluer indéﬁniment. Nous pouvons citer différents critères
d’arrêt comme le temps, un nombre déterminé de générations, un nombre ﬁxé d’évaluations,
une valeur particulière de la fonction objective, etc. L’intérêt des AG est de produire des solu-
tions diversiﬁées et de qualité. Aﬁn de les appliquer à un problème particulier, il est nécessaire
de déﬁnir convenablement la fonction d’évaluation et la représentation des individus. Ces al-
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gorithmes nécessitent également la déﬁnition d’opérateurs, aussi bien de mutation que de croi-
sement, en adéquation avec le problème. Dans de nombreux cas, ils peuvent être difﬁciles à
paramétrer. En général les critères d’arrêt sont de deux natures :
a. Arrêt, après un nombre de générations ﬁxé a priori. C’est la solution retenue lorsqu’un
impératif de temps de calcul est imposé.
b. Arrêt, lorsque la population cesse d’évoluer ou n’évolue plus sufﬁsamment rapidement,
on est alors en présence d’une population homogène dont on peut penser qu’elle se situe
à proximité du ou des optimums.

ANNEXE II
OUTILS DE SUPERVISION ET CONTRÔLE DU RÉSEAU
1. Outil de supervision des ﬂux : sFlow
Avec la dépendance croissante des services réseau pour les applications stratégiques, le plus
petit changement dans l’utilisation du réseau peut avoir un impact sur les performances et la
ﬁabilité du réseau. En fournissant une visibilité sans précédent sur l’utilisation du réseau et
sur les routes actives des réseaux complexes et ultrarapides d’aujourd’hui, sFlow fournit les
données nécessaires au contrôle et à la gestion efﬁcace de l’utilisation du réseau, garantissant
ainsi un avantage concurrentiel. C’est pourquoi dns notre banc d’essai il représentera notre
outil de surveillance des ﬂux.
sFlow est une technologie d’échantillonnage multifournisseur intégrée dans les commutateurs
et les routeurs qui répond aux principales exigences d’une solution de surveillance du traﬁc
réseau suivante (sﬂow.org (2003)) :
– il fournit une vue d’ensemble du réseau de l’utilisation et des itinéraires actifs. Il s’agit
d’une technique évolutive pour mesurer le traﬁc réseau, collecter, stocker et analyser les
données de traﬁc. Cela permet de contrôler des dizaines de milliers d’interfaces réseau à
partir d’un seul emplacement ;
– il est évolutif, ce qui lui permet de surveiller des liaisons allant jusqu’à 10 Gb / s et au-delà
sans affecter les performances des principaux routeurs et commutateurs, sans ajouter de
charge réseau importante ;
– il représente une solution économique. Il a été implémenté sur une large gamme d’équi-
pement des simples commutateurs couche 2 à des routeurs haut de gamme, et cela sans
nécessiter de mémoire supplémentaire ni de traitement CPU;
– sFlow est une norme de l’industrie avec un nombre croissant de fournisseurs livrant des
produits avec le support sFlow.
100
• agent sFlow
L’agent sFlow est un processus logiciel exécuté faisant partie des logiciels de gestion de ré-
seau au sein d’un équipement (voir ﬁgure II-1) (sﬂow.org (2003)). Il combine des compteurs
d’interface et des échantillons de ﬂux dans des datagrammes sFlow envoyés sur le réseau à un
collecteur sFlow. L’état des entrées de la table de transfert associées à chaque paquet échan-
tillonné est également enregistré. L’agent sFlow effectue très peu de traitement. Il permet sim-
plement de stocker des données dans des datagrammes sFlow qui sont immédiatement envoyés
sur le réseau. L’envoi immédiat des données minimise les besoins en mémoire et CPU associés
à l’agent sFlow.
Figure-A II-1 Agent sFlow intégré dans le commutateur /
routeur
Tirée de sﬂow.org (2003)
• données sFlow
L’agent sFlow utilise deux types d’échantillonnage (Arista (2008)) : l’échantillonnage statis-
tique par paquets de ﬂux et l’échantillonnage basé sur le temps des statistiques d’interface ré-
seau. L’échantillonage est Utilisé pour réduire le nombre de paquets qui sont sélectionnés pour
l’analyse. Il est appliqué au niveau du sFlow agent pour réduire la surcharge car le nombre
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de paquets que l’agent sFlow doit analyser est réduit. Un datagramme sFlow intègre les deux
types d’échantillons.
– échantillonnage des ﬂux : Un échantillon est prélevé en copiant l’en-tête du paquet ou en
extrayant les données des caractéristiques du paquet ;
– échantillonnage des statistiques d’interface : le comptage d’échantillons extrait des statis-
tiques en interrogeant périodiquement chaque source de données sur l’appareil.
• collecteur sFlow
Le collecteur sFlow est un composant matériel / logiciel qui reçoivent respectivement des
échantillons de ﬂux et compteurs d’échantillons en tant que datagrammes sFlow des agents
sFlow (sﬂow.org (2003)). Cela leur permet de présenter une vue du traﬁc et d’autres paramètres
de réseau (voir ﬁgure II-2).
Figure-A II-2 Agent et collecteur sFlow
Tirée de sﬂow.org (2003)
102
Outil de contrôle : Opendaylight (ODL)
OpenDaylight est un projet logiciel open source créé en 2013 sous la supervision de la "Linux
Foundation". Il a été créé dans le but de favoriser l’adoption et l’innovation du SDN (Software
Deﬁned Networking) par la création d’une plateforme modulaire commune supportée par l’in-
dustrie. La première version de Opendaylight est sortie février 2014 suivie de plusieurs autres
versions illustres dans la ﬁgure II-3.
Figure-A II-3 Controlleur SDN : Opendaylight
Tirée de opendaylight.org (2017)
Le contrôleur OpenDaylight est un logiciel JVM et peut être exécuté à partir de n’importe
quel système d’exploitation et matériel, à condition qu’il supporte Java. Le contrôleur est une
implémentation du concept (SDN) et utilise les outils suivants :
Maven : OpenDaylight utiliseMaven pour une automatisation plus facile. Maven utilise pom.xml
(Project Object Model) pour scripter les dépendances entre modules et aussi pour décrire les
modules a chargé et exécuter.
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OSGi : Ce framework est l’arrière-plan d’OpenDaylight, car il permet de charger dynamique-
ment les modules et les ﬁchiers JAR et de regrouper des modules ensemble pour échanger des
informations.
REST API : Les interfaces RESTful sont conçues sur la base du protocole RESTCONF. RES-
TCONF prend en charge deux formats d’encodage : XML et JSON. Ces interfaces sont géné-
rées dynamiquement au moment de l’exécution en fonction des modèles YANG qui déﬁnissent
ses données, Parmis les API exposées par le contrôleur on retrouve : topology manager, host
tracker, ﬂow programmer, static routing , etc.
Pour que le contrôleur puisse contrôler les équipements de son domaine, il doit connaître les
équipements concernés, leurs capacités, leurs accessibilités, etc. Dans les réseaux SDN basés
sur le protocole openFlow, les commutateurs envoient les messages LLDP (voir ﬁgure II-4)
pour découvrir la topologie sous-jacente à la demande du contrôleur. Ces informations sont
stockées et gérées par le gestionnaire de topologie (topologie manager). Les autres composants
comme le ARP handler, Host Tracker, Device Manager et le Switch Manager aident à générer
la base de données de topologie pour le gestionnaire de topologie.
Figure-A II-4 Messages échangés entre le contrôleur et les
commutateurs OF pour la découverte de topologie basée sur le
protocole LLDP
Tirée de Ochoa-Aday et al. (2015)

ANNEXE III
ENVIRONEMENT DE SIMULATION
Cette annexe présente les détails techniques pour la mise en place de l’environnement de simu-
lation créé.
• activation du controlleur SDN
Étant donné qu’on travaille dans environement SDN, il est nécessaire d’utiliser un contrô-
leur centralisé. Le contrôleur utilisé dans notre étude est le contrôleur Opendaylight (openday-
light.org (2017)) (voir ﬁgure III-1).
Figure-A III-1 Activation du Contrôleur Opendaylight
ﬁchier XML retourné par le contrôleur ODL :
La section suivante est un exemple de ﬁchier Xml retourné par l’API Topology manager. Cette
API est utilisée pour la découverte de la topologie du réseau.
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<network-topology xmlns="urn :TBD :params :xml :ns :yang :network-topology">
<topology>...</topology>
<topology>...</topology>
<topology>
<topology-id>ﬂow :1</topology-id>
<node>
<node-id>openﬂow :1</node-id>
<inventory-node-ref xmlns="urn :opendaylight :model :topology :inventory"
xmlns :a="urn :opendaylight :inventory">/a :nodes/a :node[a :id=’openﬂow :1’]</inventory-
node-ref>
<termination-point>
<tp-id>openﬂow :1 :1</tp-id>
<inventory-node-connector-ref xmlns="urn :opendaylight :model :topology :inventory"
xmlns :a="urn :opendaylight :inventory"> /a :nodes/a :node[a :id=’openﬂow :1’]/a :node-
connector[a :id=’openﬂow :1 :1’]
</inventory-node-connector-ref>
</termination-point>
<termination-point>
<tp-id>openﬂow :1 :2</tp-id>
<inventory-node-connector-ref xmlns="urn :opendaylight :model :topology :inventory"
xmlns :a="urn :opendaylight :inventory"> /a :nodes/a :node[a :id=’openﬂow :1’]/a :node-
connector[a :id=’openﬂow :1 :2’]
</inventory-node-connector-ref>
</termination-point>
<termination-point>
<tp-id>openﬂow :1 :LOCAL</tp-id>
<inventory-node-connector-ref xmlns="urn :opendaylight :model :topology :inventory"
xmlns :a="urn :opendaylight :inventory"> /a :nodes/a :node[a :id=’openﬂow :1’]/a :node-
connector[a :id=’openﬂow :1 :LOCAL’]
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</inventory-node-connector-ref>
</termination-point>
</node>
<node>...</node>
<link>
<link-id>openﬂow :2 :1</link-id>
<destination>
<dest-tp>openﬂow :1 :2</dest-tp>
<dest-node>openﬂow :1</dest-node>
</destination>
<source>
<source-tp>openﬂow :2 :1</source-tp>
<source-node>openﬂow :2</source-node>
</source>
</link>
<link>...</link>
</topology>
</network-topology>
• simulation de la topologie
Pour la simulation de la topologie l’émulateur Mininet (Mininet (2014)) a été utilisé. l’émula-
teur Mininet permet des créer une topologie virtuelle et de connecter les noeuds au contrôleur
SDN. La ﬁgure III-2 illustre la topologie NSF simulée avec Mininet.
Le script suivant sert à générer la topology NSF dans le simulateur Mininet :
# !/usr/bin/python
from mininet.net import Mininet
from mininet.node import Controller, RemoteController, OVSController
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Figure-A III-2 Topologie NSF simulée avec l’outil Mininet
from mininet.node import CPULimitedHost, Host, Node
from mininet.node import OVSKernelSwitch, UserSwitch
from mininet.node import IVSSwitch
from mininet.cli import CLI
from mininet.log import setLogLevel, info
from mininet.link import TCLink, Intf
from subprocess import call
def myNetwork() :
net = Mininet( topo=None, build=False, ipBase=’10.0.0.0/8’)
info( ’*** Adding controller’ )
c0=net.addController(name=’c0’, controller=RemoteController, ip=’127.0.0.1’, protocol=’tcp’,
port=6633)
info( ’*** Add switches’)
s10 = net.addSwitch(’s10’, cls=OVSKernelSwitch)
s3 = net.addSwitch(’s3’, cls=OVSKernelSwitch)
s13 = net.addSwitch(’s13’, cls=OVSKernelSwitch)
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s8 = net.addSwitch(’s8’, cls=OVSKernelSwitch)
s5 = net.addSwitch(’s5’, cls=OVSKernelSwitch)
s7 = net.addSwitch(’s7’, cls=OVSKernelSwitch)
s4 = net.addSwitch(’s4’, cls=OVSKernelSwitch)
s12 = net.addSwitch(’s12’, cls=OVSKernelSwitch)
s6 = net.addSwitch(’s6’, cls=OVSKernelSwitch)
s2 = net.addSwitch(’s2’, cls=OVSKernelSwitch)
s11 = net.addSwitch(’s11’, cls=OVSKernelSwitch)
s1 = net.addSwitch(’s1’, cls=OVSKernelSwitch)
s9 = net.addSwitch(’s9’, cls=OVSKernelSwitch)
s14 = net.addSwitch(’s14’, cls=OVSKernelSwitch)
info( ’*** Add hosts’)
h33 = net.addHost(’h33’, cls=Host, ip=’10.0.0.33’, defaultRoute=None)
h22 = net.addHost(’h22’, cls=Host, ip=’10.0.0.22’, defaultRoute=None)
h20 = net.addHost(’h20’, cls=Host, ip=’10.0.0.20’, defaultRoute=None)
h21 = net.addHost(’h21’, cls=Host, ip=’10.0.0.21’, defaultRoute=None)
h23 = net.addHost(’h23’, cls=Host, ip=’10.0.0.23’, defaultRoute=None)
h1 = net.addHost(’h1’, cls=Host, ip=’10.0.0.1’, defaultRoute=None)
h26 = net.addHost(’h26’, cls=Host, ip=’10.0.0.26’, defaultRoute=None)
h30 = net.addHost(’h30’, cls=Host, ip=’10.0.0.30’, defaultRoute=None)
h36 = net.addHost(’h36’, cls=Host, ip=’10.0.0.36’, defaultRoute=None)
h13 = net.addHost(’h13’, cls=Host, ip=’10.0.0.13’, defaultRoute=None)
h35 = net.addHost(’h35’, cls=Host, ip=’10.0.0.35’, defaultRoute=None)
h15 = net.addHost(’h15’, cls=Host, ip=’10.0.0.15’, defaultRoute=None)
h16 = net.addHost(’h16’, cls=Host, ip=’10.0.0.16’, defaultRoute=None)
h29 = net.addHost(’h29’, cls=Host, ip=’10.0.0.29’, defaultRoute=None)
h14 = net.addHost(’h14’, cls=Host, ip=’10.0.0.14’, defaultRoute=None)
h31 = net.addHost(’h31’, cls=Host, ip=’10.0.0.31’, defaultRoute=None)
h24 = net.addHost(’h24’, cls=Host, ip=’10.0.0.24’, defaultRoute=None)
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h17 = net.addHost(’h17’, cls=Host, ip=’10.0.0.17’, defaultRoute=None)
h38 = net.addHost(’h38’, cls=Host, ip=’10.0.0.38’, defaultRoute=None)
h27 = net.addHost(’h27’, cls=Host, ip=’10.0.0.27’, defaultRoute=None)
h32 = net.addHost(’h32’, cls=Host, ip=’10.0.0.32’, defaultRoute=None)
h37 = net.addHost(’h37’, cls=Host, ip=’10.0.0.37’, defaultRoute=None)
h25 = net.addHost(’h25’, cls=Host, ip=’10.0.0.25’, defaultRoute=None)
h28 = net.addHost(’h28’, cls=Host, ip=’10.0.0.28’, defaultRoute=None)
h34 = net.addHost(’h34’, cls=Host, ip=’10.0.0.34’, defaultRoute=None)
h19 = net.addHost(’h19’, cls=Host, ip=’10.0.0.19’, defaultRoute=None)
h2 = net.addHost(’h2’, cls=Host, ip=’10.0.0.2’, defaultRoute=None)
info( ’*** Add links’)
net.addLink(h17, s14)
net.addLink(h13, s2)
net.addLink(s3, h15)
net.addLink(s3, h16)
net.addLink(s4, h19)
net.addLink(s4, h20)
net.addLink(s6, h21)
net.addLink(s6, h22)
net.addLink(s8, h27)
net.addLink(s8, h28)
net.addLink(s9, h30)
net.addLink(s9, h29)
net.addLink(s12, h37)
net.addLink(s12, h38)
net.addLink(s7, h25)
net.addLink(s7, h26)
net.addLink(s5, h23)
net.addLink(s5, h24)
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net.addLink(s13, h35)
net.addLink(s13, h36)
net.addLink(s11, h33)
net.addLink(s11, h34)
net.addLink(s10, h31)
net.addLink(s10, h32)
net.addLink(s1, s14)
net.addLink(s1, s3)
net.addLink(s14, s8)
net.addLink(s3, s4)
net.addLink(s4, s6)
net.addLink(s6, s8)
net.addLink(s4, s5)
net.addLink(s5, s7)
net.addLink(s5, s12)
net.addLink(s12, s13)
net.addLink(s12, s11)
net.addLink(s8, s9)
net.addLink(s9, s11)
net.addLink(s9, s13)
net.addLink(s9, s7)
net.addLink(s3, s10)
net.addLink(s10, s13)
net.addLink(s1, s2)
net.addLink(s2, s5)
net.addLink(h1, s1)
net.addLink(s1, h2)
net.addLink(s2, h14)
info( ’*** Starting network’)
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net.build()
info( ’*** Starting controllers’)
for controller in net.controllers :
controller.start()
info( ’*** Starting switches’)
net.get(’s10’).start([c0])
net.get(’s3’).start([c0])
net.get(’s13’).start([c0])
net.get(’s8’).start([c0,c0])
net.get(’s5’).start([c0])
net.get(’s7’).start([c0,c0])
net.get(’s4’).start([c0])
net.get(’s12’).start([c0])
net.get(’s6’).start([c0,c0])
net.get(’s2’).start([c0])
net.get(’s11’).start([c0])
net.get(’s1’).start([c0])
net.get(’s9’).start([c0,c0])
net.get(’s14’).start([c0])
info( ’*** Post conﬁgure switches and hosts’)
s10.cmd(’ifconﬁg s10 192.168.0.110’)
s3.cmd(’ifconﬁg s3 192.168.0.13’)
s13.cmd(’ifconﬁg s13 192.168.0.113’)
s8.cmd(’ifconﬁg s8 192.168.0.18’)
s5.cmd(’ifconﬁg s5 192.168.0.15’)
s7.cmd(’ifconﬁg s7 192.168.0.17’)
s4.cmd(’ifconﬁg s4 192.168.0.14’)
s12.cmd(’ifconﬁg s12 192.168.0.112’)
s6.cmd(’ifconﬁg s6 192.168.0.16’)
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s2.cmd(’ifconﬁg s2 192.168.0.12’)
s11.cmd(’ifconﬁg s11 192.168.0.111’)
s1.cmd(’ifconﬁg s1 192.168.0.11’)
s9.cmd(’ifconﬁg s9 192.168.0.19’)
s14.cmd(’ifconﬁg s14 192.168.0.114’)
CLI(net)
net.stop()
myNetwork()
• activation des agents sFlow au niveau des commutateurs virtuels
Le script suivant est utilisé pour l’activation des agents sFlow au niveau des commutateurs vir-
tuels : i=1 while ((i<15))
do
sudo ovs-vsctl – –id=@sﬂow create sﬂow agent=s$i target="127.0.0.1 :6343" sampling=1 pol-
ling=1 −−−− set bridge s$i sﬂow=@sﬂow
((i+=1))
done
exit 0
• activation du collecteur sFlow
Dans notre cas d’etude le collecteur sFow est represente par l’outil s f low−rt. Le script suivant
presente l’installation et l’activation de l’outils sﬂow :
wget http ://www.inmon.com/products/sFlow-RT/sﬂow-rt.tar.gz
tar -xvzf sﬂow-rt.tar.gz
cd sﬂow-rt
./start.sh
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• exécution de la simulation
L’exécution de la simulation passe par l’exécution des trois modules qui constituent notre fra-
mework. La ﬁgure III-3 illustre le digramme de classe du module de collecte et traitement
des informations qui est composé des classes de traitement des ﬂux, classes de traitement de
topologie et la classe pour le mappage entre les ﬂux et la topologie.
Figure-A III-3 Diagramme de classe du module de collecte et traitement
La ﬁgure III-4 illustre le module d’optimisation.
Les ﬁgures III-5 et III-6 représentent les scripts utilisés par le module de contrôle pour le
routage des ﬂux et le contrôle des débits des ports respectivement.
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Figure-A III-4 Diagramme de classe du module d’optimisation
Figure-A III-5 Script utilisé pour le routage des ﬂux
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Figure-A III-6 Script utilisé pour le contrôle des débits des ports
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