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Abstract
We study the jug problem in its most general form: given a set of jugs of ,xed capacities,
,nd out which quantities are measurable, and provide upper and lower bounds on the number
of steps necessary for measurements. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Suppose we are given n initially empty jugs, each with a speci,ed positive integer
capacity ci; we can assume without loss of generality that c=(c1; c2; : : : ; cn) is an
ordered vector (i.e., c16c26 · · ·6cn), ,xed from now onwards. We can perform three
elementary operations (or steps) on the jugs, viz.:
(1) ↓i: ,ll the ith jug (up to its capacity);
(2) i↑: empty the ith jug;
(3) i→ j: completely pour the content of the ith jug into the jth jug (i = j); at the
end of this operation the ith jug is empty or the jth jug is full.
These operations can be formally described as follows. Let O denote the set of ele-
mentary operations; a state is a vector s∈Nn, where si denotes the amount contained
in jug i. The next-state function 
 :Nn × O→Nn is de,ned as follows:
(1) 
(s; ↓i)= (s1; : : : ; si−1; ci; si+1; : : : ; sn);
(2) 
(s; i↑)= (s1; : : : ; si−1; 0; si+1; : : : ; sn);
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(3) 
(s; i→ j)= (t1; : : : ; tn), where tk = sk for all k =∈{i; j}, ti = max{0; si−(cj−sj)} and
tj = min{cj; si + sj}. For sake of completeness, we de,ne i→ i to be the operation
with no eEect.
An algorithm is a ,nite sequence of elementary operations; we extend the function 

to algorithms ∈O∗ in the usual way, that is, 
(s; )= s and 
(s;  o)= 
(
(s; ); o).
A quantity x∈N is measurable (via the algorithm ) iE one of the components of

(0; ) is equal to x. The set of quantities that are measurable using the capacities in
c is denoted by M (c).
2. What is measurable?
For every A⊆Z, let 〈A〉 denote the subgroup of (Z;+) generated by A (which is just
the cyclic subgroup generated by gcd A). Given x∈ 〈c1; : : : ; cn〉, there exists (possibly
more than) one vector x=(x1; : : : ; xn)∈Zn such that x= x·c=
∑
i xici; any such vector
x will be called a representation of x (with respect to c). We shall denote by ‖x‖1
the ‘1-norm of x, that is, ‖x‖1 =
∑
i |xi|.
We shall now give an algorithm A for measuring a quantity x∈ 〈c1; : : : ; cn〉 ∩ [0; cn];
the algorithm depends on a representation x=(x1; : : : ; xn) for x, and it can be recursively
de,ned as follows:
(1) if x=0 then A(x) is the empty algorithm ;
(2) if there exists an index i such that xi¿0 and x − ci¿0, then A(x) is
A(x1; : : : ; xi − 1; : : : ; xn) ↓ i i → n;
(3) if there exists an index i such that xi¡0 and x + ci6cn, then A(x) is
A(x1; : : : ; xi + 1; : : : ; xn) n→ i i ↑;
(4) otherwise, let i and j be any indices such that xi¿0 and xj¡0; then A(x) is
A(x1; : : : ; xi − 1; : : : ; xj + 1; : : : ; xn) n→ j ↓ i i → j j ↑ i → n:
Note that A is de,ned nondeterministically, but it is trivial to obtain a deterministic
version of it. We now show that A is indeed correct.
Lemma 1. Let x=(x1; : : : ; xn) be a representation (w.r.t. c) of x∈ 〈c1; : : : ; cn〉 ∩ [0; cn].
(i) A(x) is well de8ned;
(ii) the algorithm A(x) performs at most 52‖x‖1 elementary operations;
(iii) x is measurable via A(x); more precisely; 
(0;A(x))= (0; 0; : : : ; 0; x).
Proof. (i) First of all, note that every recursive call to A reduces ‖x‖1 by one in
cases (2) and (3), or by two in case (4), so recursion is well founded. Moreover, if
cases (1)–(3) fail, then at least one index i satis,es xi¿0 (for otherwise x¡0) and
one index j satis,es xj¡0 (for otherwise condition (2) would hold), so we end up in
case (4), and the algorithm is de,ned for every x.
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We have to show that the condition 06x · c6cn is satis,ed in the recursive calls
to A. The inequality is certainly true for cases (2) and (3). As for case (4), we must
show that x+cj−ci ∈ [0; cn]: if x+cj−ci¡0 then x+cj¡ci6cn, and this is impossible—
since xj¡0, we would be in case (3); if x + cj − ci¿cn then x − ci¿cn − cj¿0, and
this is impossible—since xi¿0, we would be in case (2).
(ii) Straightforward: in cases (2) and (3), we apply A recursively to a vector whose
norm is reduced by one at least, and then we perform two additional operations; in case
(4), the norm is reduced by two at least, and we perform ,ve additional operations.
(iii) By induction on ‖x‖1. If ‖x‖1 = 0, the result is trivial. For the inductive step,
we distinguish three cases
• In case (2), we have

(0;A(x)) = 
((0; : : : ; 0; x − ci); ↓ i i → n)
= 
((0; : : : ; ci; 0; : : : ; x − ci); i → n)
= (0; : : : ; 0; x):
• In case (3), we have

(0;A(x)) = 
((0; : : : ; 0; x + ci); n→ i i ↑)
= 
((0; : : : ; ci; 0; : : : ; x); i ↑)
= (0; : : : ; 0; x):
• In case (4), we have

(0;A(x)) = 
((0; : : : ; 0; x − ci + cj); n→ j ↓ i i → j j ↑ i → n);
since x− ci + cj6cj (for otherwise x− ci¿0) and cj − (x− ci + cj)6ci (for otherwise
cj− (x− ci + cj)¿ci, which implies x¡0), we obtain the following sequence of states:
(0; : : : ; 0; x − ci + cj) (0; : : : ; 0; : : : ; x − ci + cj; : : : ; 0)
 (0; : : : ; ci; : : : ; x − ci + cj; : : : ; 0)
 (0; : : : ; ci − (cj − (x − ci + cj)); : : : ; cj; : : : ; 0)
 (0; : : : ; x; : : : ; 0; : : : ; 0)
 (0; : : : ; 0; x):
Since trivially M (c)⊆〈c1; : : : ; cn〉 ∩ [0; cn], we can state our ,rst result as follows:
Theorem 2. M (c)= 〈c1; : : : ; cn〉 ∩ [0; cn].
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3. The complexity of measurement
In this section, we want to obtain upper and lower bounds for the complexity of
measurement. For instance, Lemma 1 contains more information than Theorem 2—it
also states that measurement can be achieved in at most 52‖x‖1 steps. Can we say
anything more precise?
Denote with (x) the least ‘1-norm of a representation of x (w.r.t. c); in other words,
de,ne
(x) = min
x·c=x ‖x‖1:
The map  enjoys a number of properties (in fact, it is almost 1 a norm):
Lemma 3. Let x; y∈ 〈c1; : : : ; cn〉 and h∈Z. Then:
• (x)¿0; and (x)= 0 i9 x=0;
• (hx)6|h|(x);
• (x + y)6(x) + (y);
• (ci)= 1; for all 16i6n.
Proof. We prove just the third claim (the other ones being straightforward). If x and
y are representations of x and y, respectively, we have (x+ y) · c= x · c+ y · c= x+y;
so x+ y is a representation of x + y. Thus
(x + y)6min{‖x+ y‖1 | x · c = x and y · c = y}
6 min
x·c=x ‖x‖1 + miny·c=y ‖y‖1 = (x) + (y):
Armed with this new de,nition, we are now able to state our ,rst upper bound,
which immediately follows from Lemma 1.
Theorem 4. Every x∈M (c) can be measured in at most 52(x) steps.
Life would be too easy if by ingenuity we could measure every quantity in M (c)
using a very small number of steps. But this is not true: we are going to show that at
least 12(x) steps are needed for measuring x (so the bound of the previous theorem
is optimal up to a small multiplicative constant).
Lemma 5. Let o be an elementary operation; and s; s′ be two states such that 
(s; o)=
s′. Then∑
i
(si)6
∑
i
(s′i) + 2:
1 We remark that in general equality does not hold in the second claim of Lemma 3: indeed, for c= (2; 3)
we have 3(−1; 1) · c= (0; 1) · c, so 1= (3)¡3(1).
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Fig. 1. The case c= (15; 21; 35).
Proof. If o= i↑ or o= ↓i the result is immediate (we obtain (s′i )= 0 and (s′i )= 1,
respectively). Suppose o= i→ j, and consider two cases. First, if si6cj− sj then s′i =0
and s′j = sj+ si, hence (s
′
i )+(s
′
j)= (sj+ si)6(si)+(sj). Second, if si¿cj− sj then
s′j = cj and s
′
i = si+ sj− cj; thus, (s′i )+(s′j)= (si+ sj− cj)+(cj)6(si)+(sj)+2.
Theorem 6. No algorithm can measure x∈M (c) in less than 12(x) steps.
Proof. Let  be an algorithm that measures x, that is, 
(0; )= s and si = x for some
i. The claim is proved observing that (x)= (si)6
∑
j (sj), which is at most twice
the number of steps of .
With a bit of experimental analysis one can obtain the diagram of Fig. 1 , which
shows the upper and lower bounds (dotted lines) of Theorems 4 and 6 in the case
c=(15; 21; 35), together with the number of steps of the optimal algorithm (solid line):
the latter has been computed by exhaustive search.
3.1. An upper bound for 
The bound of Theorem 4 is not particularly meaningful, so we would like to give an
explicit upper bound for . Let a∈Nn; b∈Nm be the coeKcients of the linear homoge-
neous Diophantine equation
∑
i aiyi−
∑
j bjzj =0 in the indeterminates y∈Nn; z∈Nm
and call S(a; b) the submonoid of Nn+m of all its solutions, that is,
S(a; b) =
{
(y; z) ∈ Nn+m
∣∣∣∣∣∑i aiyi −
∑
j
bjzj = 0
}
:
The Hilbert basis Smin(a; b)⊂ S(a; b) is the set of all nontrivial solutions that are
minimal with respect to the componentwise ordering (see [1]).
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Lemma 7. (Lambert [4]) The monoid S(a; b) is generated by Smin(a; b); which is of 8-
nite cardinality; for every solution (y; z)∈Smin(a; b); ‖y‖16maxj bj and ‖z‖16maxi ai.
As a consequence, it is possible to prove the following:
Theorem 8. Let x∈ 〈c1; : : : ; cn〉; then (x)¡max{2cn; cn + |x|}=gcd(c1; : : : ; cn).
Proof. Assume without loss of generality that x¿0 and consider an arbitrary represen-
tation x of x. De,ne I = {i | xi¿0}, J = {j | xj¡0}, and let d=gcd(c1; : : : ; cn). Then
the Diophantine equation
∑
i∈I
yi
ci
d
−∑
j∈J
zj
cj
d
− w x
d
= 0
(in the indeterminates yi, zj, w) has a solution with w=1 (just set yi = xi for i∈ I ,
zj = −xj for j∈ J ). In force of the previous lemma, there is a minimal solution ( Ly; Lz; 1)
satisfying
∑
i∈I
Lyi 6 max
{
max
j∈J
cj
d
;
x
d
}
and 1 +
∑
j∈J
Lzj 6 max
i∈I
ci
d
:
Adding memberwise these inequalities we obtain the result.
It is interesting to remark that  induces a distance between natural numbers, by
the standard de,nition d(x; y)= (x − y) (when x is not in 〈c1; : : : ; cn〉, (x) is in,-
nite). This distance has a graph-theoretical interpretation—it is the distance between
x and y in the undirected Cayley graph " of Z with respect to c1; : : : ; cn; thus, the
upper bound of the previous theorem provides upper bounds for the distances of " as
well. Moreover, it allows us to give an upper bound for measurement that does not
involve :
Corollary 9. Every x∈M (c) can be measured in at most 5cn=gcd(c1; : : : ; cn) steps.
4. Real capacities and density
It is not diKcult to check that Theorem 2 holds also when the capacities ci are
positive real numbers, 2 and 〈c1; : : : ; cn〉 denotes the subgroup of (R;+) generated by
c1; : : : ; cn. A simple scale-changing argument proves the following
Theorem 10. For all 0¡#∈R and c∈Rn; M (#c)= #M (c).
2 As a matter of fact, the algorithm A can even be used when the capacities are taken from an arbitrary
ordered group. Moreover, the characterization is true (with obvious modi,cations) even when the set of jugs
is in,nite.
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If all ratios ci=cj are rational, each capacity is just an integer multiple of a certain
#¿0 (in particular, this happens if c is rational). The situation in this case is completely
characterized: since the previous theorem gives M (c) in terms of M (c=#), and c=#∈Nn,
we can use the results of the previous sections.
However, if at least one ratio cj=ci = $ is not rational, it is a straightforward con-
sequence of Kronecker’s Theorem [2, Theorem 440] that M (c) is dense in [0; cn]. In
particular, it is possible to measure an arbitrary capacity in [0; cn] with arbitrary pre-
cision (of course, in the real world one could never measure a quantity as suggested
below—the mistakenly spilled water would largely exceed the measurement error!). In
analogy with the discrete case, we can de,ne
(x) = min|x·c−x|6
‖x‖1;
for x∈ [0; cn] and  ¿ 0; unfortunately  does not enjoy the properties of Lemma 3,
unless =0. However, the lower and upper bounds given by Theorems 4 and 6 im-
mediately generalize:
Theorem 11. For every ¿0; every x∈ [0; cn] can be measured with precision  in no
less than 12(x) and no more than
5
2(x) steps.
Proof. Only the lower bound needs a proof. Note that if |x − a|6 , with a∈M (c),
then (x)60(a) and Lemma 5 remains true if  is replaced with 0. Hence, using
the same notation as in the proof of Theorem 6, (x) 6 0(si), which is less than
twice the number of steps of the algorithm measuring a= si.
Bounding  is of course much more diKcult than bounding . We shall limit
ourselves to the case in which $ belongs to a very particular set: to this purpose,
we need introduce some notations, de,nitions and lemmata from number theory. Let
a0; a1; a2; : : : ; aN be integers such that ai¿0 for all i¿0. De,ne the simple (8nite)
continued fraction of partial quotients a0; : : : ; aN as follows:
[a0; : : : ; aN ] = a0 +
1
a1 +
1
a2 +
1
· · ·+ 1
aN
:
Let now p−1 = 1; q−1 = 0; p0 = a0; q0 = 1 and de,ne, for n = 0; 1; : : : ; N − 1, the
convergents
pn+1 = an+1pn + pn−1 and qn+1 = an+1qn + qn−1:
It can be easily shown [2, Theorems 149 and 157] that gcd(pn; qn)= 1 and
[a0; : : : ; aN ] =
pN
qN
:
266 P. Boldi et al. / Theoretical Computer Science 282 (2002) 259–270
The notion of continued fraction can be generalized to the in,nite case: if a0; a1; : : : are
integers (with ai¿0 for i¿0), de,ne the simple continued fraction of partial quotients
a0; a1; : : : as
[a0; a1; : : :] = lim
N→∞
[a0; : : : ; aN ]:
It turns out [2, Theorem 170] that every irrational number $ can be expressed in just
one way as an in,nite simple continued fraction [a0; a1; : : :] (which will be called the
continued fraction expansion of $); moreover, if $¿0 then a0 ¿ 0. Following common
usage, we de,ne
K($) = sup
n¿1
an;
and say that an irrational $ has bounded partial quotients if K($)¡∞; moreover, we
let B= {$∈R |K($)¡∞}. It can be shown that although B has Lebesgue measure
zero (hence it is totally disconnected), it has HausdorE–Besicovitch dimension one, so
it is a “most fractal” set (for a thorough discussion of these and other related issues,
see [6]).
We start with our ,rst lemma concerning continued fraction expansion:
Lemma 12. Let $ = [a0; a1; : : :]∈B\Q be a positive irrational number with bounded
partial quotients and convergents pn; qn. Then; for all n∈N it holds that
Fn 6 qn 6 (*K($))n and pn 6 $(*K($))n;
where * = 1 +
√
5=2 is the golden ratio; and Fn is the nth Fibonacci number.
Proof. We prove the upper bound for pn by induction on n (the proof for qn is ana-
logous). Note that p0 = a0¡$, that p1 = a0a1 +16 $*K($)+*K($) = $*K($)
and that
pn+1 = an+1pn + pn−1 6 K($)$(*K($))n + $(*K($))n−1
= $(*K($))n−1(*K($)2 + 1):
If it was *K($)2 + 1¿*2K($)2 we would have (*2 − *)K($)2¡1, so (since *2 −
*=1) K($)¡1, which is impossible. Thus, *K($)2 + 1 6 *2K($)2, and we obtain
the required result. For the lower bound, we have q0 = 1=F0; q1 = a1 ¿ 1=F1 and
qn+1 = an+1qn + qn−1 ¿ qn + qn−1 ¿ Fn + Fn−1 = Fn+1.
Using this lemma, we prove a special version (providing also an upper bound for
the value of convergents) of Theorem 171 of [2]. Note that, since Fn is the integer
closest to *n=
√
5, we have F	log*(
√
5n) ¿ n.
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Lemma 13. Let $∈B\Q. For each M¿0 there exist two coprime r; q∈Z such that
q¿ M;∣∣∣∣ rq − $
∣∣∣∣¡ 1q2 ;
and |r|+ |q|6 $+ 1*K($)(√5M)1+log* K($).
Proof. Let n= log*(
√
5M). The inequality above holds by Theorem 171 of [2],
taking r=pn and q= qn; notice that qn ¿ Fn¿M as required. Finally, by Lemma 12,
|r| + |q|= |pn| + |qn|6(*K($))n + $(*K($))n 6 $ + 1(*K($))log*(
√
5M)+1 = $ +
1*√5MK($)log*(
√
5M)+1. An easy calculation leads to the stated result.
We then obtain the following special version of Kronecker’s Theorem:
Theorem 14. Let $∈B\Q; #∈R and N¿0. There exist n; p∈Z such that n¿ N;
|n$− p− #|¡ 3
n
;
and |n|+ |p|6 32$+ 1*K($)(2
√
5N )1+log* K($) + |#|+ 1.
Proof. By Lemma 13, there exist r; q∈Z coprime, with q¿ 2N , such that∣∣∣∣ rq − $
∣∣∣∣¡ 1q2 ;
and |r| + |q| 6 $ + 1*K($)(2√5N )1+log* K($). Let Q be (one of the two) integers
that are closer to q#; then |q# − Q| 6 1=2. Since r and q are coprime, Q may be
expressed as Q= vr − uq for some v; u∈Z, and we may assume that |v|6 q=2. Note
that uq= vr − Q and thus
|u|6 |v||r|+ |Q|
q
6
1
2q|r|+ q|#|+ 1
q
6
|r|
2
+ |#|+ 1:
Now v(q$− r)− (q#− Q)= q(v$− #− u), hence
|q(v$− #− u)| = |v(q$− r)− (q#− Q)|
6 |v| |q$− r|+ |q#− Q|
¡
1
2
q
1
q
+
1
2
= 1:
Letting n= q+ v and p= r + u, we obtain
|n$− p− #| = |q$+ v$− r − u− #|
6 |v$− u− #|+ |q$− r|
¡
1
q
+
1
q
=
2
q
:
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Since |v|6 q=2, we have q=26 q+ v6 (3=2)q. Moreover, q¿ 2N , so N 6 q=26
n6 3q=2. Hence 2=q6 n=3, and we obtain the required bound. Finally,
|n|+ |p|6 |q|+ |v|+ |r|+ |u|
6 q+ 12q+ |r|+ 12 |r|+ |#|+ 1
= 32(|r|+ |q|) + |#|+ 1;
and the bound on |r|+ |q| gives the result.
We now turn the previous theorem into an upper bound for :
Theorem 15. Let c∈Rn and assume cj=ci = $ for some irrational $∈B\Q with
bounded partial quotients. Then; for each x∈R and each ¿0
(x)6
3
2
$+ 1*K($)
(
6
√
5ci

)1+log* K($)
+
x
ci
+ 1:
Proof. Let N =3ci= and #= x=ci. By Theorem 14, we ,nd n; p∈Z such that n¿ N ,
|n$− p− #|¡ 3
n
6
3
N
=

ci
;
and |n|+ |p|6 32$+1*K($)( 6
√
5ci
 )
1+log* K($) + xci +1. But |ncj−pci−#ci|= |n$ci−
pci − #ci|= ci|n$− p− #|¡.
The previous result can be obviously combined with Theorem 11 to obtain an upper
bound for the number of steps required to measure x∈ [0; cn] with precision .
4.1. The special case c=(1; *)
When $ is the golden ratio (whose expansion is easily shown to be [1; 1; 1; : : :]),
we have K(*)= 1 and thus the upper bound of Theorem 11, using Theorem 15, has
the form
/1
1

+ /2x + 1;
for appropriate constants /1 and /2. The fact that * is so well suited to measurement
can be immediately related to its usefulness in multiplicative hashing [3]. Every point
of the sequence {t*}= t*−t* on the unit interval bisects (following the golden ratio)
one of the longest intervals not containing previous points [7], that is, the sequence is
“most uniformly distributed” (more precisely, this is true of *−1, but {t*−1}= {t*}).
This property can be used to provide a lower bound for the case c=(1; *).
Lemma 16. At least one of the intervals determined on the unit interval by the set of
points {{t*} | 06 t¡Fn+1} ∪ {{−t*} | 06 t¡Fn+1} has length greater than 12*−2n.
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Proof. The point {k*} bisects following the golden ratio one of the longest intervals
determined by {{t*} | 0 6 t¡k} on the unit interval, and new lengths appear only
when k is a Fibonacci number (see [3] for a full discussion). Since each bisection
possibly reduces an interval by a factor of 1−*−1 =*−2, all intervals determined by
{{t*} | 0 6 t¡Fn+1} have at least length *−2n (the same holds for the other set of
points). Hence, the statement can be easily obtained observing that the union of the
two sets must leave at least one segment of length greater than 12*
−2n (no point of a
set can exactly bisect an interval determined by the other set).
Lemma 17. For all n¿0 there exists x∈ (0; 1) such that for all p; t ∈Z with |t|¡n;
it holds
|t*+ p− x|¿
(
*
2
√
5n
)2
:
Proof. Since |t|¡n 6 F	log*(√5n), by the previous lemma the set of points {t* +
p |p∈Z; |t|¡n}= {{t*}+p |p∈Z; |t|¡n} determines at least one interval of length
greater than 12*
−2	log*(
√
5n)+2 ¿ 12 (*=
√
5n)2 in [0; 1]. Choosing x as its middle point,
we have the thesis.
Now we can state a lower bound for :
Theorem 18. For every ∈ (0; 1) there exists an x∈ (0; 1) such that
(x)¿
2*+ 1
2
√
5
− *− 3:
Proof. Let n= |*=(2√5)|; then, by the previous lemma, a simple substitution shows
that there exists x∈ (0; 1) such that for all p; t ∈Z with |t|¡n it holds |t* + p −
x|¿. Thus, for every x∈Z2 such that |c · x − x| 6  we have |x2| ¿ n. More-
over, |x1 + x2*| 6  + x62 and thus |x1|¿ |x2|*−2, so ‖x‖1¿ |x2|(1+*)−2 ¿
(n+1)(1+*)−*−3.
In other words, for some x∈ (0; 1) (in fact, on some positive measure subset of
[0; 1])  has a lower bound of the form
/
1√

− *− 3;
with constant /≈ 1.
5. Conclusions
People have been studying jug problems for a long time (see, e.g., [5], where
the authors study a jug problem posed by Tartaglia in the 16th century). In particular,
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,nding whether a certain quantity is measurable using a set of jugs is a typical exer-
cise in Arti,cial Intelligence classes (using rule-based breadth-,rst search on the state
space). Of course, in view of the results of this paper, this search turns out to be a little
Tamboyant: one just needs to check whether the quantity is a multiple of the greatest
common divisor of the jug capacities! 3 Even when the exercise involves ,nding the
steps that actually measure a quantity (as it happened at the 1997 ACM South Central
USA Programming Contest), one can simply ,nd (e.g., using Euclid’s algorithm) a
representation x for the quantity to be measured, and compute A(x), although the
latter is nearly optimal only when x has minimum norm.
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