We develop a pairwise classification framework f o r face recognition, in which a C class face recognition problem is divided into a set of C(C -1)/2 two class problems. 
Introduction
Face recognition technology can be used in a wide range of applications such as identity authentication, access control, and surveillance. Interests and research activities in face recognition have increased significantly over the past decade [18] [25] [ 171. Two issues are central for face recognition, i.e., what features to use to represent a face, and how to classify a new face based on the chosen representation.
For a given face representation, we are interested in how to do classification. When the face database becomes large, some traditional classification methods may deteriorate rapidly or may not be working any more. One solution is to change the original complex problem into a set of smaller and simpler ones to solve. For this consideration, we develop a pairwise classification framework to solve the multi-class face recognition problem. The motivation of pairwise comparisons also comes from the character discrimination experiments [ 1 11, which demonstrate that features useful to distinguish letter 'E' from 'F' may differ from those distinguishing 'E' from 'R'. The pairwise architecture is to decompose the complex face recognition problem on a large database, into a simple discrimination be- Under this pairwise recognition framework, we examine two kinds of classfiers, the probabilistic approach and the large margin classifier. Since both kinds of classifiers have reported high accuracy for general pattern recognition, we try to find if the pairwise framework can further improve the face recognition accuracy. In Section 2, we simply review current subspace analysis methods for face representations. Section 3 describes the Bayes classifier and the AdaBoost algorithm. We present the pairwise classification framework in Section 4, and the experimental results are given in Section 5. We also discuss some related issues in Section 6 and finally give the conclusions. 
Face Representations

Classifiers
For pattern recognition, the Bayes classifier yields the minimum error rates when.the underlyinp probability density function (pdf"s).are known [ h ] . On the other hand, large margin classifiers arc proposed recently in machine learning society, such as Support Vector Machine (SVM) [261' and AdaBoost [4] . Because the AdaBoost algorithm has not heen used before for facc recognition, wc try to evaluate it under the-pairwise classification framework. 
b y e s Classifier
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where f'(uc) is thc (L priori probability. p(xlsc) the conditional probability dcnsity function of U,.. and p(x) is thc rnixturc dcnsity. The maximum ( I po.sforiori (MAP) dccision is
The Bayes classifier can be used for both two classcs and multi plc classes classilicaticins.
Usually there arc not enough samples to cstiriiatc thc conditional dcnsity function lor each class in face rccogni-[ion. A comproniisc is to assume that the within class densities can he motlclcd a s norinal distrihutions, and all the within class covariance matrices arc identical and diagonal as in [ 
AdaBoost
Boosting is-a . method ,to combine.a,. 
Pairwise Recognition Structure
For a C class face recognition problem, it is first decomposed into a set of C ( C -1)/2 two-class problems. For each pair, the features are ranked by their discriminative power, and a given number of features are chosen from the top of the sorted list to discriminate between that specific pair of classes. This strategy is different from the traditional approaches which use one feature space for the whole prohlem. Based on the selected features, the pairwise classifiers are trained. So, there are two steps in training under the pairwisc iecognition framcwork: I ) rank and select the features for each pair of individljals: 2) train the classifiers for each pair with the selected features. In testing, whes a query face image is given, it goes through two stapes: 1) do pairwise classifications in each pair of classes; 2) combine the pairwisc comparison results to form a final dccision.
Feature Ranking
Traditionally, feature selection is defined as follows: given a set of candidate features, sclcct a subset that pcrforms best under some classification system [8] . In the past decade, many research concentrations arc o n the search algorithms for feature selection. Jain and Zongker Because of the difficulties of classical feature selection methodology for face data, we propose another concept called "feature ranking" to distinguish from "feature selection". In feature ranking, the features in different dimensions are assumed independent, and a criterion is used to compare the discriminative capabilities of each feature along the dimensions. The feature ranking approach simplifies and speeds up the process to pick up a subset of the given features. A simple criterion, The top AT features arc fed into the Baycs classilicr for training. In AduBoost, the featurcs are selected one by one according to the classification error of the weak learner in last step [ 22) .
Combining the Pairwise Classfiers
When ;I query facc image comcs, it passes C(C -1)/2 comparisons. The output o f the C(C -1 ) / 2 classifiers construct a matrix, as shown i n wi is calculated as,
The input x is assigned the class label for which the count is maximum,
We use this simple combination strategy instead of the complex one [7] , but still show the success of the pairwise recognition framework in next Section. 
Experiments
The pairwise recognition framework is evaluated on a compound face database with 1079 face images of 137 persons. The Bayes classifier and AdaBoost algorithm are used for the classification of each pair of individuals. We compare the recognition rates of the pairwise approach with the probabilistic reasoning model (PRM) [ 121, and also the standard eigenface approach which uses the nearest center classification criterion [6] .
Face Database
The face database is a collection of five databases: (1) . The Cambridge ORL face database [ The face database is divided into two non-overlapping sets, one for training and the other for testing. The training data consist of 544 images: five images per person are randomly chosen from the Cambridge, Bern, Yale, and Harvard databases, and two images per person are randomly selected from the Asian students database. The remaining 535 images are used for testing.
Experimental Results
In the training stage, 120 principal components are extracted from the 544 face images by using PCA. [12] are also shown for comparison. In the pairwise approach, the features are selected sequentially for the probabilistic classification by using Eq. (7) for ranking, while the AdaBoost algorithm uses the comparison of the error rate of each hypothesis to select the features. In standard eigenface and the PRM approaches, the features derived from PCA are sorted in descending order according to the eigenvalues of the principal components. The higher the dimensions, the smaller the eigenvalues, as is the case of traditional approaches [I21 [13] . It is obvious that under the pairwise recognition framework, the AdaBoost (labeled as PairBoost) and Bayes (labeled as PairProb) approaches have much higher recognition accuracies than the standard eigenfaces and PRM in the low dimensions (d < 20). In Fig. 2 , the feature dimensions start from 2, where the PairBoost and PairProb give the accuracy of 64.49% and 75.89%, while the eigenfaces and PRM just have 29.16% and 29.91% respectively. This indicates the advantages of independent feature selection for each specific pair of classes, although just 2 features are used. When the feature dimensions increase to 5, the PairBoost achieves accuracy of 83.94%, even higher than the 81.12% of PairProb. Both of them are much higher than the 58.13% of eigenfaces and 60.75% of the PRM. When the feature dimensions become higher, the performance of PairBoost does not improve much, even deteriorates a little. We interpret this as the interior parameters of the AdaBoost should be adjusted more carefully for the special case of face recognition in order to get high accuracy constantly. On the other hand, the PairProb shows good performance consistently with respect to the feature dimensions. These demonstrate that the pairwise framework is powerful for the complicated face recognition problem. We also note that the PRM method does not improve much of the performance over the standard eigenfaces. Further more, the best result of PRM is 85.79% corresponding to dimension 40, which is lower than the reported recognition rate of 96% with 44 features [ 121 on the "FERET" database. This indirectly indicates that face recognition on our database is a little more difficult. 
Frequency of Feature Usage
better performance. In order to make it clearer, we list part of the indices of the actually used features in the pairwise comparisons in Table 1 . The features used to discriminate class 1 from classes 2, 3, 4, and 5 are different. Some features such as indices 0 , 4 , 6 are used by class 1 to separate from classes 3 and 4, however, the discrimination between classes 3 and 4 uses different features. In addition, high dimensional features derived from PCA, such as indices 91 and 102, are selected by the system for discrimination. Moreover, we compute the statistics of the features used by all the pairs. The left one in Fig. 3 shows the frequency of features used in the range of 120 dimensions, when just 2 features are used by each pair of classifiers. Even some high dimensional features (larger than 100) are selected for classifications. When the user specifies to use 30 features for each pair, more high dimensional features are selected, as shown on the right one in Fig. 3 . Both figures show that the high dimensional features are still useful for discrimination, although the eigen values are small in these principal components. These features are usually discarded as in [ 151 and other approaches in face recognition. In previous experiments, one can find that for a given number of features to use, the pairwise approach presents
Discussions
In the pairwise recognition framework, we take a simple and fast method to rank the features. Although simple, it still effectively picks up a small number of discriminative features for each pair of classes. Our main focus is the pairwise classification for face recognition. More effective method can be developed for feature selection if it properly deals with the situations of small sample size, which is expected to deliver even better results under the pairwise recognition framework.
To use AdaBoost for pairwise face recognition, we take the adapted version developed in [22] . The results are good in low dimensions but not so good overall as expected. We think more careful adjustments of the interior parameters maybe necessary in solving face recognition problems. In addition, the binary classification of each weak learner may be replaced by a probabilistic one to improve the final results which is explored currently.
Further research is to find the connection between the visual dissimilarity of two persons and the difference of the selected features, and determine how many features are sufficient for discrimination of a specific pair of individuals, instead of using the same number of features for all pairs. Using less features is especially useful for face retrieval [ 131.
To combine the pairwise classification results to get the final decision, we use a simple voting method. More complicated combination strategy like the MAP estimation [7] may further improve the recognition accuracy.
Conclusions
We have developed a pairwise framework for face recognition under which the original complex recognition problem is decomposed into a set of simpler ones to solve. Feature ranking is proposed for each specific pair of classes based on their discriminative ahilities. Some high dimensional features (with small eigenvalues) derived from PCA are still useful for discrimination. The overall recognition rates are improved consistently for the probabilistic classifications. For the AdaBoost algorithm, further work should be done to improve its performance for face recognition.
