1. Introduction We de ne the notion of a loop and use it to derive properties of noninjective regular analytic mappings F : R 2 ! R 2 . It is observed that a loop system exists for any such a mapping (Proposition 4.6). This observation seems to be of independent interest. Basing on Proposition 4.6, we obtain a criterion for injectivity of a regular real analytic 2-map (Theorem 6.1). This criterion, in the special case of polynomial mappings, translates into the following claim (Theorem 6.2): a non-degenerate polynomial map F : R 2 ! R 2 is a global di eomorphism of the real plane if there exist real numbers ; > 0, such that deg (F) 3=2 + 3 and j (F) z jjzjj for all z with su ciently large jjzjj.
In particular, any cubic transformation of R 2 with Jacobian separated from 0 is a global di eomorphism.
One can check that the Jacobian of Pinchuk's counterexample P] to the Strong Real Jacobian Conjecture (for two variables) approximates zero through certain algebraic curve, extending to in nity. Thus our result says that on the other extreme, when the Jacobian grows rapidly with certain rate at in nity, such counterexamples do not exist.
Thanks are due to Madhav Nori for discussions of details and for his proof of Lemma 3.2.
Preliminaries
Analytic function' always means a real analytic function. Let F = (f; g) : R 2 ! R 2 denote an analytic function. We x an orientation on R 2 . jjzjj will refer to the standard Euclidean norm of z 2 R 2 .
For z = (x; y) 2 R 2 we put J (F) For a real number r 0 we denote by C r the circle in R 2 of radius r and with centre at O, while D r denotes the closed disc bounded by C r . We put S 1 = C 1 . For a point z 2 R 2 by C z;r and D z;r will be denoted the circle z+C r and the disc z+D r respectively. An arc of some circle means always a closed arc, strictly contained in this circle and not degenerated into a single point. An arc, unless speci ed otherwise, means always that of a circle, with centre at the origin.
A is an n-fold analytic covering of S 1 for some uniquely determined natural number n and : S 1 ! R 2 is an almost injective analytic map. Proof. Consider the equivalence relation on S 1 as follows: for x; y 2 S 1 we put x y if and only if any neighborhoods of x and y contain x 0 6 = x and y 0 6 = y respectively, such that F(x 0 ) = F(y 0 ). Then straightforward arguments show, that the function # ?] : S 1 ! N \ f1g is nite and constant with a value, say, n. It follows easily that n is the desired number.
Lemma 3.2. Assume F : R 2 ! R 2 is a regular analytic mapping. Then for any real r > 0 the map Fj Cr : C r ! R 2 is almost injective. Proof. By Lemma 3.1 Fj Cr admits a factorization of the type Fj Cr = for some analytic n-fold covering : S 1 ! S 1 and some analytic almost injective : C 1 ! R 2 . It su ces to show that n = 1.
Consider the function : R 2 ! R 2 , de ned by (r; ) = F(re i ); r; 2 R (R 2 = C ): Since j(F) z > 0, z 2 R 2 , we have the well de ned function: @ @ : R 2 n f0g ! R 2 n f0g: For any real number t > 0 we have the closed path t = @ @ (C t ) R 2 n fOg with the base-point, say, @ @ ( (1; 0) where " is any small positive real number. By the non-degeneracy condition F : R 2 ! R 2 is an orientation preserving local homeomorphism. But then W( " ; O) = 1 for " > 0 small enough. By (*) we are done.
Let F : R 2 ! R 2 be a regular analytic function. Put A = f(p; q) 2 R 2 R 2 jp 6 = q; F(p) = F(q); jjpjj = jjqjjg: Let : R 2 R 2 ! R 2 be the projection onto the rst factor. Lemma 3.3. (II). A R 2 R 2 is an analytic subset. Observe that dim(A) = 1 because dim(A) = 2 would contradict (I). Now apply the local triviality of (A) R 2 (Hironaka's Rectilinearization theorem Hi, Thm. 7.1]).
Loop systems
In what follows F = (f; g) : R 2 ! R 2 will always denote a regular analytic function. We let and A be as in Lemma 3.3 and put B = (A).
De nition 4.1. An arc of a circle C r (r > 0) is called an F-loop if F( ) is homeomorphic to S 1 and F : ! F( ) identi es the end points of only.
The height of , denoted later on by ht( ), is de ned as the radius of the circle that contains (i. e. ht( ) = r).
The end points of an F-loop will be denoted by p and q . Thus p ; q 2 B for any F-loop . Moreover, we will assume that p precedes q with respect to the orientation of the plane of reference. The point F(p ) = F(q ) will be called a base-point of the homeomorphic circle F( ).
One more notation: for an F-loop by F( ) + will be denoted the homoemorphic disc in R 2 that is bounded by F( ).
De nition 4.2. Assume 0 < a < b, a 2 R, b 2 R f1g. A system f t g a;b
is called a continuous F-loop system if the following conditions are satis ed:
( 1) De nition 4.5. For 0 < a < 1 a system f t g a;1 is called an F-loop system if there is a sequence ( nite or in nite) a = a 0 < a 1 < a 2 < : : :, such that (1) f t g a i ;a i+1 is a continuous F-loop system for any i = 0; 1; 2; : : :, (2) F( t 2 ) is contained in the interior of F( t 1 ) + whenever a t 1 < t 2 < 1, (3) lim i!1 a i = 1.
The main observation on loop systems is the following Proposition 4.6. The map F is non-injective if and only if F-loop system exists.
The proof of this claim consists of lengthy sequences of mostly standard facts on the topology of R 2 and local triviality of the analytic set (A) as in Lemma 3.3. We therefore skip the details and only sketch the course of proof: we start with a small circle C, such that F maps it to a di eomorphic circe. By blowing up C homothetically we will reach the rst position when F(C) touchs itself. In this situation C contains an F-loop C. Moreover, the loop is regular in the sense that there is an intermediate arc C such that F( n ) does not intersect the homeomorphic disc, bounded by F( ). Next we show that there is a continueus F-loop system f t g a;b with a = . By Zorn we can choose maximal such a system (w.r.t. the natural partial order). Assume b < 1. The next crucial fact is the existence of a regular F-loop 0 of height b, which is mapped into the interiors of all the homeomorphic discs bounded by the F( t ). We then iterate the process, and so on. The concluding step in the proof is the showing that the produced sequence fa; b; : : :g satis es the condition 4.5(c).
Extension rate and curvature
Assume z 2 R 2 nfOg and r = jjzjj. We de ne the extension rate of F at z as follows. Consider a small arc of C r , say , that contains z in its interior. For " > 0 we let " denote the polar projection of into C r+" . Then the normal to F( ) at F(z) intersects F( " ) in a single point, providing " is small enough. We denote this point by F(z) " . There clearly exists the limit e:r:(F) z = lim "!0 jjF(z) " ? F(z)jj " > 0; which will be called the extension rate of F at z.
We shall say that F has a negative curvature at z if for a small real number " > 0 the point F(z) " and the centre of curvature of F( ) at F(z) lay on the same ray, with origin at F(z). If these two points are separated by F(z) then we say that F has a positive curvature at z. A curvature of F at z is de ned as the real number, whose absolute value equals the curveture of F( ) at F(z) and the sign is chosen as above. The curvature will be denoted by c(F) z .
Theorem 5.1. Let f t g a;1 be an F-loop system and let fc i g i2N be any increasing sequence of positive real numbers, such that lim i!1 c i = 1. Then there exist a real number > 0, a sequence ft i g i2N a; 1 and points z i 2 t i such that the following conditions are satis ed: (A) e:r:(F) z i < 1 c i t i , (B) ?c(F) z i > 1= , (C) t 1 < t 2 < : : : and t i ! 1 when i ! 1.
We will need the following (easily checked) fact:
For any compact subset Z 2 R 2 , Z 6 = ;, there exists a smallest disc containing Z. Moreover, the boundary of this smallest disc intersects Z at least in 2 points. (Disc here means the one congruent to D r for some r 0.) Proof of Theorem 5.1. First one observes that it su ces to achieve (A)&(B). Now for each real number t a we let D t denote the smallest disc in R 2 containing F( t ). Let also C t denote the boundary of D t and t denote its radius. So the function t : a; 1 ! R + is strictly decreasing. Put = a . We know that #(C t \ F( t )) 2: Clearly, either #(C t \ F( t )) < 1 or C t = F( t ). The equality is excluded because we would have F( t ) = F(C t ), contradicting Lemma 3.2. It follows that X t = t \ F ?1 ((C t \ F( t )) n fF(p t) g) is a nite non-empty subset of int( t ). Now for each of the end-points of t there are two possibilities:
(a) the tangent direction to C t at this end-point is mapped under F to a direction, tangent to C t at F(p t ), (b) the tangency, mentioned in (a), does not occur. We put Tan t = X t fthe end-points of t that satisfy the condition (a)g: It is clear that ?c(F) = 1 t 1 for each point 2 Tan t .
Theorem 5.1 is clearly proved once we show the following Claim. For any real number " > 0 there exists t 2 a; 1 , such that minfe:r:(F) j 2 Tan t g < " t :
First one convention: for a disc D R 2 and a real number > 0 by D we denote the homothetic image of D, centered at its own centre with factor .
Assume to the contrary that there exists " > 0, such that minfe:r:(F) j 2 Tan t g "=t: for any t 2 a; 1 . Fix such an ". For each t there are two possibilities -(1) either F(p t ) = 2 C t , (2) or F(p t ) 2 C t . Let < 1 be an arbitrary positive real number. Standard analytic arguments ensure that, in case (1), there exists t > 0, for which F( ) (1 ? "( ? t) t ) D t for all 2 t; t + t ]. Similar standard analytic arguments show that, in case (2), there exists t > 0, for which F( ) is contained in the convex hull of ((1 ? "( ? t) t ) D t ) fF(p t )g whenever 2 t; t + t ]. But the mentioned hull can obviously be included in a disc of radius (1 ? "( ? t) 2t ) t ;
we just mean the disc contained in D t , the boundary of which is tangent to C t at F(p t ). (Separated from 0 means j(F) > const > 0.) Remark. Any quadratic non-degenerate polynomial transformation of R n , n 2 N, is a global di eomorphism ( KR, x3]).
Proof of Theorem 6.2. By BR] it su ces to show that F is injective. We have a(F) z = max v2S 1 jjJ (F) For real numbers a; b > 0 an ellipse E R 2 will be called an (a; b)-ellipse if E is congruent to the ellipse ( x 2 a 2 + y 2 b 2 = 1) and is centered at O. For an (a; b)-ellipse E by E x will be denoted the positive number, such that (E x ; 0) 2 E.
For an ellipse E the homeomorphic disc, bounded by E, will be denoted by E + . D 1 will refer to the disc D (0;1);1 . Finally, for z 2 R 2 by D curv F;z will be denoted the disc, centered at the curveture center of F(C jjzjj ) at F(z), with radius jc(F) z j (D curv F;z may be the whole halfplane).
We have the following three observations.
(1) There exists a real number c 1 , such that for any ellipse E, centered at O, the inequality vol("E + ; D 1 ) " 3 E 3 x > c 1 holds for " > 0 small enough (with respect to E). Summing up these 5 inequalities we get 1 3 1 c 3 i ? 2 2 < 2(2 + 3) 3 2 ; which is obviously violated for i large, a contradiction.
