This article introduces a new approach to locomotion control in six-legged robots. The approach is inspired by the model of decentralized locomotion control in the stick insect introduced by one of the authors and makes use of second-order nonlinear systems to realize the neuron-like dynamics of the sub-units of the whole control system. Each of these sub-units controls the behavior of a leg and is coordinated with the others by means of local influences based on the leg status, revealed by contact sensors. The suitability of the approach has been shown by using cellular nonlinear networks (CNNs) to implement the leg controllers. Simulations of the CNN-based locomotion control demonstrate its robustness with respect to different initial conditions and the property of pattern recovery after the external blocking of a leg.
Introduction
Experiments carried out on the stick insect by Cruse and colleagues (Cruse, Kindermann, Schumm, Dean, & Schmitz, 1998b) led to the emergence of a locomotion pattern from local influences among the networks of neurons devoted to the control of each leg. This is in contrast with a number of findings in other animals, in which the locomotion pattern is assumed to be the result of hierarchical control and its generation takes place at the neural level of the so-called central pattern generator (CPG; Orlovsky, Deliagina, & Grillner, 1999) . The suitability of the CPG approach for the control of locomotion in hexapod robots has been shown by Arena & colleagues (Arena, Fortuna, & Branciforte, 1999; Arena, Fortuna, & Frasca, 2002a) .
In these studies the CPG was implemented by using cellular nonlinear networks (CNNs; Manganaro, Arena, & Fortuna, 1999) . The models used by Cruse et al. are essentially implemented via artificial neural networks, based on a static neuron model.
The aim of this article is to introduce a new general methodology for the control of locomotion patterns in hexapod robots, applied here to reproduce the motion of stick insect locomotion. This approach is inspired by the decentralized approach and introduces a network of locally coupled nonlinear dynamical systems able to organize themselves so as to show the same complex behavior as the stick insect locomotion generator. Particular attention is also paid to the possibility of directly realizing the control scheme in a hardware framework. This is to fill the gap left by
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Adaptive Behavior 10(2) most of the methodologies introduced up to now, which stop at a software level, neglecting implementation issues. This approach on the contrary focuses directly on the hardware realization of the locomotion control.
The basic dynamical unit consists of a secondorder nonlinear system: This is the same basic system used to build up the CPG for the hexapod robot locomotion control in Arena et al. (1999) . This choice was motivated by an analogy between this cell and an assembly of biological neurons forming an attractor network. The characteristics of the spatio-temporal dynamics arising in arrays of cells of this type are also qualitatively the same as those arising in pools of biological neurons. It will be shown that the dynamic capabilities of the cell can be efficiently exploited to control the leg kinematics of an insect-like hexapod robot. In particular, the limit cycle behavior of the cell, as well as its slow-fast dynamics, will be preserved to periodically drive the leg; at the same time the interactions among the other cells will allow the emergence of the locomotion pattern. This mechanism will be formalized in a very simple way to guarantee the feasibility of the hardware realization. The proposed approach implements a dynamical leg-controller structure, preserving at the same time the capabilities of both the stance-controller network and the swing-controller network, which strictly reflect the biological behavior (Cruse, Dean, Kindermann, Schmitz, & Schumm, 1998a) .
The influences between the cells are the same as used in earlier work (Cruse, Muller-Wilm, & Dean 1993) . However, the parameter values were changed, since the core of the leg controller is in this case a dynamical system, acting in a very different way with respect to the previous approach. The influence parameters were found by using both a heuristic procedure and genetic algorithms.
The focus of this work is to formalize a decentralized locomotion control system using the CNN paradigm, to generate locomotion rhythms based on sensory feedback to provide suitable controllers for bio-inspired robots. The approach shows its suitability to drive six legs in an organized way, in accordance with the model of the stick insect, even though no reference is made to the particular structure in which this model will be applied. The simulation results obtained reveal that the generated network is able to reproduce both tripod and tetrapod gait and shows the capabilities of pattern recovery in the event of a leg jamming due to external disturbances.
The article is organized as follows: An overview of the decentralized control model is presented in Section 2; the CNN-based leg controller is introduced in Section 3; the whole control system based on the new methodology is illustrated in Section 4 as well as the results of the simulations; Section 5 presents some remarks on the work, and the conclusions are drawn in Section 6.
The Decentralized Control Paradigm
The decentralized control paradigm is based on a distributed network of neural controllers, with no hierarchy, that are able to generate proper motions based on reflexes and local influences (unlike the CPG, it strictly needs sensory feedback for pattern generation, whereas the locomotion pattern generation in the CPG takes place even in the absence of sensory feedback). This type of control is realized in Cruse et al. (1998b) , through the so-called Walknet model. Walknet is based on a controller network for each leg and on a set of local influences acting on two kinematic parameters: the posterior extreme position (PEP) and the anterior extreme position (AEP) of the leg contact point. The kinematics of a leg is divided into two phases: the stance phase (also called power stroke), in which the leg is on the ground, supports the weight of the body, and moves in the opposite direction to the body motion; and the swing phase (also called return stroke), in which the leg is lifted off the ground and moves in the direction of the body motion. The AEP represents the point when the leg touches the ground, that is, the transition from the return stroke to the power stroke, whereas the PEP represents the transition from the power stroke to the return stroke, that is, the point when the leg is lifted in the air.
According to the Walknet model, each leg controller is divided into three main blocks: the selector net, the swing net, and the stance net. The swing net is devoted to controlling the trajectory of the leg while in the swing phase, whereas the stance net controls the leg trajectory when the leg is in the stance phase. The selector net establishes, on the basis of sensorial inputs and proprioceptive information, which of the two other nets should actively control the leg. The input to this selector net is constituted by the ground contact (GC) signal, indicating when a leg is on the ground, and by the PEP signal, which indicates if the PEP has been reached.
A set of local influences acting on the kinematic parameters (AEP, PEP) of each leg controller has been shown to be suitable to explain the emergence of a well-defined gait in stick insect locomotion (Cruse et al., 1998b) . Experiments reveal that the stick insect adopts two gaits to deal with different environmental conditions: tripod gait and tetrapod gait. The former allows higher speed and is characterized by two alternating leg tripods sustaining the body. In tetrapod gait, in contrast, there are at least four legs in the stance phase at the same time.
The characteristics of these two patterns can be defined through the concepts of cycle time, duty factor, and leg phases (Song & Waldron, 1989) . The cycle time is the time required for a leg to complete a locomotion cycle and is defined for periodic gaits (as tripod and tetrapod gaits are). The duty factor, df i , is the time fraction of a cycle time in which the leg i is in the power stroke phase. The leg phase, Φ i , is the fraction of a cycle period by which the beginning of the return stroke of leg i lags behind the beginning of the return stroke of the left front leg, chosen as a reference. Alternatively, instead of considering the phase lags between each pair of legs, some authors (Pfeiffer, Eltze, & Weidemann, 1995) make use of phase lags between ipsilateral and contralateral legs.
Using these parameters, it is possible to characterize tripod gait as a periodic gait with the same duty factor for all the legs (df i = 0.5) and the following phase lags:
where the legs are numbered from front to rear and labeled as left (L) or right (R).
Although often regarded as two different gaits, tripod gait is a special form of tetrapod gait. What is called tripod gait is the fast version of a tetrapod gait (Graham, 1985) . This means that there is a continuous transition between slow tetrapod and fast tripod gait and all intermediate forms are stable versions of tetrapod gaits. In this investigation, we concentrate on an intermediate form of tetrapod gait characterized by df i = 2/3 and the following phase lags:
In more detail, six local influences are identified (Cruse, 1990) : A leg in return stroke inhibits the start of the return stroke in the anterior leg (first influence, rostrally directed, that is, from rear to front); when the leg begins its power stroke, it excites the start of the return stroke in the anterior leg (second influence, rostrally directed); while in stance a leg excites the start of the return stroke in the posterior leg (third influence, caudally directed, that is, from front to rear); the position in which a leg touches the ground is a target for the posterior leg (targeting influence, caudally directed); the fifth influence is caused by increased loads and given the purely kinematic nature of our model is not considered at the moment, nor is the sixth influence, which represents the treading-on-tarsus reflex. The selector net, the swing net and the stance net were realized by using artificial neural networks with static neurons (for further details see Cruse et al., 1998b) . In this article the decentralized control paradigm is implemented as a space-distributed architecture of nonlinear dynamical systems representing the leg controllers. This formalization led us to represent the decentralized control through the CNN paradigm. The peculiarities of this system will be examined in the next section.
The CNN Leg Controller

CNN Architectures
CNNs were introduced by Leon O. Chua (Chua & Yang, 1988a,b) . His idea was to use an array of simple, identical, locally interconnected nonlinear dynamic circuits, called cells, to build large-scale analog signal-processing systems. The cell was defined as the nonlinear first-order circuit shown in Figure 1a , u ij , y ij , and x ij being the input, the output, and the state variable of the cell, respectively.
The output is related to the state by the nonlinear equation
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A CNN is defined as a two-dimensional array of M × N identical cells arranged in a rectangular grid, as depicted in Figure 1b .
Each cell mutually interacts with its nearest neighbors by means of the voltage-controlled current sources
Moreover, a constant current source I, called bias, is also included in each cell. The constant coefficients A (i, j; k, l) and B(i, j; k, l) are known as the cloning templates: in particular A (i, j; k, l) is called the feedback template, and B (i, j; k, l) is the control template. If they are equal for each cell, they are called space invariant. A CNN is described by the state equations of all cells:
is the r-neighborhood and
This model is known as the Chua-Yang model or the standard CNN. The Chua-Yang model has been generalized in many different ways. Some of the main generalizations consist of introducing direct dependence on the state variables of the neighborhood cells (named state-controlled CNNs). These generalizations allow the inclusion in model (4) of nonlinear interactions, direct dependence on the state variables of the neighborhood cells, and different grids and lead to a more general definition for CNNs (Chua & Roska, 1993; Chua, 1999 In this article a slight generalization of CNNs is considered. The function f (·) in the output equation (3) is also allowed to depend on the output states of the neighboring cells. Therefore the output is given by:
where y kl is a vector of the outputs of the cells belonging to the neighborhood of the cell C ij . In Chua (1999) , some mathematical criteria for the stability of the standard CNN are given. In particular the state-boundedness criterion states that if the output function f (·) in equation (3) is continuous and 
bounded, then the state x ij of each cell of the standard CNN is bounded for all bounded inputs. Extension of this criterion to the generalization represented by equation (5) is straightforward.
CNNs are powerful tools to implement nonlinear dynamics: In fact, almost all kinds of dynamic behavior, ranging from simple equilibria to chaos, have been reported in CNN structures. Moreover, they are able to show complex phenomena (like solitons, spiral waves, patterns) arising in space-distributed fields and studied by biologists, neurologists and physicians as reactiondiffusion phenomena in two-dimensional arrays (Arena, Caponetto, Fortuna, & Manganaro, 1997) . Examples are auto-waves traveling in nonlinear media or Turing patterns. Both Turing patterns and auto-waves are used in Arena et al. (1999) to realize artificial locomotion control. Based on these considerations, CNNs are gaining ever-increasing popularity as a programmable array computing infrastructure for the implementation of real-time spatio-temporal dynamics.
In the following sections the features of CNNs will be exploited to build the basic cell dynamics for the implementation of the leg controller. Moreover, the generalized CNN will be shown to be able to implement the whole decentralized control. This allows us to draw an important conclusion on the role played by CNNs in locomotion control: CNNs are able to realize a CPG as well as a decentralized control for locomotion control.
The CNN Cell
In the hierarchical control of hexapod robots illustrated in Arena et al. (1999) , the periodic movement of each leg is controlled by the oscillating variables of a nonlinear dynamic system. This system corresponds to two coupled motor units responsible for driving the two joints of a leg. The biological system consists of a large number of sensory cells, inter-neurons, and motor-neurons. The CNN cell has only two control signals that alternate between low and high excitation, needed to assure the correct movement of the leg in stance and in swing.
The equations describing the dynamics of these "motor-neurons" are the following (Arena, Fortuna, & Frasca, 2002b) : (6) while the nonlinearity is the clipping function: (7) where i = { 1, 2 }. Figure 2 shows the limit cycle in both the phase planes x 1 -x 2 and y 1 -y 2 . The output variables, y 1 and y 2 , after appropriate scaling, are used to drive the joint actuators. More precisely, the hexapod leg is constituted by two links, as shown schematically in Figure 3 . Two degrees of freedom are actuated by servomotors driven by the variables of system (6): The variable y 1 is used to drive the β joint, therefore regu-
The limit cycle of system (6) with nonlinearity (7) in the phase planes x 1 -x 2 (dashed line) and y 1 -y 2 (solid line). (2) lating the height of the leg, while the variable y 2 drives the α joint. The γ angle is kept constant at a value of 90º .
The two kinematic parameters, AEP and PEP, can be identified in the closed trajectory shown in Figure 2 . To allow these parameters to change, instead of considering nonlinearity (7), the following nonlinearity can be taken into account:
That is, instead of a clipping function with fixed upper and lower bounds of 1 and -1, respectively, we now have variable upper bounds (k 1 , k 3 ) or lower bounds (k 2 , k 4 ). Introducing this nonlinearity in system (6) leads to an oscillating behavior that can be modified by acting on the parameter vector K = [k 1 k 2 k 3 k 4 ] of the nonlinearity. However, not all the possible values of K are such that the limit cycle behavior is maintained. The range of suitable values of K can be investigated by considering the conditions for which the Poincaré-Bendixson theorem holds (Strogatz, 2001 ).
This theorem is a powerful tool to establish the existence of periodic orbits in two-dimensional flows. It states that if R is a closed region that does not contain fixed points for the vector field = f (x) and a trajectory C confined in R does exist, then R contains a closed orbit (and either C is itself the closed orbit or spirals toward to it). It is possible to analyze the behavior of cell (6) with nonlinearity (8) by dividing the plane into nine regions (D 0 , D 1 , …, D 8 ) delimited by the clipping saturation points. In each of these regions system (6) is linear. The region R can easily be identified by constructing a trapping region, as schematically illustrated in Figure 5 . H represents a closed disk in D 0 , surrounding the equilibrium point of D 0 and whose boundary constitutes the inner boundary of the region R (see Figure 5) . The equilibrium point of D 0 is an unstable equilibrium point, thus the flux is toward R and outside H. Therefore, to have a periodic orbit, k 3 and k 4 should be chosen so as to exclude equilibrium points in the other remaining regions (D 1 , …, D 8 ). Solving equations (6) in each of these eight regions, the four nontrivial conditions assuring the nonexistence of equilibria inside them lead to the following relations as functions of k 3 and k 4 , which guarantee the existence of a periodic orbit inside R: Figure 4 Limit cycles of system (6) with nonlinearity (8) for different values of K: Figure 5 The trapping region R.
These parameters can therefore be modulated around fixed values, depending on the state of the other legs. In particular, it is possible to act on k 3 and k 4 to vary the AEP and the PEP as shown in detail in Section 4.1. In fact, the AEP is reached when the variable x 2 passes the saturation point k 3 and y 1 reaches the low saturation limit k 2 . The stance phase begins at this point. It ends when the PEP is reached: This occurs when the variable y 2 reaches its inferior saturating point k 4 . Therefore, to change PEP or AEP, the parameters k 4 or k 3 have to be varied. Their modulation rules are derived following the influences known to control stick insect walking (Cruse, 1990) . In particular, to match the method adopted in Walknet and that based on CNNs, the local connections among the CNN cells influence the parameters k 3 and k 4 . Therefore, for each cell, these two parameters modulating its clipping function are themselves functions of the neighboring cell state variables. These functions are the same as those used in Walknet.
The Whole Control System and Results
CNN Decentralized Control
In this section it is shown that the CNN paradigm is suitable for the implementation of the whole locomotion control system. To this end the local influences are reexamined. An overview of the whole control system, according to the Walknet model, is given in Figure 6 , where the influences among the CNN cells are indicated. These have been assumed to be of the same type as those used in other works dealing with the decentralized control of the stick insect (Cruse, 1990) . Figure 7 shows the nonlinearities involved in the local influences: The subscripts i and c refer to ipsilateral (between legs on the same side of the insect) and contralateral (between corresponding opposite legs, for example R2 and L2) influence, respectively; the inputs of these nonlinearities will be discussed in detail below. The parameters appearing in the nonlinearity graphs were chosen by using an optimization strategy, as will be explained later on. The inputs of the influences are GC, which is a binary signal coding if a leg touches the ground or not, the (normalized) displacement of the leg in the motion direction, Y, and a speed parameter, v, indicating the speed of the insect. The input of the influence of the first type is GC, the input of influence 2 is the product of GC and the displacement Y, the input of the third influence is X = Y R1 GC R1 + or X = Y R1 GC R1 + i log log (5v -1.5) (contralateral and ipsilateral, respectively), and the input of influence 4 is the product of GC and Y. It should be pointed out that for influence 2 the nonlinearity follows a low-pass filter cascaded by a high-pass filter, and therefore the whole influence nonlinearity will be referred to as (·).
The local influences act on the leg controller, represented by Equations 6 and 8, by modifying k 3 as regards the influence on the AEP (influence 4) or k 4 as regards the influences on the PEP (influences 1-3), according to the scheme shown in Figure 6 . Therefore, the output nonlinearity y 2 of each cell (while the 
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( 1 0 ) which is analogous to Equation 5, since k 3 and k 4 are modulated by the values of the outputs of neighboring cells. The dependence of k 3 and k 4 on the neighboring cells can be explained by considering the scheme of Figure 6 and the nonlinearities of Figure 7 . For example, let us consider the controller of leg L1. The leg controller receives contralateral influences from the controller of leg R1 (influences 1-3) and from the ipsilateral leg L2 (influences 1-2). All these influences act on the PEP. Therefore, the nonlinearity y 2, L1 is given by:
(11) where = 0 since no influence acts on the AEP of L1 and
The output nonlinearities of the other cells of the CNN implementing the whole decentralized control can be obtained in a similar fashion.
As can be seen, all the nonlinearities involved in the CNN model of decentralized control are piecewise linear with flat end segments. This ensures the stability of the control system.
Choice of the Parameters of the Model
For the first and the second influence, four parameters altogether should be taken into account: i 1i , i 1c , i 2c and i 2i . These describe the strength of the effect of influence 1 and influence 2 acting between ipsilateral legs or between contralateral legs, respectively. For the third influence four parameters for the ipsilateral and four for the contralateral influence have been taken into account. Two of these four parameters describe the strength of the dependency on the position of the leg sending the information (slope, ordinate offset: i 3SL and i 3Int ), and two (i 3Hi and i 3Low ) describe an upper and lower bound limiting this effect. Finally, two further parameters (i 4 and i log ) have been included, namely the strength of the fourth influence and the strength of the pattern dependency on speed. Moreover, the value of k 2 has also been varied. Altogether 15 parameters have been allowed to vary.
As discussed above, in the stick insect there is a continuous transition between the two locomotion patterns as a function of the speed parameter: when the speed parameter v is in the range of 0.5 to 0.7, tripod gait is the pattern adopted by the stick insect, whereas when the speed parameter assumes values in the range of 0.35 to 0.5, tetrapod gait arises. We considered the problem of finding a set of parameters for the tripod gait and for the tetrapod gait separately. This was primarily to find a single set of parameters for both patterns and it allows us to show that local influences are suitable even when a dynamic system is assumed as the leg controller. This is a first step that allows us to prove that local influences can be a suitable way to model the insect gait, even when the dynamics of each cell changes completely.
As a first approach to finding a set of parameters, we applied a heuristic (trial and error) procedure. This was shown to be suitable for tripod gait.
To find suitable parameters for tetrapod gait, a heuristic procedure was not sufficient, so genetic algorithms (Goldberg, 1989) were used. They are an optimization algorithm based on the paradigm of natural selection. The algorithm operates on a population of individuals: Each individual is represented by a string containing the parameter set. After the random generation of the initial population, the algorithm evolves through three operators: selection (survival of the fittest), crossover (mating between individuals), and mutation (introducing random modifications) to achieve a population containing the optimal solution with respect to a fitness function, which will be specified below. For each set of parameters a simulation of the model was carried out. To allow a degree of randomness and at the same time to avoid starting from unnatural initial conditions, fixed values with small random additive terms (10% of the nominal value)
were chosen as initial conditions for this simulation. The fitness function takes into account how well the simulation matches the given pattern. If Φ L2 Φ L3 Φ R1 Φ R2 Φ R3 indicate the phase lags of the target pattern and φ L2 φ L3 φ R1 φ R2 φ R3 indicate the phase lags obtained in the simulation, the fitness function f can be expressed as follows: (12) where i ∈ {L2, L3, R1, R2, R3} (13) and the index k takes into account an average of the last n periods of oscillations. Similar results can be obtained if, in addition to (12), a further term is taken into account, that is, the error achieved on the duty factor. Figures 8 and 9 show the gaits obtained by simulating the model. In particular, Figure 8 refers to tripod gait with phase lags as in (1) and parameters obtained by trial and error as shown in Table 1 , and Figure 9 shows tetrapod gait obtained by considering the phase lags as in (2) and by using the parameters obtained with genetic algorithms and shown in Table 2 . 
The step pattern of the tetrapod gait as produced by the CNN model of the locomotor control system of the stick insect (parameters obtained running genetic algorithms with a population of 30 individuals for 100 generations). The six traces indicate the six legs (from the top: L1, R2, L3, R1, L2, R3): black boxes denote the swing phase. 
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The pattern shown in Figure 9 was obtained by running genetic algorithms with a population of 30 individuals for 100 generations. With the choice of the fitness function as in (12), minima of the problem are searched for. The fitness of the best individual is f = 5.9 · 10 -4
. The results obtained fit the tetrapod gait of the stick insect very well, like those obtained with Walknet.
Robustness of the CNN Decentralized Controller
The control system with the parameters obtained as described above was simulated in different conditions to test its robustness. The results discussed here deal with tetrapod gait (in all the simulations the parameters are kept fixed to the values given in Table 2 ). A first experiment deals with conditions similar to those described in Cruse et al. (1998b) and is devoted to testing the behavior of the system when a leg is blocked for a short time due to external disturbances. The model presented here shows the same capability of pattern recovery as in Walknet. The step pattern resulting from this experiment is shown in Figure 10a , and Figure 10b shows the number of legs that are in stance at the same time as a function of the simulation step s. As can be noticed, at approximately s = 650, the right middle leg (R2) should begin its swing phase, but it is externally forced to remain in stance. After a few cycle periods the pattern is recovered. A measure of the error induced by this disturbance in the gait, expressed in terms of the fitness function in (12) with n = 1, was considered. This is shown in Figure 11 as a function of the gait cycle of the insect model: The leg R2 is blocked at the fourth cycle causing a sudden increase in the phase lag error; after four cycles the phase lags fit those of the ideal tetrapod gait (2) very well.
Attention was also paid to the minimum number of legs in stance during the whole simulation. This is fundamental since static stability is assured if three (with at least one leg for each side) or more legs are in stance. Analysis of Figure 10b reveals that the period when only two legs are on the ground corresponds to a small fraction of a swing phase and takes place soon after the disturbance.
Finally, the robustness of the control system to different initial conditions of the CNN cells was tested. The parameter set was found by running genetic algo- rithms with random perturbations around nominal values of about 10%. This leads to the parameter set in Table 2 , thus the control system already includes some robustness properties. To further investigate the robustness of the control system with parameters fixed to the values in Table 2 , random perturbations (ranging from 0 to 80%) on the initial conditions of the CNN were considered. For each value of random perturbations (ranging from 0 to 80%) a set of 10 simulations of the control system was performed. The results are illustrated in Figure 12 , where the logarithm of the fitness function value as in (12) is reported for the 10 trials for each of the different values of the random perturbation on the initial conditions. As can be noticed, the pattern is quite unsensitive to the initial conditions. Only large perturbations (80%) lead to not well-defined patterns (when the fitness function takes values above 10 -2 ), in which in any case a form of locomotion is still present.
Static stability was also taken into consideration in the investigations into the system's robustness to different initial conditions. For some initial conditions, it may occur that in the first part of the simulation the gait pattern is not well defined and for short periods (not larger than those examined in the case of leg blocking) only two legs are in stance. However, this is a conservative condition, and a more accurate analysis including dynamic constraints should be performed to investigate when this condition can lead the robot to fall. In any case, this can be taken into account in the choice of the fitness function.
The experiments discussed here show an important feature of the control system: its ability to deal with disturbances. Of course, even if the experiments deal with a particular kind of disturbance, the recovery capabilities are independent of the source of disturbance. Moreover, the genetic algorithm procedure gives a population of possible solutions from which the best is chosen, showing the intrinsic robustness of the evolution-based method in finding the parameters. The CNN cell has also been shown to be robust to parameter changes . All these considerations guarantee the feasibility of a hardware realization of the locomotion control.
Remarks
The problem of locomotion control has already been dealt with by using bio-inspired approaches in many papers. The approaches and the degrees of inspiration in these works vary. In some cases (Arkin, 1998; Brooks, 1991) , the biological inspiration is not a key point and the animal is often regarded as a term of comparison to define what artificial intelligence means and to build software architectures able to show complex (or intelligent) behavior.
A very impressive synergy between biology and engineering is, instead, represented by the work of Quinn (for a review see Quinn & Ritzmann, 2001) , in which biological data are used for a very accurate design of a bio-mimetic robot with cockroach kine- 
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Adaptive Behavior 10(2) matics. However, the control of the architecture is performed by using a traditional approach, while greater effort was directed toward the study of an actuation system that can achieve performance similar to that of the cockroach.
Our work focuses mainly on locomotion control. This has been treated in several papers (Arena et al., 2002b; Lewis, Etienne-Cummings, Cohen, & Hartmann, 2000; Golubtisky, Stewart, Buono, & Collins,1998; Saranli, Buehler, & Koditschek, 2000) . Many of them investigate the hypothesis of the CPG to control locomotion. In particular, Lewis et al. (2000) focuses on a system suitable for the hardware implementation and, at the same time, presents a strong degree of biological inspiration. A more general structure is, instead, presented in Golubtisky et al. (1998) , where analytical results obtained in the study of a network of coupled dynamical systems able to generate several patterns are given.
The approach introduced here relies on the very different hypothesis of decentralized control: It makes use of dynamical units to build the control system and relies on an optimization strategy to find the parameters of the whole structure. The suitability of the decentralized control of locomotion as originally formulated by Cruse is shown in Pfeiffer, Lffler, and Gienger (2000) , where the algorithm to control a bioinspired robot takes into account local influences between the leg controllers as in Walknet.
Evolutionary-based approaches have also been considered in other papers (Chiel, Beer, & Gallagher, 1998; Beer & Gallagher, 1992; Kodjabachian & Meyer, 1998) . For instance in Beer & Gallagher (1992) , a control system based on a Hopfield neural network is evolved to find suitable parameters to make a hexapod agent able to walk. There is an important difference between artificial neural networks and CNNs. CNNs are locally coupled, therefore tailor-made for VLSI implementation, and some chips consisting of large arrays of CNN cells (64 × 64 or 128 × 128) have already been realized (for a deeper discussion the reader is referred to the literature on CNNs: Manganaro et al., 1999; Chua & Roska, 1993) . Even more importantly, the underlying biological hypothesis is the CPG, whereas in our case the underlying model is totally different. Moreover, unlike these studies the use of evolved networks is not so massive in our work: The structure of the network controlling the leg movements is kept constant and only the parameters of the whole system are chosen according to a genetic algorithm strategy. Therefore, the approach is very different and takes as a starting point the biological principles of the local influences as in Cruse (1990) . Moreover, the leg controllers are very different from those used in Chiel et al. (1998) and Kodjabachian & Meyer (1998) and follow the design of controllers shown in Arena et al. (2002b) , which have been successfully applied to control a hexapod robot, even if with a totally different method based on a hierarchical structure.
The approach introduced here is mainly focused on the engineering point of view and is particularly suitable for a hardware implementation. Therefore, the same "neurons" used to control the hexapod robot (Arena et al. 2002a ) have been considered. Although the main objective of the work is to provide methods to build up efficient control systems for the locomotion of bio-inspired robots, we believe that the analog approach is a further validation of the decentralized hypothesis of locomotion control in the stick insect and that, moreover, further insights on the biological model can be gained by the tests on the robot.
The CNN-based approach allows us to obtain a hardware circuitry that can easily be realized and carried on an autonomous robot. The importance of an analog implementation of the bio-inspired system is well discussed in Möller, Lambrinos, Roggendorf, Pfeifer, and Wehner (2001) . There it is remarked that analog electronic circuits and biological nervous systems have a number of features in common. The processing in both systems is analog, parallel and continuous in time. Operations that are easy to realize in analog circuits are also easy to realize in the biological nervous system (as, for example, the weighted addition of signals), and the same holds for difficult operations (e.g., the shifting of an array of data). For these reasons using analog neurons adds plausibility to the model and, at the same time, opens up the way to efficient implementation. Moreover, we believe that analog circuits do not exclude the emergence of unforeseen and nonmodeled properties, almost impossible in a rigid software architecture.
Conclusions
In the locomotion control of the stick insect as modeled in Walknet, a set of local influences among single leg controllers, realized through artificial neural networks, was used to control the locomotor system, allowing switching among different patterns. In this article a new approach has been introduced: the main features of the Walknet model have been implemented by using dynamical systems to realize the leg controllers. This allows us to conclude that local influences can be a suitable way to model stick insect gait, even when the dynamics of each cell change completely. In our case the single cell dynamics are much more complex than in the previous decentralized control scheme. The results obtained allow us to state that the self-organized dynamics that regulate insect gait depend on the connections among the cells more than on the single cell dynamics.
These nonlinear systems, realized through CNNs, have already been used as motor-neurons in Arena et al. (1999) to control the locomotion of a hexapod robot. In this article they are used to represent a dynamical system that in the biological case consists of many neurons. In the Walknet approach the dynamics result from simple static neuronal networks that exploit a loop through the world. In this article, the dynamics are produced in a different way, namely by the application of an internal nonlinear coupled system.
The results obtained also open up the way to model other, more complex, local dynamics that could be useful to represent joint motions, while assuring an overall organized spatio-temporal dynamics in the form of a general motion pattern. The result presented here is further confirmation of the role of local connections among different kinds of cells, already explored in other examples of self-organization of complex, often chaotic, systems (Arena, Caponetto, Fortuna, & Rizzo, 2000) .
Moreover, it has been shown that CNNs are suitable for both the modeling of central (CPG-based) control and decentralized locomotion control. This article represents an important result regarding the role played by CNNs in controlling bio-inspired locomotion.
