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Abstract—Edge-caching has received much attention as an effi-
cient technique to reduce delivery latency and network congestion
during peak-traffic times by bringing data closer to end users.
Existing works usually design caching algorithms separately
from physical layer design. In this paper, we analyse edge-
caching wireless networks by taking into account the caching
capability when designing the signal transmission. Particularly,
we investigate multi-layer caching where both base station (BS)
and users are capable of storing content data in their local cache
and analyse the performance of edge-caching wireless networks
under two notable uncoded and coded caching strategies. Firstly,
we calculate backhaul and access throughputs of the two caching
strategies for arbitrary values of cache size. The required
backhaul and access throughputs are derived as a function of
the BS and user cache sizes. Secondly, closed-form expressions
for the system energy efficiency (EE) corresponding to the two
caching methods are derived. Based on the derived formulas,
the system EE is maximized via precoding vectors design and
optimization while satisfying a predefined user request rate.
Thirdly, two optimization problems are proposed to minimize
the content delivery time for the two caching strategies. Finally,
numerical results are presented to verify the effectiveness of the
two caching methods.
Index terms— edge-caching, energy efficiency, beamform-
ing, optimization.
I. INTRODUCTION
Future wireless networks will have to address stringent re-
quirements of delivering content at high speed and low latency
due to the proliferation of mobile devices and data-hungry
applications. It is predicted that by 2020, more than 70% of
network traffic will be video [1]. Although various network
architectures have been proposed in order to boost the network
throughput and reduce transmission latency such as cloud
radio access networks (C-RANs) [2–4] and heterogeneous
networks (HetNets), traffic congestion might occur during
peak-traffic times. A promising solution to reduce latency and
network costs of content delivery is to bring the content closer
to end users via distributed storages through out the network,
which is referred to content placement or caching [5]. Caching
usually consists of a placement phase and a delivery phase.
The former is executed during off-peak periods when the
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network resources are abundant. In this phase, popular content
is stored in the distributed caches. The later usually occurs
during peak-traffic times when the actual users’ requests are
revealed. If the requested content is available in the user’s
local storage, it can be served immediately without being sent
via the network. In this manner, caching allows significant
backhaul’s load reduction during peak-traffic times and thus
mitigating network congestion [5], [6].
Most research works on caching exploit historic user re-
quested data to optimize either placement or delivery phases
[5], [8], [9]. For a fixed content delivery strategy, the placement
phase is designed to maximize the local caching gain, which
is proportional to the number of file parts available in the local
storage. This caching method stores the contents independently
and are known as uncoded caching. The caching gain can
be further improved via multicasting a combination of the
requested files during the delivery phase, which is known as
coded caching [6], [7]. By carefully placing the files in the
caches and designing the coded data, all users can recover
their desired content via a multicast stream. Rate-memory
tradeoff is derived in [6], which achieves a global caching
gain on top of the local caching gain. This gain is inversely
proportional to the total cache memory. Similar rate-memory
tradeoff is investigated in device-to-device (D2D) networks
[10] and secrecy constraints [11]. In [12], [13], the authors
study the tradeoff between the memory at edge nodes and
the transmission latency measured in normalized delivery
time. The rate-memory tradeoff of multi-layer coded caching
networks is studied in [14], [15]. Note that the global gain
brought by the coded caching comes at a price of coordination
since the data centre needs to know the number of users in
order to construct the coded messages.
Recently, there have been numerous works addressing joint
content caching and transmission design for cache-assisted
wireless networks. The main idea is to take into account the
cached content at the edge nodes when designing the link
transmission to reduce the access and backhaul costs. It is
shown in [16] that transmit power and fronthaul bandwidth
can be reduced via cache-aware multicast beamforming design
and power allocation. The impact of wireless backhaul on
the energy consumption was studied in [17]. The authors
in [18] propose a joint optimization of caching, routing and
channel assignment via two sub-problems called restricted
master and pricing. The performance of caching wireless D2D
networks are analysed in [19–22]. In [20], the authors study
D2D networks which allow the storage of files at either
small base stations or user terminals. Taking into account
the wireless fading channels, a joint content replacement and
1
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delivering scheme is proposed to reduce the system energy
consumption. The throughput-outage trade-off of the mmWave
underlying D2D networks under a simplified grid topology
is derived in [21]. The stochastic performance of caching
wireless networks is analysed in [23], in which the nodes’
locations are modelled as a Poison point process (PPP). The
average ergodic downlink rate and outage probability are
studied when cache capability is present at three tiers of base
station (BS), relay and D2D pairs. In [24], success delivery rate
is studied in cluster-centric networks, which group small base
stations (SBSs) into disjoint clusters. In this work, the SBSs
within one cluster share a cache which is divided into two
parts: one contains the most popular files, and one comprises
different files which are most popular locally. The authors
in [25] study effects of mobility on the caching wireless
networks via a random-walk assumption of node mobilities.
In [26], a low-complexity greedy algorithm is proposed to
minimize the content delivering delay in cooperative caching
C-RANs. Energy efficiency (EE) of cache-assisted networks
are analysed in [27], [28]. Focusing on the content placement
phase in heterogeneous networks, the authors in [27] study
the trade-off between the expected backhaul rate and energy
consumption. The impact of caching is analysed in [28] via
close-form expression of the approximated network EE. We
note that these works consider either only the uncoded caching
method or the caching at higher layers separated from the
signal transmission.
In this paper, we investigate the performance of edge-
caching wireless networks in which multi-layer caches are
available at either user or edge nodes. Our contributions are
as follows:
• Firstly, we investigate the performance of edge-caching
networks under two notable uncoded and inter-file coded
caching strategies1. In particular, we compute the required
throughputs on the backhaul and access links for both
caching strategies with arbitrary cache sizes.
• Secondly, we derive a closed-form expression for the
system EE, which reveals insight contributions of cache
capability at the BS and users. Based on the derived for-
mula, we maximize the system EE subject to a quality-of-
service (QoS) constraint taking into account the caching
strategies. The maximum EE is obtained in closed-form
for zero-forcing (ZF) precoding and suboptimally solved
via semi-definite relaxation (SDR) design. Our paper
differs from [27], [28] as following. We focus on the
delivery phase, while [28] considers the placement phase.
We consider multi-layer cache and the two caching strate-
gies, while [27] only considers caching available at the
BS with an uncoded caching algorithm.
• Thirdly, we analyse and minimize the delivery time for
the two caching strategies via two formulated prob-
lems which jointly optimize the beamforming design
and power allocation. Our method is fundamentally dif-
ferent from [12] which studies the latency limit from
information-theoretic perspectives. Compared with [26],
1The inter-file coded caching is different from intra-file coded caching
method.
Fig. 1: Multiple-layer cache-assisted wireless networks.
which studies only uncoded caching at higher layers, we
consider both caching strategies jointly with the signal
transmission.
• Finally, the analysed EE and delivery time are verified
via selective numerical results. We show an interesting
result that the uncoded-caching is more energy-efficient
only for the small user cache sizes. This result is different
from the common understanding that the coded caching
always outperforms the uncoded caching in terms of total
backhaul’s throughput.
The rest of this paper is organised as follows. Section II
presents the system model and the caching strategies. Sec-
tion III analyses the system energy efficiency. Section IV
presents the proposed EE maximization algorithms. Section V
minimizes the delivery time. Section VI derives the EE for
general content popularity. Section VII shows numerical re-
sults. Finally, Section VIII concludes the paper.
Notation: (.)H , (x)+ and Tr(.) denote the Hermitian trans-
pose, max(0, x) and the trace(.) function, respectively. bxc
denotes the largest integer not exceeding x.
II. SYSTEM MODEL
We consider the downlink edge-caching wireless network
in which a data centre serves K distributed users, denoted
by K = {1, . . . ,K}, via one BS, as depicted in Figure 1.
This model can also be applied in various practical scenarios
in which the users can be replaced by various cache-assisted
edge nodes, e.g., edge nodes in fog radio access networks
(F-RAN), small-cell BSs in HetNet. The L-antenna BS, with
L ≥ K, serves all users via wireless access networks and
connects to the data centre via an error-free, bandwidth-
limited backhaul link. The wireless transmissions are subjected
to block Rayleigh fading channels, in which the channel
fading coefficients are fixed within a block and are mutually
independent across the users. The block duration is assumed
to be long enough for the users to be served the requested
files. The data centre contains N files of equal size of Q bits
and is denoted by F = {F1, . . . , FN}. In practice, unequal
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size files can be divided into trunks of subfiles which have the
same size.
A. Caching model
We consider multiple-layer caching networks in which both
the BS and users are equipped with a storage memory of
size Mb and Mu files, with 0 ≤ Mb,Mu ≤ N , respectively.
We consider off-line caching, in which the content placement
phase is executed during off-peak times [6]. For robustness,
we consider the completely distributed placement phase in
which the BS is unaware of user cache’s content. In particular,
the BS stores MbQN (non-overlapping) bits of every file in its
cache, which are randomly chosen2. Similarly, each user stores
MuQ
N bits of every file in its cache under the uncoded caching
strategy3. The placement phase at the user caches under the
coded caching is similar to [6]. The total number of bits stored
at the BS and user caches are respectively MbQ and MuQ bits,
which satisfy the memory constraints.
At the beginning of the delivery phase, each user requests
one file from the library. In order to focus on the interplay
between the EE and cache capabilities, we consider the worst
case in which the users tend to request different files and
the content popularity follows a uniform distribution [6]. The
general case of content popularities, e.g., Zipf distribution, will
be studied in Section VI. Denote d1, ..., dK as the file indices
requested by user 1, ...,K, respectively. If the requested bits
(or subfile) is in its own cache, they can be served immediately.
Otherwise, this subfile is sent from the BS’s cache or the data
centre through the backhaul link. We consider two notable
caching methods for the delivery phase: uncoded caching and
coded caching.
1) Uncoded caching: This strategy sends parts of the re-
quested files to each user independently. We note that the users
do not know the cache content of each other. The advantage
of this method is the robustness and it does not require
coordination. The total number of bits transmitted through
the backhaul link, Qunc,BH, and the access link, Qunc,AC, are
given in the following proposition.
Proposition 1: Under the uncoded caching strategy, the total
number of bits transmitted through the backhaul and access
links are Qunc,BH = KQ
(
1− MuN
) (
1− MbN
)
and Qunc,AC =
KQ
(
1− MuN
)
, respectively.
Proof: See Appendix A.
2) Coded caching: In coded caching strategy, the data
centre first intelligently encodes the requested files and then
sends them to the users. We note that this strategy requires
the number of users in order to construct the coded messages
for all users.
Proposition 2: Let m = bKMuN c ∈ Z? and δ =
KMu
N − m with 0 ≤ δ < 1. Under the coded-caching
strategy, the throughput (in bits) on the access links is
Qcod,AC = (1− δ)Q(K−m)m+1 + δQ(K−m−1)m+2 , and the backhaul
2There may exists a better cache placement at the BS at the expense of
coordination.
3If MbQ
N
or MuQ
N
is not an integer, we round up this ratio to the closest
integer and perform zero-padding to the last.
thoughtput is Qcod,BH = (1− δ)
(
1− (MbN )m+1) Q(K−m)m+1 +
δ
(
1− (MbN )m+2) Q(K−m−1)m+2 .
Proof: We consider two cases: i) Mu ∈
{0, NK , 2NK , . . . , (K−1)NK } and ii) Mu has arbitrary value
within (0, N).
Case 1: Mu ∈ {0, NK , 2NK , . . . , (K−1)NK }
In this case, the user cache Mu is multiple times of NK . Denote
m = MuKN ∈ {0, 1, 2, . . . ,K − 1}. When m = 0, it is
straightforward to see that Qcod,AC = QK and Qcod,BH =
(1 − Mb/N)KQ since there is no cache at the users. The
computation for m ∈ {1, . . . ,K − 1} is as follows.
Computation of Qcod,AC: We first calculate the total bits
Qcod,AC need to be sent over the access links under the
coded-caching strategy. Let CC(F ,K,m) denote the coded-
caching algorithm that the BS employs to serve K users.
Each user is equipped with a cache of size mNK ,m ∈ Z?, and
requests one file from the library F . CC(F ,K,m) comprises
of two phases: a placement phase and a delivery phase. Due
to space limitation, the details of CC(F ,K,m) are omitted
here but can be found in [6, Sec.V]. We only present the
essential information of CC(F ,K,m) which will be used in
the next subsection. Each file Ff ∈ F is divided into CmK
non-overlapped subfiles. Then each file can be expressed as
Ff = (Ff,T |T ⊂ K, |T | = m), where T is any subset of K
consisting of m different elements. During the delivery phase,
the BS multicasts XS = ⊕s∈SFfs,S\{s} to all users, where
S ⊂ K with |S| = m+ 1 and ⊕ denotes the XOR operation.
It has been shown in [6] that
Qcod,AC = C
m+1
K
Q
CmK
= Q
K −m
1 +m
(bits).
Computation of Qcod,BH: Since the BS randomly stores
parts of every file in its cache, the probability that a bit in
file Ff ∈ F is prefetched at the BS cache is p = MbN . Now
consider the transmission of signal XS . Each bit in XS is the
XORed of m+ 1 bits from m+ 1 different files. If these bits
are available at the BS cache, there is no need to send this
XORed bit through the backhaul. Otherwise, the data centre
sends this XORed bit through the backhaul to the BS. Because
these m + 1 files are independent, the probability that this
XORed bit is not sent through the backhaul is pm+1. In other
words, the probability that a XORed bit in XS is sent through
the backhaul is 1 − pm+1. Since there are Qcod,AC XORed
bits, the total bits sent through the backhaul is
Qcod,BH = (1− pm+1)Qcod,AC
=
(
1−
(Mb
N
)m+1)Q(K −m)
m+ 1
.
Case 2: 0 < Mu < N
This subsection calculates the throughput on the backhaul and
access links for arbitrary values of the BS and user cache
size. Let m ∈ Z? and 0 < δ < 1 such as Mu = (m +
δ)NK . For every file Ff ∈ F , we divide it into two parts: F 1f
consisting of the first (1− δ)Q bits and F 2f consisting of the
remaining δQ bits. Then the original library F is decomposed
into two disjoint sub-libraries F1 = {F 11 , F 12 , . . . , F 1N} and
F2 = {F 21 , F 22 , . . . , F 2N}. Note that the file size in F1 and F2
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is (1− δ)Q and δQ bits, respectively.
Cahe placement phase: The placement phase in this case
comprises of two steps. First, the data centre applies the
placement phase of CC(F1,K,m) on F1. After this step,
each user cache contains (1 − δ)MuQ bits. Then, it applies
CC(F2,K,m+ 1) on F2. This steps results in δMuQ bits on
each user cache. In total, each user cache is prefetched with
(1−δ)MuQ+δMuQ = MuQ bits, which satisfies the memory
constraint.
Delivery phase: We employ a time-splitting mechanism
to serve the user requests. As a result, the delivery phase
consists of two consecutive steps. First, the delivery phase of
CC(F1,K,m) is applied for F1. This will costs a throughput
(1−δ)Q(K−m)m+1 bits. Then the delivery phase of CC(F2,K,m+
1) is applied for F2, which results in additional δQ(K−m−1)m+2
bits4. Therefore, the total throughput on the access links is
Qcod,AC = (1− δ)QK −m
m+ 1
+ δQ
K −m− 1
m+ 2
.
We observe that the probability that each XORed bit in
F1 and F2 is stored at the BS cache is qm+1 and qm+2,
respectively. Therefore, the backhaul throughput in this case
is
Qcod,BH = (1− δ)
(
1− qm+1)QK −m
m+ 1
+ δ(1− qm+2)QK −m− 1
m+ 2
.
Proposition 2 derives the aggregated throughput on the access
links under the coded-caching strategy for arbitrary values
Mu ∈ [0, N ]. When δ = 0 and KMuN ∈ Z?, the result is
shorten as KQ(1−Mu/N)1+KMu/N , which can also be found in [6]. Note
that [6] derives the access link’s throughput only for limited
values of Mu such as KMuN ∈ Z. In other words, Proposition 2
generalizes the result in [6] for arbitrary values of the user
cache size.
B. Transmission model
This subsection describes the transmission of the requested
files from the BS to users. Let hk ∈ CL×1 denote the
channel vector from the BS antennas to user k, which follows
a circular-symmetric complex Gaussian distribution hk ∼
CN (0, σ2hkIK), where σ2hk is the parameter accounting for
the path loss from the BS antennas to user k. Perfect channel
state information (CSI) is assumed to be available at the BS. In
practice, robust channel estimation can be achieved through the
transmission of pilot sequences. When a user requests a file, it
first checks its own cache. If the requested file is available in its
cache, it can be served immediately. Otherwise, the user sends
the requested file’s index to the data centre. If the requested
file is not at the BS cache, it will be sent from the data centre
via the backhaul. Then the BS transmits the requested file to
the user via the access links.
4This time-splitting mechanism can be seen as an implementation scheme
to achieve the memory-sharing performance in [6].
1) Signal transmission for uncoded caching strategy:
The data stream for each user under the uncoded caching
method is transmitted independently. Denote Fd1 , . . . , FdK
as the requested files from user 1, . . . ,K, respectively, and
F¯d1 , . . . , F¯dK as parts of the requested files which are not at
the user cache. First, the BS modulates F¯dk in to corresponding
modulated signal xk and then sends the precoded signal
through the access channels. Denote wk ∈ CL×1 as the
precoding vector for user k. The received signal at user k
is given as yk = hHk wkxk+
∑
l 6=k h
H
k wlxl+nk, where nk is
Gaussian noise with zero mean and variance σ2. The first term
in yk is the desired signal, and the second term is the inter-user
interference. The signal-to-interference-plus-noise ratio at user
k is SINRk =
|hHk wk|2∑
l6=k |hHk wl|2+σ2
. The information achievable
rate of user k is
Runc,k = B log2 (1 + SINRk) , 1 ≤ k ≤ K, (1)
where B is the access links’ bandwidth.
The transmit power on the access links under the uncoded
caching policy is Punc =
∑K
k=1 ‖ wk ‖2 .
2) Signal transmission for coded caching strategy: Obvi-
ously, one can use the transmission design derived for the
uncoded caching to delivery the requested files in the coded-
caching method. However, since the coded caching strategy
transmits a coded message to a group of users all users
during the delivery phase, using the orthogonal beams might
result in resources inefficiency. Thus, we employ physical-
layer multicasting [30] to precode the data for the coded
caching strategy.
In the coded caching strategy, the BS will send Cm+1K coded
messages (of length QCmK bits) in total to the users, each of
which is received by a subset of m+ 1 users [6]. Denote by
S ⊂ K an arbitrary subset consisting of m + 1 users, and
by S = {S | |S| = m + 1} all subsets of m + 1 users.
Obviously, |S| = Cm+1K . For convenience, we denote XS as
the coded message targeted for the users in S. The received
signal at user k ∈ S is given as yk = hHk wSxS + nk, where
wS is the beamforming vector for the users in S and xS is
the modulated signal of XS . The achievable rate for the users
under physical-layer multicasting is
Rcod,S = min
k∈S
{
B log2
(
1 +
|hHk wS |2
σ2
)}
. (2)
The transmit power on the access links under the coded
caching policy is Pcod =‖ wS ‖2 .
III. ENERGY-EFFICIENCY ANALYSIS
This section analyses the EE performance of the two
caching strategies.
Definition 1 (Energy efficiency): The EE measured in
bit/Joule is defined as:
EE =
KQ
EΣ
,
where KQ is the total requested bits from the K users and
EΣ is the total energy consumption for delivering these bits.
Since the cache placement phase in off-line caching occurs
much less frequently (daily or weekly) than the delivery phase,
IEEE TRANS. WIRELESS COMMUN., VOL. X, NO. X, PP. -, 2018. PERSONAL USE IS PERMITTED, BUT REPUBLICATION/REDISTRIBUTION REQUIRES IEEE PERMISSION5
we assume the energy consumption in the placement phase is
negligible and thus EΣ is the energy cost in the delivery phase
[6], [16].
A. EE analysis for uncoded caching strategy
The total energy cost under the uncoded caching policy
is given as Eunc,Σ = Eunc,BH + Eunc,AC, where Eunc,BH
and Eunc,AC are the energy cost on the backhaul and access
links, respectively5. To compute the energy consumption on
the access links, we note that each user requests Qunc,ACK
bits. The uncoded caching strategy sends these bits to each
user independently via unicasting. Since user k requests a
file at rate Runc,k, it takes
Qunc,AC
KRunc,k
seconds to complete the
transmission. Therefore, the total energy consumed on the
access links is calculated as
Eunc,AC =
Qunc,AC
KRunc,k
Punc = Q(1− Mu
N
)
K∑
k=1
‖ wk ‖2
Runc,k
.
Sine the backhaul link provides enough capacity to serve the
access network, the energy cost on the backhaul is modelled
as
Eunc,BH = ηQunc,BH = ηKQ
(
1− Mu
N
)(
1− Mb
N
)
,
where η is a constant. In practices, η can be seen as the pricing
factor used to trade energy for transferred bits [16]. The actual
value of η depends on the backhaul technology.
Therefore, the EE under the uncoded caching strategy is
given as
EEunc =
K(
1− MuN
) (
ηK
(
1− MbN
)
+
∑K
k=1
‖wk‖2
Runc,k
) . (3)
It is observed from (3) that EEunc is jointly determined by
the cache capacities Mu and Mb and the transmitted power
on the access links.
B. EE analysis for coded caching strategy
The energy cost on the backhaul link under the coded
caching policy is given as Ecod,BH = ηQcod,BH, where
η is the pricing factor. In order to calculate the energy
consumption on the access links, Ecod,AC, we note that the
BS multicasts the coded information XS to the users in S.
With the rate Rcod,S , it takes
Qcod,AC
Cm+1K Rcod,S
seconds to send
XS . The total energy consumed by the BS in this case is
Ecod,AC =
Qcod,AC
Cm+1K
∑
S∈S
Pcod,S
Rcod,S
. Therefore, the EE under
the coded caching strategy is given as
EEcod =
KQ
Ecod,Σ
=
KQ
ηQcod,BH +
Qcod,AC
Cm+1K
∑
S∈S
Pcod,S
Rcod,S
. (4)
From Proposition 2 we obtain
EEcod =
1+KMuN
(1−MuN )
(
η
(
1−
(
Mb
N
)KMu
N
+1
)
+ 1
C
m+1
K
∑
S∈S
‖wS‖2
Rcod,S
) .
Similarly, the EE under the coded-caching is determined by
the BS and user storage capacity and the transmit power on
the access links.
5In practice, EΣ also includes a static energy consumption factor.
C. Comparison between the two strategies
In general, the comparison between the two caching meth-
ods is complicated due to the contributions of many system
parameters. In some cases, e.g., KMuN ∈ Z?, however, it
is possible to explicitly reveal each method’s performance.
Assuming that all users are served at the same rate, e.g.,
Runc,k = Rcod,S = γ,∀k,S.
1) Free-cost backhaul link: This occurs when the BS cache
is large enough to store all the files, e.g., Mb = N or η = 0.
All the requested files are available at either user cache or BS
cache. Consequently, we have:
EEunc =
K(
1− MuN
)
Punc
γ
, EEcod =
1 + KMuN(
1− MuN
)
Pcod
γ
.
When the two methods use the same transmit power on the ac-
cess links, i.e., Punc = Pcod, we have EEunc > EEcod. In gen-
eral, the coded caching strategy will achieve a higher EE than
the uncoded caching method when Mu >
(
Pcod
Punc
− 1K
)
N .
2) Mb = 0: In this case, all the requested files which are
not at the user cache will be sent from the data centre, and
thus
EEunc =
1(
1−MuN
) (
η+ PuncγK
) , EEcod = 1 + KMuN(
1−MuN
) (
η + Pcodγ
) .
It is observed that the coded-caching strategy achieves higher
EE than the uncoded caching method for the same transmit
power since KMuN > 0 and
Punc
K < Pcod.
IV. ENERGY-EFFICIENCY MAXIMIZATION IN
EDGE-CACHING WIRELESS NETWORKS
We aim at maximizing the EE in edge-caching wireless
networks under the two caching strategies. The general op-
timization problem is formulated as follows:
Maximize
{wk}Kk=1,w
EE s.t. QoS constraint, (5)
where EE ∈ {EEunc,EEcod} and Rk ∈ {Runc,k, Rcod}
which are given in Section II-B.
A. EE maximization for uncoded caching strategy
Let γk denote the QoS requirement of user k (bits per
second). Without caching, it takes tk = Qγk seconds to send
user k the requested file. However, since parts of the requested
files are available in the user cache, the BS needs to send only
(1 − MuN )Q bits to user k. Therefore, the rate requirement
taking into account the user cache is γ¯k = (1 − MuN )Q/tk =
(1 − MuN )γk. It is observed from (3) that for a given net-
work topology, the BS and user cache memories are fixed.
Therefore, maximizing the EE is equivalent to minimizing the
transmit power. Therefore, the problem (5) is equivalent to the
following problem:
Minimize
{wk∈CL}Kk=1
K∑
k=1
‖wk ‖2
Runc,k
, s.t.
|hHk wk|2∑
l 6=k
|hHk wl|2+σ2
≥ ζk,∀k,
(6)
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where the rate constraint is replaced by an equivalent SINR
constraint ζk = 2
γ¯k
B − 1.
1) Cost minimization by Zero-Forcing precoding: In this
subsection, we maximize the EE based on the ZF design be-
cause of its low computational complexity. Since the direction
of the beamforming vectors are already defined by the ZF, only
transmitting power on each beam needs to be optimized. Let
pk, 1 ≤ k ≤ K, denote the transmit power dedicated for user
k. The precoding vector for user k is given as wk =
√
pkh˜k,
where h˜k is the ZF beamforming vector for user k, which is
the k-th column of HH(HHH)−1, with H = [h1, . . . ,hK ]T .
Theorem 1: Under the ZF design, the uncoded caching
strategy achieves the maximal EE given as
EEZFunc =
K(
1− MuN
) (
ηK
(
1− MbN
)
+
σ2
∑K
k=1 ζk‖h˜k‖2
γ¯k
) .
Proof: By definition, |hHl wk|2 = pkδlk, where δij is the
Dirac delta function. Therefore, the constraint in (6) becomes
pk
σ2 ≥ ζk,∀k. Consequently, the cost minimization problem is
formulated as follows:
Minimize
{ pk:pk≥0}Kk=1
K∑
k=1
akpk
log2(1 + akpk/σ
2)
(7)
s.t. pk ≥ ζkσ2,∀k,
where ak =‖ h˜k ‖2.
Consider a function f(x) = axlog2(1+bx) with a, b ≥ 0
in R+. The derivative of f(x) is f ′(x) = alog2(1+bx)
(
1 −
bx
log(1+bx)(1+bx)
)
> 0,∀x > 0. Therefore, the objective
function of (7) is a strictly increasing function in its supports.
Therefore, the optimal solution of (7) is achieved at p?k =
ζkσ
2, and the minimum transmit power is σ2
∑K
k=1 ζk ‖ h˜k ‖2.
Substituting this into EEunc, we obtain the proof of Theorem
1.
2) Cost minimization by Semi-Definite Relaxation: In this
subsection, we maximize the EE by design the beamforming
vectors and power allocation simultaneously. It is seen that
(6) is a NP-hard problem due to its non-convex objective
functions as well as the constraints. Therefore, we resort to
solve a suboptimal solution of (6) by minimizing the upper
bound of the objective function. Since it requires Runc,k ≥ γ¯k
to deliver the requested content to the users successfully, we
have ‖wk‖
2
Runc,k
≤ ‖wk‖2γ¯k . Due to the difference of transmission
time among the users, a user who has received the requested
file may not interfere the transmission of other users. Denote
Kt , {k | γ¯k ≤ Qt ,∀t ∈ [0, Qmink(γ¯k) ]} as the subset of active
users at the time of interest. Then the resorted problem is
stated as
Minimize
wk∈CL
∑
k∈Kt
‖wk ‖2
γ¯k
, s.t.
|hHk wk|2∑
k 6=l∈Kt
|hHk wl|2+σ2
≥ ζk,∀k.
(8)
We introduce new variables Xk = wkwHk ∈ CL×L
and denote Ak = hkhHk ∈ CL×L. Since |hHl wk|2 =
hHl wkw
H
k hl = Tr(hlh
H
l wkw
H
k ) = Tr(AlXk), we can
reformulate problem (8) as
Minimize
Xk∈CL×L
∑
k∈Kt
Tr(Xk) (9)
s.t. Tr(AkXk) ≥ ζk
∑
k 6=l∈Kt
Tr(AlXk)+ζkσ
2,∀k,
Xk  0, rank(Xk) = 1,∀k.
Problem (9) is still difficult to solve because the rank-one
constraint is non-convex. Fortunately, the objective function
and the two first constraits are convex. Therefore, (9) can be
effectively solved by the SDR which is obtained by ignoring
the rank one constraint. Since the SDR of (9) is a convex
optimization problem, it can be effectively solved by using,
e.g., the primal-dual interior point method [32]. Gaussian
randomization procedure may be used to compensate the
ignorance of the rank-one constraint in the SDR solution [31].
It has been shown that SDR can achieve a performance close to
the optimal solution [31]. From the solution X?k of the SDR of
(9), we obtain the precoding vector w?k. Substituting w
?
k into
(3) we obtain the EE of the uncoded caching strategy under
SDR design.
B. EE maximization for coded caching strategy
Given the QoS requirement γk, user k expects to receive
the requested file in tk = Qγk . Since each user receives only
CmK−1 coded messages out of C
m+1
K , the active time for user
k is C
m
K−1
Cm+1K
tk =
(m+1)Q
Kγk
. Therefore, the required rate for user
k is γ¯k = (
Q∗CmK−1
CmK
)/( (m+1)QKγk ) =
K−m
m+1 γk, where
Q∗CmK−1
CmK
is the number of coded bits sent to user k. Since the cache
memories (4) are constant, maximizing the EE is equivalent
to minimizing PcodRcod,S , where Rcod,S is given in (2). The
optimization problem in this case is stated as
Minimize
wS∈CL×1
‖wS ‖2
Rcod,S
, s.t. Rcod,S ≥ γ¯k,∀k ∈ S. (10)
We note that problem (10) optimizes the beamforming vector
for only a subset of users in S. Because PcodRcod,S is not convex,
we instead find a suboptimal solution of problem (10) by
minimizing the upper bound of PcodRcod,S , i.e.,
Pcod
Rcod,S
≤ Pcodγ¯min,S ,
where γ¯min,S = mink∈S γ¯k. By introducing a new variable
X = wHS wS ∈ CL×L, the reformulated problem is given as
Minimize
X∈CL×L
Tr(X)
γ¯min,S
, s.t.X  0; rank(X) = 1; (11)
Tr(AkX)≥σ2(2
γ¯min,S
B −1),∀k ∈ S.
We observe that the objective function and the constraints
of problem (11) are convex, except the rank-one constraint.
This suggests to solve problem (11) via SDR method by
ignoring the rank-one constraint. It is noted that the solution
of SDR does not always satisfy the rank-one condition. Thus,
Gaussian randomization procedure might be used to obtain the
approximated vector from the SDR solution [31]. From the
solution X? of problem (11), we obtain the precoding vector
w?S . Substituting w
?
S into (4), we obtain the EE for the coding
caching strategy.
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V. MINIMIZATION OF CONTENT DELIVERY TIME
In this section, we aim at minimizing the average time
for delivering the requested files to all users. In general,
the delivery time is comprised of two parts caused by the
backhaul and access links. In practice, the backhaul capacity
is usually much greater than the access capacity. Therefore,
we assume negligible delivery time on the backhaul link. It
is also assumed that the processing time at the BS is fixed
and negligible. Therefore, the total delivery time is mainly
determined by the access links.
A. Minimization of delivery time for uncoded caching strategy
We would like to remind here that the uncoded caching
strategy transmits independent data streams to the users. Let
tk be a time duration for the BS to transmit all the
Qunc,AC
K
requested bits to user k. Since the BS serves user k with rate
Runc,k, we have tk =
Qunc,AC
KRunc,k
seconds. The average delivery
time in the uncoded caching strategy is given as
τunc =
1
K
K∑
k=1
tk =
Q(1− MuN )
K
K∑
k=1
1
Runc,k
.
The minimization of τunc is formulated as
Minimize
{wk∈CL}Kk=1
Q(1− MuN )
K
K∑
k=1
1
Runc,k
(12)
s.t. Runc,k ≥ γ¯k,∀k;
K∑
k=1
‖wk ‖2≤ PΣ,
where the first constraint is to satisfy the QoS requirement
and PΣ is the total transmit power.
1) Zero-Forcing precoding design: Let h˜k be the ZF pre-
coding vector for user k, which is the k-th column of the ZF
precoding matrix HH(HHH)−1. The beamforming vector is
parallel to the ZF precoding vector as wk =
√
pkh˜k, where
pk is the power allocating to user k. Note that under the ZF
precoding, hHl h˜k = δlk, we thus have R
ZF
unc,k = log2(1+
pk
σ2 ).
Therefore, the problem (12) is equivalent to
Minimize
{ pk:pk≥0}Kk=1
Q(1− MuN )
K
K∑
k=1
1
log2(1 + pk/σ
2)
(13)
s.t.
pk
σ2
≥ ζk,∀k;
∑
k
pk ‖ h˜k ‖2≤ PΣ.
Proposition 3: Given the total power PΣ satisfying PΣ ≥
σ2
∑K
k=1 ζk ‖ h˜k ‖2, the problem (13) is convex and feasible.
Proof: We will show that PΣ ≥ σ2
∑K
k=1 ζk ‖ h˜k ‖2 is
the necessary and sufficient conditions of problem (13). It is
straightforward to see that the constraints of (13) are convex.
We will show that the objective function is also convex.
Indeed, consider the function f(x) = 1/ log2(1 + ax) in R+
with a > 0. The second-order derivative of f(x) is given as
f ′(x) = − a
log2(1 + ax)(1 + ax)
,
f ′′(x) =
a2
log22(1 + ax)(1 + ax)
2
+
a2
log2(1 + ax)(1 + ax)
2
.
TABLE I: ALGORITHM TO SOLVE (16)
1. Initialize AH , AL = ζ, and the accuracy .
2. AM = (AH +AL)/2.
3. Given AM , if (17) is feasible, then AL := AM .
Otherwise AH := AM .
4. Repeat step 2 and 3 until |AH −AL| ≤ .
It is verified that the second-order derivative is always pos-
itive, thus the objective function is convex in its support.
Consequently, this problem can effectively solved by efficient
algorithms, e.g., CVX [32].
Now assuming that the problem (13) is feasible. Then there
exists a solution {p¯k}Kk=1 which satisfies all the constraints.
From the first constraint, it is straightforward to verify that
PΣ ≥ σ2
∑K
k=1 ζk ‖ h˜k ‖2.
2) General beamforming design: Finding the optimal solu-
tion of the original problem (12) is challenging because of the
non-convex objective function. We instead propose to solve
(12) sub-optimally via minimizing the upper bound of τunc.
Since
τunc ≤ max{t1, . . . , tK} =
Q(1− MuN )
min{Runc,1, . . . , Runc,K} ,
and Q(1 − MuN ) is a positive constant, the suboptimal opti-
mization of (12) is formulated as
Maximize
{wk∈CL}Kk=1
min{Runc,1, . . . , Runc,K} (14)
s.t. Runc,k ≥ γ¯k,∀k;
∑
k
‖wk ‖2≤ PΣ.
By introducing an arbitrary positive variable x and resorting
to SINR constraint, the above problem is equivalent to
Maximize
x>0,{wk∈CL}Kk=1
x, s.t.
|hHk wk|2∑
l 6=k |hHk wl|2+σ2
≥ x, ∀k, (15)
x ≥ ζk;
∑
k
‖wk ‖2≤ PΣ,
We introduce new variables Xk = wkwHk and remind that
Ak = hkh
H
k . The problem (15) is equivalent to
Maximize
{Xk∈CL×L}Kk=1,x
x, s.t. x ≥ ζk;
∑
k
Tr(Xk) ≤ PΣ;
(16)
Tr(AkXk)− x
∑
l 6=k
Tr(AkXl) ≥ xσ2,∀k;
Xk  0; rank(Xk) = 1.
It is observed that the third constraint is convex for a given
x. Therefore, the SDR solution of problem (16), which is
obtained by ignoring the rank one constraint, can be solved
via bisection. The steps to solve are given in Table I.
find {Xk ∈ CL×L}Kk=1 (17)
s.t. Tr(AkXk)−AM
(∑
l 6=k
Tr(AkXl) + σ
2
)
≥ 0,∀k
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TABLE II: ALGORITHM TO SOLVE (19)
1. Initialize AH , AL = 2γ¯min,S − 1, and the accuracy .
2. AM = (AH +AL)/2.
3. Given AM , if (20) is feasible, then AL := AM .
Otherwise AH := AM .
4. Repeat step 2 and 3 until |AH −AL| ≤ .∑
k
Tr(Xk) ≤ PΣ; Xk  0,∀k.
B. Minimization of delivery time for coded caching strategy
The coded caching strategy multicasts the coded message
XS to the users in S. Since each XS contains Qcod,ACCm+1K bits,
the delivery time under coded-caching strategy is τcod =
Qcod,AC
Cm+1K
∑
S∈S
1
Rcod,S
, where Rcod,S is given in (2). Since
the transmissions of XS are independent, the optimization
problem of τcod becomes minimizing the delivery time of each
XS , as follows:
Minimize
wS∈CL
1
Rcod,S
(18)
s.t. Rcod,S ≥ γ¯min,S ; ‖wS ‖2≤ PΣ.
By introducing new variables x > 0, X = wSwHS ∈ CL×L
and using the equivalent SINR constraint, the above optimiza-
tion is equivalent to
Maximize
x,X∈CL×L
x (19)
s.t. Tr(AkX) ≥ xσ2,∀k ∈ S; X  0;
x ≥ 2γ¯min,S − 1; Tr(X) ≤ PΣ; rank(X) = 1.
Similar to the previous subsection, we observe that the first
constraint in (19) is convex for a given x. Therefore, the above
optimization can be solved via bisection and SDR by removing
the rank one constraint. The steps to solve are given in Table II.
find X ∈ CL×L (20)
s.t. Tr(AkX)−AMσ2 ≥ 0,∀k ∈ S
Tr(X) ≤ PΣ; X  0.
VI. NON-UNIFORM FILE POPULARITY DISTRIBUTION
In most practical cases, the content popularity does not
follow uniform distribution. In fact, there are always some
files which are more frequently requested than the others. In
this section, we consider arbitrary user content popularity and
the uncoded caching strategy. Let pk = {qk,1, . . . , qk,N} with∑N
n=1 qk,n = 1 denote the content popularity of user k, where
qk,n is the probability of the n-th file being requested from
user k.
The global file population at the BS is computed as follows:
qG,n =
1
K
K∑
k=1
qk,n. (21)
We consider general cache memories in which the user
caches’ size can be different. For convenience, let M0 (files)
denote the storage memory at the BS and Mk (files) denote
TABLE III: Simulation time in seconds, m = K − 1
K Coded Uncoded-
SDR
Uncoded-
ZF
4 0.197 0.384 8.7e-5
8 0.204 1.131 10e-5
the storage memory at user k. In the placement phase, each
user fills its cache based on the local file popularity until full.
Denote q˜k = Π(qk) and q˜G = Π(qG) as the sorted version
in decreasing order of qk and qG, respectively. Then user k
stores the first nk = Mk files in q˜k. Similarly, the BS stores
the first nG = M0 files in q˜G.
In the delivery phase, the users send their requested file
indices to the data centre.
Proposition 4: Let D = {d1, . . . , dK} denote a set of file
indices which are requested by the users. The total throughput
on the access links is given as
QAC(D) = Q
K∑
k=1
Ink(Πk(dk)) (22)
and the backhaul’s throughput is calculated as
QBH(D) = Q
K∑
k=1
InG(ΠG(dk)), (23)
where Πk(dk) is the new position of file dk after sorted by
Π(qk), and In(i) = 1 if i > n and 0 otherwise.
The proof of Proposition 4 is straightforward followed by
checking if the requested file is available at the BS or user
caches.
In this caching strategy, a user stores the whole file if it
is cached. Therefore, the BS will transmit only to a subset
of users K˜(D) = {k | Πk(dk) > nk} who do not cache the
requested files. In order to minimize the energy cost, the BS
applies the signal transmission design as follows:
Minimize
wk∈K˜(D)∈CL
∑
k∈K˜(D)
‖ wk ‖2
R˜unc,k
, (24)
s.t. R˜unc,k ≥ γ,∀k ∈ K˜(D),
where R˜unc,k = B log2
(
1 +
|hHk wk|2∑
k 6=l∈K˜(D) |hHk wl|2+σ2
)
.
The delivery time minimization problem is formulated as:
Minimize
wk∈K˜(D)∈CL
∑
k∈K˜(D)
Q
R˜unc,k
, (25)
s.t. R˜unc,k ≥ γ,∀k ∈ K˜(D).
The solution of problem (24) and (25) can be found by sim-
ilar techniques in Section IV-A and Section V-A, respectively.
VII. NUMERICAL RESULTS
This section presents numerical results to demonstrate the
effectiveness of the studied caching policies. The results are
averaged over 500 channel realizations. For ease of presen-
tation, the uncoded caching under the general beamformer
design using SDR in Section IV-A2 is named as SDR and
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Fig. 2: Energy efficiency of the two caching methods. (a) - EE v.s. normalized user cache size, cost-free on backhaul; (b) -
EE v.s. normalized user cache size; (c) - EE v.s. normalized user cache size with small values (d) - EE v.s. normalized BS
cache size.
the Zero-forcing design in Section IV-A1 is named as ZF in
the figures. Unless otherwise stated, the system setup is as
follows: L = 10 antennas, K = 8 users, N = 1000 files,
B = 1 MHz, η = 10−6 bits/Joule [16], σ2hk = 1,∀k, Q = 10
Mb, γk = 2 Mbps ,∀k.
A. Energy efficiency performance
We first study the two caching strategies when the energy
consumption on the backhaul is negligible. This occurs when
the BS cache is large enough to store all the files. In this
case, the EE only depends on the user cache size. Figure 2a
presents the EE of the two caching strategies as the function of
the normalized user cache size (the user cache size Mu divided
by the library size N ). The EE is plotted based on the optimal
precoding vectors obtained from Section IV. It is shown that
the uncoded caching under the SDR design achieves higher
EE than the coded caching when the normalized user cache is
less than 0.2. This result suggests an important guideline for
using the uncoded caching since the user cache is usually small
compared to the library size in practice. When the user cache is
capable of storing more than 20% of all the files, it suggests to
use the coded caching for larger system EE. It is also observed
that the uncoded caching under SDR design achieves higher
EE than the ZF for all user cache size. This is because the
SDR design is more efficient than the ZF precoding.
Figure 2b compares the EE for various user cache size when
Mb = 0.7N . In general, the coded caching method is more
efficient than the uncoded caching for most of user cache
size values. Increasing user cache capability results in larger
relative gain of the coded-caching compared with the uncoded
method. The uncoded caching under SDR design achieves
slightly better EE than the ZF design at small user cache sizes,
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however, at an expense of higher computational complexity as
shown in Table III. From the practical point of view, ZF design
is preferred in this case because of its low complexity. When
Mb increases, the SDR achieves significantly higher EE than
the ZF. Figure 2c presents the EE v.s. the user cache size
when both BS and user cache size are small. It is shown that
the uncoded caching strategy with either SDR or ZF design
outperforms the coded caching scheme in the observed user
cache sizes, which is in line with the result in Figure 2b.
Figure 2d compares the EE as a function of the BS cache
size when Mu = 0.5N . The result shows that the caching
at the BS has more impacts on both the caching strategies
when the BS cache size is relatively large. It is shown that the
coded-caching outperforms the uncoded caching for all values
Mb. It is also shown that the SDR design achieves higher EE
gain compared with the ZF as Mb increases.
Figure 3a presents the EE v.s. the normalized user cache
size of the uncoded caching algorithm under Zipf content
popularity distribution, i.e., qk,n = n
−α∑N
i=1 i
−α ,∀k. It is ob-
served that the SDR design significantly surpasses the ZF
design. In particular, at 40% library size of the user cache, the
SDR achieves almost 3 times EE higher than the ZF design.
Greater Zipf exponent factor results in higher EE for the both
designs. This is because the content distribution in this case is
more centralized at some files. Figure 3b plots the EE v.s. the
normalized BS cache size. Similarly, the SDR design achieves
higher EE than the ZF design. Also, the BS cache size has
smaller impacts on the system EE than the user cache size.
B. Delivery time performance
Figure 4 presents the delivery times of the two caching
strategies as a function of the user cache size with 8 users
and transmit power equal to 10 dB. It is shown that the
uncoded caching strategy with both designs outperforms the
coded counter part if the user cache is smaller than 30%
of the library. When the cache size is larger, the coded-
caching method achieves slightly smaller latency than the
uncoded caching strategy. This important observation suggests
the optimal caching algorithm in practical systems depending
on the memory availability at the edge nodes. It is also shown
that the delivery time of the uncoded caching strategy linearly
depends on the cache size. This can be seen from Proposition 1
that the network throughput in the uncoded caching linearly
depends on the cache size.
Figure 5 compares the delivery times of the two caching
algorithms for various transmit powers. Obviously, increasing
the transmit power will significantly reduce the delivery times
in both strategies. When the user cache size is small (Fig. 5a),
the uncoded caching strategies deliveries the requested files
faster than the coded caching method, which is in line with
the results in Fig. 4. When the user cache memory is capable
of storing more content (Fig. 5b), the coded caching strategy
is more efficient than the uncoded caching. It is also observed
that the SDR design only outperforms the ZF design for
small transmit power. This is because large transmit power
can supports optimal solution for both SDR and ZF designs.
Figure 6 plots the delivery times depending on the number
of users K. For small K, the uncoded caching strategy slightly
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Fig. 3: Energy efficiency of the uncoded caching algorithm
with Zipf content popularity distribution with different Zipf
exponents.
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Fig. 5: Delivering time of the two caching methods v.s. the
average transmit power.
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Fig. 6: Delivering time of the two caching methods v.s. the
number of users. Average transmit power is 10 dB, Mu =
0.4N .
outperforms the coded caching method. When K increases, the
coded caching tends to surpass the uncoded caching strategy.
In this case, the total cache size in the network is bigger in
which the coded caching algorithm is more effective.
VIII. CONCLUSIONS
We have analysed the performance of cache-assisted wire-
less networks under two notable uncoded and coded caching
strategies. First, we have expressed the energy efficiency
metric in closed-form expression for each caching strategy
as a function of base station and user cache sizes and the
transmit power on the access links. Based on the derived
closed-form, two optimization problems have been formulated
to maximize the system EE while satisfying a predefined user
rate requirement. Second, we have analysed the total delivery
time for each caching strategy and designed the beamforming
vectors to minimize the total delivery time. It has been shown
that the uncoded caching algorithm achieves higher EE than
the coded caching method only when the user cache size is
small and the BS cache is large enough.
Based on the studied work, several research directions can
be extended. One is to consider generic networks in which
the data centre is serving multiple base stations. In this case,
different backhaul constraints for each BS should be taken
into account when designing the caching algorithms. Another
direction is to consider the coded caching algorithm applied
to non-uniform content popularity. This requires a redesign of
both cache placement and delivery phases in order to take into
consideration differences in user preferences.
APPENDIX A
PROOF OF PROPOSITION 1
The proof can be found by similar techniques in [7, Sec.
II]. When a user requests a file, parts of the requested file are
in the user cache. Since the users’ requests are independent,
the requested files can be either the same or different.
For any integer number m, 1 ≤ m ≤ N , there are Nm ways
to choose m elements out of the set of size N , which can be
further expressed as
Nm =
m∑
l=1
aml CNl ,
where CNl , N !(N−l)! and aml is a constant. In the above
equation, aml CNl is the number of choices of m elements out of
N which contains l different elements. By using the inductive
method, we can obtain:
aml =
{
1, if l = 1 or m
mam−1l + a
m−1
l−1 , if 1 < l < m
For a choice comprising of l different values, the BS needs
to send lQ(1 −Mu/N) subfiles to the users. Therefore, the
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average access throughput is calculated as
Qunc,AC =
1
NK
K∑
l=1
lQaKl CNl
(
1− Mu
N
)
=
K∑
l=1
lQaKl
NK−l
(
1− Mu
N
) l∏
i=1
N − l + i
N
. (26)
It is observed that the library size N is usually very large
compared to K, thus N−l+iN ' 1,∀1 ≤ i ≤ l and
laKl
NK−l
'
{
0, if l < K
K, if l = K . (27)
From (26) and (27) we obtain:
Qunc,AC ' KQ
(
1− Mu
N
)
. (28)
To compute the backhaul throughput, we note that the
BS randomly cache MbN parts of every file. Therefore, the
probability that a bit is stored at the BS cache is MbN . Finally,
since the BS is the caching at the BS and users independent,
we obtain Qunc,BH in Proposition 1.
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