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CHAPTER 1
INTRODUCTION
The elementary particles in the universe are usually classified into two types: bosons and
fermions [1]. When we have a collection of many indinstinguishable quantum particles,
bosons and fermions follow different statistics. Bosons are symmetric under a particle
exchange operation while fermions are anti-symmetric. In general, bosons have interger
spins, and fermions have half interger spins [2]. Two fermions cannot occupy the same
state due to anti-symmetricity which is known as the Pauli exclusion principle [3]. On
the other hand, there is no such restriction for bosons to occupy a same state. The
symmetricity and anti-symmetricity results in Bose Einstein statistics for bosons and
Fermi Dirac statistics for fermions [4].
In 1924, Einstein theoretically predicted that bosons [5] can macroscopically occupy
the lowest energy state which is known as Bose Einstein condensatation (BEC). At the
time, the best candidate was 4He [6] but the signatures were very weak. The first gaseous
BEC was produced in the experiment in 1995 using rubidium 87 atoms [5]. Soon after
various isotopes were condensed including 7Li, 23Na, 39K, 41K, 52Cr, 85Rb, 87Rb, 133Cs,
170Yb, 174Yb [5], and more recently, 40Ca [7], 84Sr [8], 86Sr [9], 88Sr [10], 164Dy [11],
and 168Er. Molecules [12], quasiparticles such as magnons [13] and exitons [14], and
photons [15] have also been condensed.
BEC is a macroscopic quantum phenomena, and other such phenomena include
superfluidity and superconductivity [6]. When two condensed atomic clouds are brought
together, they do not form a uniform structure. They interfere instead, analogous to
two interfering light beams [16]. Due to the coherent nature of BEC, it can be used in
atom interferometry, which has much higher resolution than photons, since the atoms
have much smaller wavelengths. Atom interferometry has been used to measure the
gravitational redshift [17]; this can have a direct commercial application on petroleum
industry.
Another macroscopic quantum phenomena, superconductivity, was first experimen-
tally observed in 1911 by Heike Onnes who observed the disappearance of resistivity in
mercury when cooled below 4.2K [18]. The complete expulsion of magnetic fields in a
1
2 CHAPTER 1 INTRODUCTION
superconductor was discovered by Meissner and Ochsenfeld in 1933 which is known as
the Meissner effect [18]. Bardeen, Cooper, and Schrieffer proposed a microscopic theory
of superconductivity in 1957 that explained experiments satisfactorily [18], known as
the BCS theory. Their theory has been confirmed by numerous experiments [18], and
the superconductors that are explained by the BCS theory are classified as conventional
superconductors. Superconductors that cannot be explained by the BCS theory are
usually called unconventional superconductors. Most elemental superconductors are
conventional because they can be explained by the BCS theory. Unconventional super-
conductors include Sr2RuO4 [19], high temperature cuprate superconductors [20], and
iron based superconductors [21].
While superconductivity requires fermions to have interaction [18], bosons can con-
dense without interaction at low temperatures [4]. However, the atoms can be made to
interact strongly [5], adding complexity to theoretical prediction. By considering the
simplified contact interactions, the interaction adds a non-linear term in the Hamilto-
nian whose exact eigenfunctions are often unknown. The standard way to treat the
interaction is using the mean field approach which linearizes the interaction by expand-
ing the term about the expectation value [22]. After the linearization, the Hamiltonian
can be diagonalized, and we obtain approximate descriptions for superconductivity or
BEC.
The conventional treatments, however, are not without problems. For bosons, the
Bogoliubov decomposition replaces the field operator by is replaced by the expectation
value plus a small deviation [6]. Such a replacement is valid only at low temperatures
and in the weak interaction regime and breaks down when the expectation value becomes
small as temperature or interaction increases [23].
Here, we explore the analogy between statistical mechanics and quantum field theory
to derive the thermodynamic free energies [2, 1]. From the thermodynamic free energies,
we can obtain the equations of states by minimizing the free energies. The method we use
is the large-N based theory for bosons [24, 25], which is not perturbative in temperature
or the interaction strength. Here, N denotes the number of fictitious copies of the
original system, and we assume the copies of the system interact with an internal SU(N)
symmetry. After we develop the large-N theory, we will set N to the number of species
in the experiments. A satisfactory bosonic theory should respect the conservation laws,
be gapless, and have second order phase transition [22]. Large-N, unlike many other
theories, satisfy all three conditions [25]. Since it predicts a second order prediction,
large N theory allow us to investigate the critical regime. Importantly the large-N theory
reproduce the Bogoliubov theory at low temperatures and weak interactions. The large-
N theory is easier to express and manipulate in the path integral formalism. We first
setup the path integral using and introduce auxiliary fields to make the Lagrangian
quadratic in bosonic field. After integrating out the bosonic field, we use the stationary
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phase approximation for the remaining auxiliary fields. The large N expansion allows
us to calculate the BEC transition temperature shift of interacting boson in harmonic
trap which agree favorably with available experimental data [26].
As a second example, we consider a binary boson-fermion mixture. Such mixtures
have been realized in experiments [27, 28, 29, 30, 31, 32, 33, 34]. Since identical fermionic
atoms do not interact with themselves because Pauli exclusion principle suppress the two
body s-wave interaction, the fermionic field can be integrated out in the path integral
formalism. The fermions contribute to the effective boson-boson interaction. For the
remaining bosonic field, we apply the large-N theory to obtain the grand potential
which is a thermodynamic free energy in equilibrium [24]. By minimizing the grand
potential, we obtain the thermodynamic quantities. We found the singularities in the
thermodynamic potentials at low temperature and strong boson-fermion interaction,
which corresponds to a phase separation. By applying the lever rule, the constituents of
each phase is found [35]. By applying the large-N expansion we obtain phase diagram
for box potential and density profile for harmonic trap.
As for superconductors, the BCS theory was originally designed for equal population
of spins. However, under strong magnetic fields, Chandrasecka and Clonston [36, 37]
showend that the BCS state cannot be thermodynamically stable. Fulde and Ferrell [38],
and Larkin and Ovchinnikov [39] theoretically predicted that a spatially modulating
order parameter can have a lower free energy in the presence of strong magnetic field,
which is known as the FFLO state [38, 39]. To handle inhomogenious order parameters,
de Gennes generalized the Bogoliubov theory and proposed a set of self consisint equa-
tion called the BdG equation [40]. The BdG equation successfully explain inhomogious
structures made of superconductors and normal metals or insulators [41]. Following de
Gennes method, we use a modified version of Bogoliubov transformation to study inho-
mogenous superconductors and we use it in this thesis. We will use the BdG equation
to study small and thin superconductors in the presence of magnetic field.
There is another many-body approach to superconductors which is the Green’s func-
tion approach [6]. The Green’s function leads to a set of coupled equations, so one
usually expands the Green’s function around where the order parameter is small [6].
We also perform the calculation near the phase boundary and confirm that the Green’s
function gives us the same result as the BdG equation. Later in this thesis I will show
that this is not a coincidence: the Greens function and BdG equations are approxima-
tions to the minimization of the effective potential from the path integral formalism.
Therefore, by making suitable approximations within the path integral formalism, we
can reproduce the BdG equation and the Green’s function. This is a more general
scheme compared to previous work where the BCS theory was shown to be the leading
order of the fermionic large-N theory [42]. For superconductors, we show the equivalence
between path integral approach and the conventional methods such as the Bogoliubov
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de Gennes equations and Greens functions.
Using the three methods, path integral, Green’s functions, and BdG equation, we
study a thin and small superconductor under a tunable magnetic field parallel to the
superconductor. We theoretically consider different models with the s-wave or d-wave
pairing interaction [43]. The profiles of the order parameter distinguish the normal
state, BCS state, and FFLO state. By finding out the boundary between the different
states, we present the phase diagram. In the phase diagram, the boundaries found by
different methods agree well. Importantly, due to commensuration effect from the finite
size effect, we found the re-entrant FFLO state under strong magnetic field.
CHAPTER 2
THEORIES OF BOSE
EINSTEIN CONDENSATION
2.1 Noninteracting bosons
For noninteracting bosons, the Hamiltonian can be diagonalized exactly, The corre-
sponding Lagrangian in quadratic in the bosonic field, and the partition function can
be evaluated exactly. The grand-canonical partition function of a single component
Bose gas can be cast in an imaginary-time path-integral formalism [1].
Z[µ,β, j] = ∫ DφDφ∗e−SE(φ,φ∗,µ,β)+∫ d4xE(j∗φ+jφ∗), (2.1)
where the Euclidean action is
SE (φ,φ∗, µ, β) = ∫ d4xELE (φ,φ∗, µ) . (2.2)
Here, ∫ d4xE = ∫ d3x ∫ β0 dτ . For a nonrelativistic noninteracting Bose gas, the effective
Euclidean Lagrangian density is
LE = 1
2
~(φ∗∂φ
∂τ
− φ∂φ∗
∂τ
) − 1
2
(φ∗~2∇2
2m
φ + φ~2∇2
2m
φ∗) − µφ∗φ. (2.3)
In what follows we set ~ = 1, kB = 1, and 2m = 1. By introducing
Φ = ( φ, φ∗ )T , J = ( j, j∗ )T ,
G−10 = ⎛⎝ ∂∂τ − ∇
2
2m − µ 0
0 − ∂∂τ − ∇22m − µ⎞⎠ , (2.4)
SE can be written as
SE = ∫ d4xE (1
2
Φ†G−10 Φ − J†Φ) . (2.5)
5
6 CHAPTER 2 THEORIES OF BOSE EINSTEIN CONDENSATION
After the Gaussian integration of φ and φ∗, one obtains
Z[µ,β, j] = e− 12 tr logG−10 − 12 ∫ dxE(J†G0J) ≡ e−Seff , (2.6)
After a Legendre transform, one can obtain the grand potential
Γ[φc, φ∗c ] = ∫ d4xEJ†Φc + Seff, (2.7)
where the subscript c denotes the expectation values. For static homogeneous fields,
the effective potential is Veff = Γ/(βΩ), where Ω is the volume. Using the relation
δΓ
δφ∗ = j = ∫ d4xG−10 Φ, we rewrite Veff in terms of the expectation value of Φ as
Veff = 1
2
Φ†G−10 Φ +∑
k
(ωk
2
+ 1
β
ln (1 − e−βωk)) , (2.8)
where ωk = k−µ and k = k22m . The summation over ωk/2 is the zero point energy, and it
will be absorbed to the definition of Veff . The last term in Veff comes from the trace log
term, whose derivation is summarized in section 2.5.1. For static homogeneous fields,
only −µφ∗φ remains in the first term. The renormalized effective potential is
Veff = −µφφ∗ +∑
k
ln (1 − e−βωk)
β
. (2.9)
The expectation values of the fields can be found as the minimization conditions
of the effective potential. From
δVeff
δφ∗ = 0, we get −µφ = 0, which imposes the broken-
symmetry (BEC) condition that when φ = 0 in the normal phase, µ is finite and µ = 0
in the broken symmetry phase when φ ≠ 0. Importantly, Veff at the minimum is −p from
thermodynamics[24], where p is the pressure of the system.
The equations of state can be derived from δVeff/δφ∗ = 0 and − δVeffδµ = ρ. Explicitly,
−µφ = 0,
ρ = φφ∗ +∑
k
n(ωk). (2.10)
Here n(ωk) = [e ωkkBT − 1]−1 is the Bose distribution function. Eq. (2.10) is the desity
equation for noninteractiong bosons found in textbooks [35, 44]. In the normal phase,
φ = 0 and ωk = k − µ. In the broken symmetry phase, φ is finite, so µ = 0 and ωk = k.
By the U(1) symmetry of φ, we can choose φ to be real in the broken symmetry phase
and associate φ = √ρc with the condensate density ρc.
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V(r)
r(r)
Figure 2.1 Local Density Approximation (LDA) slices the system into pieces and treats them
as locally uniform system.
2.2 Local density approximation
To evaluate the Tc shift of a trapped Bose gas, the full density profile needs to be
constructed because the emergence of BEC at the trap center depends on the particle
density at the center, which has to be determined from a consistent density profile in the
whole trap. While most mean-field theories are designed for uniform quantum gases, a
powerful tool called the local density approximation (LDA) allows one to construct a
full density profile by slicing the system into pieces and treating each piece as a locally
uniform system [45, 5]. By sewing all the pieces with a smooth profile of the chemical
potential, an approximated density profile can be obtained. The LDA has been applied
to trapped quantum gases and proved to be a versatile treatment [45, 46, 47, 48, 49].
In LDA, we neglect the Laplacian term compared to chemical potential in the inverse
Green’s function, which works if the harmonic potential varies slowly.
2.2.1 Algorithm of local density approximation
LDA has been used to calculate the transition temperature of noninteracting bosons
in a harmonic trap, and it agrees with the exact result obtained using the harmonic
oscillator energy eigenvalues. We use LDA and absorb the external potential into the
chemical potential by setting µ(r) = µ(r = 0)−V (r) to evaluate the local densities which
will give the total particle number when integrated over space. Fig. 2.1 summarizes the
procedure. In the next section we give an example of noninteracting bosons.
2.2.2 Tc of noninteracting bosons in harmonic trap
At first look the LDA may not accurately describe finite-temperature phenomena like the
BEC transition. We begin by checking the validity of LDA for a noninteracting trapped
Bose gas at its transition temperature. According to the Bose-Einstein statistics, the
number of bosons in excited states is given by
NBT =∑

1
exp(β ( − µ)) − 1 . (2.11)
8 CHAPTER 2 THEORIES OF BOSE EINSTEIN CONDENSATION
Here µ is the chemical potential, β = 1/(kBT ) and we set the Boltzmann constant
kB = 1. For a homogeneous noninteracting Bose gas, the BEC temperature is the lowest
T satisfying NBT /Ω = ρ with µ = 0 in the thermodynamic limit, where ρ is the particle
density, Ω is the system volume, and 0 is the single-particle ground-state energy. For
a parabolic energy dispersion k = ~2k2/(2m) with wave vector k, the Planck constant
divided by 2pi, ~, and particle mass m, it can be shown that [6]
T 0,homoc = ( ρζ(3/2))2/3 2pi~2mkB , (2.12)
where the superscript 0 denotes quantities of a noninteracting Bose gas and ζ(x) is the
Riemann zeta function.
For noninteracting bosons in a harmonic trap, the energy eigenvalues are En1,n2,n3 =
~ω (n1 + n2 + n3)+ 32~ω, where ω denotes the trap frequency. The total particle number
is [50, 51]
NB = ∑
n1,n1,n3
1
exp [β~ω (n1 + n2 + n3) + β (E0 − µ)] − 1 . (2.13)
T 0c is the lowest temperature when the equation is satisfied with µ = E0 = (3/2)~ω in
the thermodynamic limit, which can be calculated analytically [52, 23]. Explicitly,
T 0c = ( NBζ(3))1/3 ~ωkB . (2.14)
One may also apply the LDA to obtain the Tc of a trapped noninteracting Bose gas.
By approximating the energy dispersion with a parabolic one  = E0 + ~2k22m + 12mω2r2
in Eq. (2.11) and replacing the summation by integrals over space and momentum, one
obtains the bosons in the thermal cloud as
NBT = (kbT~ω )3 g3/2(e(µ−E0)/kBT ), (2.15)
where gs(z) = ∑∞k=1 zkks is the polylogarithm [53]. We will redefine µ as the chemical
potential measured from the zero-point energy of the system, so µ −E0 → µ from here
on. By expanding the series around βµ = 0 with NBT = NB, the leading order gives
Eq. (2.14) and next order reproduces the leading-order finite-size correction presented
in Eq. (2.16). Therefore, the validity of LDA has been established for noninteracting
Bose gases.
Higher-order correction from finite NB can be found from Eq. (2.13) by applying
the Euler-Maclaurin formula [50, 51] or turning the summand into a geometric series
and then carrying out the summation by expanding around β~ω = 0 resulting in poly-
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logarithmic functions [54, 55, 56]. Explicitly,
δT 0c
T 0c
= − ζ(2)
2(ζ(3))2/3N−1/3B ≈ −0.73N−1/3B . (2.16)
The correction decays with NB and is present regardless of self-interactions. In exper-
iments those finite-size corrections are discarded by taking the difference of the results
from two similarly prepared systems at different interaction strengths [26].
Ref. [57] derived the next order correction to the T 0c shift due to finite NB by using
the LDA with an expansion of µ/kBT . However, Ref. [58] points out an ambiguity in
the definition of the critical temperature because of finite-size effects. Thus, the next
order correction from finite particle number may not provide a better pointer to the
critical regime than the first order term when compared to numerical results. Here
we will focus on systems with well-defined thermodynamic limit and will not include
corrections from finite particle number already present in the noninteracting system in
our later discussions.
The leading-order large-N theory and its generalization both exhibit second order
transition and is not temperature restrictive [59, 25]. By using the LDA, we calculate
the trap density profile and estimate Tc for trapped interacting Bose gases. To compare
atomic clouds with the same total particle number, we impose the following condition
to fix the total particle number NB.
NB = ∫ d3xρ(x). (2.17)
2.3 Large-N based theories
2.3.1 Leading-order large-N theory
The grand-canonical partition function of a single component Bose gas can be cast in
an imaginary-time path-integral formalism [6, 24]. Explicitly,
Z(µ,β, j) = ∫ DφDφ∗e−SE(φ,φ∗,µ,β)+∫ d4x(j∗φ+jφ∗). (2.18)
ere β = (kBT )−1, µ is the chh contact interactions, the effective Euclidean Lagrangian
density is
L = 1
2
~(φ∗∂φ
∂τ
− φ∂φ∗
∂τ
) − 1
2
(φ∗~2∇2
2m
φ + φ~2∇2
2m
φ∗) −
µφ∗φ + 1
2
λ (φ∗φ)2 . (2.19)
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Here λ is the bare coupling constant. By introducing
Φ = ( φ, φ∗ )T , J = ( j, j∗ )T ,
G¯−10 = ⎛⎝ ∂∂τ − ∇
2
2m 0
0 − ∂∂τ − ∇22m ⎞⎠ , (2.20)
SE can be written as
SE = ∫ d4xE (1
2
Φ†G¯−10 Φ − J†Φ + 12λ (φ∗φ)2 − µφ∗φ) . (2.21)
The large-N expansion introduces N copies of the original systems with φn, n =
1,2,⋯,N , rescale the coupling constant as λ/N , and sort the Feymann diagrams by
powers of 1/N . For the single-species Bose gas studied here, we follow Ref. [24] and
introduce an auxiliary field α representing (λ/N)∑n φ∗nφn via the following identity:
1 = ∫ Dαδ (α − (λ/N)∑
n
φ∗nφn)
= C ∫ DαDχeχ(α−(λ/N)∑n φ∗nφn)λ , (2.22)
where C is a normalization factor and the χ integration runs parallel to the imaginary
axis [60]. After replacing ∑n φ†nφn by α/λ, the Gaussian integration of φn and φ∗n can
be performed and one obtains Z[J,Y,K] = ∫ DαDχe−Seff , where we have introduced
the sources Y and K for the auxiliary fields χ and α, respectively. Now we only include
up to the leading order of 1/N in the effective action. Higher-order corrections of the
1/N expansion can be constructed following Ref. [61]. After obtaining the leading-order
Seff, we set N = 1 for single-component bosons. Then,
Seff = ∫ d4xE (−1
2
J†G0J − αµ
λ
− αχ
λ
+ α2
2λ
−Kα − Y χ) +
1
2
Tr lnG−10 , (2.23)
G−10 is defined as G−10 ≡ G¯−10 + diag(χ,χ).
After a Legendre transform, one can obtain the grand potential
Γ[φc, φ∗c , χc, αc] = ∫ d4xE (J†Φc +Kαc + Y χc) + Seff. (2.24)
For static homogeneous fields, the effective potential is Veff = Γ/(βΩ). We rewrite Veff
in terms of the expectation value of Φ as
Veff = 1
2
Φ†G−10 Φ − αµλ − αχλ + α2λ +∑k ⎛⎝ωk2 + ln (1 − e
−βωk)
β
⎞⎠ , (2.25)
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where ωk = k + χ and k = k22m . The last term in Veff comes from the trace log term,
whose derivation is summarized in section 2.5.1. For static homogeneous fields, only
χφ∗φ remains in the first term.
The expectation values of the fields can be found as the minimization conditions
of the effective potential. From
δVeff
δφ∗ = 0, we get χφ = 0, which imposes the broken-
symmetry (BEC) condition that when φ = 0 in the normal phase, χ is finite and χ = 0
in the broken symmetry phase when φ ≠ 0. The condition δVeffδα = 0 fixes the relation
between χ and α by
χ = α − µ. (2.26)
Since Veff is ultraviolet divergent, the theory needs to be renormalized. Ref. [24] detailed
the renormalization of the leading-order large-N theory, and a brief summary is given
in Appendix 2.5.2. The renormalized effective potential is
Veff = −α2
2λ
+ φφ∗(α − µ) +∑
k
ln (1 − e−βωk)
β
. (2.27)
Here renormalized physical quantities are used. Importantly, Veff at the minimum is −p
from thermodynamics, where p is the pressure of the system [24]. Physical observable
states correspond to the minima of the Veff .
The equations of state can be derived from δVeff/δφ∗ = 0, δVeffδα = 0 and − δVeffδµ = ρ.
Explicitly,
(α − µ)φ = 0,
α
λ
= φφ∗ +∑
k
n(ωk),
α
λ
= ρ. (2.28)
Here n(ωk) = [e ωkkBT − 1]−1 is the Bose distribution function. In the normal phase, φ = 0
and ωk = k + α − µ. In the broken symmetry phase, φ is finite, so µ = α and ωk = k.
By the U(1) symmetry of φ, we can choose φ to be real in the broken symmetry phase
and associate φ = √ρc with the condensate density ρc.
2.3.2 LOAF theory
Here we briefly review the LOAF theory by skipping the derivation with N copies of the
fields and just presenting the leading-order 1/N theory with N set to 1. The detailed
derivation can be found in Refs. [25, 61]. In the LOAF theory, we introduce two auxiliary
fields χ and A representing the normal and anomalous densities. They can be introduced
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by inserting the following identity into the partition function Eq. (6.8).
1 = ∫ DχDADA∗
δ (χ −√2λφ∗φ) δ (A − λφ2) δ (A∗ − λ (φ∗)2)
= C′∫ DχDχ˜DADA˜DA∗DA˜∗
e
χ˜(χ−√2λφ∗φ)
λ e
A˜∗(A−λφ2)
λ e
A˜(A∗−λ(φ∗)2)
λ . (2.29)
Here C′ is a normalization factor, and the countour of integrations follow the description
below Eq. (2.22). Then the quartic term in φ can be replaced by
1
2
λ (φ∗φ)2 = 1
2
(2λ (φ∗φ)2 − λ (φ∗)2 φ2)
= 1
2
⎛⎝2λ( χ√2λ)
2 − λAA∗
λλ
⎞⎠ . (2.30)
With the quartic terms replaced, the action becomes
∫ d4xE(1
2
ΦG¯−10 Φ − µχ√
2λ
+ χ2
2λ
− AA∗
2λ
− J†Φ
− χ˜χ
λ
− A˜∗A
λ
− A˜A∗
λ
− sχ − S∗A − SA∗), (2.31)
where s, S, and S∗ are the source terms for the auxiliary fields, and G¯−10 = G˜−10 +⎛⎝
√
2χ˜ 2A˜∗
2A˜
√
2χ˜
⎞⎠. Here G˜−10 = diag( ∂∂τ − ∇22m ,− ∂∂τ − ∇22m). Performing the φ integral, the
effective action becomes
Seff = 1
2
Tr [ln (G¯−10 )] + ∫ d4xE (−12J†G¯0J − µχ√2λ + χ22λ−
AA∗
2λ
− χ˜χ
λ
− A˜∗A
λ
− A˜A∗
λ
− sχ − S∗A − SA∗) . (2.32)
To obtain the effective potential, we apply a Legendre transform and replace J in terms
of φ by using J = ∫ [dx]G¯−10 Φc. This leads to the grand potential
Γ = ∫ d4xE(ΦcJ† + sχc + S∗Ac + SA∗c ) + Seff
= 1
2
Tr [ln (G¯−10 )] + ∫ [dx] (Φ†G¯−10 Φ − µχ√
2λ
+ χ2
2λ
−
AA∗
2λ
− χ˜χ
λ
− A˜∗A
λ
− A˜A∗
λ
) . (2.33)
We dropped the subscript c denoting the expectation values.
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The equilibrium state corresponds to the theory at the minimum of Γ. Thus,
δΓ
δχ
= 0⇒ χ˜ = χ − µ√
2
. (2.34)
δΓ
δA∗ = 0⇒ A˜ = −A2 . (2.35)
δΓ
δA
= 0⇒ A˜∗ = −A∗
2
. (2.36)
At the minimum, Γ has the expression
Γ = ∫ d4xE(Φ†G¯−10 Φ − χ22λ + AA∗2λ ) + 12Tr [ln (G¯−10 )] , (2.37)
where
G¯−10 = ⎛⎝ ∂τ − ∇
2
2m + χ′ −A∗−A −∂τ − ∇22m + χ′ ⎞⎠ . (2.38)
Here χ′ = √2χ − µ. Following section 2.5.1, for homogeneous static fields we obtain
1
2
Tr [ln (G¯−10 )] = ∫ d4xE∑
k
[T ln (1 − e−ωkT ) + ωk
2
] , (2.39)
where ωk = √(k + χ′) 2 −AA∗ and the dispersion is gapless in the presence of BEC. For
homogeneous and static φ, the effective potential Veff = Γ/(βΩ) becomes
Veff = χ′φ∗φ − 1
2
A∗ (φ∗)2 − Aφ2
2
− (χ′ + µ)2
4λ
+ AA∗
2λ
+
∑
k
(ωk
2
+ T ln (1 − e−ωkT )) . (2.40)
The ultraviolet divergence in the summation is can be regularized following the proce-
dures described in Refs. [25, 61]. The effective potential after the regularization is shown
in Eq. (2.27), and its minimization and thermodynamic relations lead to the equations
of state shown in Eqs. (2.42)-(2.45).
The leading-order large-N theory is a conserving theory with a consistent thermo-
dynamic free energy. It also shows a second-order BEC transition. However, one major
issue with the leading-order large-N theory is its inconsistency with the Bogoliubov
theory of weakly interacting bosons at zero temperature [24]. Given theoretical and ex-
perimental support of the Bogoliubov dispersion of weakly interacting bosons near zero
temperature [22, 62], the leading-order large-N theory needs further improvement. The
main reason of the inconsistency is because the anomalous density representing pairing
correlations, A = λ⟨φφ⟩, is included in the Bogoliubov theory but not in the leading-
order large-N theory. By including the normal density composite field χ = √2λ⟨φ∗φ⟩
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and A, a similar large-N expansion leads to the LOAF theory [25, 61, 63, 64, 25], which
is fully consistent with the Bogoliubov theory in the weakly interacting regime.
The regularized LOAF effective potential is
Veff = χ′φ∗φ − 1
2
A∗ (φ∗)2 − Aφ2
2
− (χ′ + µ)2
4λ
+ AA∗
2λ
+
∑
k
(1
2
(ωk − k − χ′ + AA∗
2k
) + T ln (1 − e−ωkT )) , (2.41)
where χ′ ≡ √2χ − µ. From the minimization conditions,− δVeffδµ = ρ and δVeffδφ = δVeffδχ′ =
δVeff
δA∗ = 0, we arrive at the equations of state
ρ = µ + χ′
2λ
, (2.42)
0 = φ∗χ′ −Aφ, (2.43)
0 = −µ + χ′
2λ
+ ρc +∑
k
((k + χ′) (1 + 2n(ωk))
2ωk
− 1
2
) . (2.44)
0 = A
λ
− ρc −A∑
k
(1 + 2n(ωk)
2ωk
− 1
2k
) . (2.45)
In the BEC phase, we use the U(1) symmetry to choose the expectation value of φ to
be real and equal to
√
ρc with ρc being the condensate density.
The leading-order large-N theory has two phases: Above T > Tc it gives a normal
phase, where the condensate φ = 0 but the composite field χ > 0 playing the role
of the chemical potential. Below Tc it is a broken symmetry phase corresponding to
BEC, where the condensate φ > 0 and χ = 0 [24]. The LOAF theory, on the other
hand, predicts three possible phases: At high T it is a normal phase, where both the
condensate φ and the anomalous density A vanish. The composite field χ′ > 0 is related
to the chemical potential. Below Tc it is a broken symmetry (BEC) phase with φ > 0 and
A > 0. The composite field χ is related to A according to Eq. (2.43). Interestingly, there
is an intermediate-temperature superfluid phase in the regime Tc < T < T ∗, where the
condensate vanishes φ = 0 but the anomalous density remains finite, A > 0. The finite
A gives rise to a finite superfluid density as derived in Ref. [64]. In the intermediate-
temperature superfluid regime, the two composite fields χ and A are different and need
to be determined from a set of coupled equations.
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2.3.3 Tc shift Interacting bosons
The shift of Tc from its noninteracting value T
0
c in the presence of interactions has been
a great challenge. Even for a uniform Bose gas, it took a long time for results from
various studies to converge [26, 22, 47]. The issue has been settled more recently and
the leading-order shift is now believed to have a form of ∆T homoc /T 0,homoc = cρ1/3a, where
a is the s-wave two-body scattering length and c is a positive constant. Different values
of c have been reported using various analytic or numerical methods [22].
In a trapped Bose gas, a repulsive interaction flattens the density profile and lowers
the density at the trap center [45, 26]. As a consequence, the leading order of the Tc shift
for a trapped interacting Bose gas is believed to have the form δTc
T 0c
= c′ aaHN1/6B , where
c′ should be a negative number. Here aH = √ ~mω is the harmonic length. An early
theoretical analysis using the Popov approximation [65] provided an estimation of c′ by
introducing an approximated dispersion  = ~2k22m + V (r) + 2λnT (r) − µ into Eq. (2.11),
where V (r) = 12mω2r2 is the harmonic trap potential, λ is the coupling constant, and
nT (r) is the thermal particle density at radius r. After expanding the expression to the
first order in δTc, λ, and µ, the Tc shift to the first order due to interaction is found to
be δTc
T 0c
≈ −1.33 aaHN1/6B , which agrees well with later experiments [26]
An estimation of the second-order Tc shift has been shown in Ref. [66] by expanding
the distribution function in powers of the fugacity around βµ = 0, and the following
expression was obtained.
δTc
T 0c
= c1 a
λ0
+ (c′2 ln( aλ0) + c′′2)( aλ0)2 , (2.46)
where c1 = −3.426, c′2 = −45.86, and c′′2 = −155.0. However, corrections from the loga-
rithmic term were not reported in later experiments [26].
Instead of assuming small interaction strength and expanding around the noninter-
acting limit, we use a path integral formalism to formulate trapped interacting bosons
and apply the large-N expansion to find Tc. To handle the background harmonic trap,
we adjust the theory to fit the LDA framework. Obtaining a full density profile in a trap
is often a difficult task if a theory can only apply to a small range of temperature close
to T = 0 or T = Tc. This is because in a trap the local temperature scale T /T 0c (r) spans
a wide range. Here T 0c (r) is the critical temperature of a noninteracting Bose gas with
the same local density. Previous works on weakly interacting bosons have encountered
challenges. For instance, the Popov theory exhibits an artificial first order transition at
Tc [25, 67], and a higher-order large-N expansion used in Ref. [68] mainly focused on a
uniform system near its critical temperature.
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2.3.4 Leading-order Tc shift
As mentioned before, the leading-order Tc shift of a trapped Bose gas has been evalu-
ated in Refs [65] using the Popov approximation with the LDA. To compare with the
experimental results in Ref. [26], we introduce the thermal de Broglie wavelength of a
trapped noninteracting Bose gas with the same total particle number N at its critical
temperature, λ0 = √ 2pi~2mkBT 0c . The leading order in the Popov approximation is then
δTc
T 0c
= −3.4260 a
λ0
. (2.47)
For the leading-order large-N theory, the dispersion above Tc is ωk(r) = k2 + χ(r),
where χ(r) = λρ(r)−µ(r). When compared to the dispersion of the Popov approxima-
tion, the dispersion is almost identical if λ in the Popov approximation is replaced by
λ/2. This substitution leads to the Tc shift in the leading-order large-N theory as
δTc
T 0c
= −1.7130 a
λ0
. (2.48)
In the LOAF theory, the two critical temperatures T ∗ and Tc merge in the weakly
interacting regime [64]. Therefore, for analytic calculations we use the shift of T ∗ as a
proxy to estimate the Tc shift of a trapped gas in the weak interaction regime. From
the discussion of the LOAF theory, the local composite fields are χ′(r) = −µ(r)+2λρ(r)
by Eq. (2.26) and A(r) = 0 at T ∗, so Eq. (2.44) reduces to ρ(r) = ∑k n(ωk), where
ωk(r) = k2+V (r)+2λρ(r)−µ0. This dispersion is identical to the Popov approximation
to the lowest order in the coupling constant [65]. Following a similar calculation,
δTc
T 0c
= −3.4260 a
λ0
. (2.49)
Thus the leading order result of the LOAF theory agrees with the Popov theory and
experimental data [65, 26]. Our numerical results using the LDA agree well with the
leading-order estimations presented here.
2.4 Large-N based theories for trapped Bose gases
The large-N based theories can be formulated with the local density approximation
(LDA), where the trap potential V (r) is grouped with the chemical potential µ0 and
the local chemical potential µ(r) = µ0−V (r) is introduced. Then we search for a solution
consistent with the profile of µ(r) with a given NB. To find the density profile ρ(r) from
large-N based theories numerically, the following procedures have been implemented.
Since the total particle number NB and temperature T are given, one needs to find the
chemical potential µ0 satisfying Eq. (2.17). This also implies that µ0 is a function of T
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and the coupling constant. For harmonically trapped systems, the following units are
introduced. aH ≡ √ ~mω and E0 ≡ ~22ma2H . Then λ0aH = √2pi ( ζ(3)NB )1/6. This allows us to
use the following dimensionless quantities. kE0 = (kaH)2, V (r)E0 = ( raH )2, λE0a3H = 8pi aaH ,
and kBTE0 .
2.4.1 Leading-order large-N theory with LDA
We begin with the leading-order large-N theory with the LDA. At given T and a, µ0
should satisfy Eq. (2.17) with a density profile ρ(r) determined from the equations of
state on a grid discretizing the geometry. We have chosen the grid size small enough
that further reductions of the size do not change our results. Initially, a trial value of µ0
is guessed and we find the corresponding ρ(r). If BEC is present, we need to locate the
size of the condensate. This is equivalent to finding a critical radius rc where ρc(rc) = 0.
At r = rc the condition χ(rc) = ρc(rc) = 0 can be used in Eq. (2.26) and Eq. (2.28) to
obtain rc = √(µ0 − (mkBT2pi~2 )3/2 ζ (32)λ)( 2mω2 ).
Once rc is located, the density profile ρ(r) can be constructed with the information of
T and µ(r). If T < Tc, there is a condensate within r < rc, whose condensate density can
be found from ρc(r) = ρ(r) − ρT (r). In this region χ(r) = 0 due to the BEC condition,
so ρ(r) = µ(r)/λ by Eq. (2.26) and Eq. (2.28) gives us ρT (r) = ( kBT4piE0 ) 3/2ζ (32)a3H .
Outside the condensate region (r > rc), ρc(r) = 0 and one can solve Eq. (2.28) to obtain
ρ(r). After ρ(r) in the whole trap is found, µ0 can be evaluated by iteratively solving
Eq. (2.17) by treating µ0 as a function of N , T , and a.
Above Tc there is no condensate (ρc(r) = 0), and a similar procedure leads to µ0 and
ρ(r) as well. To find Tc, we tune the temperature so that rc = 0. This is the temperature
when the condensate is about to emerge. The relation between Tc and µ0(Tc) are fixed
by the expression of rc = 0, and Tc can be found by iteratively search for the solution
that satisfies Eq. (2.17) with given NB and a.
2.4.2 LOAF theory with LDA
As mentioned before, the LOAF theory for a uniform interacting Bose gas exhibits a
richer phase diagram with three distinct phases. For a trapped Bose gase below Tc,
there is a condensate at the center with ρc(r) > 0 and A(r) = χ(r) > 0. The condensate
vanishes at rc, where ρc(r ≥ rc) = 0 but A(rc) can still be finite. The anomalous density
vanishes at r = r∗, and outside r∗ the system is normal with ρc(r) = 0 and A(r) = 0.
To find the density profile and µ0 with given NB, T , and a, we solve Eq. (2.17)
iteratively with the following procedures. The initial value of µ0 is guessed and we
map out the corresponding ρ(r). Next we need to locate rc where ρc(rc) = 0. From
A(rc) = χ(rc) and ρ(rc) = 0, Eq. (2.45) and Eq. (2.44) allow us to determine χ(rc) and
µ(rc). Then rc can be inferred from µ0 − µ(rc). When r > rc, the anomalous density
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A(r) should decay to zero at r = r∗. Using A(r → r∗) → 0 in Eq. (2.45), one can find
χ(r∗), which can be used in Eq. (2.44) to find µ(r∗). Then r∗ is inferred from µ0−µ(r∗).
After determining rc and r
∗, we can map out the whole density profile. To find ρ(r)
in the condensate region, we set A(r) = χ(r) with a finite ρc(r). Multiplying Eq. (2.44)
by λ and subtracting Eq. (2.45) lead to an equation for χ(r). After solving for χ(r), we
can get ρ(r) from Eq (2.42) with µ(r) and χ(r). In the region between rc and r∗, A(r)
and χ(r) are found by solving Eq. (2.44) and Eq. (2.45) simultaneously. Once χ(r) is
found, ρ(r) is again obtained by Eq. (2.42). Outside r∗, A(r) = 0 and only Eq. (2.44)
needs to be solved, which will give us χ(r) and thus ρ(r). After ρ(r) is obtained in all
regions, µ0 is solved iteratively by Eq. (2.17), where the integral is split over different
regions determined by rc and r
∗.
The critical temperature corresponds to a density profile with rc = 0 when the
condensate at the center is about to emerge. The condition rc = 0 fixes the relation
between Tc and µ0 at the center by Eq. (2.45) with ρc(rc) = 0 and χ(rc) = A(rc), and we
only need to find r∗ and the whole density profile. Then by solving Eq. (2.17) iteratively
we obtain Tc from the LOAF theory with the LDA.
2.5 Details of large-N based theories
2.5.1 Calculation of Tr ln G¯−10
To evaluate the Tr ln G¯−10 term in the effective action, we define I(s) as
I(s) ≡ 1
2
∫ d4x∫ d3k(2pi)3T∑n log (ω2n + ω2k + s) , (2.50)
where ωn = 2npi/β is the bosonic Matsubara frequecy and ωk is the energy dispersion.
It can be shown that I(0) = 12Tr [ln (G¯−10 )] [1, 2]. Then,
∂I(s)
∂s
= 1
2
∫ d4x∫ d3k(2pi)3T∑n 1ω2n + ω2k + s= 1
2
∫ d4x∫ d3k(2pi)3T ∮ 1((2piTz)2 + ω2k + s) (e2piiz − 1) (2.51)
where the contour encircles the real axis counterclockwise. We deform the contour
running on the upper complex plain to encircle the upper half complex plain and the
contour running on the lower complex plain to encircle the lower half complex plain,
both clockwise. Taking the residues on the imaginary axis, 2piTz = ±i√ω2k + s, one
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obtains
∂I(s)
∂s
= 1
2
∫ d4x∫ d3k(2pi)3
⎛⎜⎜⎝ 1√ω2k + s
⎛⎜⎜⎝ 1e√ω2k+sT − 1 +
1
2
⎞⎟⎟⎠
⎞⎟⎟⎠ . (2.52)
Integrating it back and setting s = 0, we arrive at (apart from a constant)
I(0) = 1
2
∫ d4x∫ d3k(2pi)3 (T ln (1 − e−ωkT ) + 12ωk) . (2.53)
2.5.2 Renormalization of Veff
Here we follow Ref. [24] to renormalize Veff of leading-order large-N theory. The renor-
malized coupling constant can be defined as
1
λR
= − δVeff
δαδα
. (2.54)
For the leadin-order large-N theory, δVeffδαδα = − 1λ+ (regular terms). Thus, the renormalized
coupling constant can be identified as the bare coupling constant. This lead to λR =(4pi~2a/m), where a is the two-body s-wave scattering length [5]. By inspecting the
classical part −∂Veff∂χ ∣χ=0 = µλ , the renormalized chemical potential µR is given by
−∂Veff
∂χ
= µR
λ
= µ
λ
−∑
k
1
2
. (2.55)
The renormalized effective potential is
VR,eff = VR,0 +∑
k
ln (1 − e−βωk)
β
− (µR + χ) 2
2λ
+ χφ∗φ, (2.56)
where VR,0 is an infinite constant that absorbs the zero-point energy and may be
dropped. We define αR = µR + χ, too.
CHAPTER 3
THEORETICAL RESULTS
AND EXPERIMENTAL DATA
OF BEC
Part of the results presented here has been published in Tom Kim and Chih-Chun
Chien, Critical temperature of trapped interacting bosons from large-N based theories,
Phys. Rev. A 93, 033637 (2016) [59]. Here we explain the results in more detail and
supplement more information.
3.1 Results and Discussions
Since the thermodynamic limit has been taken in each slice of the LDA, the number-
fixing procedure, Eq. (2.17), serves to fix the units. In our calculations we set NB = 1000,
which corresponds to λ0aH = 0.8173. By choosing a different value of NB and scaling the
units accordingly, the coefficients in the expression of Tc shift remain the same.
Using the experimental data from Ref. [69] and subtracting finite-size effects, Ref. [70]
showed a Tc-shift curve as a function of a/λ0. Only linear and quadratic terms are used
over the range of experimental data and corrections from the logarithmic term suggested
in Ref. [66] was not found. We follow the clue and did not include the logarithmic term
when extracting the functional form of our results.
The Tc shift from the leading-order large-N theory with the LDA is presented in
Figure 3.1. The curve is almost linear with a/λ0 and has a very small curvature. A
fitting of the curve gives
δTc
T 0c
= −1.71 a
λ0
+ 4.55( a
λ0
)2 . (3.1)
When compared to the experimental data from Ref. [26], the coefficient of the leading-
order term is only half of the experimental value and the coefficient of the next-order
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Figure 3.1 Leading-order large-N theory with the LDA. (Left) Density profile with a/aH = 0.1
and T /Tc = 0.5. Here ρ0 is the density at the trap center. (Right) Tc curve (black solid line)
with a fit (red dashed line). The functional form is shown in Eq. (3.1). Here λ0
aH
= √2pi ( ζ(3)
N
)1/6
with N = 1000.
term is even farther away.
The Tc shift from the LOAF theory with the LDA is shown in Figure 3.2. The
density profile exhibit a density discontinuity at the boundary of superfluid and normal
phases, and we will comment on this behavior later on. For the weakly interacting
regime, a fitting of the Tc shift gives
δTc
T 0c
= −3.42 a
λ0
+ 52.00( a
λ0
)2 . (3.2)
When compared to the expression extracted from the experimental data of Ref. [26], we
found excellent agreements for the leading-order as well as the next-order terms. Due to
difficulties of formulating mean-field theories of trapped interacting Bose gases, to our
knowledge a theoretical evaluation of the quadratic term in the Tc shift has not been
available. The LOAF theory with the LDA thus may serve as a manageable mean-field
theory for describing the Tc shift of trapped interacting Bose gases.
A summary of the coefficients of Tc shift from large-N based theories and the ex-
perimental data of Ref. [26] is given in Table 3.1. One can see that by introducing
the anomalous density A = λ⟨φφ⟩ originally incorporated in the Bogoliubov theory, the
predictions of the Tc shift improve substantially from the leading-order large-N theory
to the LOAF theory. When compared to previous theoretical studies using the Popov
theory [65] allowing for an extraction of the leading-term coefficient, the large-N base
theories allow us to fit the functional form of the Tc shift with higher orders and ana-
lyze the trap density profiles. Moreover, the agreement between the LOAF theory and
experimental data from Ref. [26] does not require the logarithmic term from Ref. [66].
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Figure 3.2 LOAF theory with LDA. (a) and (c) show the trap profiles of the density and
condensate at T /Tc = 0.9 for a/aH = 0.0025 and a/aH = 0.04. The corresponding chemical
potentials are shown in (b) and (d), respectively. Discontinuities are observable at the boundary
separating superfluid and normal phases. (e) Tc shift (black solid line) with a fit (red dashed
line). The functional form is shown in Eq. (3.2). The greyed out area in the inlet indicate the
incompatible region where the density undergoes discontinuity.
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b1 b2
Leading-order large-N -1.71 4.55
LOAF - 3.42 52.00
Phenomenological Model - 3.38 30.35
Experiment [26] −3.5 ± 0.3 46 ± 5
Table 3.1
Comparsion of theoretical and experimental results. The Tc shift has the form
δTc
T 0c
= b1 aλ0 +
b2 ( aλ0 )2. The phenomenological model predicts a cubic term with a coefficient −152.5.
3.1.1 Incompatible behavior of LOAF theory with LDA
As shown in Fig. 3.2, the LOAF theory with the LDA exhibits an observable density
discontinuity between the superfluid and normal phases. The discontinuity increases as
a increases. We caution that, although density discontinuities were also found in the
Popov theory with the LDA [23], the origins of the discontinuities are very different. For
the Popov theory, a discontinuous first-order transition already emerges in a homoge-
neous interacting Bose gas [22, 23, 25]. In contrast, the LOAF theory predicts a smooth
second-order transition for homogeneous interacting Bose gases [26]. The discontinuity
in the trap profile of the LOAF theory comes from incompatibility of the theory with
the LDA requiring µ(r) to decrease quadratically in a harmonic trap. The incompati-
bility will be elaborated, and here we emphasize that the leading-order large-N theory
does not suffer from any density discontinuity even in the stronger interaction regime
(illustrated in Figure 3.1), but its predictions of the Tc shift do not agree quantitatively
with the experimental data of Ref. [26] as summarized in Table 3.1.
The density discontinuity of the LOAF theory can be analyzed as follows. For r ≥ rc,
ρc = 0 in Eq. (2.45). Thus, at rc and r∗ the following equation has to be satisfied with
different energy dispersions.
1 = λ∑
k
(1 + 2n(ωk)
2ωk
− 1
2k
) . (3.3)
The dispersion at r = rc is ωkc = √k(k + 2χ′c) with χ′c denoting the value of χ′ at rc. At
r = r∗, ω∗k = k+χ′∗ with χ′∗ denoting the value of χ′ at r∗. If χ′c is less than χ′∗, ω∗k will
always be greater than ωkc, so Eq. (3.3) cannot be satisfied by both dispersions. This
problem can be circumvented by making ω∗k less than ωkc at small k so that Eq. (3.3)
can be satisfied by both dispersions. This requires χ′c to be greater than χ∗k. However,
if λρ(r) does not decrease fast enough as r increases, χ′(r) = −(µ0 − 12mω2r2) + 2λρ(r)
can be a monotonically increasing function which forces rc greater than r
∗, so r∗ > rc
does not exist.
One solution is to force the LDA form of µ(r) and connect the superfluid and normal
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phases similar to the Maxwell construction. Then the solution exhibits a jump of A(r)
to zero at rc. Such a discontinuity in A(r) then cause a discontinuity in the density
profile according to Eq. (2.42). The incompatibility with the LDA is also hinted by
the behavior of µ as a function of T . In the LOAF theory of homogeneous Bose gases,
µ(T ) can be non-monotonic as T increases [25]. However, for a trapped Bose gas in
the LDA, the local chemical potential µ(r) = µ0− 12mω2r2 should decrease quadratically
as r increases. Since the particle density decreases with r and the local temperature
scale T (r) is determined by the local density, the temperature ratio T /T (r) increases
with r. Therefore, when the interaction is too strong and µ(T ) exhibits prominent
non-monotonicity, the LOAF theory cannot be pieced together in the LDA. We remark
that the leading-order large-N theory does not have such incompatibility with the LDA.
3.1.2 Phenomenological model
The incompatibility of the LOAF theory with the LDA leads us to contemplate possible
alternatives. One may re-derive the whole theory in real space with inhomogeneity.
The fields are no longer uniform and the equations of state will be coupled differential
equations. Solving the equations is not only numerically demanding, but also loses
transparency in explaining the underlying physics. Here we explore a phenomenological
alternative by requiring that the local anomalous density A(r), instead of the local
chemical potential µ(r), decays with a quadratic form. Explicitly, the condition A(r) =
A0 −E0(r/aH)2 is imposed and the anomalous density at the trap center, A0, needs to
be solved iteratively.
To obtain the density profile and corresponding chemical potential, A0 is guessed
initially and we use A(r) to map out ρ(r). Since A(r) has to vanish at r = r∗, we
have r∗/aH = √A0/E0. To find rc, we first find A(rc) by solving Eq. (2.45) at rc with
χ(rc) = A(rc). Then rc is found by rc/aH = √A0 −A(rc). Moreover, at rc one has
χ(rc) = A(rc) > 0, so rc cannot be greater than r∗. In the region r < rc, χ(r) = A(r) and
µ(r) is obtained by multiplying Eq. (2.44) by λ and subtracting Eq. (2.45). Then the
resulting equation can be solved to give χ(r). In the region rc < r < r∗, χ(r) is obtained
by solving Eq. (2.45) and then Eq. (2.44) is used to obtain µ(r). For r∗ < r, A(r) = 0
and we use the LDA for local chemical potential µ(r) = µ(r∗) − E0 ((r − r∗) /aH)2 to
finish the computation. Outside r∗, χ(r) is obtained by solving Eq. (2.44). After χ(r)
and µ(r) are found in all regions, ρ(r) can be inferred by Eq. (2.42). Then A0 is found
by iteratively solving Eq. (2.17) with given T and a.
As shown in Figure 3.3 (a)-(d), both the density profile and local chemical potential
of the phenomenological model are continuous in the whole trap. However, the local
chemical potential clearly exhibits a deviation from the conventional LDA. To contrast
the difference, the red dotted line shows an extrapolation according to the LDA with
µ(r) = µ20 −E0(r/aH)2, where µ0 is calculated to match the chemical potential of this
phenomenological model outside r∗. The non-monotonic local chemical potential as a
function of r confirms the incompatibility of the LOAF theory with the LDA, and with
a simple reformulation of the local anomalous density A(r) we restore continuity to the
trapped system.
Figure 3.3 further illustrates the phenomenological model for different interaction
strength close to Tc. Apparently, the deviation from the conventional LDA becomes
more prominent as the interaction increases. The deviation is understandable because
interactions should lead to corrections of the chemical potential in a many-body system,
and the simple assumption of grouping µ and the trapping potential V (r) at the bare
level may no longer hold. We caution that the model with an LDA form of A(r) is purely
phenomenological, and a full treatment of the LOAF theory with inhomogeneous fields
using numerical methods will eventually replace the phenomenological model and the
LDA.
The Tc shift predicted by the phenomenological model is shown in Fig. 3.3 (e). In
contrast to the LOAF theory with the LDA, there is no density jump in the profile
in the phenomenological model. By fitting the curve in a broader range of interaction
strength, we found the functional form of the Tc shift as
δTc
T 0c
= −3.382 a
λ0
+ 30.35( a
λ0
)2 − 152.5( a
λ0
)3 . (3.4)
The coefficient of the cubic term serves as a prediction for future experi-
mental measurements in stronger interaction regime. model. n the non-
monotonic behavior of µ and density in the phenomenological model.
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Figure 3.3 The phenomenological model discussed in Sec. 3.1.2. (a) Density profile
at a/aH = 0.01 and T = 0.9Tc. (c) Density profile at a/aH = 0.1 and T = 0.9Tc.
The condensate density ρc and total density ρ are normalized by the density at the
trap center, ρ0. The corresponding local chemical potentials are shown in (b) and
(d), respectively. The black solid lines are µ(r) obtained from the phenomenological
model and the red dotted lines are extrapolations using the LDA. (e) Tc curve (black
solid line) and a fit (red dashed line). The functional form is shown in Eq. (3.4).
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CHAPTER 4
THEORY OF BINARY
BOSON-FERMION
MIXTURE
Part of the results presented here has been published in Tom Kim and
Chih-Chun Chien, harmonic potentials: A path-integral study, Phys. Rev.
A 97, 033628 (2018) [71]. Here we explain the results in more detail and
supplement more information.
4.1 Path integral formalism of boson-fermion mix-
tures
The Hamiltonian of a binary Bose-Fermi mixture is
H = ∫ d3x(−1
2
(φ∗~2∇2
2mB
φ + φ~2∇2
2mB
φ∗) − 1
2
(ψ∗~2∇2
2mF
ψ + ψ~2∇2
2mF
ψ∗)
+1
2
λBB (φ∗φ)2 + λBFψ∗ψφ∗φ) . (4.1)
Here φ and ψ are the bosonic and fermionic fields, mB, mF , λBB, and
λBF are the boson mass, fermion mass, boson-boson coupling constant, and
boson-fermion coupling constant, respectively. The coupling constants can
be written as λBB = 4pi~2aBB/mB, and λBF = 2pi~2aBF (mB +mF )/mBmF ,
where aBB (aBF ) is the boson-boson (boson-fermion) two-body s-wave scat-
tering length. Since there is only one component of fermions, there is
no fermion-fermion interactions because the Pauli exclusion principle sup-
presses the s-wave scattering between identical fermions. In what follows,
we set ~ = kB = 1.
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Using the imaginary time formalism with τ = −it, the corresponding
Euclidean Lagrangian density can be found. After including the chemical
potentials µB and µF for the bosons and fermions and the source term for
the bosonic fields, we obtain
LE = 1
2
Φ†G−10BΦ − µBφ∗φ + 12λBB (φ∗φ)2 − J†Φ+ 1
2
Ψ†G−10FΨ − µFψ∗ψ + λBFψ∗ψφ∗φ. (4.2)
whereG−10B = diag (∂τ + ∇22mB ,−∂τ + ∇22mB ), G−10F = diag (∂τ + ∇22mF ,−∂τ + ∇22mF ),
Φ = ( φ, φ∗ )T, Ψ = ( ψ, ψ∗ )T, and J = ( j, j∗ )T. Here J is the
source coupled to Φ and the superscript T denote the transpose of a matrix.
The grand partition function is then
Z = ∫ DΦDΨe−SE , (4.3)
where SE = ∫ d4xELE is the Euclidean action, and d4xE = dτd3x. From
now on we will drop the subscript E.
Since the fermion contributions are quadratic, they can be integrated
out similar to the Peierls transition problem [2, 72]. Afterwards, the action
becomes an effective action for the bosons:
SB[J,Φ]= ∫ d4x(1
2
Φ†G−10BΦ − µBφ∗φ + 12λBB (φ∗φ)2 − J†Φ − 12 tr lnG−1F ) ,
(4.4)
where G−1F = G−1F0 + [−µF + λBFφ∗φ]1¯ and 1¯ is the 2 × 2 identity matrix.
To handle the boson-boson interactions, we implement the large-N ex-
pansion similar to Refs. [25, 59, 59]. The idea behind the large-N expan-
sion for bosons is to introduce N fictitious copies of the original field and
assume an internal SU(N) symmetry. By scaling the interaction strength
properly, λ → λ/N , and introducing a composite field representing φ∗φ,
the effective action and the partition function can be expanded according
to powers of 1/N . An approximation is then obtained by truncating the
theory at the leading order and set N = 1 in the final expression. There
are at least two ways of introducing the composite field. One can either
use the Hubbard-Stratonovic transformation when the interaction is quar-
tic [25] or use the Dirac delta functional [59]. For quartic interaction terms
the two methods are equivalent. Here we follow the latter and introduce
1 = 1N ∫ DαDχ e∫ d4x χλBB (α−λBBφ∗φ) to the partition function. Here N is a
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normalization constant and the χ integration runs parallel to the imaginary
axis [59]. Then, the action can be decomposed into a collection of quadratic
terms of the bosonic field:
SB[Φ, J,Ψ, χ,α]= ∫ d4x(1
2
Φ†G−1B Φ − µBαλBB + α22λBB − J†Φ − χαλBB − tr lnG−1F ) ,
(4.5)
whereG−1B = G−1B0+χ1¯ andG−1F = G−1F0+[−µF+(λBF /λBB)α]1¯. It is customary
to introduce the sources coupled to χ and α [59], so we include the terms−(sα + gχ).
Now the action is quadratic in the bosonic field φ, so we integrate out φ
and obtain Z = ∫ DχDα exp[−Seff ]. The effective action is
Seff [J, s, g] = ∫ d4x(1
2
trG−1B − µBαλBB + α22λBB − χαλBB−1
2
J†GBJ − 1
2
tr lnG−1F − sα − gχ) . (4.6)
However, Seff is a functional of the sources j, s, and g, therefore it is inconve-
nient for deriving thermodynamic relations. It has been shown that [25, 59]
a Legendre transform of Seff gives the grand potential (the subscript c de-
notes the expectation value)
Γ = ∫ d4x(J†Φc + gχc + sαc) + Seff . (4.7)
Importantly, Γ is a functional of the expectations of φ, α, and χ, therefore
it is suitable for studying thermodynamics. Moreover, we have the relation
δΓ/δΦ∗c = ∫ G−1B Φc = J . For static homogeneous fields, we define the effec-
tive potential Veff = Γ/(V β), where V is the volume and β = (kBT )−1. In
equilibrium, the effective potential is the volume density of the grand poten-
tial [35] in thermodynamics, and it is related to the pressure by Veff = −p
in equilibrium [59]. In the following we will drop the subscript c and focus
on the expectation values.
To the leading order of 1/N , the effective potential is
Veff = χφ∗φ − µBα
λBB
+ α2
2λBB
− χα
λBB
+ 1
2
trG−1B − 12 trG−1F . (4.8)
Here we have set N = 1 to match the atomic gas. After summing up the
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Matsubara frequencies [1], the last two terms become
1
2
tr lnG−1B =∑
q
(ωB
2
+ 1
β
ln (1 − e−βωB)) (4.9)
and
1
2
tr lnG−1F =∑
k
(ωF
2
+ 1
β
ln (1 + e−βωF )) , (4.10)
where ωB = q22mB +χ and ωF = k22mF −µF + λBFλBBα. Since the contact potential
introduces infinities in the integrals, we follow the standard renormalization
procedure [25, 59] and obtain the renormalized effective potential
Veff = χφ∗φ − µBα
λBB
+ α2
2λBB
− χα
λBB+∑
q
1
β
ln (1 − e−βωB) −∑
k
1
β
ln (1 + e−βωF ) . (4.11)
The equations of state are obtained by minimizing the effective potential
∂Veff
∂φ∗ = χφ = 0. (4.12)
∂Veff
∂α
= − µB
λBB
+ α
λBB
− χ
λBB
+ λBF
λBB
∑
k
nB(ωF )
= 0. (4.13)
∂Veff
∂χ
= φ∗φ − α
λBB
+∑
q
nB(ωB) = 0. (4.14)
There are additional relations from thermodynamics:
−∂Veff
∂µB
= α
λBB
= ρB. (4.15)
−∂Veff
∂µF
=∑
k
nF (ωF ) = ρF . (4.16)
Here nB (nF ) is the Bose (Fermi) distribution function, and ρB (ρF ) is the
boson (fermion) density.
By solving the equations of state and finding the corresponding Veff
when the parameters are varied, we will show how to map out the stability
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of binary atomic Bose-Fermi mixtures in the next section.
We remark that here we only introduce an auxiliary field representing
the normal density in the large-N expansion. By introducing two auxil-
iary fields representing the normal and anomalous densities, the theory is
called the leading-order auxiliary field (LOAF) theory [25]. The LOAF the-
ory naturally recovers the Bogoliubov theory at low temperatures when the
interaction is weak, but it is not fully compatible with the local density
approximation in the strongly interacting regime when dealing with har-
monically trapped Bose gases [59].
4.2 Phase separation and structural transition
By examining the kinetic and interaction energies of the bosons and fermions,
it has been argued [73] there is a structural transition. Across the transi-
tion, a miscible state will transform into phase separation, where two phases
with different ratios of fermions and bosons coexist. The phase separation
has been observed in recent experiments [74]. After obtaining the effective
potential, we elucidate the thermodynamics behind the structural transi-
tion. Firstly, we remark that Eq. (4.11) is the free energy of a miscible
mixture. However, it will show instabilities where phase separation should
be constructed in the parameter space.
Figure 4.1 shows p = −Veff as a function of µB for different values of
T with fixed aBB, aBF , µF . Here the solution of the equations of state has
been found numerically. The units k0 and E0 are fixed by external scales
from the trapping potentials. We will specify those units in the discussions
of the box and harmonic potentials. At high temperatures the p curve is
smooth and monotonic. However, at low temperatures the curve can form
a loop and intersect itself. Such a loop structure in the free energy is a
typical example of a first-order transition in thermodynamics [35, 44, 75].
The figure is obtained by evaluating p and µB as parametric equations of
parameter ρB. From the equation of states, ρB can be calculated given µB.
µB can also be calculated given ρB.
Although the free energy (in this case the effective potential) exhibits a
loop, the equilibrium system does not traverse the loop. Instead, following
the Maxwell construction [35, 44, 75] the system transforms from one phase
to another by going through a phase coexistence (phase separation) point
indicated by where the free energy curve intersects itself. The ratios between
the bosons and fermions in the two phases at the phase separation point can
also be inferred by the two intersecting lines at the intersection. Therefore,
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Figure 4.1 The pressure p of a uniform binary Bose-Fermi mixture as a function of
the boson chemical potential µB. We fix aBBk0 = 0.1, aBF k0 = 0.5, and µF /E0 = 20.
The corresponding temperature is labeled next to each curve. Here k30 = (NF +
NB)/V , E0 = ~2k20/(2mF ), and kBT0 = E0. At high temperatures (for example,
T /T0 = 20), p increases monotonically with µB. At low temperatures, the curve
exhibits a loop. The point where the curve intersects itself is where phase separation
occurs, as demonstrated by the black dot on the T /T0 = 0.01 curve. After following
the Maxwell construction, the system moves from one phase to the phase separation
point and then to another phase, as indicated by the arrows shown on the T /T0 =
0.01 curve without traversing the loop. The two vertices in the loop (marked by the
black squares on the T /T0 = 0.01 curve) correspond to the spinodal points.
by analyzing the free energy curve and performing the Maxwell construction
if a loop is found, the stable structure at each point in the parameter space
can be mapped out in a systematic way. We mention that although the
interior of the free-energy loop cannot be traversed by a real system in
equilibrium, it offers additional information. For instance, the vertices of
the loop are the spinodal points separating different types of dynamics when
the system is driven into the phase separation regime [76].
One also observes that at the intersecting point of the free-energy curve,
the two coexisting phases have the same pressure and chemical potentials
of the two species. Those conditions guarantee mechanical and chemical
equilibrium [77, 73]. However, the densities usually differ in the two phases,
which is a common feature of phase separation. If the total particle numbers
of the bosons and fermions in the initial unstable mixture are known instead
of the chemical potentials, one can construct the stable structures by finding
the correct volume ratio according to the level rule, which balances the
extensive variables. In the following sections, we will show how to map
out the structures and phase diagrams by examining the behavior of Veff .
We will discuss two types of confining potentials, the box [78, 79, 80] and
harmonic [5, 81] potentials, commonly used in cold-atom experiments.
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Figure 4.2 (a) Zero-temperature phase diagram of an equal-mass binary
Bose-Fermi mixture. Here 1/k0 is fixed by an external length scale,
λBBk
3
0/E0/ (λBF k30/E0)2 = 1/4pi, and k0aBF = 0.5. NB (NF ) is the total number
of bosons (fermions). The solid lines are the phase boundary of phase separation.
Above the boundary the system is a stable mixture and below it phase separation
occurs. The dotted line is the spinodal line. Two examples of phase separation are
shown by the circles and arrows. The circles show the initial (unstable) mixture
compositions, and the systems will reach equilibrium by separating into the solid
dots that are collinear with the circles. The concentrations of the separated phases
can be found from the solid dots. (b) Fraction of bosons in the boson-rich phase of a
system in the phase separation regime at zero temperature with k30V /(NB+NF ) = 1.
As shown in the top panel, the other phase is a pure-fermion phase. The fraction of
bosons in the boson-rich phase decreases as the boson-boson interaction increases.
For the parameters selected here, the mixture is stable against phase separation if(λBBk30/E0)/ (λBF k30/E0)2 > 0.099.
4.3 Generalized lever rule
4.3.1 Arbitrary thermodynamic potential with n extensive
variables
An arbitrary thermodynamic potential of n variables can be written as
Φ˜ = n∑
i=1 IiEi, (4.17)
where Ii are intensive variables and E
i are the corresponding (conjugate)
extensive variables. If an extensive variable is not dimensionless, we can
choose an external quantity to make it dimensionless. For example, we can
replace −pV by (−p/k30)(V k30). After rendering all the extensive variables
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dimensionless, we divide the thermodynamic potential by the sum of a se-
lected subset S of the extensive variables:
φ˜(w1,w2, . . . ,wn−1) ≡ Φ˜∑s∈S Es = n∑i=1 Iiwi
= n−1∑
i
Iiw
i + In ⎛⎝1 − ∑s∈S−{n}ws⎞⎠ . (4.18)
Here wi ≡ Ei/∑s∈S Es, and n is chosen to be an element of S. One example is
Es = N1,N2,N3... for all the particle numbers. Another example is Es = V .
Now we consider the following function
φ˜′(wio) = m∑
j=1 φ˜(wij)Xj . (4.19)
Here, (w1j ,w2j , . . . ,wn−1j ) can be considered as position vectors w⃗j . If we
set Xj = ∑s∈S Esj /∑s∈S Eso , the sum of the selected extensive variables at w⃗j
divided by the sum of the selected extensive variables at w⃗o, and ∑nj=1Xj = 1
with Xj ≥ 0, we obtain the lever rule
m∑
j=1wijXj = wio, (4.20)
The lever rule can also be written as
m−1∑
j=1 (wij −wim)Xj = wio −wim. (4.21)
If m ≤ n, we define a m − 1 by m − 1 matrix A with the elements Aij ≡(wij −wim) and bi ≡ wio − wim. The above equation has the solution Xj =∑m−1i=1 (A−1)ji bi subject to the constraint bi≥m = ∑m−1j=1 (wij −wim)Xj
Geometrically, φ˜′ may be viewed as a function defined inside an m−1 di-
mensional plane connecting the points representing (w1i ,w2i , . . . ,wn−1i , φ˜(wji ))
for i = 1,⋯, n.
We minimize φ˜′ by setting the variation to zero. Explicitly,
0 = ∂wk<m
l
⎛⎝ m∑j=1 φ˜(w⃗j)Xj⎞⎠
= (∂wk<m
l
φ˜(w⃗l))X l + n−1∑
j=m
∂wjm
∂wk<ml (∂wjm φ˜(w⃗m))Xm
− m−1∑
j=1 φ˜(w⃗j) (A−1)jkX l + φ˜(w⃗m)
m−1∑
j=1 (A−1)jkX l, (4.22)
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0 = ∂wk≥m
l<m
⎛⎝ m∑j=1 φ˜(w⃗j)Xj⎞⎠
= (∂wk≥m
l<m φ˜(w⃗l))X l + n−1∑
j=m
∂wjm
∂wk≥ml<m (∂wjm φ˜(w⃗m))Xm. (4.23)
Here, we used the identities
∂wk<m
l≠m Xj = m−1∑
i,p,q=1− (A−1)ji (∂wkl≠nAip) (A−1)pq bq= − (A−1)j
k
X l≠m, (4.24)
∂wk<mm Xj = m−1∑
i,p,q=1− (A−1)ji (∂wknAip) (A−1)pq bq +
n−1∑
i=1 (A−1)ji ∂wknbi
= − (A−1)j
k
⎛⎝− n−1∑p=1Xp + 1⎞⎠= − (A−1)j
k
Xm, (4.25)
and ∂wk≥m
l<m Xj = 0. ∂wjm∂wkl can be evaluated by taking derivatives of bi≥m.
∂wk<m
l
bj≥m = −∂wj≥mm
∂wk<ml= −m−1∑
i=1
∂wj≥mm
∂wk<ml X
i −m−1∑
i=1 (wji −wjm) (A−1)ikX l
= −m−1∑
i=1 (wji −wjm) (A−1)ik X
l
Xm
, (4.26)
∂wk≥m
l<m bi≥m = −∂wj≥mm∂wk≥ml<m= m−1∑
i=1 (δjkδli − ∂w
j≥m
m
∂wk≥ml<m )Xi= δjk X lXm (4.27)
With ∂w
j
m
∂wk
l
replaced, Eq. (4.22) and Eq. (4.23) become,
∂wk≥m
l<m φ˜(w⃗l) = ∂wk≥mm φ˜(w⃗m), (4.28)
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∂wk<m
l
φ˜(w⃗l) + n−1∑
j=m
m−1∑
i=1 (∂wjm φ˜(w⃗m)) (wji −wjm) (A−1)ik
= m−1∑
j=1 (φ˜(w⃗j) − φ˜(w⃗m)) (A−1)jk . (4.29)
Combining two equations,
∂wk<m
l
φ˜(w⃗l) + n−1∑
j=m
m−1∑
i=1 (∂wjl φ˜(w⃗l)) (wji −wjm) (A−1)ik
= m−1∑
j=1 (φ˜(w⃗j) − φ˜(w⃗m)) (A−1)jk
⇒ n−1∑
l=1 (wjl −wjm)∂wjl φ˜(w⃗l) = (φ˜(w⃗l) − φ˜(w⃗m))
(4.30)
So the gradient is the same at all w⃗j ≠ w⃗o. Rearranging equation and
changing the indices,
φ˜(w⃗j) − n−1∑
i=1 wij∂wij φ˜(w⃗j)
= φ˜(w⃗k) − n−1∑
i=1 wik∂wik φ˜(w⃗k) (4.31)
Since ∂wk φ˜(wi) = Ik − Inδs∈S−{n}k (4.18), the equation becomes
In(wij) = In(wil). (4.32)
Therefore, every intensive variable are the same at all w⃗j . in all the separated
phases balances each other. By examining p and µ, we conclude the system
indeed reaches mechanical and diffusive equilibrium.
If m > n, we set m − n of Xi’s zero and find n of w⃗i’s that makes φ˜′
stationary. We repeat the process for the rest of w⃗i’s to find their location.
If we are interest in finding Xi, the general solution will be Xi +∑m−nj=1 cjvij ,
where Xi is a solution obtained by setting any set of m − n of Xi’s zero, vij
the kernel of (wij −wim), and cj any number.
4.4 Example: m = 2, n = 3
Helmholtz free energy, A, with 2 components has 3 extensive variables, E1 =
N1,E2 = N2,E3 = V (I will use superscipts and reserve lower scripts to
denote the phases). Typical choice for Es to divide other extensive variables
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and the free energy by is V .
a(ρ1, ρ2) = A(N1,N2, V )
V
= µ1ρ1 + µ2ρ2 − p, (4.33)
where ρ = N/V is the density. If the system separates into 2 phases, the
phase separated Helmholtz free energy is
a(ρ1o, ρ2o) = a(ρ11, ρ21)X + a(ρ12, ρ22) (1 −X) , (4.34)
where the subscript o denotes for the original densities and the subscript 1
and 2 denotes for phase 1 and 2 respectively. X is typically considered as
the volume fraction,V1/V , which satisfy the lever rule,
ρ11X + ρ12 (1 −X) = ρ1o (4.35)
ρ21X + ρ22 (1 −X) = ρ2o (4.36)
Using matrix notation
⎛⎝ ρ11 − ρ12ρ21 − ρ22 ⎞⎠X = ⎛⎝ ρ
1
o − ρ12
ρ2o − ρ22 ⎞⎠ , (4.37)
which is an overdetermined system. The equation will be consistent if two
row are the same. We choose ρ2o − ρ22 = (ρ21 − ρ22) ρ1o−ρ12ρ11−ρ12 . In other words,
ρ22 is no longer an independent variable but fixed by ρ
1
1, ρ
2
1, and ρ
1
2, i.e.
ρ22 = ρ22(ρ11, ρ21, ρ12). With this constraint, X has the solution X = ρ1o−ρ12ρ11−ρ12
We minimize a(ρ1o, ρ2o) by setting the variation equal to zero.
∂ρ11
a(ρ1o, ρ2o) =X∂ρ11a(ρ11, ρ21) + (1 −X) ∂ρ22∂ρ11 ∂ρ22a(ρ12, ρ22)−a(ρ11, ρ21) − a(ρ12, ρ22)
ρ11 − ρ12 X= 0 (4.38)
∂ρ12
a(ρ1o, ρ2o) =X∂ρ12a(ρ12, ρ22) + (1 −X) ∂ρ22∂ρ12 ∂ρ22a(ρ12, ρ22)−a(ρ11, ρ21) − a(ρ12, ρ22)
ρ11 − ρ12 (1 −X)= 0 (4.39)
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∂ρ21
a(ρ1o, ρ2o) =X∂ρ21a(ρ11, ρ21) + (1 −X) ∂ρ22∂ρ21 ∂ρ22a(ρ12, ρ22) = 0 (4.40)
We take derivatives on the constraint ρ2o − ρ22 = (ρ21 − ρ22) ρ1o−ρ12ρ11−ρ12 to find the
partials on ρ22.
−∂ρ22
∂ρ11
= −∂ρ22
∂ρ11
X − (ρ21 − ρ22) Xρ11 − ρ12= −ρ21 − ρ22
ρ11 − ρ12 X1 −X (4.41)
−∂ρ22
∂ρ12
= −∂ρ22
∂ρ12
X − (ρ21 − ρ22) 1 −Xρ11 − ρ12= −ρ21 − ρ22
ρ11 − ρ12 (4.42)
−∂ρ22
∂ρ21
= (1 − ∂ρ22
∂ρ21
)X = X
1 −X (4.43)
Replacing the partials on ρ22 by the equations above, we obtain
∂ρ21
a(ρ11, ρ21) = ∂ρ22a(ρ12, ρ22) (4.44)
∂ρ11
a(ρ11, ρ21) + ρ21 − ρ22ρ11 − ρ12∂ρ22a(ρ12, ρ22) = a(ρ
1
1, ρ
2
1) − a(ρ12, ρ22)
ρ11 − ρ12 (4.45)
∂ρ12
a(ρ12, ρ22) + ρ21 − ρ22ρ11 − ρ12∂ρ22a(ρ12, ρ22) = a(ρ
1
1, ρ
2
1) − a(ρ12, ρ22)
ρ11 − ρ12 (4.46)
Combining above three equation result in a(ρ11, ρ21) and a(ρ12, ρ22) having the
same derivatives. Rearranging the equations,
a(ρ11, ρ21) − a(ρ12, ρ22) = 2∑
j=1 (ρj1 − ρj2)∂ρj1a(ρ11, ρ21)
= 2∑
j=1ρ
j
1∂ρj1
a(ρ11, ρ21) + 2∑
j=1ρ
j
2∂ρj2
a(ρ12, ρ22) (4.47)
Since ∂ρja = µj , the equation shows p1 = p2. (Eq. (4.47) was not really
needed in this case because we chose only one extensive variable, V for Es.
But if we chose more than one extensive variable for Es, i.g. Es = N1,N2,
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Eq. (4.47) is still needed since taking partial derivatives can result in one
intensive variable minus another intensive variable.
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CHAPTER 5
THERMODYNAMICS OF
BOSON-FERMION
MIXTURES IN BOX AND
HARMONIC POTENTIALS
Part of the results presented here has also been published in Tom Kim
and Chih-Chun Chien, Thermodynamics and structural transition of binary
atomic Bose-Fermi mixtures in box or harmonic potentials: A path-integral
study, Phys. Rev. A 97, 033628 (2018) [71].
5.1 Box potential
The realization of optical box potentials for trapping cold-atoms [78, 79,
80] allows a direct comparison between theories derived for uniform gases
and experiments. For a binary Bose-Fermi mixture in a box potential, the
mixture will separate into a boson-rich phase and a fermion-rich phase if
the boson-fermion interaction is strong and the temperature is low. In such
a system, the fixed variables are the volume V and particle numbers NB
and NF . Here we choose m0 as the mass of
6Li. The box volume V0 in
Ref. [78] is chosen as the unit of volume, and the relation V0 = k−30 gives
the length unit 1/k0 ≈ 44.1nm. The energy and temperature units for the
box potential are E0 = ~2k20/(2m0) and T0 = E0/kB, respectively. Given the
temperature T and interaction strengths, the stable equilibrium corresponds
to the minimum of the Helmholtz free energy A = VeffV + ∑i=B,F µiNi.
Importantly, the phase separation point is independent of which free energy
one uses to locate it as long as the Legendre transform is implemented
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correctly.
To find out the volume ratio of the atomic mixture in phase separation,
we use the lever rule [44, 35] that determines the balance of the extensive
variables. An important difference between gaseous mixtures and liquid or
solid mixtures drastically complicates how to apply the lever rule for phase
separation. In liquid or solid mixtures, the density of each constituent is
constant. For example, the density of water and the density of phenol in
a phase separation structure are indistinguishable from their densities in
a miscible mixture [82]. Assuming there are two species 1 and 2, if the
total particle fraction x = N1/(N1 + N2) is specified and the two species
are incompressible, the lever rule of the Helmholtz free energy is identical
to that of the Gibbs free energy for liquid or solid mixtures [44]. Hence,
the fraction in each separated phase can be determined straightforwardly.
However, atomic gases are compressible and their densities can be flexible.
As a consequence, it is not enough to search for the minimum of A by
varying x only. Instead, one has to apply the lever rule to the Helmholtz
free energy by considering possible changes of x as well as Vα/Vβ, where Vα
and Vβ denote the volumes of the two separated phases. The minimization
problem in a two-dimensional parameter space is much more complicated
than the conventional minimization of liquid or solid mixtures.
Nevertheless, the complication can be circumvented by using the effective
potential and locating the loop to map out the phases intersected at the
phase-coexistence point, as illustrated in Fig. 4.1. To match the fixed volume
and total particle numbers, we construct the phase boundary by tuning the
extensive variables so that their sums from the separated phases match the
original mixture according to the lever rule (see section 4.3 for details).
Specifically, the initial condition of the system has fixed numbers of bosons
NBo and fermions NFo, and the total volume Vo is also fixed. Here the
subscript o denotes the quantities in the initial (unstable) mixture. The
conservation of extensive variables impose the following constraints, known
as the lever rules.
∑
i
ρBivi = ρBo, ∑
i
ρFivi = ρFo, ∑
i
vi = 1. (5.1)
Here the subscript i denotes the quantities in the ith phase when the system
is in phase separation, and vi = Vi/Vo is the volume fraction of the ith phase.
Figure 4.2(a) shows the zero-temperature phase diagram of an equal-
mass Bose-Fermi mixture with selected values of aBB and aBF , respectively.
The phase separation regime has a skewed dome-shape boundary. If an
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Figure 5.1 (a) Phase diagram of an equal-mass Bose-Fermi mixture in a box
potential with a fixed volume and total boson fraction NB/ (NB +NF ) = 0.39 as
indicated by the vertical black dashed line. The black lines forming a dome is the
phase separation boundary showing the boson fractions in the two separated phase.
Here V k30/(NB + NF ) = 0.067, aBBk0 = aBF k0 = 0.1, and TF /T0 = 31. For the
parameters chosen here, the critical temperature of phase separation is Tc/T0 = 100.
Below Tc (above Tc) phase separation (uniform mixture) is stable. The blue dashed
curves are the spinodal lines indicating the two vertices in the loop of the free energy.
The red dotted curve is the BEC transition line, under which BEC of bosons can
be found. (b) Phase diagram of a 6Li and 7Li mixture with a fixed volume and
NB/ (NB +NF ) = 0.45. Here k30V /(NB + NF ) = 0.0061, k0aBB = k0aBF = 0.1,
TF /T0 = 31, and Tc/T0 = 100. (c) Phase diagram of a 6Li and 41K mixture with a
fixed volume and NB/ (NB +NF ) = 0.70. Here k30V /(NB +NF ) = 0.0036, k0aBB =
k0aBF = 0.1, TF /T0 = 290, and Tc/T0 = 100.
initially mixed state is prepared inside the phase-separation regime, it will
reach equilibrium by separating into two phases with different ratios of the
bosons and fermions. We illustrate this by showing two initial conditions and
their corresponding phase separation compositions. It has been argued that
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when phase separation occurs at zero temperature, one of the phases will be
of only fermions with no bosons, but the other phase does not necessarily
have pure bosons only [73, 83]. Our result confirms this observation. As one
can see in Fig. 4.2(a), the separation can be either into a boson-only phase
and a fermion-only phase near the bottom of the phase separation regime,
or a fermion-only phase and a partially mixed phase in the upper regime of
phase separation.
Our method of using the loop of the free energy to locate and construct
phase separation has the advantage that the fraction of bosons in the boson-
rich phase can be evaluated as the interactions are varied. Figure 4.2(b)
shows the boson fraction for an equal-mass Bose-Fermi mixture in the phase
separation regime at zero temperature. We recall that the other phase is a
fermion-only phase. One can see that when the boson-boson interaction is
weak (strong) compared to the boson-fermion interaction, the boson fraction
approaches 1 (is below 1). When the boson-boson interaction is too strong,
the mixture remains stable and no phase separation is observed. Incidentally,
3He-4He liquid mixtures have been shown to separate into a fermion-only
phase and a partially mixed phase at low temperatures [84, 85].
Our theoretical framework naturally applies to binary Bose-Fermi mix-
tures in a box potential at finite temperatures. Fig. 5.1 (a) shows the finite-
temperature phase diagram of an equal-mass binary Bose-Fermi mixture in
a box potential. Fig. 5.1 (b) and (c) show the phase diagrams of 6Li-7Li and
6Li-41K mixtures, respectively. The phase diagrams are specific to a selected
total boson fraction because we construct the phase-separation boundary by
locating the self-intersecting point of the effective potential and then tuning
the extensive variables to match the selected total boson fraction according
to the lever rule. We select the boson ratios so that the different mixtures
with different mass ratios shown in Fig. 5.1 all start to phase separate around
T /T0 = 100. If a different boson ratio is used, the dome-shape boundary will
only change quantitatively.
For atomic mixtures, the individual phases in the phase separation struc-
ture do not necessarily have the same densities as the initial unstable mixture
because the gaseous phases adjust their densities to reach the lowest total
free energy. Thus, the full phase diagram would require a 3D plot. However,
if the pressure is fixed, or if the change in the densities are negligible like
conventional liquid or solid mixtures, a 2D plot would be sufficient. Here, we
do not fix the pressure because it is unphysical to fix both the pressure and
volume of a compressible gas. Therefore, Fig. 5.1 does not explicitly specify
the densities of the separated phases. If one needs the density of each phase,
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a full 3D plot with the overall density as the third axis can be constructed.
Nevertheless, Fig. 5.1 is a 2D projection of the full plot showing the correct
boson fraction in each phase. Importantly, the construction guarantees the
system in both mechanical and diffusive equilibrium.
The BEC transition temperature is also presented for each case in Fig. 5.1.
The leading-order large-N theory of a uniform Bose gas leads to the same
BEC transition temperature as the noninteracting Bose gas [24]. Here the
BEC transition line is obtain by using the boson density in the correspond-
ing phase if the system is in the phase separation regime. Below (above)
the transition temperature, the phase has (has no) BEC of the bosons. For
a homogeneous Bose gas,
Tc
T0
= ( NBρ/k30
ζ(3/2) (NB +NF ))
2/3
4pi
mB/m0 , (5.2)
where ζ(y) is the Riemann zeta function. The Fermi temperature of single-
component, homogeneous and noninteracting fermions is
TF
T0
= 1
mF /m0 (6pi2ρF /k30)2/3 . (5.3)
The Fermi temperature of Fig. 5.1 is given by a noninteracting Fermi gas
with the same fermion mass and density.
As one can see in Fig. 5.1, only one branch of the phase separation bound-
ary can have BEC of the bosons. We found this to be a generic feature from
our theory. When the mass difference between the fermions and bosons are
large, such as the case shown in Fig. 5.1(c), BEC can only be found at rel-
atively low temperatures on one of the phase separation boundary. We also
show the spinodal lines inside the phase separation regime by locating the
vertices of the loop of the free energy. The spinodal lines imply divergence
of the density susceptibilities (∂ρi/∂µj)T,µk≠j , where i, j, k = B,F , if one as-
sumes the system remains miscible. In equilibrium, however, the spinodal
lines are preempted by phase separation.
5.2 Harmonic potential
For binary atomic Bose-Fermi mixtures in harmonic traps, we use the local
density approximation (LDA) [5, 45] to approximate the inhomogeneous
density profiles. The assumption behind the LDA is that the trap potential
varies slowly so that each point in the trap can be treated as a homogeneous
system with an effective local chemical potential for each species. After
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obtaining the physical quantities at different points, the overall physical
quantities can be found by an integration over the trap. The leading-order
large-N theory of interacting bosons has been shown to be compatible with
the LDA [59]. Here, we assume the harmonic traps for the bosons and
fermions are isotropic with trap frequencies ωoB and ωoF , respectively. The
trap centers are assumed to be at the same location. For harmonically
trapped Bose-Fermi mixtures, we still choose the mass unit m0 as the mass
of 6Li. The length unit is given by the fermion harmonic length, aHF =√
~/mFωoF ≡ 1/k0. We take a typical value of ωoF = 2pi × 140Hz from
Ref. [86], and it translates to 1/k0 = 3.45µm. Moreover, we choose the
boson harmonic length and fermion harmonic length equal to each other,
aHB = aHF , where aHB = √~/mBωoB. The energy unit is given by E0 =
1
2~ωoF , which also determines the temperature unit T0 = E0/kB.
The local chemical potentials in the LDA are given by µB(r) = µB(r =
0) − 12mBω2oBr2 and µF (r) = µF (r = 0) − 12mFω2oF r2. Using them to solve
the equations of state at given T , aBB, and aBF , we obtain the densities
ρB,F (r) at radius r in the traps. The boson condensate density ρBEC(r)
can also be found. The total particle numbers can be obtained by using
NB,F = ∫ dr3ρB,F (r). (5.4)
Moreover, the BEC transition temperature of a harmonically trapped non-
interacting Bose gas [4] is TcT0 = ζ(3)−1/3~ωoBN1/3B /kBE0/kB = 2(NB/ζ(3))1/3(aHBk0)2 . The Fermi
temperature of a harmonically trapped noninteracting single - component
Fermi gas [27] is TFT0 = 61/3~ωoFN1/3F /kBE0/kB = 2(6Nf )1/3(aHF k0)2 . Here NB and NF are the
total boson and fermion numbers, respectively, and ζ(x) is the Riemann
zeta function.
In the following we present the results of 6Li-7Li and 6Li-41K mixtures in
harmonic traps. We emphasize that our method is general for other binary
atomic Bose-Fermi mixtures, too. Figs. 5.2(a) and 5.3(a) show the phase
separation boundary in the µB - µF parameter space with given values of
aBB, aBF , and T . The phase separation boundary was constructed accord-
ing to Fig. 4.1, and it shows where the structural transition occurs. Since
small chemical potentials imply dilute densities, there is no phase separa-
tion in the regime with small chemical potentials. Therefore, a critical point
terminates lower end of the phase separation boundary.
The effective local chemical potentials of bosons and fermions in the
LDA follow the r2 decay. Thus, the values of µB(r) and µF (r) of a trapped
mixture represent a straight line in the µB - µF parameter space with its
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Figure 5.2 Harmonically trapped atomic 6Li - 7Li mixtures. (a) Phase separation
boundary (thick line) and selected cases of the effective local chemical potentials
(thin lines) according to the LDA. On the left (right) of the phase boundary is a
fermion-rich (boson-rich) phase. The density profiles of the three lines labeled by
(b), (c), and (d) are shown below. Here T /T0 = 100, aBBk0 = 0.1, and aBF k0 = 0.2
for all panels. The solid black, solid red, and dashed blue lines are the boson density,
fermion density, and boson condensate density, respectively. (b) The number of
bosons (fermions) is NB = 1.15 × 105 (NF = 2.19 × 105). The densities of bosons
and fermions both decrease monotonically from the trap center. (c) NB = 2.31×105
and NF = 4.33 × 105. The fermions are pushed away from the trap center, but
the local chemical potentials have not crossed the phase boundary, and the density
profiles are smooth. (d) NB = 2.95 × 105 and NF = 9.28 × 105. The local chemical
potentials cross the phase boundary once, and the boson-rich region discontinuously
changes to the fermion-rich region. (e) Here, NB = 2.45× 107 and NF = 2.02× 107.
The density profiles have a boson-rich region sandwiched between two fermion-rich
regions because the local chemical potentials cross the phase boundary twice. The
inset shows the phase boundary (thick line) and the effective chemical potentials
(thin line) of (e). Here, u = 0.65µB/E0−0.76µF /E0 and v = 0.76µB/E0+0.65µF /E0.
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upper-right end being the values at the trap center. Therefore, one can
generate various trap density profiles by choosing different lines in the µB -
µF space. For the two types of Bose-Fermi mixtures shown in Figs. 5.2 and
5.3, there are three typical cases: The first one is when the µB(r) - µF (r)
line is below the critical point of the phase separation boundary, which cor-
responds to the case with weak boson-fermion interactions or low densities.
In this case, the two species both show monotonically decreasing density
profiles. The second one is when the µB(r) - µF (r) line is close to the phase
separation boundary but there is no intersection. In this case, the fermions
are pushed away from the trap center and exhibit a non-monotonic trap
profile. However, there is no discontinuity in the density profiles. Thus,
the boson-rich region and the fermion-rich region are smoothly connected.
The third case is when the µB(r) - µF (r) line intersects the phase separa-
tion boundary. Then, a genuine phase separation structure emerges, where
discontinuities of the density profiles can be observed.
The density profiles of the three typical cases are illustrated in Figs. 5.2(b)-
(d) and 5.3(b)-(d) for 6Li-7Li and 6Li-41K mixtures, respectively. In those
plots, we fixed the temperature and interaction strengths but tune the total
particle numbers. One can generate similar structures by tuning the temper-
ature or interactions as well. We also notice it is possible the µB(r) - µF (r)
line can intersect the phase separation boundary more than once. When
that happens, the density profiles will exhibit sandwich structures where
multiple boson-rich (or fermion-rich) regions can be found. Fig. 5.2(e) il-
lustrates a possible sandwich structure with two fermion-rich regions in a
harmonically trapped 6Li-7Li mixture. For the 6Li-41K mixture, it will re-
quire much larger local chemical potentials at the trap center to generate
sandwich structures because of the larger mass difference. We remark that
sandwich structures of binary Bose-Fermi mixtures have been discussed in
Ref. [87]. Here, we use a unified theoretical framework to show how various
structures can emerge in a broader range of temperature and interactions
accessible in experiments.
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Figure 5.3 Harmonically trapped atomic mixtures of 6Li and 41K. (a) Phase sep-
aration boundary (thick line) and selected cases of the effective local chemical po-
tentials (thin lines). The curves labeled (b), (c), (d) show the chemical potentials
corresponding to the density profiles shown in panels (b), (c), (d). The convention
follows Fig. 5.2. Here T /T0 = 100 and aBBk0 = aBF k0 = 0.1. (b) NB = 2.09 × 103
and NF = 4.39× 104. The densities of bosons and fermions both decrease monoton-
ically from the trap center. (c) NB = 4.21× 104 and NF = 1.16× 106. The fermions
are partially pushed away from the trap center, but the chemical potentials have not
crossed the phase separation boundary. (d) NB = 7.00 × 106 and NF = 2.07 × 107.
The effective local chemical potentials now cross the phase separation boundary
once, and the boson-rich region discontinuously changes to the fermion-rich region.
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CHAPTER 6
PATH INTEGRAL FOR
FERMIONIC
SUPERFLUIDS
6.1 General Formalism
6.1.1 Path integral for two-component fermions
The tight binding Hamiltonian for electrons with attractive interaction on
two dimensional lattice in the presence of a magnetic field in the plane, B,
is [41]
H = ∑
x,y,σ
(ψˆ∗σ(x)(−t(x,y) − σh)ψˆσ(y)
−1
2
V (x − y)ψˆ∗σ(x)ψˆ∗−σ(y)ψˆ−σ(y)ψˆσ(x)) . (6.1)
Here σ± denotes the electron spins, t(x,y) is the hopping between nearest
neighbors and h = gµBB/2 is the Zeeman splitting where µB is the Bohr
magneton and g the Lande g-factor.
To setup the path integral formalism for the fermions which anti-commute,
we need an algebra that mimic the anti-commuting property. To satisfy the
property, we introduce the Grassman number to represent the fermionic
fields [1].
Grassman numbers have anti-commuting properties. Given two Grass-
man numbers,
θiθj = −θjθi. (6.2)
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Since they anti-commute, the squares vanish
(θi)2 = 0. (6.3)
The Grassman integral is defined as
∫ θ dθ = 1, (6.4)
∫ dθ = 0. (6.5)
For multi-variables, the integral is defined as
∫ f1(θ1)⋯fn(θn)dθ1⋯dθn = ∫ f1(θ1)dθ1⋯∫ fn(θn)dθn. (6.6)
The Gaussian integral is
∫ exp [−θTAη] dθ dη = detA, (6.7)
where A is a n × n matrix [1]. A is a general square matrix, but we usually
impose A to be Hermitian.
Our goal is to obtain the statistical grand partition function. Assuming∣λ⟩ is a complete set,
Z = tr exp(−β(H − µN)) =∑
λ
⟨λ∣ exp(−β(H − µN))∣λ⟩. (6.8)
In the field theory, the expectation value can be expressed as [1]
Z = ∫ DψDψ∗eiS[ψ,ψ∗]. (6.9)
By rewriting β = ∫ dτ and using the imaginary time formalism with
τ = −it [42], Eq. (6.8) can be rewritten in the path integral formalism.
Z = ∫ DψDψ∗e−SE[ψ,ψ∗]. (6.10)
There is analogy between statistical mechanics and quantum field theory.
The Euclidean action is given by
SE = ⨋
x,y
LE . (6.11)
The corresponding Euclidean Lagrangian density can be found. After in-
50
cluding the chemical potentials µ, we obtain
LE = ∫ dτxdτy∑
x,y
(1
2
Ψ†(x)G−10 (x, y)Ψ(y)
−1
2
∑
σ
V (x − y)ψ∗σ(x)ψ∗−σ(y)ψ−σ(y)ψσ(x)) . (6.12)
From now on we use the Grassman number to represent the fermionic field.
We use the following definitions.
(x) = (τx,x),
⨋
x
≡ ∫ dτx∑
x
, (6.13)
G−10 (x, y) =⎛⎜⎜⎜⎜⎜⎝
δ(x − y)∂τy + h+ 0 0 0
0 δ(x − y)∂τy + h− 0 0
0 0 δ(x − y)∂τy − h+ 0
0 0 0 δ(x − y)∂τy − h−
⎞⎟⎟⎟⎟⎟⎠
,
(6.14)
h±(x, y) = −t(x, y) − (µ ± h) δ(x − y) (6.15)
Ψ = ( ψ+, ψ−, ψ∗+, ψ∗− )T ,
V (x − y) = δ(τx − τy)V (x − y), (6.16)
t(x, y) = δ(τx − τy)t(x,y), (6.17)
Following reference [1], the grand partition function can be written as
Z = ∫ Dψ+Dψ−Dψ∗+Dψ∗−e−SE+ 12 ⨋x(H†(x)Ψ(x)+Ψ(x)†H(x)). (6.18)
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The sources coupled to the fields are introduced to make it easier to minimize
the action. Following the quantum field theory, we introduce the source
H = ( η+, η−, −η∗+, −η∗− )T , but we eventually set it to zero to obtainthe
classical value. Following the Hubbard-Strotonovich-transfromation [88], we
add the auxiliary Lagrangian.
Laux = 1
V (x − y) ∣∆(x, y) − V (x − y)ψ+(x)ψ−(y)∣2 . (6.19)
The partition function remains the same after we integrate out the auxiliary
field.
Z = ∫ Dψ+Dψ−Dψ∗+Dψ∗−D∆D∆∗e− ⨋x,y(Laux+L)+⨋x 12 (H†(x)Ψ(x)+Ψ(x)†H(x)),
(6.20)
with
Laux +L = 1
2
Ψ†(x)G−1(x, y)Ψ(y) + ∣∆(x, y)∣2
V (x − y) , (6.21)
where G−1 is
G−1(x, y)
=
⎛⎜⎜⎜⎜⎜⎝
δ(x − y)∂τy + h+ 0 0 ∆(x, y)
0 δ(x − y)∂τy + h− −∆(y, x) 0
0 −∆∗(x, y) δ(x − y)∂τy − h+ 0
∆∗(y, x) 0 0 δ(x − y)∂τy − h−
⎞⎟⎟⎟⎟⎟⎠
.
(6.22)
If we permute the second and fourth spin indices, G−1 is in a block diagonal
form. Explicitly,
P −1G−1(x, y)P = ⎛⎝δ(x − y)∂τy + h+ ∆(x, y)∆∗(y, x) δ(x − y)∂τy − h−⎞⎠
⊕⎛⎝δ(x − y)∂τy − h+ −∆∗(x, y)−∆(y, x) δ(x − y)∂τy + h−⎞⎠= G−11 ⊕G−12 (6.23)
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where P is
P =
⎛⎜⎜⎜⎜⎜⎝
1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0
⎞⎟⎟⎟⎟⎟⎠
. (6.24)
Since G−12 = −G−1†1 , finding the eigensystem for G−11 will also give us the
eigensystem of G−12 . We define G−11 as the upper left block and G−12 as the
lower bottom block. We can write G−11 and G−12 as
G−11 (x, y) = I2δ(x − y)∂τy + (G−11 (x, y) − I2δ(x − y)∂τy) . (6.25)
G−12 (x, y) = I2δ(x − y)∂τy + (G−12 (x, y) − I2δ(x − y)∂τy) . (6.26)
Here I2 is a 2 by 2 identity matrix. The terms inside the parenthesis are
already diagonal in time index, and the first terms are diagonal in spatial and
spin indices. We impose anti-periodicity in imaginary time for fermions [1],
and ∂τy has the eigenvalue −iωn with the eigenvector e−iτyωn , where ωn
is the Matsubara frequency ωn = pi(2n + 1)/β. If we define M1(x, y) =
G−11 (x, y)−δ(x−y)∂τy and M2(x, y) = G−12 (x, y)−δ(x−y)∂τy , we can see that
M1 and M2 are Hermitian and M1 = −M †2 . If M1 has the eigenvalue ωk,σ with
the eigenvector ( u+(x;k, α), u−(x;k, α) )T , where α = {1,2}, M2 has the
eigenvalue −ωk,α with the eigenvector ( u∗+(x;k, α), u∗−(x;k, α) )T . Here
k is not a wave number but mere an index denoting the eigenvectors, and the
cardinality of k is equal to the cardinality of x. α is introduced to match the
cardinality of the spin index. Assembling the eigensystem, the eigenvalues
of G−1 are −iωn + ωk,σ with the eigenvector
( u+(x;k, σ), 0, 0, u−(x;kσ) )T
= ( u+(x;k, σ), 0, 0, u−(x;k, σ) )T e−iτxωn , (6.27)
and −iωn − ωk,σ with the eigenvector
( 0, u∗−(x;k, σ), u∗+(x;k, σ), 0 )T= ( 0, u∗−(x;k, σ), u∗+(x;k, σ), 0 )T e−iτxωn . (6.28)
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Using index notation, it can be written as
⨋
y,b
G−1a,b(x, y)ub(y;k, c) = ⨋
k
ua(x;k, c)λk,c, (6.29)
where
⎛⎜⎜⎜⎜⎜⎝
u1(x;k,1) u1(x;k,2) u1(x;k,3) u1(x;k,4)
u2(x;k,1) u2(x;k,2) u2(x;k,3) u2(x;k,4)
u3(x;k,1) u3(x;k,2) u3(x;k,3) u3(x;k,4)
u4(x;k,1) u4(x;k,2) u4(x;k,3) u4(x;k,4)
⎞⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎝
u+(x;k,1) 0 0 u+(x;k,2)
0 u∗−(x;k,1) u∗−(x;k,2) 0
0 u∗+(x;k,1) u∗+(x;k,2) 0
u−(x;k,1) 0 0 u−(x;k,2)
⎞⎟⎟⎟⎟⎟⎠
,
(6.30)
and
(λk,1, λk,2, λk,3, λk,4)= (−iωn + ωk,1, −iωn − ωk,1, −iωn − ωk,2, −iωn + ωk,2 ) .
(6.31)
After the Hubbard-Stratonovich transformation, the Lagrangian is quadratic
in fermionic field. We change the order of integration, and integrating over
ψ± and ψ∗±,
Z = ∫ Dψ+Dψ−Dψ∗+Dψ∗−D∆D∆∗e− ⨋x,y(Laux+L)+⨋x(H†(x)Ψ(x)+Ψ(x)†H(x))= ∫ D∆D∆∗e−Seff . (6.32)
The effective action is
Seff [η, η∗,∆,∆∗]
= ⨋
x,y
(−1
2
H†(x)G(x, y)H(y) + ∣∆(x, y)∣2
V (x − y) )− tr logG−1. (6.33)
The effective action is a functional of the source. By applying the Legendre
transform, we obtain the grand potential which is a functional of the field
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rather than the source.
Γ [⟨ψ⟩, ⟨ψ∗⟩ ,∆,∆∗]= Seff (η, η∗,∆,∆∗)+1
2
⨋
x
H†(x)⟨Ψ(x)⟩ + ⟨Ψ(x)†⟩H(x)
= ⨋
x,y
(1
2
⟨Ψ†(x)⟩G−1(x, y)⟨Ψ(y)⟩ + ∣∆(x, y)∣2
λ(x − y) )−1
2
tr logG−1, (6.34)
where ⟨Ψ(x)⟩ is the thermal expectation value of Ψ(x). According to
Ref. [89], fermions do not acquire finite single particle expectation value.
Evaluating the trace 6.5, we obtain.
Γ [⟨ψ⟩, ⟨ψ∗⟩ ,∆,∆∗]
=∑
x,y
∣∆(x, y)∣2
λ(x − y) −∑k,α(12βωk,α + log(1 + exp(βωk,α))) . (6.35)
The first term in the parenthesis contains vacuum ground state energy. In
the quantum field theory, the divergent part of the vacuum ground state
energy is removed by renormalization [1]. In solid state physics, there is a
common energy which is the Fermi energy. The sum over vacuum energies
is discarded [90]. We follow the solid state physics convention and use the
grand potential to find stable states from metastable states.
The equations of state correspond to the minimization of grand poten-
tial. We minimize the grand potential by taking derivatives and obtain the
following equation.
δΓ
δ∆∗(x, y)
= ∆(x, y)
V (x − y)−1
2
⨋
w,z
∑
a,b
Ga,b(w, z) (δ(w − x)δ(z − y)δ(b − 4)δ(a − 1)
− δ(z − x)δ(w − y)δ(b − 3)δ(a − 2))= 0, (6.36)
where ⨋b,yGa,b(x, y)G−1b,c(y, z) = δ(a, c)δ(x, z). If we can find the eigenvalue
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and eigenvectors of G−1, G can be constructed using the eigensystem,
G−1a,b(x, y) =∑
k,c
ua(x;k, c)λk,cu∗b (x;k, c) (6.37)
⇔ Ga,b(x, y) =∑
k,c
ua(x;k, b) 1
λk,c
u∗b (x;k, c). (6.38)
Evaluating the summation, the equation becomes
∆(x, y)
V (x − y) = 12 ⨋w,z∑a,bGa,b(w, z) (δ(w − x)δ(z − y)δ(b − 4)δ(a − 1)− δ(z − x)δ(w − y)δ(b − 3)δ(a − 2))= 1
2
(G1,4(x, y) −G2,3(y, x))= G1,4(x, y),
(6.39)
where we used the relation
G−12 = −P1G−1†1 P1, P1 = ⎛⎝0 11 0⎞⎠⇒ G2 = −P1G†1P1. (6.40)
Eq. (6.36) becomes
∆(x, y)
V (x − y) =∑k,σ u+(x;k, σ) 1−iωn + ωk,σ u∗−(y;k, σ). (6.41)
The Matsubara frequency summation is
∑
ωn
1−iωn + ωk,σ = β2 tanh(βωk,σ2 ) (6.42)
Plugging it back to Eq. (6.36) and using the property V (x − y) = V (x −
y)δ(τx − τy), we obtain the following equation
∆(x,y)
V (x − y) = 12 ∑k,σ u+(x;k, σ) tanh(βωk,σ2 )u∗−(y;k, σ). (6.43)
This equation can determine ∆ self consistently thus called the gap equation.
If we impose uniform s-wave interaction, ∆(x − y) = ∆δ(x − y), the
eigenvector can be written as
u±(x;k, σ) = u(x, k)u±(k, σ), (6.44)
56
where u(x, k) is the Fourier transform. Eq. (6.39) becomes
∆
V
=∑
k
G1,4(k),
(6.45)
where
G(k) = (G−1(k))−1
=
⎛⎜⎜⎜⎜⎜⎝
−iωn + h+(k) 0 0 ∆
0 −iωn + h−(k) −∆ 0
0 −∆∗ −iωn − h+(k) 0
∆∗ 0 0 −iωn − h−(k)
⎞⎟⎟⎟⎟⎟⎠
−1
.
(6.46)
By calculating the inverse of the matrix, we obtain
∆
V
= ∑
k,ωn
−∆(−iωn + h+(k)) (−iωn − h−(k)) − ∣∆∣2 , (6.47)
which is the BCS gap function.
6.2 Connection to the Bogoliubov de Gennes equa-
tion
For a uniform superconductor, the Bogoliubov transformation is used to
diagonalize the mean field Hamiltonian [6]. For a non-uniform superconduc-
tor, we seek more generalized transformation which is known as Bogoliubov
de Gennes (BdG) transformation [40]. To derive of BdG equation using
the second quantization, we start with the mean field Hamiltonian which is
obtained by the replacement
ψ∓(x)ψ±(y) = ⟨ψ∓(x)ψ±(y)⟩ + (ψ∓(x)ψ±(y) − ⟨ψ∓(x)ψ±(y)⟩) , (6.48)
where the term in the parenthesis is considered small [6]. The mean field
Hamiltonian becomes [41]
H = ∑
x,y,σ
ψ†σ(x)hσ(x,y)ψσ(y)
+∑
x,y
(∆(x,y)ψ†+(x)ψ†−(y) +∆(x,y)∗ψ−(y)ψ+(x))
+∑
x,y
∣∆(x,y)∣2/V. (6.49)
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The gap function, which also represents the superconducting order pa-
rameter, is
∆(x,y) = −V (x,y) ⟨ψ−(x)ψ+(y)⟩ , (6.50)
where ⟨A⟩ denotes the thermal expectation value of A and V (x,y) is the
effective attraction between the electrons. By introducing the quasi-particle
operator γn, the electron operators can be written as a canonical transfor-
mation [41]
ψσ(x) =∑
n
(unσ(x)γn − σvn∗σ (x)γ†n) , ψ†σ(x) =∑
n
(un∗σ (x)γ†n − σvnσ(x)γn) .
(6.51)
The quasiparticle operators satisfy the anti-commutation relations
{γn, γ†m} = δnm, {γn, γm} = {γ†n, γ†m} = 0, (6.52)
The diagonalized Hamiltonian has the following form
H =∑
n
Enγ
†
nγn +Eg, (6.53)
where Eg is the ground state energy. Using the canonical transformation
and the anti-commutation relations
{H, γn} = Enγn, {H, γ†n} = −Enγ†n, (6.54)
one can obtain the equation [41]
∑
y
M(x,y)φ(y) = Enφ(x), (6.55)
where
M(x,y) =
⎛⎜⎜⎜⎜⎜⎝
h+(x,y) 0 0 ∆(x,y)
0 h−(x,y) ∆(y,x) 0
0 ∆∗(x,y) −h+(x,y) 0
∆∗(y,x) 0 0 −h−(x,y)
⎞⎟⎟⎟⎟⎟⎠
,
φn(x) =
⎛⎜⎜⎜⎜⎜⎝
un+(x)
un−(x)
vn+(x)
vn−(x)
⎞⎟⎟⎟⎟⎟⎠
. (6.56)
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If we make a replacement En → iωn, we can see that
P ′ (M(x,y) − δ(x,y)En)P ′ = G−1(x,y, ωn), (6.57)
where G−1(x,y, ωn) = ∫ dτxG−1(x, y)eiωn(τx−τy) and P ′ = diag(1,1,−1,1).
The eigenvectors can be identified as
⎛⎜⎜⎜⎜⎜⎝
un+(x)
un−(x)
vn+(x)
vn−(x)
⎞⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎝
u1(x;k, a)
u2(x;k, a)−u3(x;k, a)
u4(x;k, a)
⎞⎟⎟⎟⎟⎟⎠
. (6.58)
Since the Bogoliubov-de Gennes (BdG) equation is in a block-diagonalized
form when the spin-orbit coupling is absent, we can decompose it into two
sets of coupled equations:
En˜1
⎛⎝un˜1+ (x)vn˜1− (x)⎞⎠ =∑y ⎛⎝h+(x,y) ∆(x,y)∆∗(y,x) −h−(x,y)⎞⎠⎛⎝u
n˜1+ (y)
vn˜1− (y)⎞⎠ , (6.59)
and
En˜2
⎛⎝vn˜2+ (x)un˜2− (x)⎞⎠ =∑y ⎛⎝−h+(x,y) ∆
∗(y,x)
∆(x,y) h−(x,y)⎞⎠⎛⎝v
n˜2+ (y)
un˜2− (y)⎞⎠ . (6.60)
The first equation can be rewritten as
−En˜1 ⎛⎝−un˜1∗+ (x)vn˜1∗− (x) ⎞⎠ =∑y ⎛⎝−h+(x,y) ∆
∗(y,x)
∆(x,y) h+(y,x)⎞⎠⎛⎝−u
n˜1∗+ (y)
vn˜1∗− (y) ⎞⎠ . (6.61)
Comparing to the second equation, we obtain the equivalence
⎛⎝vn˜2+ (x)un˜2− (x)⎞⎠ = ⎛⎝−u
n˜1∗+ (x)
vn˜1∗− (x) ⎞⎠ , (6.62)
and En˜2 = −En˜1. This symmetry allows us to rewrite the canonical trans-
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formation using only the positive-energy states:
ψ+(x) = ′∑˜
n
(un˜1+ (x)γn˜1 − vn˜2∗+ (x)γ†n˜2)
ψ†+(x) = ′∑˜
n
(un˜1∗+ (x)γ†n˜1 − vn˜2+ (x)γn˜2) ,
ψ−(x) = ′∑˜
n
(un˜2− (x)γn˜2 + vn˜1∗− (x)γ†n˜1)
ψ†−(x) = ′∑˜
n
(un˜2∗− (x)γ†n˜2 + vn˜1− (x)γn˜1) .
(6.63)
Here ∑′ denotes the summation over only the positive energy states. In
matrix form, these can be written as
⎛⎝ψ+(x)ψ−(x)†⎞⎠ = ′∑˜n ⎛⎝u
n˜1+ (x) −vn˜2∗+ (x)
vn˜1− (x) un˜2∗− (x) ⎞⎠⎛⎝γn˜1γ†n˜2⎞⎠ (6.64)
⇔ ⎛⎝γn˜1γ†n˜2⎞⎠ =∑x ⎛⎝u
n˜1∗+ (x) vn˜1∗− (x)−vn˜2+ (x) un˜2− (x) ⎞⎠⎛⎝ψ+(x)ψ−(x)†⎞⎠ . (6.65)
The diagonalized Hamiltonian is
H = ′∑˜
n
En˜γ
†
n˜γn˜ +∑
i,j
∣∆ij ∣2
Vij
, (6.66)
where n˜ = n1, n2 comes from the Bogoliubov transformation and we drop
the constant ground-state energy. The new operators follow the statistical
average
⟨γ†n˜µγm˜ν⟩ = δn˜m˜δµνf(En˜µ) (6.67)
and
⟨γn˜µγm˜ν⟩ = ⟨γ†n˜µγ†m˜ν⟩ = 0. (6.68)
Using the canonical transformation, the gap function becomes
∆(x,y) = V (x,y)⟨ψ+(x)ψ−(y)⟩= V (x,y) ′∑˜
n
(un˜1+ (x)vn˜1∗− (y)f(−En˜1) − vn˜2∗+ (x)un˜1− (y)f(−En˜1))
= V (x,y)∑˜
n
un˜1+ (x)vn˜1∗− (y)f(−En˜1), (6.69)
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where f(E) = (eβE + 1)−1 is the Fermi function. On the other hand,
∆(x,y)= −V (x,y)⟨ψ−(y)ψ+(x)⟩= −V (x,y) ′∑˜
n
(un˜2− (y)vn˜2∗+ (x)f(−En˜2) + vn˜1∗− (y)un˜1+ (x)f(−En˜1))
= −V (x,y)∑˜
n
un˜1+ (x)vn˜1∗− (y)f(En˜1). (6.70)
Combining the two equations, we obtain
∆(x,y) = −V (x,y)
2
∑˜
n
un˜1+ (x)vn˜1∗− (y) tanh (βEn˜1/2) . (6.71)
This is equal to Eq. (6.43) with the identification
un˜1+ (x)→ u+(x;kσ), vn˜1∗− (x)→ u−(x;kσ), En˜1 → ωk,σ (6.72)
For s-wave pairing homogeneous ∆ with zero magnetic field, the eigenvectors
for the eigenvalues ωk,σ and −ωk,σ respectively are
⎛⎝u+(x;kσ)u+(x;kσ)⎞⎠
= 1√
2
⎛⎜⎜⎝
√
1+h(k,σ)√
∆2+h(k,σ)2√
1−h(k,σ)√
∆2+h(k,σ)2
⎞⎟⎟⎠ e
ik⋅x(2pi)d/2 , 1√2
⎛⎜⎜⎝
√
1−h(k,σ)√
∆2+h(k,σ)2−√ 1+h(k,σ)√
∆2+h(k,σ)2
⎞⎟⎟⎠ e
ik⋅x(2pi)d/2 .
(6.73)
The BCS gap equation is recovered using the eigensystem [6].
1
2
∑
k
∆ tanh (βωk,σ)
2
√
∆2 + h(k, σ)2 = ∆V . (6.74)
The gap equation can be derived from the minimization condition δΓ/δ∆∗ =
0, which is equivalent to Eq. (6.71)
We evaluate the ground state energy by taking the expectation value of
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the Hamiltonian after the canonical transformation.
⟨H⟩
= ′∑
x,y,n˜,m˜
⟨(un˜1∗+ (y)γ†n˜1 − vn˜2+ (y)γn˜2)h+(x,y) (um˜1+ (y)γm˜1 − vm˜2+ (y)γ†m˜2∗)
+ (un˜2∗− (x)γn˜2 + vn˜1− (x)γ†n˜1)h−(x,y) (un˜2− (x)γ†n˜2 + vn˜1∗− (x)γn˜1)+∆(x,y) (un˜1∗+ (y)γ†n˜1 − vn˜2+ (y)γn˜2) (un˜2− (x)γ†n˜2 + vn˜1∗− (x)γn˜1) +H.c.⟩+∑
x,y
∣∆(x,y)∣2/V. (6.75)
After some algebra, we obtain
H = ′∑˜
n
En˜1f(En˜1) +En˜2f(En˜2)
+ ′∑˜
nx
(−En˜1vn˜1− (x)vn˜1∗− (x) −En˜2vn˜2+ (x)vn˜2∗+ (x))
+∑
x,y
∣∆(x,y)∣2/V. (6.76)
In the above equation, the terms in the bottom are the ground state energy
which can also be found in [90]. Alternatively, using the anti-commutation
relation, we obtain
ψ†−(x)h−(x,y)ψ†−(y) = tr(h−) − ψ†−(y)h−(y,x)ψ†−(x). (6.77)
The Hamiltonian becomes
H =∑
x,y
(ψ†+(x) ψ−(x))⎛⎝h+(x,y) ∆(x,y)∆∗(y,x) −h−(x,y)⎞⎠⎛⎝ψ+(y)ψ†−(y)⎞⎠+ tr(h−) +∑
x,y
∣∆(x,y)∣2/V. (6.78)
The Hamiltonian in this form is readily diagonalized using the canonical
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transformation.
H = ′∑˜
n
(γ†n˜1 γn˜2)⎛⎝En˜1 00 −En˜2⎞⎠⎛⎝γn˜1γ†n˜2⎞⎠+ tr(h−) +∑
x,y
∣∆(x,y)∣2/V
= ′∑˜
n
(γ†n˜1 γ†n˜2)⎛⎝En˜1 00 En˜2⎞⎠⎛⎝γn˜1γn˜2⎞⎠
− ′∑˜
n
(En˜2) + tr(h−) +∑
x,y
∣∆(x,y)∣2/V. (6.79)
The entropy of the Bogoliubov quasiparticle in Eq. (6.66) is [90]
S =∑
i
βEif (Ei) ln (e−βEi + 1) , (6.80)
From the relation F = ⟨H⟩ − ST we obtain the free energy.
F = − 1
β
′∑
n˜=n1,n2 ln (e−βEn˜ + 1) +∑i,j ∣∆(x,y)∣
2
V (x,y) , (6.81)
which agrees with Eq. (6.35). The BdG equation can be derived from the
effective action from the path integral. The relation between the source and
the fermion expectation value is [1]
δSeff
δH†
= ⟨Ψ⟩ = ⨋
y
G(x, y)H(y),
δΓ
δ⟨Ψ†(x)⟩ =H(x) = ⨋yG−1(x, y)⟨Ψ(y)⟩. (6.82)
By setting the source to zero, we are looking for the stationary state of ⟨Ψ⟩
that is in the following form
⎛⎜⎜⎜⎜⎜⎝
u+(x;k, a ∈ {1,2})
0
0
u−(x;k, a ∈ {1,2})
⎞⎟⎟⎟⎟⎟⎠
e−ωk,a∈{1,2}τ ,
⎛⎜⎜⎜⎜⎜⎝
0
u∗−(x;k, a ∈ {1,2})
u∗+(x;k, a ∈ {1,2})
0
⎞⎟⎟⎟⎟⎟⎠
eωk,a∈{1,2}τ . (6.83)
⨋yG−1(x, y)⟨Ψ(y)⟩ = 0 becomes
∑
y
⎛⎝−ωk,a∈{1,2} + h+ ∆(x, y)∆∗(y, x) −ωk,a∈{1,2} − h−⎞⎠⎛⎝u+(y;k, a ∈ {1,2})u−(y;k, a ∈ {1,2})⎞⎠ = 0,
∑
y
⎛⎝ωk,a∈{1,2} + h− −∆∗(x, y)−∆(y, x) ωk,a∈{1,2} − h+⎞⎠⎛⎝u
∗−(y;k, a ∈ {1,2})
u∗+(y;k, a ∈ {1,2})⎞⎠ = 0, (6.84)
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which is equivalent to the BdG equation, Eq. (6.59) and Eq. (6.60), up to a
unitary transformation.
6.3 Green’s function formalism
6.3.1 Derivation from equation of motion
We can also obtain the same results from the second quantization. The
Green’s function method for systems in equilibrium is usually cast in the
imaginary time formalism [6]. Following Ref. [6], we construct the thermal
operator ψ(x) = eHτψ(x)e−Hτ with the imaginary time τ . The imaginary
time evolution equations are
~∂τxψ±(x) = ⨋
y
(−h±(x, y)ψ±(y) ∓∆(x, y)ψ†∓(y)) , (6.85)
~∂τxψ
†±(x) = ⨋
y
(h±(x, y)ψ†±(y) ±∆(x, y)ψ∓(y)) . (6.86)
We define the imaginary time ordered Green’s functions
Gα,β (x, y) = − ⟨Tτ {ψα (x)ψ†β (y)}⟩ , (6.87)
Fα,β (x, y) = − ⟨Tτ {ψα (x)ψβ (y)}⟩ , (6.88)
F †α,β (x, y) = ⟨Tτ {ψ†α (x)ψ†β (y)}⟩ . (6.89)
Here Tτ denotes imaginary time ordering and α,β = +,− .
By using the equations for the fermion operators, we obtain the equations
for the Green’s function.
⨋
y
(−~δ(x, y)∂τy − h±(x, y))G±±(y, z) ± ⨋
y
∆x,yF
†∓±(y, z)= ~δ (x − z) , (6.90)
⨋
y
(−~δ(x, y)∂τy + h±(x, y))F †∓±(y, z) ± ⨋
y
∆∗(x, y)G±±(y, z) = 0. (6.91)
Using matrix notation, the above equations can be written as
⨋
y
G−1(x, y)G(y, z) = δ(x, z), (6.92)
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where
G−1(x, y)
=
⎛⎜⎜⎜⎜⎜⎝
δ(x − y)∂τy + h+ 0 0 ∆(x, y)
0 δ(x − y)∂τy + h− −∆(y, x) 0
0 −∆∗(x, y) δ(x − y)∂τy − h+ 0
∆∗(y, x) 0 0 δ(x − y)∂τy − h−
⎞⎟⎟⎟⎟⎟⎠
(6.93)
and
G =
⎛⎜⎜⎜⎜⎜⎝
−G++ 0 0 −F+−
0 −G−− −F−+ 0
0 F †+− GT++ 0
F †−+ 0 0 GT−−
⎞⎟⎟⎟⎟⎟⎠
. (6.94)
For s-wave pairing uniform order parameter, we can invert G−1 and obtain
the BCS self-consistent equation [6].
−F+− = ∆
V
= ∑
ωn,k
−∆(−iωn + h+(k)) (−iωn − h−(k)) − ∣∆∣2 . (6.95)
In general, the solutions are
G±±(x, y) = G0±±(x, y) ∓ 1~ ⨋w,zG0±±(x, z)∆z,wF †∓±(w,y), (6.96)
F †∓±(x, y) = ±1~ ⨋z,wG∗0∓∓(z, x)∆∗z,wG±±(w,y), (6.97)
which can be verified by plugging them back to Eq. (6.90) and (6.91). We
can also obtain G by inverting G−1 using the matrix blockwise inversion [91].
⎡⎢⎢⎢⎢⎣A BC D
⎤⎥⎥⎥⎥⎦
−1
= ⎡⎢⎢⎢⎢⎣ (A −BD
−1C)−1 −(A −BD−1C)−1BD−1−D−1C(A −BD−1C)−1 D−1 +D−1C(A −D−1C)−1BD−1
⎤⎥⎥⎥⎥⎦,
(6.98)
where A, B, C, and D are matrices of dimensions n × n, n ×m, m × n, and
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m ×m, respectively. Plugging G−1 into the above equation, we obtain
G1,1 = −G++= (G−11,1 −∆(G−14,4)−1∆†)−1= (G−11,1)−1(1 −∆(G−14,4)−1∆†(G−1)−11,1)−1. (6.99)
G4,1 = F †−+ = −∆†
V= −(G−14,4)−1∆†(G−11,1 −∆(G−14,4)−1∆†)−1= −(G−14,4)−1∆†(G−11,1)−1(1 −∆(G−14,4)−1∆†(G−11,1)−1)−1. (6.100)
Again, Gij and ∆ written next to each other is considered a matrix multi-
plication as in Eq. (6.107). We can also verify that Eq. (6.91) is equivalent
to above two equations and Eq. (6.108). The last equation can be expanded
around small ∆.
∆†= (G−14,4)−1∆†(G−11,1)−1(1 −∆(G−14,4)−1∆†(G−11,1)−1)−1= (G−14,4)−1∆†(G−11,1)−1 + (G−14,4)−1∆†(G−11,1)−1∆(G−14,4)−1∆†(G−11,1)−1+(G−14,4)−1∆†(G−11,1)−1∆(G−14,4)−1∆†(G−11,1)−1∆(G−14,4)−1∆†(G−11,1)−1 +O(∆7).
(6.101)
6.3.2 Derivation of Green’s function from path integral
We use path integral to derive Green’s function formalism. The inverse
Green’s function can be obtained by taking derivative of the grand poten-
tial [1],
δ2Γ
δΨ(y)δΨ†(x) = G−1(x, y), (6.102)
and the Green’s function can be obtained by taking derivative of the effective
action [1].
δ2Seff
δH†(y)δH(y) = G(x, y). (6.103)
If we take Seff from Eq. (6.33) and perform the functional derivatives,
the Green’s function we obtain will agree with Eq. (6.94).
Since G−1 can be written as a block diagonal matrix, 12 tr logG−1 in
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Eq.(6.35) is
1
2
tr logG−1 = 1
2
tr logG−11 + 12 tr logG−12 = tr logG−11 , (6.104)
where G−12 = −G−1†1 from Eq. (6.23) is used in the last step. Using the
identity [92]
det
⎛⎝ A BC D ⎞⎠ = detAdetD det (Im+n −A−1BD−1C) , (6.105)
where A, B, C, and D are matrices of dimensions n × n, n ×m, m × n, and
m ×m, respectively. Using the above equation, tr logG−11 can be written as
tr logG−11 = tr logG−11,0 + tr log (1 −G0+∆G0−∆†) , (6.106)
whereG−11,0 = G−11 ∣∆=0, G−10± = δ(x−y)∂τy±h±(x, y), and ∫ G−10±(x, y)G0±(y, z) =
δ(x, z). Here, ∆(x, y) is the gap function from Eq. (6.50), and (G0+∆G0−∆†) (x, y)
is treated as matrix multiplication and understood as
(G0+∆G0−∆†) (x, y)= ⨋
x1,x2,x3
G0+(x,x1)∆(x1, x2)G0−(x2, x3)∆∗(y, x3). (6.107)
From the minimization condition δΓδ∆∗(x,y) = 0, we obtain a self-consistent
equation.
−∆(x, y)
V (x, y) = G0+∆G0−1 −G0+∆G0−∆† (x, y)= G0+∆G0−(x, y) +G0+∆G0−∆†G0+∆G0−(x, y) + ...
(6.108)
For s-wave interaction, when ∆ is uniform, we obtain the BCS gap equation.
−∆
V
= G0+∆G0−
1 −G0+∆G0−∆† (x,x)= ∆
G−10−G−10+ − ∣∆∣2 (x,x)= ∑
ωn,k
∆(−iωn + ξ−(k) (−iωn − ξ+(k)) − ∣∆∣2 ,
(6.109)
where ξ±(k) is the eigenvalue of the spatial part of G−10±. This equation is
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consistent with Eq.(6.47)
The potential has the form
V (x, y) =∑
r
V δ(x, r + x)δ(τx − τy), (6.110)
where r = {0} for s-wave superconductors and r = {rxxˆ,−rxxˆ, ryyˆ,−ryyˆ} for
d-wave. We use the definition ∆r(x − r/2)δ(y + r − x)δ(τx − τy) ≡ ∆(x, y)
and G−10±(k)δ(k − k′) = G−10±(k, k′). The diagonalized normal state Green’s
function is G0±(k, k′)−1 = (−iω ± ξ±) δ(k − k′).
6.3.3 Expansion near the phase boundary
Near the phase boundary between normal and superconducting state, ∆ is
small which allows us to make an expansion. The self-consistent equation
in the lowest order is
−∆r(x − r2)
V
= G0+∆G0−(x,x − r)
= ⨋
y,z
G0+(x, y)∆(y, z)G0−(z, x − r)
=∑
r′ ⨋yG0+(x, y)∆r′(y − r
′
2
)G0−(y − r′, x − r)
= ∑
r′,k1,k2⨋y u(x, k1)G0+(k1)u∗(y, k1)×∆r′(y − r′
2
)u(y − r′k2)G0−(k2)u∗(x − r, k2). (6.111)
Here u is the normalized eigenvector of G−1o± and is different from u±. Noting
that ∆ has no τ dependence, integrating over time and rearranging the
equation gives us
∆r(x − r
2
)= −V ∑
r′,y,ωn,k1,k2
u∗(k2,x − r)u(x,k1)
×G0+(k1, ωn)G0−(k2ωn)×u∗(y,k1)u(y − r′,k2)∆r′(y − r′
2
). (6.112)
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Summing over Matsubara frequencies, we obtain
∆r(x − r
2
)= V ∑
r′,y,k1,k2
u∗(k2,x − r)u(x,k1)
× sinh (βξ (k1,k2))
2ξ (k1,k2) (cosh (βζ (k1,k2)) + cosh (βξ (k1,k2)))×u∗(k1,y)u(y − r′,k2)∆r′(y − r′
2
), (6.113)
where ξ (k1,k2) ≡ 12 (ξ+ (k1) + ξ− (k2)) and ξ (k1,k2) ≡ 12 (ξ+ (k1) − ξ− (k2)).
It can be rewritten in a matrix from, ∆ = A∆, where
Ar,x;r′,y= V ∑
k1,k2
u∗(k2,x − r)u(x,k1)
× sinh (βξ (k1,k2))
2ξ (k1,k2) (cosh (βζ (k1,k2)) + cosh (βξ (k1,k2)))×u∗(k1,y)u(y − r′,k2). (6.114)
For open boundary condition, the hopping term is a tridiagonal Toeplitz
matrix whose eigenvectors are
u(x1, kx) = √ 2
n + 1 (sin( pikxn + 1) , . . . , sin(pikxnn + 1 )) , (6.115)
and eigenvalues
λkx = 2t cos( pikxn + 1) , (6.116)
where n is the system size. For 2 dimensional lattice, the eigenvectors are
u(x, kx)⊗ u(y, ky) = √ 2
nx + 1 (sin( pikxnx + 1) , . . . , sin(pikxnxnx + 1 ))
⊗√ 2
ny + 1 (sin( pikyny + 1) , . . . , sin(pikynxnx + 1)) . (6.117)
Unlike in periodic boundary condition, the sum over x does not give us a
delta function.
If we expand Eq. (6.106), we obtain the Ginzburg-Landau free energy
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functional [93]. An expansion of Eq. (6.106) is
tr log (1 −G0+∆G0−∆†)= tr (1 +G0+∆G0−∆† +G0+∆G0−∆†G0+∆G0−∆† + ...) . (6.118)
Plugging this expansion back to the grand potential,
Γ = ∣∆(x, y)∣2
λ(x, y) − tr logG−11,0− tr (1 +G0+∆G0−∆† +G0+∆G0−∆†G0+∆G0−∆† + ...) . (6.119)
By taking the difference between the superconducting and normal grand
potential, we obtain
Γ − Γ0 = ∣∆(x, y)∣2
λ(x, y)− tr (1 +G0+∆G0−∆† +G0+∆G0−∆†G0+∆G0−∆† + ...) ,
(6.120)
which is the Ginzburg-Landau free energy functional [6, 93] with Γ0 =− tr logG−11,0 the normal grand potential.
6.4 Beyond mean field approximation
The BdG and Green’s function method are derived using the mean field
Hamiltonian, and we have shown the equivalence to the path integral for-
malism. This was true because we stopped the expansion of the effective
action at the mean field level. The path integral offers beyond mean field
calculation if we keep the higher orders of Hubbard Stratonovich field [42].
Seff [∆,∆∗]= Seff [∆0,∆∗0]+⨋
x1,x2,i
(∆i(x1, x2) −∆i0(x1, x2)) δSeff [∆∗0 ,∆0]δ∆i(x1, x2)+1
2
⨋
x1,x2,x3,x4,i,j
(∆i(x1, x2) −∆i0(x1, x2)) (∆j(x3, x4) −∆j0(x3, x4))
× δ2Seff [∆∗0 ,∆0]
δ∆i(x1, x2)δ∆j(x3, x4) + ..., (6.121)
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where ∆i = {∆∗,∆} and ∆0 the saddle point of Seff
δSeff [∆0,∆∗0]
δ∆i
= 0. (6.122)
The first order in ∆ is equivalent to the mean field approximation. The next
order will give us corrections to the meal field whose result deviate from the
BdG and Green’s function method.
6.5 Matsubara frequency summation
We evaluate tr logG−1 in Eq. (6.35) here.
tr logG−1 = ∑
ωn,k,i
log(−iωn + ωk,i)
= ∑
ωn,k,i
(∫ ωk,i
0
dθ
1−iωn + θ − log(−iωn)) , (6.123)
where i = 1,2,3,4. The second term on the last step is divergent and can be
absorbed in the infinite normalization constant. For fermions, ωn = (2n+1)piβ .
The summation over ωn can be turned into a contour integral.
∑
ωn
1
iωn − θ = 12pii ∮ dz 1z − θ β1 + e−βz , (6.124)
where the contour along the imaginary axis. We deform the contour as in
Fig (6.1). Beside the pole at z = ωk=k,i, there is also a pole at infinity. We
pick up only half of the residue at infinity since encircling the pole along the
left semi-circle is zero.
1
2pii
∮ dz 1
z − θ β1 + e−βz = − β1 + e−βθ + β2 = −β2 tanh(βθ/2). (6.125)
Integrating back we obtain
1
2
tr logG−1 = 1
2
∑
k,i
log(cosh(βωk,i/2)) =∑
k,α
log(cosh(βωk,α/2))
=∑
k,α
(βωk,α/2 + log(1 + exp(βωk,α))) , (6.126)
where we used ωk,i = {ωk,α,−ωk,α}
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Re z
Im z
Figure 6.1 Contour for Eq (6.125). The red crosses are the poles of 1/ (1 + e−βθ).
The green dot is the pole of 1/ (z − θ) The blue lines show the direction of the
contour.
72
CHAPTER 7
NUMERICAL RESULTS
FOR
SUPERCONDUCTORS IN
MAGNETIC FIELD
Part of the results presented here has been published in Tom Kim and
Chih-Chun Chien, and Shi-zeng Lin, Reentrant Fulde - Ferrell - Larkin -
Ovchinnikov state in small-sized superconductors, Phys. Rev. B 99, 054509
(2019) [94]. Here we explain the results in more detail and supplement more
information.
Our system can host the normal, BCS, and Fulde - Ferrell - Larkin -
Ovchinnikov (FFLO) states. The BCS state has uniform superconducting
order parameter except in the region near the sample edges. FFLO state is
characterized by spatially modulating the order parameter. In the following
discussion, we refer to the superconducting state without any sign changes
of the order parameter as the BCS state, and those exhibiting sign changes
as the FFLO state [95].
To locate the phase boundary between the normal and superconducting
states, we can use either Green’s function method or solve the BdG equation
numerically. To use the Green’s function method, we solve the self-consistent
equation 6.113, which are of the form (A−1)∆ = 0 in matrix notation. It can
be shown that A approaches zero at high temperatures and strong magnetic
field, so the only solution is ∆ = 0. The eigenvalues of A − 1 depend on
temperature and magnetic field, and we need to find the eigenvalue that
maximizes the superconducting region at a given temperature or field. If
we approach the normal-superconducting phase boundary from the normal
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state, one of the eigenvalues of A − 1 approaches zero from the negative
side. By locating the zeros of the largest eigenvalue of A − 1, we find the
phase boundary between the normal and superconducting states from the
Green’s function method. We also use the BdG equation to locate the
phase boundary by calculating where the order parameter becomes zero.
The results from both methods agree.
To find the BCS-FFLO phase boundary, the Green’s function method
cannot be used since the derivation is not valid when the order parameter is
not small, which is the case inside the superconducting regime. Therefore,
we use the BdG equation to locate the BCS-FFLO phase boundary. By
using different initial values of the order parameter, we obtain different
metastable solutions from the BdG equation. At given values of temperature
and magnetic field, we compare the free energies of the BCS state and the
FFLO state and find the one with the lowest free energy. By locating where
the free energies of the BCS and FFLO states are equal, we find the phase
boundary of the first-order transition between the BCS and FFLO states.
Figure 7.1 shows the phase boundary between the BCS, FFLO, and nor-
mal states for the s wave and d wave superconductors. The phase boundary
between the FFLO and normal states is found by expanding the Green’s
function, and the boundary between the BCS and FFLO states is found by
solving the BdG equation and comparing the free energies of the FFLO and
BCS states. The transition between the superconducting and normal states
is of the second order, while the transition between different superconducting
states is of the first order [96, 97].
One anomalous behavior in the phase diagram is the re-entrance of su-
perconductivity upon increasing field at low temperatures. On the phase
diagrams shown in Fig. 7.1, one can see the small superconducting pockets
separated by the normal phase at low temperatures, showing re-entrance of
the FFLO state. The reason for the re-entrance of FFLO state is that the
FFLO state has modulations of its order parameter. Thus, the system is
stable if the modulation fits the finite system size. The characteristic length
of the modulation is controlled by the magnetic field. If the modulation can-
not fit the system size, the FFLO state can be suppressed. However, if at
higher magnetic field the modulation can match the system size, the system
can re-enter the FFLO state. Note that the re-entrance mechanism here
is different from the one discussed in Ref. [98], where the thermodynamic
limit has been taken in a bilayer system.
Figure 7.2 shows the typical spatial profiles of the order parameter from
the BdG equation with s-wave pairing interaction at zero temperature. We
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Figure 7.1 Phase diagrams of thin and small superconductors at µ/t = −0.4 and
V /t = 2.5. The pockets near the vertical axis are the re-entrant FFLO state. The
superconducting-normal phase boundary can be obtained from the BdG equation or
the Green’s function method, and their results agree with each other. The BCS-
FFLO phase boundary, on the other hand, is obtained from the BdG equation. The
results are obtained both for the s wave (left column) and d wave (right column)
superconductors with system size (Nx,Ny) = (8,8) (top row) and (16,16) (bottom
row). Here Nx and Ny are the number of lattice sites in each direction and H0 =
2t/gµB.
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Figure 7.2 Profiles of the order parameter for the s-wave pairing interaction on
a 16 × 16 lattice at T = 0. Here µ/t = −0.4 and V /t = 2.5. (a) H/H0 = 0, (b)
H/H0 = 0.4, (c) H/H0 = 0.55, (d) H/H0 = 0.7.
used µ/t = −0.4 and V /t = 2.5 following Ref. [99]. Because of the absence of
translational invariance due to open boundary condition, the order param-
eter ∆ is not uniform even when H = 0, as shown in Fig. 7.2 (a). At higher
field when superconductivity still survives, ∆ changes signs in space, which
is a defining feature of the FFLO state. In Fig. 7.2 (b), ∆ is modulated
along one of the spatial direction. As the magnetic field increases, ∆ starts
to develop modulations in both x and y directions, as shown in Fig. 7.2 (c)
and (d).
For the d-wave paring interaction, we use the following definition [43]
∆xi = ∆i,i+xˆ, ∆yi = ∆i,i+yˆ,
∆si = (∆i,i+xˆ +∆i,i−xˆ +∆i,i+yˆ +∆i,i−yˆ) /4,
∆di = (∆i,i+xˆ +∆i,i−xˆ −∆i,i+yˆ −∆i,i−yˆ) /4, (7.1)
where xˆ and yˆ are the two primitive vectors. The profiles of ∆s and ∆d,
defined in Eq. (7.1), are displayed in Fig. 7.3 for the d-wave pairing inter-
action. The s-wave component ∆si is invariant while the d-wave component
∆di changes sign under the C4 rotation. In the BCS state, a subdominant
s-wave component is induced at the boundary, where the C4 rotation sym-
metry is absent. The presence of the FFLO state also breaks the C4 rotation
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Figure 7.3 Profiles of the order parameter, defined in Eq. (7.1), of d-wave pairing
interaction in a 16x16 system at T = 0, µ/t = −0.4, and V /t = 2.5. The left and right
columns show ∆s and ∆d, respectively. (a) and (e): H/H0 = 0 in the BCS state,
(b) and (f): H/H0 = 0.52 in the FFLO state, (c) and (g): H/H0 = 0.65 in the FFO
state near the normal-superconducting phase boundary, (d) and (h): H/H0 = 1 in
the re-entrant FFLO sate due to the commensuration effect.
77
symmetry, and a finite s-wave component is generated. Similar to those in
Fig. 7.2, the FFLO states can have spatial modulations in the x and/or y
directions at high fields.
The re-entrant FFLO state can facilitate experimental detection of the
elusive state. The phase diagram may be obtained by thermodynamic mea-
surement or resistivity measurement. The appearance of the re-entrant su-
perconducting would provide strong evidence for the existence of the FFLO
state. The detailed spatial structure of the FFLO state may be visualized
using the scanning tunneling spectroscopy. Ultracold atoms in optical lat-
tices are promising systems for studying the commensuration effect because
the lattice size ranges from tens to hundreds of lattice sites [100], but cooling
the system to the superfluid regime in 2D lattices remains a challenge [101].
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CHAPTER 8
CONCLUSION
The main contribution of this thesis is to show that starting from the gen-
eral path integral approach to obtain the partition function, we can derive
the equations of the state for many body phenomena such as BEC and su-
perconductivity. The path integral method reproduces well known methods
that were developed previously, such as the Bogoliubov theory for bosons
and the BdG equation and the Green’s functions for fermions. Importantly,
the formalism allows us to explore the physics around the phase transitions
of BEC or superconductivity.
In this thesis, I set up the path integral formalism to study interacting
bosonic gases, binary boson-fermion mixtures, and fermionic superconduc-
tors. For the quartic bosonic interactions, the large-N theory has been ap-
plied to a single component and binary boson-boson mixtures in a uniform
system previously [24, 25]. The corresponding auxiliary field theory has
been applied to uniform fermionic superfluids [42], showing the BCS theory
can be reproduced as the leading order theory of the large-N expansion. I
extended the large-N theory to interacting bosons in harmonic trap poten-
tial and binary boson-fermion mixtures in harmonic and box potentials. The
theoretical results for single component bosons in harmonic trap explains the
second order correction in the experimental data while the thermodynamics
of the binary boson-fermion mixtures is described in a unified framework.
The thermodynamic quantities of those many body systems can be calcu-
lated since the large-N theory gives the thermodynamic free energy. For
fermionic superfluids, I re-derived seemingly different methods, including
the BdG equation and Green’s function from the path integral formalism. I
map out the phase boundary between the normal state, BCS state, and the
FFLO state for a thin superconductor under a magnetic field parallel to the
superconductor.
My calculations stopped at the first order in the auxiliary fields because a
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closed set of equations can be obtained at this order. I numerically obtained
the solutions to those coupled equations. The second order calculation has
been done for uniform, single component bosons [24]. However, the second
order expansion generates complicated equations that require demanding
numerical evaluations. Limited by available computational power, we have
not attempted the second order calculations.
For fermionic superfluids, the BdG method involves diagonalization of a
matrix whose size increases as n2, where n the total number of sites. My
calculation has been on a small system size, which is relevant to recently de-
veloped nanoscale superconductors [102, 103, 104]. Applying the BdG equa-
tion to a large system size will be numerically challenging. For such a large
system, guessing the order parameter that minimizes the free energy rather
than finding the exact order parameter have been implemented [105, 106].
However, in this approximation, the self-consistency has been sacrificed.
Reconciling theoretical frameworks with numerical calculation has always
been a great challenge in many body physics. This thesis summarizes my
efforts to advance our understanding of the subject.
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Appendix A
NUMERICAL METHODS
For bosons and boson-fermion mixtures, there is a set of self-consistent
equations which are in integral forms. Usually, for homogeneous cases, the
equations are easier to solve than harmonic traps. Numerical root find-
ing and numerical integration are needed, and the GNU scientific library
(GSL) was used. The function QAGI, adaptive integration on infinite in-
tervals, was used to integrate the Bose-Einstien or Fermi-Dirac distribu-
tion over the momentum space which gives us the densities. The function
gsl multiroot fsolver, multidimensional root-finding, was used to find the
self-consistent equations from equations of states. In a harmonic trap, we
use LDA and treat the harmonic trap as constant at a given spatial point.
Each point is treated as a box potential with different local chemical poten-
tial. The global chemical potential remains the same. The correct density
distribution ensures that the density is a function of position and energy.
When we integrate over the energies, it gives us the density profile in real
space. When we integrate over the density profile, it gives us the total parti-
cle number. QAGS, adaptive integration with singularities, was used to find
the number of particles between the trap center and the phase transition
point. QAGI was used again to find the number of particles outside the
transition point.
To solve the BdG equation, the order parameter needs to be found self-
consistently by finding the eigenvalues and eigenvectors of the Hamiltonian
which is a function order parameter. The noninteracting Hamiltonian for
two-dimensional discrete space can be constructed by preparing a matrix
with zeroes and filling up the hopping constants and order parameter. Find-
ing the eigensystem of a matrix and fixed point iteration are needed, and
Python NumPy package was used. The function numpy.linalg.eig was used
for the matrix diagonalization. The order parameter constructed from the
eigensystem replaces the order parameter in the matrix which is diagonalized
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again. The self-consistent equation for the order parameter is in the form of
∆ = f(∆). We use an iteration to find the fixed point. If the iteration does
not converge, a different initial guess is used for the order parameter.
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