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ABSTRACT
Photometric phase curves provide an important window onto exoplanetary atmospheres and poten-
tially even their surfaces. With similar amplitudes to occultations but far longer baselines, they have
a higher sensitivity to planetary photons at the expense of a more challenging data reduction in terms
of long-term stability. In this work, we introduce a novel non-parametric algorithm dubbed phasma to
produce clean, robust exoplanet phase curves and apply it to 115 Neptunian and 50 Terran exoplanets
observed by Kepler. We stack the signals to further improve signal-to-noise, and measure an aver-
age Neptunian albedo of Ag < 0.23 to 95% confidence, indicating a lack of bright clouds consistent
with theoretical models. Our Terran sample provides the first constraint on the ensemble albedo of
exoplanets which are most likely solid, constraining Ag < 0.42 to 95% confidence. In agreement with
our constraint on the greenhouse effect, our work implies that Kepler ’s solid planets are unlikely to
resemble cloudy Venusian analogs, but rather dark Mercurian rocks.
Keywords: eclipses — planets and satellites: detection — methods: numerical — stars: planetary
systems
1. INTRODUCTION
The amount of light reflected and emitted from an
exoplanet is a direct probe of said planet’s surface or
atmospheric composition. Several observational strate-
gies have been successful in detecting this light, includ-
ing high-dispersion Doppler spectroscopy (Snellen et al.
2010; Birkby et al. 2013), occultation detections both
photometrically (Deming et al. 2005) and spectroscopi-
cally (Charbonneau et al. 2008), and photometric phase
curves (Knutson et al. 2007). The study of these plan-
etary photons, particularly when coupled with transit
spectroscopy (Seager & Sasselov 2000; Charbonneau et
al. 2002), has been instrumental in shaping our under-
standing of exoplanetary atmospheres to date (Burrows
2014).
In cases where these planetary photons are detected
and the planet is known to be a transiting body, it is
usually possible to measure the planetary albedo. This
is achieved by noting that the occultation and phase
curve amplitude is approximately equal to the geomet-
ric albedo multiplied by (RP /a)
2 (Winn 2010), and the
planetary radius and semi-major axis in units of the
stellar radius (p and aR) can be measured using the
transit itself (Seager & Malle´n-Ornelas 2003). Contex-
tually, measuring an albedo close to unity implies that
the planet is more likely to have an abundance of highly
reflective cloud coverage or have an icy surface, rather
than, say, a bare surface darkened by basaltic rock (Hu
et al. 2012). The shape of a planet’s phase curve can also
provide insight into a planet’s thermal properties; for ex-
ample an offset of the peak from the point of occultation
implies a certain degree of heat redistribution from the
substellar point (Knutson et al. 2007) or asymmetric re-
flection from patchy clouds (Demory et al. 2013). In
any case, measuring the amplitude and shape of phase
curves allows us to identify individual planetary charac-
teristics, which furthers our understanding of planetary
compositions on a broader scale.
Amongst the various means of detecting planetary
photons, photometric occultations and phase curves are
particularly attractive from a data perspective, since
transit survey missions, such as Kepler, collect long
baselines of thousands of planetary systems at high pre-
cision. Further, although both the phase curve and oc-
cultation effects have similar amplitudes, the signal to
noise ratio (SNR) is actually far superior using the phase
curve method. This is because the phase curve temporal
baseline is increased by the ratio of the orbital period to
the occultation duration, which in turn should improve
the SNR as ∼t1/2. As an example of this, the amplitude
of TrES-2b was first detected using just five months of
Kepler data from the phase curve (Kipping & Spiegel
ar
X
iv
:1
71
0.
10
21
3v
1 
 [a
str
o-
ph
.E
P]
  2
7 O
ct 
20
17
2 Jansen & Kipping
2011), giving (6.5 ± 1.9) ppm, before being later found
in occultation by collating 2.7 years of Kepler data (Bar-
clay et al. 2012), giving (6.5± 1.8) ppm.
As eluded to, Kepler data has already been used to de-
tect numerous individual optical phase curves (Borucki
et al. 2009; Kipping & Spiegel 2011; Esteves et al.
2013; Angerhausen et al. 2015), although primarily for
Jupiter-sized planets on short-periods, such as HAT-P-
7b. This is largely as a result of the strong detection
bias intrinsic to the method itself, with the amplitude
of the effect scaling as (RP /a)
2 (Winn 2010). For ex-
ample, a 1.5R⊕ Super-Earth with a geometric albedo of
Ag = 0.5 orbiting a Sun-like star at 0.05 AU would have
a reflection amplitude below 1 ppm, making it exceed-
ingly challenging for Kepler which has a median sensi-
tivity of ∼40 parts per million (ppm) for a 12th mag-
nitude star (Christiansen et al. 2013). Consequently,
meaningful constraints on individual albedos are simply
unobtainable for almost all Terran and many Neptunian
exoplanets found by Kepler.
As noted earlier, a major increase in the SNR is
achievable by using phase curves rather than occulta-
tions, by essentially increasing the volume of data (Kip-
ping & Spiegel 2011). Similarly, we propose in this work
that a further increase in SNR can be achieved by stack-
ing different planets (of similar type) together to create
an ensemble light curve. Although information about
the individual planets is lost, this method enables a
measurement of the average albedo for a collection of
previously unobtainable small worlds.
This stacking approach has been used in numerous
other examples recently, such as searching for exotrojans
(Hippke & Angerhausen 2015) and exomoons (Teachey
et al. 2017), but the most closely related example comes
from Sheets & Deming (2014) who stack occultations.
Stacking occultations is attractive since the effect is in-
trinsically localized and morphologically sharp, mean-
ing simple local polynomial detrending can be used to
correct for trends due to the instrument and stellar ac-
tivity. However, as highlighted in the case of TrES-2b,
occultations have considerably weaker SNR to planetary
photons than the full phase curve (Kipping & Spiegel
2011). Nevertheless, Sheets & Deming (2014) appear
to be first to appreciate the stacking opportunity and
in that seminal paper measured an occultation depth
of (3.8 ± 1.1) ppm for an ensemble of 31 sub-Saturn
(R < 6R⊕) Kepler planetary candidates. If the phase
curve had zero contribution from thermal emission and
was solely due to reflected light, the authors estimate
this occultation depth corresponds to an average geo-
metric albedo of Ag = (0.22 ± 0.06). In a follow-up
study performed by the same authors, similar methods
were applied to a larger ensemble, where they measured
lower geometric albedos on the order of 0.1 (Sheets &
Deming 2017).
In this study, we aim to maximize our sensitivity
by stacking phase curves to measure the representative
albedos of an ensemble of 50 Terran planets and an en-
semble of 115 Neptunian planets – the largest phase
curve ensemble considered to-date. In Section 2, we de-
scribe our detrending and stacking methods, and define
our target and ensemble criteria. In Section 3, we pro-
vide the expressions used to construct the phase curve
models, and in Section 4 we describe our regression
methods and model selection. In Section 5 we state our
results for the two ensembles, which are then discussed
in Section 6.
2. DATA PROCESSING
2.1. Frequently used detrending methods
In this work we seek to measure the phase curve signal
of a large ensemble of Kepler exoplanets. Unlike when
stacking the transits of many planets (e.g. Teachey et al.
2017) or the occultations (e.g. Sheets & Deming 2014),
the signal of interest lasts for days and not just hours
when considering full phase curves. Over timescales of
days, significant variations are observed in Kepler time
series, for example due to focus drift and intrinsic stel-
lar activity, and these trends require removal before the
phase curves of each planet can be co-added. The multi-
day nature of the phase curve signal imposes the re-
quirement of far greater long-term stability in the final
data product than that typically needed when studying
transits or occultations. As a result, many conventional
detrending approaches are not well-suited for the task
at hand.
For example, polynomial detrending would be inap-
propriate since even on the timescale of a few hours poly-
nomial orders up to 4th order are often necessary (Sand-
ford & Kipping 2017) for adequate detrending. Accord-
ingly, for multi-day timescales, very high order polyno-
mials would be needed, which become increasingly un-
stable. One solution to this is to use a moving polyno-
mial kernel (e.g. Armstrong et al. 2016), although as-
suming a strict polynomial-shape for the variations does
not have a clear motivation besides from mathematical
convenience. Further, the order of the polynomial func-
tion must be selected, typically using metrics such as
the Bayesian Information Criterion as a proxy for the
full marginal likelihood. A problem with this is that
often competing orders will score similar marginal like-
lihoods, meaning that formal Bayesian model averaging
across an infinite sum of polynomial orders is necessary.
Another popular approach is cosine filtering, which
was first developed specifically for phase curves analy-
sis (Mazeh & Faigler 2010), although it has since found
significant value in transit analysis too (e.g. Kipping
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et al. 2013). By adopting a Fourier-based approach,
quasi-periodic signals should be expected to be more
accurately described than polynomials which distort the
power spectrum in unpredictable ways. However, since
the cosine filtering comprises of a linear sum of cosine
terms of ever higher orders, it too becomes unstable at
high orders often necessary when studying trends over
many days (Kipping et al. 2013). Similarly, the algo-
rithm typically detrends using a linear sum of harmonic
functions where the number of harmonics is fixed. As
with polynomial detrending, this is somewhat unsatis-
factory since increasing or decreasing the number of har-
monics should lead to closely competing maximum like-
lihoods, meaning that formal Bayesian model averaging
should be invoked.
To overcome these issues, non-parametric detrending
methods are an attractive alternative. An obvious can-
didate would be median filtering, where one computes a
moving median function at a specific kernel bandwidth
over the entire time series and divides out the time series
by this function. One popular choice for the bandwidth
is of order ∼ O[101] consecutive points (e.g. Jenkins et
al. 2015), but this would not be appropriate here. At
such a small size, the method would remove not just the
instrumental and stellar variations, but also the vari-
ations due to the phase curve itself. Rather than use
a bandwidth based on consecutive points, it is often
preferable to use bandwidths with fixed temporal win-
dows to account for potentially sparse data arrays. In
this vein, a common choice is a longer bandwidth arbi-
trarily fixed to some value of order of days (e.g. Rowe &
Thompson 2015), but such an approach is not designed
or indeed intended to preserve phase curve functions.
2.2. Non-parameteric detrending with phasma
To address the problems discussed above, we designed
a new algorithm to detrend exoplanet phase curves that
is simple yet powerful, which we refer to as phasma.
The philosophy of phasma is that a planetary phase has
a highly predictable spectral response function if the
planet’s orbital period is a-priori known, as is the case
for transiting systems. Specifically, the phase curve will
have strong power at ν = 2pin/P , where n is the list of
natural numbers to account for harmonics of the phase
curve. This information could be used to design a filter
that near-perfectly removes the planetary phase curve
component of the original time series, F (t), leaving be-
hind a pure nuisance signal, G(t). Finally, the nuisance
signal can be then removed from the original time se-
ries to reconstruct the planetary phase curve, followed
by phase folding and phase binning to enhance the final
data product.
Although many band-stop filters could be considered
to construct G(t), an attractive option is the moving
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Figure 1. Spectral response function of applying a moving
average filter with bandwidth P to a time series, F (t), rep-
resenting step 1 of phasma. The extreme attenuation at each
harmonic removes any flux contributions from the planetary
phase curve, FP (t), leaving behind a pure nuisance signal
G(t).
average. A moving average of bandwidth P has excellent
attenuation at ν = 2pi/P and all higher harmonics (see
Figure 1). Moreover, the filter is computationally cheap
and conceptually simple. In practice, we elect to use a
moving median filter instead of the mean, since it has
the same spectral response properties but operates as a
more robust estimator in the presence of outliers.
To illustrate phasma, consider taking the first data
point of a photometric time series and then moving out
to one orbital period later in time. If the data were solely
due to a phase curve, then this segment of data would
encompass an entire phase curve and thus have a median
equal to unity (for a normalized curve). If the data were
due to a phase curve plus some nuisance signal, then
similarly the phase curve contribution averages out and
the median point is simply equal to the median level
one would obtain if the signal were due to the nuisance
signal alone. In this way, by moving along point-by-
point with a kernel bandwidth of P , we trace out the
nuisance signal exclusively.
phasma can be understood as comprising of the fol-
lowing three-step process
1. Construct a nuisance signal template using coher-
ent median filtering
2. Remove the nuisance signal from the original time
series
3. Phase-fold the residual signal to attenuate any
non-coherent power
To formally prove the principle behind phasma, we
provide here a mathematical description of the algo-
rithm by defining the observed flux to be a linear sum of
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star’s flux, F?(t), and the planet’s flux FP (t). We explic-
itly assume that FP (t) is a real-valued, strictly periodic
function (although it need not be sinusoidal) and that
the waveform of this function does not evolve in time
(e.g. the amplitude does not vary in time), such that it
exhibits translation symmetry:
FP (t+ nP ) = FP (t) ∀ n ∈ Z. (1)
assuming the above means that the spectral response
function of FP exhibits line spectra located at ν =
2pin/P , where n is a natural number, as depicted in
Figure 1. In contrast, F?(t) is not assumed to follow
any particular functional form (although it is assumed
to be real-valued), since indeed real stars can produce
highly complex and intricate light curves. As mentioned
earlier, in practice, the phasma algorithm use a moving
median, but we consider here using a moving mean for
mathematical convenience, and explain the use of me-
dians shortly. We further consider the time series to
be well-approximated as being homoscedastic. phasma
works by first constructing a nuisance signal time series,
G(t), which may be expressed as
G(t) =
∫ t′+P/2
t=t′−P/2
[
FP (t) + F?(t)
]
dt∫ t′+P/2
t=t′−P/2 dt
,
=
∫ t′+P/2
t=t′−P/2 FP (t) dt∫ t′+P/2
t=t′−P/2 dt
+
∫ t′+P/2
t=t′−P/2 F?(t) dt∫ t′+P/2
t=t′−P/2 dt
(2)
which may be re-written more compactly as
G(t) = F¯P + [F? ∗Π](t). (3)
In the above, F¯P is time-invariant, since marginalizing
any periodic function over its period returns a constant,
which is equal to the mean planetary flux in this case.
In contrast, the second term preserves time variability,
where we have exploited the fact that a moving average
is equal to the convolution of a gate function, Π(t), with
F?(t),
where
Π(t) =
0 if |t| > P2 ,1 if |t| ≤ P2 . (4)
It is instructive to consider the effect of the kernel
on F?(t) in the frequency-domain, which can be derived
taking the Fourier transform (which we denote as the
operator F) of F? ∗ Π. Via the convolution theorem,
F [F? ∗Π] = F [F?] · F [Π], and it is easy to show that
F [Π(t)](ω) = P sinc(Pω/2)√
2pi
. (5)
Since the sinc function’s amplitude decreases as ω−1,
high frequencies are attenuated, whereas low-frequencies
pass through. Accordingly, let us write that
F?(t) = F?,low(t) + ∆F?(t) (6)
where the “low” subscript denotes the frequency range
and ∆F? represents the residuals between the original
function and its low-pass filtered component. Since
F?(t) is a positive, real-valued function at all times (flux
cannot be negative), then the moving average must also
be positive and real-valued. By definition, the residu-
als of the original function around the moving average
must therefore be real-valued but approximately equally
mixed between positive and negative values. This point
will become important when phasma performs a phase-
folding operation later. Returning to Equation 3, we
may now write that
G(t) = F¯P + F?,low(t). (7)
Having constructed and defined G(t), we now proceed
to step 2 of phasma and remove G(t) from the original
time series. The target function for the final phase curve
function, F˜ (t), is defined in this work as being the plan-
etary flux divided by the mean stellar flux, FP /F?, in
the case of perfect detrending. To achieve this, we can
write
F˜ (t) =
F (t)−G(t)
G(t)
, (8)
which is equivalent to taking the original time series,
dividing it by G(t), and then subtracting unity (i.e. nor-
malization + offsetting). Expanding out these functions
using our earlier results, we have
F˜ (t) =
[
FP (t) + F?(t)
]− [F¯P + F?,low(t)][
F¯P + F?,low(t)
] ,
'
( F ′P (t)
F?,low(t)
)
+
( ∆F?(t)
F?,low(t)
)
, (9)
where on the second line we have defined F ′P (t) =
FP (t) − F¯P (ultimately a constant offset does not af-
fect our inference of the phase curve shape) and in the
denominator used the F?,low(t) F¯P .
The final step is to take F˜ (t) and phase-fold upon the
orbital period, P . Since F ′P (t) is periodic in P , and we
fold exactly on P , then the signal is completely undis-
turbed by this process. In contrast, the ∆F?(t) func-
tion is, in general, incoherent in P and is approximately
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evenly distributed between positive and negative val-
ues, by virtue of its construction (see earlier discussion).
Accordingly, randomly sampling ∆F?(t) and taking the
mean will converge towards zero as we increase the num-
ber of samples, broadly following a N−1/2 scaling. In
other words, ∆F?(t) averages out on the phase fold.
We can get a quantitative handle on this attenuation
by approximating ∆F?(t) as a high frequency sinusoidal
wave, for which the standard deviation of the signal is
' |∆F?|/
√
2, where |∆F?| is the sinusoidal amplitude.
After conducting upon B/P folds (where B is the base-
line of the time series), this is reduced to
F˜fold(φ) =
(F ′P (φ)
F¯?,low
)
+O
[ √P√
2B
|∆F?|
F¯?,low
]
. (10)
Further attenuation of the residual stellar noise is then
possible using phase-bins, since again the planetary sig-
nal remains coherent in the folded domain but the stel-
lar component should not. Despite this, there remains
a possibility for additional noise contamination by the
star and thus we later show how cases with excess noise
can be identified via the use of control system tests (see
Section 2.6).
We highlight that in what has been represented thus
far, the instrument response function has been ignored,
but it easy to see that it does not affect phasma so long
as the instrument is dominated by low-frequency power.
This can be seen from Equation 8, since an instrumental
function acts as a product to F (t) and thus also G(t) and
therefore is cancelled out in that equation, so long as the
instrument function is largely unaffected by the convo-
lution kernel. Quarter stitching is one way to introduce
high frequency power, since step functions between each
quarter would have high power in the frequency domain.
For this reason, this work applies phasma on a quarter-
by-quarter basis.
Because the kernel bandwidth is P , the first and last
P/2 segments of time series are lost and we cannot re-
construct the nuisance signal in these end-regions. How-
ever, as long as B  P , the fraction of lost data is rela-
tively small, and thus the method remains both robust
and sensitive.
Finally, rather than using a moving average, phasma
is run with a moving median as a more robust estimator
for time series featuring outliers and flares.
2.3. Suitable phasma targets
A basic requirement for phasma is a precise measure-
ment of each planet’s orbital period. Since the planets
considered in this work are transiting, then the period
is indeed precisely known in all cases.
Each Kepler quarter is offset slightly from the sur-
rounding quarters due to the rotation of the spacecraft
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Figure 2. Scatter plot of the observed standard deviation
versus the theoretical prediction with perfect detrending for
the 477 KOIs considered in this work. Objects south of a ratio
of 3.6 (upper dashed line) are considered to be of acceptable
quality in what follows.
causing the stars to appear on different CCDs of slightly
different sensitivities. An attempt at correcting for this
is made in the PDC-MAP data product (Smith et al.
2012; Stumpe et al. 2012) although the associated un-
certainty in that correction is unclear. For simplicity,
we detrend each Kepler quarter independently, which
means B ∼ 90 days. In order to satisfy B  P then,
our targets are selected such that P < 10 days.
In addition to this filter, we also eliminated systems
with more than one planet, where the phase curves
would co-add and negatively affect our detrending ap-
proach. Next, we only considered planets with a NASA
Exoplanet Archive (NEA; Akeson et al. 2013) disposi-
tion of “CONFIRMED”. Finally, we removed stars with
logarithmic surface gravities less than 4. Applying these
cuts on September 29th 2016 gave us 477 Kepler Objects
of Interest (KOIs) which we used in what follows.
2.4. Applied example of phasma: HAT-P-7b
As an example of our detrending method, we showcase
its performance for a well-known system, HAT-P-7b,
which exhibits strong phase curve variations (Borucki
et al. 2009). The simple aperture photometry (SAP)
for this star is shown in Figure 3, where we have
normalized each quarter by the median flux. Setting
P = 2.204735417 days as reported on NEA, we derive
the median function, shown in red in the top panel of
Figure 3, and then divide the original data through this
function. End member data (within P/2 of the quarter
stitch points) are ignored. In this example and the real
analyses shown later, only the long-cadence data is used
or necessary.
The data is then phase folded, centered upon the time
of transit minimum, and the data binned to 500 evenly
spaced phase points. Outliers exceeding 5σ from each
6 Jansen & Kipping
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Figure 3. Top panel: SAP light curve of HAT-P-7, transits are clearly visible. We overlay the moving median function (red)
adopting a kernel width of P . Lower panel: Resulting phase curve from our detrending (red circles) compared to the phase curve
of Armstrong et al. (2016) (grey triangles) for the same system but derived using an independent method.
phase window are rejected. The final phase curve is
shown in the bottom panel of Figure 3 which we com-
pare to that presented in the independent analysis of
Armstrong et al. (2016). Although Armstrong et al.
(2016) used a moving polynomial based detrending, the
two methods provide equivalent results and give us con-
fidence that our algorithm performs as expected. Un-
like Armstrong et al. (2016), there is no need with our
method to experiment with different polynomial orders
or kernel sizes, and the detrending options are fixed and
objective, enabling a fast and homogeneous detrending
of hundreds of KOIs.
2.5. Choosing a binning scheme
After folding the data, we decided to bin the data into
500 evenly-spaced phase bins to homogenize the differ-
ent KOI light curves. For a given KOI, the point-to-
point formal uncertainty estimates do not vary greatly
throughout the time series and thus is approximately
homoscedastic. We attempted four different binning
schemes to create our folded, binned light curves for
each individual KOI: a) simple mean b) weighted mean
c) simple median d) weighted median. The weighted-
options account for the modest degree of formal het-
eroscedasticity.
We binned all 477 KOIs in our sample with all four
methods and then measured the median absolute devia-
tion of the final binned light curve from each. We ranked
the methods from best to worst for each KOI and then
compiled the list of ranks for all KOIs. We find that the
weighted mean is the method most frequently ranked
highest, winning 477 of the 477 trials. Accordingly, we
elected to adopt the weighted mean binning scheme in
what follows.
2.6. Applying to control systems
After applying our detrending algorithm to all 477
KOIs, we required some way to assess whether the re-
sulting light curves were of acceptable quality. This re-
quired a point of comparison and thus we elected to run
our code on two other samples of 477 targets, where no
KOIs are presently known to reside to serve as control
systems. The first group is dubbed as “slow KICs”, cho-
sen since their rotation periods are slow and thus should
be expected to display lower stellar activity than usual.
The second group is dubbed the “fast KICs” for the
opposite reason, since they have fast rotation and thus
should have significant stellar activity.
The slow sample was defined such that rotation period
was slower than 20 days, the effective temperature of the
star was between 3000 K and 7000 K and the log surface
gravity was greater than 4.0. The fast sample used the
same cuts except the rotation period was required to be
faster than 5 days. In both cases, we used the Mcquillan
et al. (2014) rotation periods to perform these cuts and
ensured no KOIs existed at the time of writing.
For the fast sample, we detrended the time series as-
suming a fictional orbital period randomly drawn from
between 1 and 5 days. This represents a worst-case sce-
nario for our method since the timescale of intrinsic vari-
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ations is similar to that of the intrinsic stellar variations.
In the case of the slow sample, we draw a random or-
bital period from the same distribution, but here the
intrinsic variations are expected to be much slower than
the kernel width, which should lead to a more precise
detrending.
After detrending, we define the uncertainty on the
phase curve points in two ways. First, we define
σtheory as being the uncertainty computed from a simple
weighted mean calculation, thus equal to
σtheory ≡
√√√√ n∑
i=1
1
σ−2i
, (11)
where σi are the SAP reported photometric errors and
the sum is performed over a specific binning window.
We find, as expected, for any given KOI that the 500
binned σtheory are very similar and thus simply adopt the
median value as a fixed point estimate for each unique
KOI in what follows.
In addition to σtheory, which represents a best-case sce-
nario uncertainty, we also empirically measure the un-
certainty in the final phase curve by computing the stan-
dard deviation. Since the phase curve of each KOI can
exhibit significant variations due to the intrinsic phase
curve signal, rather than noise, it is necessary to first
perform a first-order removal of any such signal. To ac-
complish this, we use a simple linear least squares fit
of composite sinusoidal model for the ellipsoidal varia-
tions, Doppler beaming and reflection+thermal compo-
nent following Equation 6 of Mazeh & Faigler (2010).
The standard deviation of the residuals is defined as be-
ing equal to σinter.
An idealized system would have σinter ' σtheory, but
persistent nuisance variations unaccounted for by our
detrending are generally expected to inflate σinter above
σtheory. In this way, we identify the ratio (σinter/σtheory)
as a key metric for assessing the quality of our detrend-
ing. Since in general we expected the best case to be
unity, we subtract one from this ratio and take the log
to more clearly inspect the diversity of ratios found. Re-
peating for our three samples (the KOIs, slow KICs and
fast KICs), we histogram the resulting ratio proxies in
Figure 4.
As can be seen in Figure 4, the fast KIC sample ex-
hibits a larger typical ratio than of the slow KICs, as
should be expected, since our detrending algorithm is
most likely to struggle in the fast regime. Remarkably,
the KOI sample displays an even lower ratio than that
of the slow KIC control sample, implying that KOI host
stars are less active than even the slow rotating Kepler
stars. This is most likely an artifact of selection bias,
since quieter stars are intrinsically easier to detect tran-
sit signals around.
We find that normal distributions well-describe both
the slow and fast KIC histograms in Figure 4 and thus
one can treat the KOI sample as being a mixture model
of these two components plus some additional even qui-
eter component. Assuming this additional component is
also a normal distribution, we use maximum likelihood
regression to find that the KOI sample is well-described
by a mixture model of 16.2% fast KICs, 30.0% slow KICs
and 53.7% an additional quiet sample component.
In general, we deem it satisfactory if a target star can
be said to belong to either the quiet or slow KIC sample,
since our detrending algorithm is designed with such
cases in mind. Accordingly, using our mixture model,
we demark that for all (σinter/σtheory) < 6.6, it is more
likely a sample would belong to the slow+quiet sample
than the fast sample. At the critical ratio of 6.6, the
probability density ratio between the two populations is
unity, and thus for the sake of conservatism we push this
back until the probability density ratio equals e, which
occurs at (σinter/σtheory) = 3.6.
In Figure 2 we show a scatter plot of the two noise
estimates for the 477 KOIs and draw a line demarking
the cut-off ratio of 3.6. This cut reduces our sample
from 477 KOIs to 378, removing 99 targets.
2.7. Stacking different KOIs
Each folded binned light curve has a slight but some-
what arbitrary offset that means simple stacking of the
curves present noticeably poor coherence. It is therefore
necessary to define an offset term for each KOI which is
subtracted prior to the final stacking.
Consider the jth binned phase point of the final
stacked light curve of all KOIs, where j = 1, 2, ..., nbins−
1, nbins (where in our case nbins = 500). Within that
bin, there are nKOI data points, one from each KOI,
contributing to the binned point. Ideally they would
closely agree with each other and display a small spread.
If the spread were large, this would indicate we have
poorly selected our offset terms. Formally, rather than
spread the standard deviation, we really want to mini-
mize the chi-squared of the nKOI points away from the
average; χ2j . Since we can do this for each and every
binned phase point (nbins = 500 in total), the final cost
function is the sum of all of these chi-squared terms i.e.
C =
∑nbins
j=1 (χj)
2. In principle then, we simply need to
minimize C with respect to N offset parameters, which
we may write as
C(θ) =
nbins∑
j=1
nKOI∑
i=1
(
(f ij − θi)− µj
σij
)2
, (12)
where we use i superscript to denote the ith KOI and
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Figure 4. Right panels: Histograms showing the distribution of standard deviations obtained (normalized by a theoretical
benchmark) for the slow rotating and fast rotating control sample. Left panel: Same as right except for the 477 KOIs considered in
this work. The distribution is well described by a mixture model of the fast KICs, slow KICs and an additional quieter subsample.
The density ratio of e between the quiet+slow and fast populations demarks our cut-off for acceptable noise properties.
j subscript to denote the jth binned phase point, and
we further define θi as the offset term associated with
the ith KOI, and µj and the average of the j
th binned
phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µj , but
we can again choose to define average in several differ-
ent ways: a) simple mean b) weighted mean c) simple
median d) weighted median. Between KOIs, the data is
certainly heteroscedastic here and thus one should not
expect the unweighted versions to be optimal. Never-
theless, we tried all four strategies on each planet group
considered. We defined the prefered method as that
which leads to the lowest median absolute deviation in
the final grand stacked light curve. For all planet groups
considered, we found that the weighted mean was indeed
the preferred metric, such that
µj =
∑nKOI
i=1 (f
i
j − θi)(σij)−2∑nKOI
i=1 (σ
i
j)
−2 . (13)
Finally, we point out that for σij , we assume that for a
particular given KOI, the errors are homoscedastic (al-
though heteroscedastic across different KOIs) such that
σij = σ
i for all j = 1, 2, ..., nbins − 1, nbins. Specifically,
we set σi to be equal to the standard deviation of the
residuals of each KOI’s phase curve after an initial sim-
ple fit (as described earlier in Section 2.6), such that σi
is equal to σinter of the i
th KOI. An illustration of this
offset optimization scheme can be seen in Figure 5.
The uncertainty on the binned points is defined by
1.4286 multiplied by the median absolute deviation of
the final binned ensemble curve, after excluding phase
points interior to within 5% of the orbital period of the
transit.
As a brief aside, the optimization of C is non-trivial
due to the large dimensionality and non-linearity of the
problem. To solve this, we initially set the vector of
offset terms, θ, to be zero and computed C(θ). We
then replaced the first term, θ1, with a variable x and
performed a simple downhill 1D minimization of C(θ)
with respect to x. We then replaced θ1 with this optimal
value and sequentially repeated for all elements of θ.
After completion, we saved the new C and then repeated
the entire process again. This was done multiple times
and we found rapid convergence of C after just a few
full iterative rounds.
2.8. Defining planet samples
The objective of this work is to measure the reflection
component of the phase curve for a co-added sample of
KOIs. Since phase curves are comprised of several other
effects besides reflection, it is desirable to choose a sub-
set for which these other effects are expected to have
relatively little contribution. However, the amplitudes
of each component are, a-priori, unknown to us although
they can be predicted using empirically calibrated mod-
els.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming effect, the thermal com-
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C=Ânbinsj=1 c
2
j . In
principle then, we simply need to minimize C with respect
to N o↵set parameters, which we may write as
C =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij Qi) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define Qi as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defined
the prefered method as that which leads to the lowest me-
dian absolute deviation in the final grand stacked light curve.
For all planet groups considered, we found that the weighted
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j Qi)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set th vector of o↵set te ms, Q,
to be zero and computed C. We then replaced the first term,
Q1, with a variable x and performed a simple downhill 1D
minimization of C with respect to x. We then then replaced
Q1 with this optimal value and sequantially repeated for
all elements of Q. After completion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after
just a few full iterative rounds.
f 11 f
2
1 f
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2.7 Defining Planet Samples
The objective of this work is to measure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
& Thompson (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (4)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000K to 10000K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (5)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
mation of Morris & Naftilan (1993), such that
Aellp = aellp
MP
M?
⇣R?
a
⌘3
, (6)
where aellp is a coe cient well-approximated by
aellp = 0.15
(15+u)(1+g)
3 u , (7)
where u is the linear limb darkening coe cient and g
is the stellar gravity darkening coe cient. For these coef-
ficients, we queried the thoeretical tabulation presented in
Claret & Bloemen (2011) for the Kepler bandpass given a
vector of inputs defined by {Teff, logg, [Fe/H]}. In order to
draw intermediate points not present in the table, we trained
a random forest interpolative algorithm on the three inputs,
enabling us to quickly interpolate aellp for any given choice
of inputs.
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C=Ânbinsj=1 c
2
j . In
principle then, we simply need to minimize C with respect
to N o↵set parameters, which we may write as
C =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij Qi) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define Qi as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each lanet group considered. We defined
the prefered method as t at which leads to the lowest me-
dian absolute deviation in the final grand stacked light c rve.
For all planet groups considered, we found hat the weighted
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j Qi)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and no -linearity of the problem.
To solve this, we initially set the vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
Q1, with a variable x and performed a simple downhill 1D
minimization of C with respect to x. We then then replaced
Q1 with this optimal v lue and sequanti lly repeated for
all elements of Q. After completion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after
just a few full iterative rounds.
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2.7 Defining Planet Samples
The objective of this work is to measure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us although they can be predicted us-
i g empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
& Thompson (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (4)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000K to 10000K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (5)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
mation of Morris & Naftilan (1993), such that
Aellp = aellp
MP
M?
⇣R?
a
⌘3
, (6)
where aellp is a coe cient well-approximated by
aellp = 0.15
(15+u)(1+g)
3 u , (7)
where u is the linear limb darkening coe cient and g
is the stellar gravity darkening coe cient. For these coef-
ficients, we queried the thoeretical tabulation presented in
Claret & Bloemen (2011) for the Kepler bandpass given a
vector of inputs defined by {Teff, logg, [Fe/H]}. In order to
draw intermediate points not present in the table, we trained
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away fro the av-
erage; c2j . Since e can do this for eac and every binned
phase point (nbins = 500 in tot l), th final cost function is
the sum of all of these chi-squared terms i.e. C=Ânbinsj=1 c
2
j . In
principle then, we simply nee to minimize C with respect
to N o↵set parameters, which w may write as
C =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij Qi) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further defi e Qi as the o↵set term associated with the i h
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the p ints to lie close to the “averag ”, µ j, but
we can again choose to d fine average in sev ral di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus ne should not expect the un-
weighted versions to be optim l. Nevertheless, we tried all
four strategi s n each planet group considered. We defi ed
the pr fered method as that which leads to the lowest me-
dian absolute deviation in the final gr nd stacked light curve.
For all planet groups considered, we found that the weighted
mean was nde th prefered m tric, such that
µ j =
ÂnKOIi=1 ( f
i
j Qi)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set he vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
Q1, with a variable x and performed a simple downhill 1D
minimization of C with respect to x. We then then replaced
Q1 with this optimal value and sequantially repeated for
all elements of Q. After completion, we saved the new C
and then repeated the entire process gai . This was done
multiple times and we found rapid convergence of C after
just a few full iterative unds.
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2.7 Defining Planet Samples
The objective of this work is to measure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
& Thompson (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (4)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000K to 10000K using
the Kepler bandpass and found that a fourth-order poly-
omial - which is substantially faster to call - provides an
excellent approxim tion, such t at
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (5)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
matio of Morris & Naftilan (1993), such that
Aellp = aellp
MP
M?
⇣R?
a
⌘3
, (6)
where aellp is a coe cient well-approximated by
aellp = 0.15
(15+u)(1+g)
3 u , (7)
where u is the linear limb darkening coe cient and g
is the stellar gravity darkening coe cient. For these coef-
ficients, we queried the thoeretical tabulation presented in
Claret & Bloemen (2011) for the Kepler bandpass given a
vector of inputs defined by {T ff, logg, [Fe/H]}. In order to
draw intermediate points not present in the table, we trained
a random forest interpolative algorithm on the three inputs,
enabling us to quickly interpolate aellp for any given choice
of inputs.
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C=Ânbinsj=1 c
2
j . In
principle then, we simply need to minimize C with respect
to N o↵set parameters, which we may write as
C =
nbins
j=1
nKOI
Â
i=1
 
( f ij Qi) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, nd we
further define Qi a the o↵s t term associated with the ith
KOI, and µ j and the average of the jth b nned phase point.
One complication is that within e ch grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weigh ed mean c) simple median
d) w ighted me ian. Between KOIs, the data is certainly
heterosce astic here and thu one should not expec the un-
weighted versio s to be optimal. N vertheless, we tried all
four strategies on each planet group considered. We defined
the prefered method as that which leads to the lowest me-
dian absolute deviation in the final grand stacked light curve.
For all planet groups considered, we found that the weighted
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j Qi)(s j) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are omoscedastic (although
heteroscedastic across di↵er nt KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviati n of the residuals of each KOI’s
phase curve af er an initial simple fit ( s described earli r in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimizati n of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
Q1, with a variable x and performed a simple downhill 1D
minimization of C with respect to x. We then then replaced
Q1 with his optimal value and sequanti ly repeated for
all elements o Q. After completion, we saved the new C
and hen repeated e entire process again. This was done
multiple times nd we found rapid converge ce of C after
just a few full iterative rounds.
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2.7 Defining Planet Samples
The obj ctive of this work is to measure the reflection com-
ponent of he phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. Howev r, the amplitude of each component are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for eac planet’s ob-
served radius and forecasted mass from the study of C en
et al. (2017b). The adius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and th Rowe
& Th mpson (2015) transit parameter posterio s tog ther,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017 ). We then computed fore
casted beam ng, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the be ming amplitude, we use Equation 9 of Maz h
& Faigler (2010), such that
Abeam = 4abeam Kc , (4)
wh re K is he forecasted radial velocity amplitud ,
which can be computed from the forecaste planetary ass,
c is he speed of ight n a vacuum and abeam is a fac or f
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by he spectrum shif ng in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000K to 10000K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is substantially faster to call - provides an
excellent approximation, suc that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥ 0 11)T 3eff+(1.07⇥ 0 15)T 4eff. (5)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
mation of Morris & Naftilan (1993), such that
Aellp = aellp
MP
M?
⇣R?
a
⌘3
, (6)
where aellp is a coe cient well-approximated by
aellp = 0.15
(15+u)(1+g)
3 u , (7)
where u is the linear limb darkening coe cient and g
is the stellar gravity darkening coe cient. For these coef-
ficients, we queried the thoeretical tabulation presented in
Claret & Bloemen (2011) for the Kepler bandpass given a
vector of inputs defined by {Teff, logg, [Fe/H]}. In order to
draw intermediate points not present in the table, we trained
a random forest interpolative algorithm on the three inputs,
enabling us to quickly interpolate aellp for any given choice
of inputs.
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Ideally hey would closely agre with eac other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or sta dard deviation, we really want t min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since w an do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1(c j)
2.
In principle then, we simply need to minimize C with respect
to N o↵set p rameters, which we may write as
C =
nb ns
Â
j=1
nKOI
Â
i=1
 
( f ij Qi) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define Qi as the o↵s t term associated with the ith
KOI, and µ j d the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple me n b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weight d versions to be optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defined
the prefered method as hat which leads to the lowe t me-
dian absolute deviation in the final grand stacked light curve.
For all planet groups considered, we found that the weighted
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j Qi)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we poin out that for s ij, we assume that f r a
particular given KOI, the errors are homoscedastic (alth ugh
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described e rlier in
Section 2.5), such that s i is qu l to sinter of the ith KOI.
As a bri f aside, the optimization of C i non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
Q1, with a variable x and performed a simple downhill 1D
minimization of C w th respect to x. We then then replaced
Q1 with this optimal value and sequantially repeated for
al elements of Q. After completion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after
just a few ful iterative rounds.
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2.7 Defining Planet Samples
The objective of this work is to easure the reflectio com-
ponent of the phase curv for a co-added sample of KOIs.
Si ce p ase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
thes oth r e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of ea h compone t are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soida variations, the be ming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served radius and forecast d mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
& Thompson (2015) t ansit parameter po teriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
c s ed beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equatio 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (5)
where K is the forecasted radial velocity amplitude,
which can be computed fro the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order uni y to account for the finite bandpass used and the
Doppler boosting e↵ect by the sp ctrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000K to 10000K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)T ff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (6)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
mation of Morris & N ftilan (1993), such that
Aellp = aellp
MP
M?
⇣R?
a
⌘3
, (7)
where aellp is a coe cient well-approximated by
aellp = 0.15
(15+u)(1+g)
3 u , (8)
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1(c j)
2.
In principle then, we simply need to minimize C with respect
to N o↵set parameters, which we may write as
C =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij Qi) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define Qi as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defined
the prefered method as that which leads to the lowest me-
dian absolute deviation in the final grand stacked light curve.
For all planet groups considered, we found that the weighted
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j Qi)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
Q1, with a variable x and performed a simple downhill 1D
minimization of C with respect to x. We then then replaced
Q1 with this optimal value and sequantially repeated for
all elements of Q. After completion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after
just a few full iterative rounds.
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2.7 Defining Planet Samples
The objective of this work is to measure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
& Thompson (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (5)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000K to 10000K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (6)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
mation of Morris & Naftilan (1993), such that
Aellp = aellp
MP
M?
⇣R?
a
⌘3
, (7)
where aellp is a coe cient well-approximated by
aellp = 0.15
(15+u)(1+g)
3 u , (8)
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1( j)
2.
In principle then, we simply need to minimize C wit respect
to N o↵set parameters, which we may write as
C =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij Qi) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define Qi as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defined
the prefered method as that which leads to the lowest me-
dian absolute deviation in the final grand stacked light curve.
For all planet groups considered, we found that the weighted
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j Qi)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i f r
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, Q,
to be zero and computed C. We then replaced the first term,
Q1, with a variable x and performed a simple downhill 1D
minimization of C with respect to x. We then then replaced
Q1 with this optimal value and sequantially repeated for
all elements of Q. After completion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after
just a few full iterative rounds.
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nbins
Â
j=1
(c j)2, (5)
2.7 Defining Planet Samples
The objective of this work is to measure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us al hough they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variatio s, the beaming e↵ect, the thermal comp nent
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each plan t’ ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
& Thompson (2015) transit para eter posteriors together,
whereas the forecasted massescome from he forecaster
package (Chen et al. 2017a). We then computed the fore-
casted bea ing, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming mplitude, we use Equation 9 of Maze
& Faigler (2010), such that
Abeam = 4abeam Kc , (6)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alph _beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000K to 10000K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
mation of Morris & Naftilan (1993), such that
Aellp = aellp
MP
M?
⇣R?
a
⌘3
, (8)
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost func ion is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1(c j)
2.
In principle then, we simply need to minimize C with respect
to N o↵set p rameters, which we may write s
C(q ) =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij q i) µ j
s ij
!2
, (2)
wher we use i subscript to denote the ith KOI and j
superscri t to d note the jth binned phase oint, and we
fur e define q i as th o↵set term associated with the ith
KOI, nd µ j and the average of the jth binned phase point.
One co lica ion is that within ach grand bin point,
w want the points to li clo e to the “average”, µ j, but
w can again hoose to defi e erag in sever l di↵erent
ways: a) simp e mean b) weighted mean c) si ple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not exp c the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defi ed
the pref ed method as that which leads to the lowest e-
dian absolute deviation in the final grand st cked light curve.
F all planet groups considered, we found th t the weighted
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j q i)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume tha for a
particular give KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, q ,
t be zero and computed C(q ). We then replaced the first
term, q1, with a variable x and performed a simple downhill
1D minimization of C(q ) with respect to x. We then then re-
placed q1 with this optimal value and sequantially repeated
for all elements of q . After completion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after
just a few full iterative rounds.
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, (4)
C(q ) =
nbins
Â
j=1
(c j)2, (5)
2.7 Defining Planet Samples
The objective of this work is to measure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming e↵ect, the thermal component
and the reflection p ase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
& Th mpson (2015) transit par m ter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculati ns, we assume zero eccentricity for
simplicity.
F r the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (6)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000K to 10000K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
mation of Morris & Naftilan (1993), such that
Aellp = aellp
MP
M?
⇣R?
a
⌘3
, (8)
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Form lly, rather
than spread or standard deviation, we really want to min-
imize th chi-squared of th nKOI points away f om the av-
erage; c2j . Since we can do this for each a d every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1(c j)
2.
In principle then, we simply need to minimize C with respect
to N o↵set parameters, which we may write as
C(q ) =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij q i) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heterosc dastic here and thus one should not exp ct the un-
weighted version to b optimal. Neverth less, we tried all
four strategies on each planet group co sidered. W defined
the pref r d method as that which leads to the lowest me-
dian absolute deviation in the final grand stacked light curve.
For all planet groups considered, we found that the weighted
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j q i)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, q ,
to be zero and computed C(q ). We then replaced the first
term, q1, with variable x and performed simple downhill
1D minimization of C(q ) with respect to x. We then then re-
placed q1 with this optimal value and sequantially repeated
for all elements of q . After completion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after
just a few full iterative rounds.
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Â
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2.7 Defining Planet Samples
T e objective of his work is o easure the refl ction com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. Ho ever, the amplitudes of eac component are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
s idal variations, the beaming e↵ect, the thermal component
and he reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served r dius and forecasted mass from he study of C en
et al. (2017b). The radius posteriors come from combining
the M thur et al. (2017) stellar posteriors and the Rowe
& Thompson (2015) transit parameter posteriors t gether,
whereas the forecasted massescome from the for ca ter
pack ge (Chen e al. 2017a) We then c puted the fore-
casted bea ing, ellipsoidal, reflection and th rmal compo-
nents. For all calc lations, we assume zero ccen ricity for
simplicity.
For the beaming amplitude, we use Equation 9 of M zeh
& Faigler (2010), such that
Abeam = 4 beam Kc , (6)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacu m and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppl r boosting e↵ect by the spectrum shifting in and out
of said ba dpass (Loeb & G udi 2003). For this factor, we
compute abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which d pends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000K to 10000K using
th Kepler ba dpass and found that a fourth-order p ly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Maz h & Faigler (2010), which is based upon the approxi-
mation of Morris & Naftilan (1993), such that
Aellp = aellp
MP
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⇣R?
a
⌘3
, (8)
MNRAS 000, 1–9 (2017)
The Albedo of Kepler’s Small Worlds 5
Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbi sj=1(c j)
2.
In principle then, we simply eed to minimize C with resp ct
to N o↵ t parameters, which we may write as
C(q ) =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij q i) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defined
the prefered method as that which leads to the lowest me-
dian absolute deviation in the final grand stacked light curve.
For all planet groups considered, we found that weight d
mean wa ind ed the prefered metric, such that
µ j =
Â KOIi=1 ( f
i
j q i)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the sta dard d viat on f the residuals of e ch KOI’s
phase curve after a initial simple fit ( s described earlier in
Section 2.5), such th t s is equal to sinter of the ith KOI.
As a brief aside, the optimizatio of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, q ,
to be zero and computed C(q ). We then replaced the first
term, q1, with a variable x and performed a simple downhill
1D minimization of C(q ) with respect to x. We then then re-
placed q1 with this optimal value and sequantially repeated
for all elements of q . After completion, we saved the new C
and then r peate the entire process again. This was done
multiple times and we found ra id conv rgence of C after
just a few full terative rounds.
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2.7 Defining Planet Samples
The objectiv of this work is to measure the r flection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the post rior distributions for each planet’s ob-
serv d radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Ro e
& Thompson (2015) transit parameter posterio s togeth r,
whereas the forecasted mass scome from th f recast r
pack ge (Ch n et al. 2017 ). We then computed the fore-
casted beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the b ami g amplitude, w use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (6)
where K is the foreca ted radi velocity amplitude,
which can b computed from the forecasted planetary mass,
c is the speed of light in a vac um a d abeam is a actor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by t e spectrum shifting in and ut
of said bandp ss (Loeb & Gaudi 2003). F r this fact r, we
computed abeam using the IDL code of alpha_b am by Brian
Jackson (private communic ti ) which depe ds up n a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across grid from 3000K to 10000K using
the Kepl r bandp ss and found th t a fourth-order poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (7)
For he ellipsoi al variations, we adopt Equation 7 of
Maze & Faigler (2010), hich is based upon the approxi-
mation of Morr s & Naftilan (1993), such that
Aellp = aellp
MP
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1(c j)
2.
In principle then, w simply need to minimize C with resp ct
to N o↵set parameters, which we may writ as
C(q ) =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij q i) µ j
s ij
!2
, (2)
where we use i subscript to deno e the ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defined
the prefered method as t at which leads to the lowest me-
dian absolute deviation in the final grand stacked light curve.
For all planet groups considered, we fo nd t at the weighted
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j q i)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, q ,
to be zero and computed C(q ). We then replaced the first
term, q1, with a variable x and performed a simple downhill
1D minimization of C(q ) with respect to x. We then then re-
placed q1 with this optimal value and sequa tially repeated
for all elements of q . After c mpletion, we saved the new C
and then repeated the entire process again. This was done
multiple times and we found rapid convergence of C after
just a few full iterative rounds.
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2.7 Defining Pl n t Samples
T e objectiv of t is work i to meas re the reflection com
ponent of the phase curve for a co-added sample of KOIs.
S nce phase curves are comprised of several other e↵ects be-
sides r fl ction, it is de ireabl to choos a subset for hich
these other e↵ects are expected to h relatively little con-
tribution. However, th amplitudes f each component e,
a-priori, u known t us although t ey an be predicted us-
ing empirically calibrated models.
To this end, we forecast d th mplitude of th ell p-
soidal variations, the bea ing e↵ect, the t rmal component
and the reflection hase curve for each and every KOI. First,
we obtained the posterior distributions for each plan t’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and th Rowe
& Thompso (2015) transit parameter posteriors together,
whereas for casted massescome from the forecaster
packag (Chen et al. 2017a). We then comput the fore-
casted beaming, ellipsoidal, reflec ion and thermal compo-
nent . Fo all calculations, we ssume zero eccentricity for
simplicity.
For the beaming mplitude, we use Equ tion 9 of Mazeh
& Faigler (2010), s ch that
Abeam = 4 beam Kc , (6)
where K is the forecas ed radial velocity amplitude,
which can b computed from the forecasted planetary mass,
c is the spe d of light in vacuu and abeam is a factor of
order unity t account for the fini e bandpass u ed and the
Doppler boosting ↵ect by the spectrum shifting in and out
of said bandp ss (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code f alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of he parent star. We
comput d abeam across grid from 3000K to 10000K usi g
the Kepler bandpass and found that a f ur -ord r poly-
nomial - whic is substa tially faster to c ll - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upo the approxi-
mation of Morris & Naf ilan (1993), such that
Aellp = aellp
MP
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Ideally they would closely agree with each other and display
a sma l spr ad. If the spread we large, this w uld indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, e really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of thes chi-squared t rms i.e. C = Ânbinsj=1(c j)
2.
In principle then, imply n ed to minimize C with respect
to N o↵set param ters, which w may write as
C(q ) =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij q i) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ays: ) simple mean b) weighted mean c) simple me ian
d) weigh ed m dian. B ween KOIs, the data is certainly
heterosc dastic here and thus one should not expect un-
weighted versions to b optimal. Nevertheless, we tried all
four strategies on each planet group considered. We defi ed
the prefered method as that which leads to th lowest me-
dian absolute deviation in the final grand stacked ight curve.
For all planet groups considered, we fou d that th weighte
mean was ind ed the pref red metric, such that
µ j =
ÂnKOIi=1 ( f
i
j q i)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i s equal to sinter of the ith KOI.
As a brief side, the optimization of C is non-trivial due
to the large dimensio ality and non-linearity of the probl m.
To solve this, we ini ially set the vector of o↵set erms, q ,
to be zero a d computed C(q ). We the replaced the first
term, q1, with a var ble x and performed a simple downhill
1D minimiza ion of C(q ) w th r spect to x. We then th n re-
placed q1 with this opti al value and s quantially repeated
for all elem nt of q . After completion, we saved the new C
and then repeated the entire process gain. T is was done
multiple t mes and we found rapid convergence of C after
just a few full iterativ rounds.
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2.7 Defining Planet Sample
The objective of this w rk is o e ure th reflection com-
ponent of the p ase curve for a c -added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it is desireabl to choose a subset for which
these other ↵ects are expected to have relatively littl con-
tribution. Ho ever, the ampli u es of each component re,
a-priori, unknow to us although they can be predic ed us-
ing empir cally calibrated mod l .
To this end, we for casted the a plitude of ellip-
soidal v riati s, the beamin e↵ect, the thermal compo nt
and the reflec ion pha e curv f r each and every KOI. F rst,
we ob i d the p sterior distributions for each plan t’s ob-
s rv d r dius and f recasted mass fro the study of Ch n
et al. (2017b). The radius poste or come from combining
the Mathur et al. (2017) s el ar po teriors and th Rowe
& Thomp on (2015) t ansi arameter post riors togeth r,
where s the forecast d mass scome from th for cast r
package (Chen t al. 2017a). We t n compute the fore-
casted b aming, ellips idal, eflection and t ermal compo-
nents. For all calculations, we a sume zero eccentricity for
simplicity.
For the be ming ampli ud , w use Equation 9 of Maz h
& Faigler (2010), such that
Abeam = 4abeam Kc , (6)
where K is the forecasted radial velocity amplitude,
which can be computed fro the forecasted planetary mass,
c is the speed of light in a vacuum and ab am is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of s i bandpass (Lo b & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private co munication) which depends upon a sin-
gle input, the e↵ec ive te peratu of the p r nt star. We
computed abeam across a grid from 3000K to 10000K using
th Kepler b ndpass and found that a fourth-ord r poly-
nomial - which is substantially faster to call - provi es an
excelle t approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
mation of Morris & Naftilan (1993), such that
Aellp = aellp
MP
M?
⇣R?
a
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Ideally they would closely agree with each other and display
a small spr ad. If the spread were large, this would indicate
we hav poorly select d our o↵set erms. Formally, rather
than spre d or standard deviation, we really want t min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of ll of thes chi-squ red t rms i. . C = Ânbinsj=1(c j)
2.
In principle hen, we simply need to minimize C with respect
to N o↵set parameters, which we may write as
C(q ) =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij q i) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscrip to denote the jth binned phase point, and we
further define q i as the o↵set t rm associat d with the ith
KOI, and µ j and the avera e of the j h binned phase point.
On complication is that within each grand bin point,
we w nt the points t lie close to e “average”, µ j, ut
we can agai cho s t define av ra e in several di↵ere t
w ys: a) simple me n b) weighted mean c) simple medi n
d) w ighted median. Betwe n KOIs, the d ta is certainly
heterosc das i here nd thus one should not expect the un-
weighted vers ons to b optimal. Nev rth l ss, w tried all
four str t gies on each planet group considered. W defined
the prefer d m th d as that which l ds to the lowest me-
dian ab olut devia ion i the final gra d stacked light curv .
For all planet groups consider d, we found that the weighted
mean was i deed the prefered etric, such that
µ j =
ÂnKOIi=1 ( f
i
j q i)( ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given OI, the errors re homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviatio of the residuals of each KOI’s
phase curve afte n initi l simple fit (as de cribed earlier in
Section 2.5), such that s i is equal sinter of the ith KOI.
As a brief aside, the optimiz tion of C is no -trivial due
to the larg dimensionali y and on-lin arity of the pro l m.
To solve th s, we initially set the vector of o↵s t terms, q ,
to be zero and compute C(q ). We then replac d the first
term, q1, wit a variable x and performed a simple d wnhill
1D minimiz tion of C(q ) with respect to x. We then then re-
placed q1 with this optimal value and sequantially repeated
for all elements of q . After completion, we saved the new C
nd then repeated the en re process again. This was done
multipl times and w found rapid convergenc of C after
just a few full iterative rounds.
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2.7 Defining Planet Samples
The objective of this work is to measure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
side reflecti n, it is sireabl to choose a subset for which
th e other e↵ cts are expected to have relatively little con-
ribu ion. However, the amplitudes of each component are,
a-priori, unk own to us although t ey can be predict d us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the llip-
soidal variations, the b a ing e↵ect, th hermal compo ent
d the reflection phase curve f r e ch and every KOI. First,
we obtained the post rior distributions f r ach planet’s ob-
s rved radiu and forecasted ass from the study of Chen
et al. (2017b). The radius posteriors come fr m combini g
th Mathur et al. (2017) stellar posteriors and the Rowe
& Thomps n (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted be mi g, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (6)
where K is the foreca ted rad velocity amp itude,
which can b computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to account for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Ga di 2003). For this factor, we
computed abeam usi g the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, th e ctive temperature of the p rent star. We
computed b a across a grid from 3000K to 10000K using
the Kepler bandpass and found th t a fourth- rd poly-
nomial - which is substantially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
mation of Morris & Naftilan (1993), such that
Aellp = aellp
MP
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⇣R?
a
⌘
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly s lected our o↵s t terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every inned
phase oint (nbins = 500 in total), the fi al cost function is
the sum f all of these chi-squared terms i.e. C = Ânbinsj=1(c j)
2.
In principle then, we simply need to minimize C with respect
to N o↵set parameters, which we may write as
C(q ) =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij q i) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
O e complication is that within each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) w ight media . Between KOIs, the data is c rtai ly
heteroscedastic here and thus one shoul no expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four str tegies on each planet group consi ered. W d fined
the prefere method as that which lead to e lowest me-
dian absolute deviation in the final grand stacked light curve.
For all pla et groups considered, we found that the weighted
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j q i)(s ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out that for s ij, we assume that for a
particular given KOI, the errors are homoscedastic (although
heteroscedastic across di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Specifically, we set s i to be equal
to the standard deviation of the residuals of each KOI’s
phase cur after an i iti l simple fit (as described earlier in
Secti n 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C s non-trivial due
to the large d mensionality and non-linearity of t prob em.
To solve is, we initially set the vector of o↵set t rms, q ,
to be zero a d computed C(q ). We then replaced the first
term, q1, with a variable x and performed a simple downhill
1D minim zatio of C(q ) with respect to x. We then then re-
placed q1 with this optimal value and sequantially repeated
for all elements of q . After completion, we saved the new C
and then repeated the entire process again. This was done
multi le times and we found rapid convergence of C aft r
just a few full iterative rounds.
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Â
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2.7 Defining Planet Samples
The bjective of this work is to measure the refle ion com-
pon nt of the phase curve for a co-added sample of KOIs.
Since phase curves are comprised of several other e↵ects be-
sides reflection, it s desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us although they can be predicted us-
ing empirically calibrated models.
To this end, we forecasted the amplitude of the ellip-
soidal variations, the beaming e↵ect, the thermal component
and the reflection phase curve for each and every KOI. First,
we obtained the posterior distributions for each planet’s ob-
served radius and forecasted mass from the study of Chen
et al. (2017b). The radius posteriors come from combining
the Mathur et al. (2017) stellar posteriors and the Rowe
Thomps n (2015) transit parameter posteriors together,
whereas the forecasted massescome from the forecaster
package (Chen et al. 2017a). We then computed the fore-
casted beaming, ellipsoidal, reflection and thermal compo-
nents. For all calculations, we assume zero eccentricity for
simplicity.
For the beaming amplitude, we use Equation 9 of Mazeh
& Faigler (2010), such that
Abeam = 4abeam Kc , (6)
where K is the forecasted radial velocity amplitude,
which can be computed from the forecasted planetary mass,
c is the speed of light in a vacuum and abeam is a factor of
order unity to acco nt for the finite bandpass used and the
Doppler boosting e↵ect by the spectrum shifting in and out
of said bandpass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abeam across a grid from 3000K to 10000K using
the Kepler bandpass and foun that a f ur -orde poly-
nomial - which is subs antially faster to call - provides an
excellent approximation, such that
abeam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (7)
For the ellipsoidal variations, we adopt Equation 7 of
Mazeh & Faigler (2010), which is based upon the approxi-
mation of Morris & Naftilan (1993), such that
Aellp = aellp
MP
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1(c j)
2.
In principle then, we simply need to minimize C with respect
to N o↵set parameters, which we may write as
C(q ) =
nbins
Â
j=1
nKOI
Â
i=1
 
( f ij q i) µ j
s ij
!2
, (2)
where we use i subscript to denote he ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as t e o↵set term associated with the ith
KOI, and µ j and the average of the jth binned pha e point.
One complication is that ithin each grand bin point,
we want the points to lie close to the “average”, µ j, but
we can again choose to define average in several di↵erent
ways: a) simple mean b) weighted mean c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should not expect the un-
weighted versions to be optimal. Nevertheless, we tried all
four strategies on each planet group co sidered. We define
the prefered me hod as that which lea s to the lowes me-
dian absolute deviation in the final grand ta ked light curv .
For all planet groups consid ed, we found that the weighted
mean was indeed the prefered metr c, such that
µ j =
ÂnKOI=1 ( f
i
j q i)(s j) 2
ÂnKOI=1 (s
i
j)
 2 . (3)
Finally, we point u that for s ij, w assume that for a
particular given KOI, the errors are homoscedastic ( lthough
heterosc dastic cro s di↵erent KOIs) suc that s ij = s
i for
all j= 1,2, ...,nbins 1,nbins. Sp cifically, we set s i to be equal
to the standard deviation of the resid als of each KOI’s
phase curve aft r an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, q ,
to be zero and computed C(q ). We then replaced the first
term, q1, with a variable x and perf rme a simple downhill
1D minimiz tion of C(q ) with espect to x. W then then re-
placed q1 with this optimal value and sequantially repeated
for all elements of q . After com letion, we saved the n w C
and then repeated the entire process again. This w s done
multiple times and we found rapid converg n e of C after
just few full iterative rou ds.
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2.7 Defining Planet Samples
The objective f this work is to measure the reflection com-
ponent of the pha curv for a co-added s mple of KOIs.
Since h se curv a compris d of several other e↵ects b -
sides reflection, it is d sireable to choose subset for which
these other e↵ects are expected to have relatively little on-
tribution. H wever, amplitudes of ach component are,
a-priori, unknow to u although they can be predic ed us-
ing empirically calibra d odels.
To this end, we forecasted the amplitude of the ellip-
soidal varia ions, th beaming e↵ect, the thermal co ponent
and the reflection p ase curv f e ch and every KOI. First,
we btained the post rio distributions for ach planet’s ob-
served radius and forecasted mass rom the study of Chen
t al. (2017b). The ra ius p teriors come from mbin ng
the Mathur et al. (2017) st ll r post riors and th Rowe
& Thompso (2015) ransit parameter posteriors t gether,
whereas the fo ec sted masse come f om the forec st r
package (Chen et al. 2017a). We then comput d t e fore-
caste beaming, llipsoidal, reflection and thermal compo-
nents. For all c lculations, we assume zero eccentr city for
simplicity.
F r the beaming amplitud , we us Equati n 9 of Mazeh
& Faigler (2010), s ch that
Abeam = 4abeam Kc , (6)
where K is the forec sted radial velocity a plitude,
whic ca b com uted from the fore ste pl etary ass,
c is the spe d of ligh in a vacuum and abeam is a factor of
order unity to account for the finite band ass used and the
D ppl r boo t g e↵ect by th spectrum shifting n and out
of said band ass (Loeb & Gaudi 2003). For this factor, we
computed abeam using the IDL code of alpha_beam by Brian
Jackson (private communication) which depends upon a sin-
gle input, the e↵ective temperature of the parent star. We
computed abea ac oss a grid from 3000K to 10000K using
the Kepler bandpass and found that a fourth-order poly-
nomial - which is subst ntially faster to call - provides an
excell t approximation such th t
abea '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2e f
+( 3.46⇥10 11)T 3eff+(1.07⇥10 15)T 4eff. (7)
For the lli oi al variat o s, w dopt Equation 7 of
Ma h & F igl r (2010), which is b sed up n t e approxi-
ati n of Morris & Naftilan (1993), such tha
Aellp = aellp
MP
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Ideally they would closely agree with each other and display
a small spread. If the spread were large, this would indicate
we have poorly selected our o↵set terms. Formally, rather
than spread or standard deviation, we really want to min-
imize the chi-squared of the nKOI points away from the av-
erage; c2j . Since we can do this for each and every binned
phase point (nbins = 500 in total), the final cost function is
the sum of all of these chi-squared terms i.e. C = Ânbinsj=1(c j)
2.
In principle then, we simply need to minimize C with respect
to N o↵set parameters, which we may write as
C(q ) =
nbins
j=1
nKOI
Â
i=1
 
( f ij q i) µ j
s ij
!2
, (2)
where we use i subscript to denote the ith KOI and j
superscript to denote the jth binned phase point, and we
further define q i as the o↵set term associated with the ith
KOI, and µ j and the average of the jth binned phase point.
One complication is that within each grand bin point,
we want the points to lie close to the “aver ge”, µ j, but
we can again choose to defi e averag in several di↵erent
ways: a) im le mean b) eig ted me n c) simple median
d) weighted median. Between KOIs, the data is certainly
heteroscedastic here and thus one should n t expe the un-
w ight d versions to be op imal. N vertheless, we tried all
fou strat gies on ach pla t gr u considered. W defined
the pref r d method as tha which leads to the lowest me-
dian absolute deviation in the final gra d s acked light curve.
For all pla et groups consid red, we found t t the weighte
mean was indeed the prefered metric, such that
µ j =
ÂnKOIi=1 ( f
i
j q i)( ij) 2
ÂnKOIi=1 (s
i
j)
 2 . (3)
Finally, we point out tha for s ij, we assume that for a
particular given KOI, the err rs are homosc dastic (althoug
heteroscedastic cross di↵erent KOIs) such that s ij = s
i for
all j= 1,2, ...,nbi s 1,nbi s. Specifically, we set s i to be equal
to th standard deviation o the residuals of each KOI’s
phase curve after an initial simple fit (as described earlier in
Section 2.5), such that s i is equal to sinter of the ith KOI.
As a brief aside, the optimization of C is non-trivial due
to the large dimensionality and non-linearity of the problem.
To solve this, we initially set the vector of o↵set terms, q ,
to be zero and computed C(q ). We then replaced the first
term, q1, with a variable x and performed a simple downhill
1D minimization of C(q ) with respect to x. We then then re-
placed q1 with this optimal value and quantially repeated
for all elements of q . After completion, we saved the new C
nd hen repeated the entire proce s again. This was done
multiple times and we found rapid convergence of C after
just a few full iterative rounds.
f 11 f
2
1 f
3
1 f
4
1
f ij
µ j
q1 q2 q3 q4
q i
jth binned
phase point
1st binned
phase point
+s ij
 s ij
(c j)2 =
nKOI
Â
i=1
 
( f ij q i) µ j
s ij
!2
, (4)
C(q ) =
nbins
Â
j=1
(c j)2, (5)
2.7 Defining Planet Samples
The objective of this work is to asure the reflection com-
ponent of the phase curve for a co-added sample of KOIs.
Since phase curv s are compris d of several other e↵ects be-
sides r flection, it is desireable to choose a subset for which
these other e↵ects are expected to have relatively little con-
tribution. However, the amplitudes of each component are,
a-priori, unknown to us althoug they can be pr icted us-
ing empirically calibrated models.
To this end, e fo c ted th amplitude of the ellip-
soidal varia ions, th bea ing e↵ect, the hermal component
and the refl ction phase cu ve fo each and every KOI. First,
we ob ained the posterior distributions f ach planet’s ob-
served radius and for caste mass from the study of Chen
et al. (2017b). The radius p teriors co e from combining
the Mathur et al. (2017) st ll r posteriors and the Rowe
& Thompson (2015) trans t parameter posteriors together,
whereas the for casted massescome from he forecaster
packag (Ch n t al. 2017a). We then c mput d fore-
casted beam ng, ellipsoid l, reflection and thermal compo-
n nts. For all c lculatio s, we assum zero ccentricity for
simpli ity.
Fo th b aming amplitude, w us Equatio 9 of Mazeh
& Faigler (2010), su h hat
Abeam = 4abeam Kc , (6)
here K is the forecasted radial velo ity amplitude,
w ich can be compu ed from the forecasted pla eta y mass,
c is h spe d of lig t i a v cuum an abea is a factor of
o er unity to accoun for the fini e b ndpass us a d the
Doppler boosting e↵ect by the spectrum shifting i and out
of said bandpass (Loeb & Gaudi 2003). F r is factor, we
computed abeam s g the IDL code of alpha_beam by Brian
Jackso ( rivate com unication) which d pends upon a sin-
gle input, the e↵ective temperature f the parent star. We
comput d abeam across a grid from 3000K to 10000K using
the K pler bandpass and foun that a fourth-order poly-
nomi l - which is substan ially faster o call - provides an
excelle t approximation, such th t
beam '(7.89)+( 2.64⇥10 3)Teff+(4.33⇥10 7)T 2eff
+( 3.46⇥ 0 11)T 3eff+(1.07⇥ 0 15)T 4eff. (7)
For the llipsoidal variations, we adopt Equation 7 of
Maz h & Faigler (2010), whic is based upon the approxi-
mation of Morris & N ftilan (1993), such that
Aellp = ellp
MP
M?
⇣R?
a
⌘3
(8)
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Figure 5. Illustration of the offset optimization scheme used between KOIs. Ea h KOI’s phase curv is offs t by a constant Θi
for the ith KOI, which is then optimized for by minimizing the cost function C depicted.
ponent and the reflectio phase curve for each and every
KOI. First, we obtained the posterior distributions for
each planet’s observed a ius a d forecasted mass from
th study of Chen et al. (2017b). T e radius posteriors
come fr m combining the Mathur et al. (2017) stellar
posteriors an t e Rowe & Thompson (2015) tra sit
parameter posteriors t ge her, whereas the forecasted
masses come from the forecaster package (Chen et al.
2017a). We th n comput d the forecasted beaming, el-
lipsoid l, reflection and thermal components. F r all
calculations, we assum z ro ccentrici y for simplicity.
F r the beaming amplitude, we use Equation 9 of
Mazeh & Faigler (2010), suc that
Abeam = 4αbeam
K
c , (14)
where K is the f reca te ra ial vel city amplitud ,
which can be computed from the forecasted planetary
mass, c is the speed of light in a vacuu nd αbeam is
a factor of order unity to account for the finite band-
pass used and the Doppler boosting effect by the spec-
trum shifting in and ou o s id bandpass (L b & Gau i
2003). For this factor, we computed αbeam using the IDL
code of alpha beam by Brian Jackson (private communi-
cation) which d pe ds upon singl i put, th effective
temperature of the parent star. We computed αbeam
across a grid from 3000 K to 10000 K using the Kepl r
bandpass and found that a fourth-order polynomial -
which is substantially faster to call - provi es an excel-
lent approximation, such that
α eam '(7.89) + (−2.64× 10−3)Teff + (4.33× 10−7)T 2eff
+ (−3.46× 10−11)T 3eff + (1.07× 10−15)T 4eff .
(15)
For the ellipsoidal variation , we adopt Equation 7
of Mazeh & Faigler (2010), wh ch is based upon the
approxim tion of Morris & Naftilan (1993), such that
Aellp = αellp
MP
M?
(R?
a
)3
, (16)
where αellp is a coefficient well-approximated by
αellp = 0.15
(15 + u)(1 + g)
3− u , (17)
where u is the linear limb darkening coefficient and g is
the stellar gr vity darkening o fficient. For these coeffi-
cients, e queried the theoretical tabulation presented in
Claret & Bloemen (2011) for the Kepl r b ndpass given
a vec or of inputs define by {Teff , log g, [Fe/H]}. In or-
der to draw intermediate points not present in the table,
we traine random forest interpolative algorithm on
the three inputs, enabling us to quickly interpolate αellp
for any giv n choice of inputs.
For the reflection and thermal components, we adopt a
fairly conservative choice for the geometric alb do equal
to Ag = 0.1. A sumi a Lamber ian sphere, this sets
the Bond albedo to Ab =
3
2Ag. W computed the day-
and night-side temperatures of the planet using the pre-
scription of Cowan & Agol (2011b), such that
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Tday = T0(1−Ab)1/4
(
2
3 − 512β
)1/4
, (18)
Tnight = T0(1−Ab)1/4
(
1
4β
)1/4
, (19)
where T0 is the temperature of the planet at the sub-
stellar point (Hansen 2008), given by
T0 ≡ Teff(a/R?)−1/2. (20)
The β term here represents a redistribution factor
that we set to β = 13 , as a low but not unreasonable
value in order to maximize the thermal component of
the phase curve. The thermal component was found
by numerically integrating a linearly interpolated high-
resolution tabulation of the Kepler bandpass multiplied
by the Planck function for the planetary and stellar com-
ponents respectively, and then taking the ratio multi-
plied by the ratio-of-radii squared. The flux-ratio inte-
gration is time consuming (∼ 0.1 seconds per call) and
given the large number of calls needed (∼20 million)
we decided to create an initial library of results from
Teff = 2000→ 10000 K and TP = 300→ 4000 K on 30 K
steps, which we then bicubic-spline interpolated later
during the actual calculations on the posterior samples.
Since we use a bicubic grid, we increased the edges of
the grid by 32 grid points either side of our formal in-
terpolation range to avoid boundary errors.
Finally, the reflection component is simply computed
as Arefl = Agp
2(a/R?)
−2. For each KOI, we step
through the 40,000 joint posterior samples from Chen et
al. (2017b) and compute, line-by-line, the corresponding
set of phase curve amplitudes. For each KOI, we also
have a classification probability (Terran, Neptunian, Jo-
vian or Stellar) based off the posteriors and forecaster
prediction of Chen et al. (2017b). These classifications
are illustrated in Figure 6 for our KOIs under consider-
ation.
We first defined a sample of sub-Jovians by using the
forecaster classifications for which there is a ≥ 90%
probability of the KOI being either Terran or Neptu-
nian. Of these, we then split into Terran and Neptunian
lists if the corresponding class probability exceeded 50%.
For each KOI, we inspected the posterior samples of the
forecasted Arefl and Athml and counted the fraction of
samples for which Arefl > 10
1/2Athml. If this fraction
exceeded 90%, we denote the planet as a “cool” KOI.
Similarly, we counted the fraction of samples for which
(Arefl + Athml) > 10
1/2max[Abeam, Aellp] and those ex-
ceeding 90% fractions were labeled as “light” KOIs. The
final label we considered were KOIs for which we at-
tribute the noise properties as most likely belonging to
the quiet- or slow-like KIC samples; objects which for
simplicity we dub as “quiet” (see Section 2.6 for details).
10-1 100 101 102 103 104
M/M⊕
100
101
R
/R
⊕
Terran
Neptunian
Jovian
Stellar
Figure 6. Classifications of each KOI using forecaster
taken from Chen et al. (2017b) for the 477 initial KOIs
considered in this work. Classifications shown represent the
modal class probability. Filled points were assigned as being
“cool”, “quiet” and “light” (see Section 2.8 for explanation
of these terms), as well as having a < 10% chance of being
Jovian or Stellar.
Finally, we inspect the phase curves of each KOI by eye
and exclude any which vary obviously from the overall
sample.
In total, this gives us 115 quiet, light, cool Neptuni-
ans and 50 quiet, light, cool Terrans. For comparison
with previously studied samples, we plot the size and
equilibrium temperature of our sample in Figure 7.
3. FORWARD MODEL
To measure the representative reflection and thermal
quantities of the ensembles, we first generate model
phase curves from the sum of a reflection component
and a thermal component. The reflection component is
assumed to be symmetric for the ensemble, and is pro-
portional to the Bond albedo AB under the Lambertian
approximation. The thermal component then depends
on the thermal redistribution efficiency factor  and the
greenhouse factor f .
The thermal redistribution efficiency is here defined
to be the ratio between the radiative timescale of the
planet’s photosphere and the difference between the fre-
quencies at which the photosphere rotates about the
planet and the surface rotates about its axis. In other
words, if the atmospheric mass heated at the substellar
point is redistributed about the surface much faster than
the heat gets reradiated, the planet would be described
as having a large redistribution efficiency , typically
  1. Conversely, a planet with relatively no heat re-
distribution would be described as having  = 0. For a
planet which has winds moving in a direction opposite of
the planetary rotation,  is defined to be negative. The
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Figure 7. Illustrative comparison of our Terran and Neptunian sample versus that from Sheets & Deming (2014) and Sheets
& Deming (2017), as well as other literature sources (De´sert et al. 2011; Santerne et al. 2011; Fortney et al. 2011; Batalha et
al. 2011; Demory et al. 2011; Esteves et al. 2013; Sanchis-Ojeda et al. 2013; Shporer et al. 2014; Deleuil et al. 2014; Demory
2014; Gandolfi et al. 2015; Angerhausen et al. 2015; Armstrong et al. 2016)
greenhouse factor f is simply a temperature scaling fac-
tor which accounts for any presence of greenhouse gases
in the atmosphere (Hu et al. 2015).
Our model described in the following section allows
us to compute the phase curve of a single exoplanet ac-
counting for thermal emission and reflection. However,
as described in Section 2, the final data product under
analysis is an ensemble of many exoplanets. In what
follows, we will assume that each planet within a subset
shares the same Bond albedo, AB , thermal redistribu-
tion factor,  and greenhouse factor, f . These parame-
ter inferences should be interpreted as measurements of
the “typical” or “representative” values, since in reality
there will be an underlying and unknown distribution of
these terms.
3.1. Thermal component
We express the thermal emission component of the
normalized planetary flux as
FT =
1
piBK,?
(
RP
R?
)2
×
∫ pi
2
−pi2
∫ pi
2
−pi2
BK,P [T (α, θ, φ)] cos
2 θ cosφdθdφ
(21)
where BK,? is the Planck function of the host star con-
volved with the Kepler bandpass, RP is the radius of the
planet, R? the radius of the star, and BK,p[T (α, θ, φ)]
is the temperature distribution-dependent blackbody
curve of the planet convolved with the Kepler bandpass,
BK,P [T (α, θ, φ)] =
∫
λ
Kλ
2hc2
λ5
×
[
exp
(
hc
λkB
1
T (α, θ, φ)
)
− 1
]−1
dλ
(22)
where Kλ is the Kepler response function, T (α, θ, φ)
is the phase-dependent temperature distribution across
the planet’s surface, where α, θ and φ represent the
planet’s phase, latitude and longitude as viewed in the
observer’s frame of reference, respectively. For our mod-
els we have chosen a surface resolution of 15◦×15◦ in
latitude and longitude, where further increasing the res-
olution changes the thermal amplitude on the order of
one-hundredth of a percent. It should be noted that φ
and θ are independent of phase, where φ ≡ 0 in the
direction of the observer.
We borrow from Hu et al. (2015) to define the phase-
dependent temperature distribution T (α, θ, φ) to be
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equal to
T (α, θ, φ) = fT0(θ)P(, ξ) (23)
where f is the greenhouse boosting factor, T0 is the sub-
stellar temperature, and P is the thermal phase func-
tion, which for a planet on a circular orbit can be ex-
pressed by Equation (10) in Cowan & Agol (2011):
dP
dξ
=
1

(max(cos ξ, 0)− P4) (24)
where max(cos ξ, 0) = 12 (cos ξ + | cos ξ|), i.e. a cosine
function truncated at negative values. We borrow our
notation from Hu et al. (2015), where ξ represents the
local planetary longitude defined for all points in phase
to be ξ ≡ φ − α. The phase term α ranges from −pi
to pi and is defined to be zero at the secondary eclipse.
For a planet with prograde rotation, ξ = 0 at the sub-
stellar longitude, ξ = −pi/2 at the dawn terminator, and
ξ = pi/2 at the dusk terminator.
Equation (24) does not have an analytic solution, so
we solve it numerically using scipy’s ODE integrator,
where we set the initial conditions equal to the approx-
imated expression for Pdawn stated in the Appendix of
Cowan & Agol (2011),
Pdawn ≈
[
pi + (3pi/)4/3
]−1/4
. (25)
The sub-stellar temperature as a function of planetary
latitude θ is expressed by
T0(θ) = T?
(
R?
a
)1/2
(1−AB)1/4 cos θ1/4 (26)
where T? is the effective temperature of the host star
and a the semi-major axis.
3.2. Reflection component
The reflection component of the phase curve is given
by
FR =
(
RP
a
)2
2
3
AB
1
pi
[sin |α|+ (pi − |α|) cos |α|] (27)
where we adopt the Lambertian approximation so that
AB =
3
2Ag. According to Seager et al. (2000) and Ca-
hoy et al. (2010), this is a fine approximation under the
homogeneously reflecting atmosphere assumption.
4. REGRESSION
4.1. Constructing a likelihood
To infer a subset’s atmospheric parameters, we re-
quire a likelihood function to describe the probability
of obtaining the ensemble data, given a particular re-
alization of an ensemble model. To create an ensemble
model for a particular choice of the atmospheric prop-
erties, Ftot(AB , , f), we first generate the phase curves
of each individual planet using a set of global atmo-
spheric parameters, denoted by Fi,tot(AB , , f) where i
is the planet index. We next take the weighted average
of the individual phase curves using the same weighting
as that used for the real data stacking (see Section 2.7).
Finally, this ensemble model is then subtracted from the
ensemble data to calculate the residuals, ri. With the
residuals in hand, we write a likelihood function by as-
suming that the ensemble data points are independent
and normally distributed, such that
logL = −
N∑
i=1
1
2
log(2pi)−
N∑
i=1
log σi − 1
2
N∑
i=1
( ri
σi
)2
.
(28)
We make two modifications to our model beyond that
described thus far. First, we allow our likelihood func-
tion to account for the possibility of underestimated un-
certainties. Recall that the measurement uncertainties
on each binned point are computed using the median ab-
solute deviation yet we acknowledge the possibility that
these may underestimate the true value. We therefore
add a “jitter” term, σjitter, in quadrature to the errors,
which is itself treated as a free parameter in the model,
similar to the prescription described by Teachey et al.
(2017). Second, although our data has been carefully
normalized and offset (see Section 2.7), we include an
offset term to the final ensemble as a free parameter,
γ, which simply allows us to propagate the uncertainty
of the DC offset into the covariances of any resulting
posteriors and serve as a final check that the data are
indeed normalized correctly.
4.2. Model Look-Up Tables (LUTs)
In practice, we found that calling our PYTHON imple-
mentation of the phase curve model for each planet, at
each phase point, was sufficiently computationally ex-
pensive to make conventional Bayesian regression too
time consuming. To solve this, we elected to build a
pre-computed look-up table (LUT) of ensemble model
phase curves across a three-dimensional grid of AB , 
and f . For any given choice of these parameters, we
can then conduct a tri-linear interpolation of the regu-
lar grid to reproduce any choice we wish that falls within
the LUT’s calibrated range.
The ensemble models take into account the uncertain-
ties in the measurements of stellar radius, mass, effective
temperature, and density by sampling from correspond-
ing posterior distributions of these quantities given in
Mathur et al. (2017), generating model phase curves
from each sample draw, then implement the average of
these phase curves.
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The parameter space from which we generate the mod-
els spans a uniform range of AB from [0.0, 1.0] at a res-
olution of ∆AB = 0.01, f from [1.0, 2.0] at a resolution
of ∆f = 0.1, and a log uniform range of log  from [-1.7,
1.7] at a resolution of ∆ log  = 0.05. It is possible for
the redistribution factor to extend beyond these limits
to infinity, however we consider the change in the ther-
mal component for || > 50 to be negligible.
4.3. Bayesian regression and priors
We utilize emcee (Foreman-Mackey et al. 2013) to
perform an Affine Invariant Markov chain Monte Carlo
(MCMC) procedure on the ensemble phase curves. Us-
ing 100 walkers, we step uniformly through each prior
distribution and obtain 2 × 106 samples, burning the
first half of the chain for a remaining total of 106 sam-
ples. Our priors span a uniform range of AB from [0.0,
1.0], f from [1.0, 2.0], and  from [-50, 50]. Although we
generated the models spanning a log-uniform range of ,
sampling from a uniform prior distribution is sufficient
for this parameter due to its low impact on the model
at  & 10.
4.4. Savage Dickey Density Ratio (SDDR)
For the purpose of completeness, we use the Savage
Dickey Density Ratio (SDDR) to compare the results
of a fit to a “black planet” model (i.e. AB = 0) to
the results of the fit to the full reflection-thermal model
(Dickey 1971). Because the black-planet model is a
nested case of the full model, computing the SDDR is an
appropriate method of odds comparison for these mod-
els. Further, since the black-planet model is separated
by just one free parameter from the full model, the den-
sity of samples is sufficiently high to accurately resolve
the SDDR.
For a probability density P and uniform prior distri-
bution of the full model Πfull, we can estimate the Bayes
factor with the SDDR to be
Bblack:full =
Pfull(AB = 0)
Πfull(AB = 0)
. (29)
To determine the probability density of the albedo at
the edge of its prior distribution, we first reflect the prob-
ability density function about AB = 0 and use scipy’s
Gaussian kernel density estimator (KDE) to fit a func-
tion to this extended probability density function, where
we use the Silverman method to estimate the band-
width. Correcting for the reduced probability density
of the reflection about the edge of the prior distribu-
tion, the value of the probability density at AB = 0 is
then the value which is returned by the KDE at that
point.
5. RESULTS
5.1. Terran ensemble
Our model accounts for both the thermal and re-
flected light component of an exoplanetary phase curve,
and there is a certain degree of trade-off between the
two. This degeneracy means that low signal-to-noise
phase curves, as might be expected for small planets,
can have marginalized posterior distributions for albedo
and greenhouse factor which, when taken independently,
appear consistent with zero and thus a null detection.
Accordingly, when considering the basic question as to
whether any kind of signal is detected or not, inspec-
tion of marginalized one-dimensional model parameter
posteriors is not the most robust tool. Instead, we ar-
gue that it is better to compute the amplitude of the
phase curve directly at each posterior sample and then
construct an a-posteriori amplitude distribution when
evaluating detection significance. Since the phase curve
model is non-sinusoidal, a simple amplitude estimate is
not directly available, but we can easily compute the
root mean square (RMS) amplitude of any given phase
curve model, which is suitable as a proxy for signal am-
plitude.
The RMS amplitude posterior for the Terran worlds,
shown in Figure 8, shows no strong offset from zero and
thus appears compatible with a null detection. Taking
the median and surrounding 68.3% quantile, the am-
plitude is measured to be 53+63−35 parts per billion - a
remarkably precise photometric precision even by Ke-
pler ’s standards. As a result, we treat the albedo and
greenhouse factor, model parameters which are degener-
ate yet control amplitude, as also being null detections.
From our posteriors, then, we measure an upper limit
on the Bond albedo of AB < 0.63 to 95% confidence,
which under the Lambertian assumption of our model,
corresponds to an upper limit on the geometric albedo
of Ag < 0.42. Similarly, we measure an upper limit on
the greenhouse factor of f < 1.60 to 95% confidence,
and we find that the thermal redistribution factor re-
mains unconstrained. As expected, the vertical offset
γ and error correction σjitter terms are marginal. The
posterior distributions for the fit to the model can be
seen in Figure 9.
The posterior distribution of  displays a non-uniform
shape despite using a uniform prior. The complex inter-
play of this parameter with the other model parameters
meant we did not have full conviction that this poste-
rior was not simply a general artifact of null detections.
To test this, we scrambled the Terran phase curve data
randomly in phase, and then re-fitted using the same al-
gorithm. These posteriors, shown as black dashed lines
in Figure 9, reveal that indeed the  posterior is an ex-
pected product of null detections and we give it little
14 Jansen & Kipping
0 100 200 300 400 500
RMS amplitude [ppb]
p
ro
b
a
b
il
it
y 
d
e
n
si
ty
Neptunian
Terran
Figure 8. Posterior distributions of the root mean square
amplitudes for the Neptunian and Terran ensemble data.
The fit to the Terran ensemble returns an upper limit on
the RMS amplitude of 169 parts per billion to the 95% con-
fidence level, while the fit to the Neptunian ensemble returns
an RMS amplitude of 150+102−63 parts per billion.
Table 1. Terran results: 68.3% credible intervals on
the posterior distributions for our model parameters. Upper
panel lists the actual model parameters used, whereas lower
panel lists three other terms of interest.
parameter real data scrambled data
AB 0.18
+0.24
−0.13 0.30
+0.33
−0.21
f 1.25+0.22−0.17 1.28
+0.25
−0.19
 −1+36−33 −5+38−30
γ [ppm] 0.01+0.05−0.01 0.01
+0.04
−0.01
σjitter [ppm] 0.47
+0.08
−0.11 0.47
+0.09
−0.10
Ag 0.12
+0.16
−0.09 0.20
+0.22
−0.14
RMS [ppb] 53+63−35 86
+87
−57
B(AB > 0 : AB = 0) 3.35 1.96
weight as a significant effect in what follows.
We briefly highlight that the posteriors from the real
data display a more defined peak at AB = 0 than the
scrambled data. Since the real data must contain a gen-
uine signal at some level (even if formally undetectable),
it is more likely to be coherent than scrambled data, po-
tentially explaining this observation.
As described in Section 4.4, we computed the Bayes
factor between the full model and a simpler black-planet
model where we fix AB = 0. This reveals a slight pref-
erence for the simpler model than the more general case
(Bblack:full = 3.35), which is consistent with the result
expected from a null result.
All of the measured and derived values for the fit to
the Terran ensemble data can be seen in Table 1.
5.2. Neptunian ensemble
For the Neptunian ensemble, we again computed a
posterior distribution for the RMS phase curve ampli-
tude and find it peaks somewhat away from zero, as can
be seen in Figure 8, giving 150+102−63 ppb. To estimate
the significance, we use the Lucy & Sweeney (1971) test
to derive a false alarm probability of 5.8% (1.9σ). Ac-
cordingly, whilst certainly intriguing, we do not consider
this to be a significant “detection” and thus treat the in-
ferred albedo and greenhouse factor parameters as upper
limits, as with the Terran sample.
From the marginalized posteriors, we derived an up-
per limit on the ensemble Neptunian Bond albedo of
AB < 0.35 to 95% confidence, or Ag < 0.23 when con-
verted to a geometric albedo. As before, the thermal
redistribution efficiency remains unconstrained but we
can constrain the greenhouse factor to be f < 1.40 to
95% confidence. The posterior distributions of the fit
to the full thermal-reflection model can be seen in Fig-
ure 10. The vertical offset γ and error correction σjitter
terms are again marginal.
Comparing the posterior distributions of the full fit
to the data to that of the fit to the scrambled in Fig-
ure 10 shows that they are nearly identical for all pa-
rameters except for the Bond albedo. Here, the scram-
bled data produces a posterior peaked at zero whereas
the real data prefer a slightly positive value, consistent
with tentative evidence for a detection found from the
RMS amplitude posterior. Despite the posterior distri-
bution of the thermal redistribution efficiency showing a
preference for negative values (i.e. subrotating winds),
this behavior is also displayed by the fit to the flat-line,
which again suggests that this is not significant.
The Bayes factor as estimated by the Savage Dickey
ratio for the true Neptunian ensemble data is determined
to be Bblack:full = 2.77, which suggests that there is
no substantial evidence for a preference for the black-
planet model over the full model. We note however that
the degree to which the black planet model is favored
is less than that of the scrambled data, the opposite to
what happened with the definitively null detection of
the Terran ensemble.
All of the measured and derived values for the fit to
the Neptunian ensemble data can be seen in Table 2.
6. DISCUSSION
In this work, we have produced the first demonstra-
tion of a population-stack of exoplanet phase curves for
50 Terran and 115 Neptunian confirmed Kepler plan-
ets. Enabling this analysis, we have devised a simple
but powerful non-parametric detrending algorithm op-
timized for reconstructing the phase curves of transiting
planets, dubbed phasma. A mathematical motivation,
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Table 2. Neptunian results: 68.3% credible intervals on
the posterior distributions for our model parameters. Upper
panel lists the actual model parameters used, whereas lower
panel lists three other terms of interest.
parameter real data scrambled data
AB 0.15
+0.12
−0.10 0.08
+0.10
−0.06
f 1.18+0.14−0.12 1.18
+0.14
−0.12
 −6+38−29 −7+41−29
γ [ppm] 0.01+0.05−0.01 0.01
+0.06
−0.01
σjitter [ppm] 0.14
+0.23
−0.14 0.17
+0.21
−0.17
Ag 0.10
+0.08
−0.07 0.06
+0.07
−0.04
RMS [ppb] 150+102−63 87
+87
−55
B(AB > 0 : AB = 0) 2.77 6.46
example test, and a battery of control cases are pre-
sented to justify our use of this new code.
After detrending, stacking and regressing ensemble
phase curve models to our data product, we find modest
evidence (2.4σ) for a coherent signal in the 115-planet
Neptunian sample, with an R.M.S. amplitude of 150+100−60
parts per billion. Given the weak significance of the sig-
nal and the covariances between atmospheric model pa-
rameters, the model parameters have greater fractional
uncertainty, with the 68.3% credible interval on geomet-
ric albedo being Ag = 0.10
+0.08
−0.07. This measurement
peaks slightly further out than our fits on control-data
without any signal, but we do not consider it significant
enough to claim a detection. Accordingly, we use the
posterior to derive an upper limit of Ag < 0.23 to 95%
confidence.
This result indicates that most of the Neptunians
in our ensemble are significantly darker than Neptune,
which has a full-disk albedo of 0.30, when integrated
across the Kepler response function (using the albedo
spectrum from Karkoschka 1994). Lower albedos for
warm Neptunians has been predicted theoretically, as
a consequence of temperatures becoming too warm for
bright clouds to form (Cahoy et al. 2010). The increased
insolation on these short-period planets can also lead to
Doppler broadened spectral lines, for example of sodium
and potassium, which can also contribute to a lower
albedo (Spiegel et al. 2010).
Our result may be compared to the stacked occul-
tation measurement of Sheets & Deming (2017), who
find a typical geometric albedo of Ag = (0.05 ± 0.04)
and (0.11 ± 0.06) for 2 − 4R⊕ and 4 − 6R⊕ Kepler
planets, respectively. However, there are several im-
portant differences in the samples (some of these can
be seen illustratively in Figure 7). First, our definition
of a Neptunian planet, deduced by the classification al-
gorithm forecaster, does not directly correspond to
the radius cut of 2 − 6R⊕, rather we extend down fur-
ther to ∼ 1.25R⊕. Second, the Neptunian planets used
in this work are all dispositioned as “CONFIRMED”
rather than “CANDIDATE” on the NASA Exoplanet
Archive. Finally, our sample is considerably cooler than
the planets used by Sheets & Deming (2017), whose sam-
ple has a mean equilibrium temperature of ∼ 2000 K
versus ∼ 1200 K for this work. Nevertheless, the results
are broadly consistent and support a warm Neptunian
albedo of Ag . 0.2.
For the 50-planet Terran sample, we have derived
what appears to be the first measurement of this type
of planet’s average albedo. Whilst Sheets & Dem-
ing (2017) do have a category dubbed “Super-Earths”,
spanning 1 − 2R⊕, probabilistic classifications from
forecaster (Chen et al. 2017a) indicate that the major-
ity of such planets are more likely to belong to a popula-
tion with a mass-radius relation describing gaseous bod-
ies, rather than solid ones. Aside from the predictions of
forecaster, we highlight that other independent stud-
ies support the argument that a 1−2R⊕ category would,
at the very least, have significant contamination of mini-
Neptunes within its sample (e.g. see Lopez & Fortney
2014; Rogers 2015; Lehmer 2017; Fulton et al. 2017).
Although our work derives the first Terran-ensemble
albedo, the measurement is an upper limit rather than
a detection, as with the Neptunian set. Specifically,
we measure an upper limit on the representative geo-
metric albedo of our 50-planet Terran ensemble to be
Ag < 0.42 to 95% confidence. This excludes a Venusian
geometric albedo of 0.67 (i.e. planets covered in reflec-
tive clouds or hazes), as well as the less likely case of icy-
covered surface such as Europa or Enceladus. However
our measurement remains compatible with a Mercurian
or Martian value (0.14 and 0.17 respectively; albedos
taken from Mallama 2009).
With a mean temperature of ∼ 1000 K, the Terrans
considered here are unlikely to be covered in lava-oceans,
as has been hypothesized for ultra-short period Kepler
planets (Rouan et al. 2011) and so these worlds are
more likely to resemble Mercury. Aside from an albedo
constraint, we also find that the null detection con-
strains the thermal component such that the marginal-
ized greenhouse factor must be f < 1.60 to the 95%
confidence level. This result is inconsistent with a Venu-
sian strong greenhouse, which together with the lower
albedo adds weight to contention that our sample of
Terran planets are likely non-Venusian in nature. This
would be compatible with a lack of thick atmosphere as a
product of photo-evaporative sculpting (Lehmer 2017),
leaving behind a dark, basaltic surface (Hu et al. 2012).
Continued photometric surveys for transiting planets
promises to greatly increase our sample of small planets
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suitable for analysis. The techniques described in this
work show great promise to measure the albedo of larger
samples of planets, even at longer orbital periods in the
near future.
This research has made use of the forecaster pre-
dictive package by Chen et al. (2017a), the corner.py
code and emcee package by Dan Foreman-Mackey at
github.com/dfm/corner.py and github.com/dfm/emcee,
scipy, astropy, and the NASA Exoplanet Archive,
which is operated by the California Institute of Technol-
ogy, under contract with the National Aeronautics and
Space Administration under the Exoplanet Exploration
Program.
Thanks to David Armstrong for sending us his team’s
HAT-P-7b detrended phase curve, and Brian Jackson
for sharing his IDL code alpha beam.
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Table 3. KOIs used in the Terran ensemble.
KOI period [days] planetary radius [R⊕]
K02071.01 3.86 1.03
K04230.01 5.50 1.13
K01612.01 2.47 0.67
K01536.01 3.74 1.07
K05827.01 6.11 0.70
K02208.01 2.34 0.86
K02317.01 3.79 1.19
K01002.01 3.48 1.16
K04312.01 7.85 0.75
K04585.01 6.76 1.10
K02260.01 6.12 1.01
K02832.01 3.58 0.84
K04232.01 2.62 1.20
K02372.01 5.35 1.18
K04360.01 2.72 1.12
K03015.01 3.61 0.85
K02877.01 5.31 1.21
K01434.01 2.34 1.22
K03892.01 2.42 0.99
K02730.01 4.52 1.22
K04292.01 9.33 0.61
K03141.01 2.32 1.20
K04190.01 3.43 0.80
K02561.01 3.24 0.86
K02913.01 2.89 0.82
K02143.01 4.79 1.10
K02951.01 2.44 0.72
K04347.01 3.06 1.14
K01967.01 4.42 1.15
K04513.01 3.92 0.99
K02426.01 4.16 0.74
K02509.01 4.55 1.09
K04117.01 4.24 1.17
K01202.01 0.93 1.23
K04510.01 5.18 1.25
K03113.01 2.46 1.04
K02742.01 0.79 0.95
K02798.01 0.92 0.61
K01528.01 3.99 1.02
K02344.01 1.12 1.08
K02247.01 4.46 0.82
K02399.01 1.92 0.86
K02101.01 2.89 1.17
K02347.01 0.59 0.98
K01300.01 0.63 1.11
K02845.01 1.57 1.08
K02058.01 1.52 0.98
K02238.01 1.65 0.88
K04268.01 0.85 0.58
K02662.01 2.10 0.73
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Table 4. KOIs used in the Neptunian ensemble.
KOI period [days] planetary radius [R⊕]
K00697.01 3.03 3.01
K00007.01 3.21 4.21
K01890.01 4.34 1.69
K00155.01 5.66 2.99
K01632.01 4.59 1.38
K00265.01 3.57 1.28
K01116.01 3.75 1.40
K01339.01 4.17 2.02
K01214.01 4.24 1.40
K01341.01 4.51 1.85
K01629.01 4.41 1.38
K00578.01 6.41 4.00
K02995.01 5.19 2.51
K02785.01 4.77 1.97
K00167.01 4.92 2.80
K02437.01 4.15 1.79
K02552.01 3.66 1.36
K00452.01 3.71 2.55
K02331.01 2.83 1.30
K02440.01 4.87 1.31
K00292.01 2.59 1.43
K03120.01 4.14 1.49
K00955.01 7.04 2.87
K02778.01 2.22 1.64
K02200.01 3.17 1.68
K01526.01 4.44 1.64
K00240.01 4.29 4.47
K03110.01 4.48 1.37
K00535.01 5.85 3.87
K04139.01 3.74 1.56
K00893.01 4.41 2.59
K01491.01 3.15 2.10
K02780.01 3.35 2.37
K01570.01 6.34 3.31
K02016.01 4.31 1.99
K00069.01 4.73 1.48
K00926.01 3.17 4.43
K00852.01 3.76 2.40
K01603.01 3.02 1.49
K01706.01 1.92 1.40
K00532.01 4.22 2.93
K00714.01 4.18 2.63
K02383.01 4.37 1.62
K01979.01 2.71 1.30
K01481.01 5.10 3.22
K00916.01 3.31 3.94
K02300.01 2.69 1.31
K00762.01 4.50 2.49
K01641.01 4.85 1.52
K00537.01 2.82 2.48
K00794.01 2.54 2.10
K00583.01 2.44 1.91
K00161.01 3.11 2.48
K01304.01 4.60 1.98
K02615.01 4.70 1.70
K05466.01 4.10 1.55
K00863.01 3.17 3.15
K00361.01 3.25 1.51
continued to the right...
KOI period [days] planetary radius [R⊕]
K02619.01 3.28 2.17
K01094.01 6.10 3.16
K01885.01 5.65 2.13
K02146.01 2.95 1.49
K02789.01 3.40 1.36
K00786.01 3.69 2.21
K01505.01 5.03 2.27
K02213.01 3.97 1.42
K02100.01 4.27 1.42
K04241.01 2.55 1.47
K01488.01 3.95 2.42
K02155.01 4.34 1.80
K02491.01 2.67 1.72
K01428.01 0.93 1.70
K00923.01 5.74 3.65
K01626.01 2.53 1.87
K02223.01 1.10 1.64
K02355.01 1.22 1.62
K01511.01 2.58 1.81
K02266.01 1.00 1.69
K03848.01 1.85 1.69
K00826.01 6.37 2.74
K00483.01 4.80 2.75
K01965.01 2.51 1.44
K00769.01 4.28 2.58
K00844.01 3.71 4.79
K00472.01 4.24 3.64
K02580.01 3.12 1.87
K01337.01 1.92 1.37
K01882.01 3.77 2.08
K00585.01 3.72 2.50
K01501.01 2.62 1.64
K01893.01 3.55 1.48
K00144.01 4.18 3.08
K04566.01 3.95 1.65
K02820.01 3.01 1.37
K01344.01 4.49 1.30
K00943.01 3.60 2.38
K02063.01 3.01 1.49
K00910.01 5.39 2.90
K01142.01 3.76 1.81
K00873.01 4.35 2.34
K02214.01 2.35 1.40
K01637.01 2.97 1.92
K00861.01 2.24 1.54
K02708.01 0.87 1.71
K01424.01 1.22 1.64
K01973.01 3.29 1.55
K00104.01 2.51 3.15
K02839.01 2.16 1.34
K01880.01 1.15 1.36
K01577.01 2.81 1.49
K00739.01 1.29 1.45
K02156.01 2.85 1.75
K00778.01 2.24 1.69
K02705.01 2.89 1.34
K04928.01 3.29 5.47
