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Abstract
This thesis studies continuous representations of topological groups over a field
F. We form three categories of continuous representations of such a group G: the
category of discrete representations MdpGq, category of linearly topologized com-
plete representationsMltcpGq and the category of (linearly) compact representations
McpGq. We obtain a version of Frobenius reciprocity in these categories. We then
study categoriesMApGq andMA,χpGq of discrete A-semisimple smooth representa-
tions of a locally compact totally disconnected group G, and A-semisimple smooth
representations of G coming from a fixed character χ, where A ď G is a closed
central subgroup. We establish an equivalence between the categories above and
certain subcategories of the category of smooth modules over the Hecke algebra of
G. Our main results encompass an upper bound on the projective dimension of
MApGq and MA,χpGq, as well as construction of explicit projective resolutions of
objects in these categories, in the case when G acts continuously on a simplicial
set X‚ with a contractible geometric realisation |X |. We also study categories of
G-equivariant sheaves and cosheaves on the simplicial set X‚. We prove a localisa-
tion result relating those to the category of smooth representations. We also prove
existence of finitely generated projective resolutions of Schneider-Stuhler type when
|X | is a tree. We finish with an investigation of complete locally compact totally
disconnected Kac-Moody groups. We define a simplicial complex with a contractible
geometric realisation on which they act. We conclude with a study of cocompact
lattices in locally pro-p-complete Kac-Moody groups.
vi
Notation
Throughout this thesis we use the following notations:
• group elements are in bold letters: g,h,k, . . ., etc.;
• elements of fields, rings, vector spaces and sets are in standard font letters;
• G is a topological group in Chapters 2, 3, a locally compact totally discon-
nected group in Chapters 4, 5, 6, and a group with a pB,Nq-pair or a minimal
Kac-Moody group in Chapter 7;
• H ď G is a closed subgroup of the topological group G in Chapter 3;
• A ď G is a closed central subgroup of the locally compacted totally discon-
nected group G (Chapters 4, 5, 6);
• R is an associative unital ring;
• F is a field of arbitrary characteristic, but in Chapters 4, 5, 6, 7 conditions on
the characteristic of F will be imposed;
• rF is a field which is an extension of F, such that as an F-algebra it is generated
by the image of a character χ : AÑ rFˆ;
• rFχ is the representation of A obtained from a field extension rF Ŋ F, where rF
is generated as an F-algebra by the image of a character χ : AÑ rFˆ;
• K is a non-archimedean local field in Chapters 4, 5, 6 and in Chapter 7 it is
an arbitrary field over which the minimal Kac-Moody groups are defined;
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• Fq is the finite field of q elements, where q “ pa, for some prime p;
• Qp is the field of p-adic numbers, where p is a prime;
• Zp is the ring of p-adic integers, where p is a prime;
• C is the field of complex numbers;
• R is the field of real numbers;
• MpGq is the category of continuous representations of a topological group G
in Chapter 2 and Chapter 3, and the category of smooth representations of a
locally compact totally disconnected group G in Chapters 4, 5, 6, 7;
• MdpGq is the category of discrete representations of a topological group G;
• MltcpGq is the category of linearly topologized complete representations of a
topological group G;
• McpGq is the category of (linearly) compact representations of a topological
group G;
• MApGq is the category of smooth representations of a locally compact totally
disconnected group G, which are semisimple as representations of the closed
central subgroup A ď G;
• MA,χpGq is the full subcategory ofMApGq consisting of representations which
are direct sums of rFχ, for χ P IrrpFAq;
• IrrpFAq is the set of all characters χ : AÑ rFˆ, such that rF is generated as an
F-algebra by the image of χ;
• ResGH is the restriction functor from a continuous representation of G to a
continuous representation of a subgroup H ď G;
• IndGH is the induction functor, which is right adjoint to ResGH . It is a functor
from the category of continuous representations of a subgroup H ď G to the
category of continuous representations of G;
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• CoindGH is the coinduction functor, which is left adjoint to ResGH . It is a
functor from the category of continuous representations of a subgroup H ď G
to the category of continuous representations of G. In the case when G is
locally compact totally disconnected (i.e., Chapters 4, 5, 6) CoindGH is denoted
c´ IndGH and is called compact induction;
• a´IndGH is algebraic induction, i.e., for a subgroupH ď G and pσ,W q PMpHq,
a´ IndGHpσq “ FGbFH W ;
• µ is a (left) Haar measure on a locally compact group totally disconnected
group G;
• µK is the normalised at a compact subgroup K ď G (left) Haar measure on a
locally disconnected group G;
• HpG,F, µKq is the Hecke algebra of the locally compact totally disconnected
group G over the field F, where the field F is assumed to be K-ordinary and
K ď G is a compact subgroup;
• MpHq is the category of smooth (non-degenerate) modules over the Hecke
algebra of a locally compact totally disconnected group G;
• MApHq is the subcategory ofMpHq obtained by taking the image ofMApGq
under the functor F in Theorem 4.5.2;
• MA,χpHq is the subcategory of MpHq as defined in Section 5.1;
• MApGqU is the subcategory of MApGq with objects those smooth represen-
tations generated by their U -fixed vectors;
• MApGq˝ is the union of various MApGqU ;
• X‚ is a simplicial set;
• BT is the Bruhat-Tits building of an algebraic group or the building of a group
with a pB,Nq-pair structure;
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• BT‚ is the Bruhat-Tits building as above, but viewed as a simplicial set;
• B is just a building;
• D‚ is the Davis building of a group with a generalised pB,Nq-pair or a Kac-
Moody group;
• D is a root datum of type A, where A is a generalised Cartan matrix;
• CshGpX‚q is the category of G-equivariant cosheaves on X‚;
• CshG˝pX‚q is the category of discrete G-equivariant cosheaves on X‚;
• CshG,ApX‚q is the category of A-semisimple G-equivariant cosheaves on X‚;
• CshG,A,χpX‚q is the category of A-semisimple G-equivariant cosheaves on X‚
with a fixed character χ;
• G is a system of subgroups of the locally compact totally disconnected group
G;
• Vrr is the trivial cosheaf on X‚;
• V GĂĂ x is the cosheaf of invariants of a contravariant system of subgroups G of
G on the simplicial set X‚;
• ArΣ´1s is the localisation of the category A at the set of morphisms Σ;
• ΣpW,Sq is the Coxeter complex of a Coxeter system pW,Sq;
• ΓpW,Sq is the presentation diagram of a Coxeter system pW,Sq;
• G in Section 7.3 is the Caprace-Re´my completion of a minimal Kac-Moody
group G;
• pG is the local pro-p completion of a minimal Kac-Moody group G;
• rG is the symbol we use if we want to talk in parallel about the completions of a
minimal Kac-Moody group G that give a locally compact totally disconnected
group.
4
Chapter 1
Introduction
Topological groups are groups endowed with a topology, such that multiplication
and inversion in the group are continuous maps in this topology. They have been
a subject of research for decades not only because of their rich structure, but also
because of their representation theory. The representation theory of compact groups
had been studied extensively and is well-understood. Naturally, the interest sprang
to locally compact groups too. Every locally compact group G with G0 ď G the
connected component of the identity, fits into the exact sequence
1 Ñ G0 Ñ GÑ G{G0 Ñ 1,
where the quotient G{G0 is locally compact totally disconnected. Thus, morally, to
understand locally compact groups, we must also understand their locally compact
totally disconnected cousins. However, these remained unstudied for a long time. It
was not until 1994 when a groundbreaking structural result of George Willis finally
drew the interest of the mathematical community to the locally compact totally
disconnected case [57]. Ever since these groups have been widely studied. Examples
of locally compact totally disconnected groups include algebraic groups over non-
archimedean local fields with discrete valuations and consequently p-adic groups.
The representation theory of all such groups is very rich and of great interest to
both representation and number theorists since these groups fit into the Langlands
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programme [9], [46]. Taking into account the topology of the groups, one can induce
a continuity condition on the representations and thus obtain the so-called smooth
representations. Simple smooth representations are very important, as they lie in
the heart of the Langlands programme [52], [9].
Another trendy example of locally compact totally disconnected groups comes
from completions of Kac-Moody groups over finite fields. In general, Kac-Moody
groups can be thought of as generalisations of reductive algebraic groups, as they
arise from certain infinite-dimensional Lie algebras - the Kac-Moody algebras. How-
ever, Kac-Moody groups can be studied separately from their Lie algebras. More
precisely, to any generalised Cartan matrix A, root datum D and a field K, one
can associate a Kac-Moody group purely combinatorically - by writing down gen-
erators and relations. This presentation is due to Tits [53], and Carter-Chen [17].
The resulting group is called a minimal Kac-Moody group over the field K, denoted
GDpKq. One can endow GDpKq with various topologies to make it into a topological
group. We can take a completion in the chosen topology. This results in a complete
Kac-Moody group. When the ground field K is finite the complete groups can be
locally compact totally disconnected.
The main topic of this thesis is studying the representation theory of locally
compact totally disconnected groups. The first problem we address is extending a
well-known result from the representation theory of finite groups - Frobenius reci-
procity, to the setting of an arbitrary topological group. Recall that for a subgroup
H ď G, every representation of G gives rise to a representation of H by simply
restricting the action of G to the subgroup H. Conversely, for every representation
of H we can obtain a representation of G by the process of induction. Induction and
restriction give a pair of adjoint functors between the categories of representations
of G and representations of H. This adjunction is known as Frobenius reciprocity.
We investigate when such a pair of adjoint functors exists in the case of a topo-
logical group G and a closed subgroup H ď G. By adding a continuity condition
to the standard definition of a representation, we take into account the fact that
there is a topology on G. What we obtain is a continuous representation. In the
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special case when we look at the category of discrete continuous representations
of a locally compact totally disconnected group, we obtain the category of smooth
representations.
The second main problem we address is studying projective resolutions of
smooth representations of a locally compact totally disconnected group which acts
on a simplicial set. Let us explain our motivation for addresing this problem. On one
side, there is the work of Bernstein on p-adic algebraic groups, appearing in his un-
published lecture notes from a course in Harvard in 1992 [4]. He gives a finite bound
on the projective dimension of the category of smooth representations of a p-adic
group G by using its Bruhat-Tits building [4]. This is a simplicial complex BT on
which the group acts. It has many nice properties - for example, its dimension is the
rank of the group, and its geometric realisation is a contractible space [5]. Bruhat-
Tits buildings have not only been attractive due to their topological properties, but
they have proved to be incredibly useful when studying representations of reductive
groups. In their seminal paper, Schneider and Stuhler use the Bruhat-Tits building
of a connected reductive algebraic group G over a non-archimedean local field to
construct projective resolutions of admissible smooth representations [52]. They do
this by passing from the category of smooth representations of G to a category of
equivariant objects on BT , called coefficient systems on BT . The explicitness of
the construction proves to be quite fruitful - it leads to a proof of a conjecture by
Kazhdan for a formula for the orthogonality of Harish-Chandra characters [52], [37].
It is worth noting, that a similar approach with constructing sheaves on the building
was taken by Ronan and Smith in order to study the modular representation theory
of Chevalley groups [48].
Now let us move back to our setting. As mentioned earlier, reductive groups
are locally compact totally disconnected. Thus, inspired by the work of both Bern-
stein and Schneider-Stuhler, we would like to generalise their constructs to the case
of an arbitrary locally compact totally disconnected group acting on a simplicial
set X‚. As a main example we have complete Kac-Moody groups over finite fields.
Moreover, we explicitly construct the simplicial set on which these groups act. An-
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other attractive property of locally compact groups is that they admit a left invariant
measure - the Haar measure. Going on a slight tangent from our representation the-
ory investigation we look at cocompact lattices of minimal covolume in two specific
completions of rank 2 Kac-Moody groups. This is the final result we present in this
work.
Let us give a chapter-by-chapter outline of this thesis. Chapter 2 gives basic
definitions and examples of topological groups and their continuous representations.
Chapter 3 is our study of Frobenius reciprocity for topological groups. We consider
three specific categories of continuous representations - the category of discrete
representationsMdpGq, the category of linearly topologized and complete represen-
tationsMltcpGq and the category of (linearly) compact representationsMcpGq. All
representations we study in the chapter are over an associative unital ring R. We
establish the following result:
Theorem (Main Theorem 1). (Theorem 3.3.4, Lemma 3.3.7, Theorem 3.4.5, Theo-
rem 3.5.7) Let G be a topological group and H ď G a closed subgroup. The restriction
functor
ResGH :M‹pGq ÑM‹pHq
has the following properties:
1. In MdpGq the functor ResGH always has a right adjoint, given by the induction
functor IndGH , and has a left adjoint Coind
G
H if H is also open.
2. In MltcpGq and McpGq the functor ResGH always has a left adjoint CoindGH
and has a right adjoint IndGH if H is also open.
In Chapter 4 we specialise to studying the categoryMpGq of continuous dis-
crete representations of locally compact totally disconnected topological groups, i.e.,
smooth representations, over a field F. At the beginning the field F is arbitrary, but
eventually we put restrictions on its characteristic in order to obtain a well-defined
Hecke algebra of G over F. Now let G be a locally compact totally disconnected
group. Except for MpGq, there are two further categories of interest: MApGq -
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the category of A-semisimple representations of G, where A ď G is a closed central
subgroup, and MA,χpGq - the category of A-semisimple smooth representations of
G coming from a fixed character χ of A. Next we review the construction of the
Hecke algebra HpG,F, µKq of a locally compact totally disconnected group, where
K ď G is a compact subgroup and µK is the normalised at K (left) Haar measure
of G. The Hecke algebra is defined over the field F. For this to hold, we need to
put restrictions on the characteristic of F - in particular, we need the order |K| of
K to be invertible in F. We keep these restrictions for the whole Chapter 4 and
5. In Theorem 4.5.2 and Corollary 4.5.3 we establish an equivalence between the
categories above and suitable subcategories ofMpHq - the category of smooth mod-
ules over the Hecke algebra. These equivalences are crucial for our later results on
projective resolutions. The reason for this is that the property of having enough
projectives in a category is established on the Hecke algebra side, and we need the
above equivalences to obtain this property for MApGq and MA,χpGq.
In Chapter 5 we concentrate on projective resolutions inMApGq andMA,χpGq.
We study the projective dimension of these categories. In the case when there exists
a continuous action of the group G on a simplicial set X‚, we obtain the following
bound on the projective dimension of MApGq and MA,χpGq:
Theorem (Main Theorem 2). (Theorem 5.3.1) Let G be a locally compact totally
disconnected group, A its closed central subgroup, and K ď G a compact sub-
group, such that the field F is K-ordinary. Suppose G acts continuously on an
n-dimensional simplicial set X‚ with contractible geometric realisation |X |, so that
A acts trivially on X‚. Suppose that the action of G extends to |X | (as in Propo-
sition 5.2.6). Suppose further that the stabiliser Gx of any non-degenerate simplex
x P Xpkq is not only open (that follows from continuity) but also compact modulo A.
If the field F is Gx{A-ordinary for any x P Xk, then
proj.dimpMA,χpGqq ď n and proj. dimpMApGqq ď n.
In Chapter 6 we are again in the setting of a locally compact group G acting
5
continuously on a simplicial set X‚. We start by defining G-equivariant cosheaves
and G-equivariant sheaves on X‚. These objects form abelian categories which we
respectively denote by CshGpX‚q and ShGpX‚q. Our first main result is a localisation
theorem:
Theorem (Localisation Theorem). (Theorem 6.2.5) Consider a continuous action
of the locally compact totally disconnected group G on a simplicial set X‚, where the
central subgroup A acts trivially. If |X | is connected, then there are equivalences of
categories:
HrΣ´1s : CshGpX‚qrΣ´1s ÑMpGq
CshG,ApX‚qrΣ´1A s –ÝÑMApGq and CshG,A,χpX‚qrΣ´1A,χs –ÝÑMA,χpGq,
where ΣA and ΣA,χ are intersections of Σ with the corresponding subcategories.
Note that to establish this theorem we do not use the existence of the Hecke
algebra HpG,F, µKq as defined in Section 4.4 and, thus, there are no restrictions
on F for this result. We then move on to Schneider-Stuhler resolutions. These are
resolutions inMApGq andMA,χpGq by finitely generated projective objects inspired
by Schneider-Stuhler’s construction for connected reductive algebraic groups. We
prove the existence of a Schneider-Stuhler resolution in the case when the locally
compact totally disconnected group G acts on a tree (Theorem 6.3.8). We conjecture
that the result carries over to higher dimensions, however, we do not prove this
conjecture (Conjecture 6.3.7).
In the final Chapter 7 we tackle Kac-Moody groups. We begin by introduc-
ing groups which allow a pB,Nq-pair structure and their associated buildings. We
then define minimal Kac-Moody groups - i.e., the Kac-Moody groups without any
topology. These groups can be defined for any generalised Cartan matrix A, root
datum D of type A and a field K. Here the field K is completely arbitrary, we do
not put any restrictions on it. We next specialise our attention to the case when
K “ Fq, the finite field of q “ pa elements, where p is a prime. We define the
relevant for our investigation complete Kac-Moody groups in this setting - these are
the Kac-Moody groups which are locally compact totally disconnected. In Section
6
7.3 we investigate cocompact lattices in complete rank 2 Kac-Moody groups. The
reason we restrict our attention to rank 2 is that in rank n ą 2 Kac-Moody groups
as a whole there are no cocompact lattices, except in some special cases which have
already been established [14]. We concentrate our investigation on cocompact lat-
tices in locally pro-p-complete rank 2 Kac-Moody groups pG by relating them to the
already classified by Capdeboscq and Thomas edge-transitive cocompact lattices
in the Caprace-Re´my complete groups G [12]. This classification relies on certain
properties of the p-elements in the complete Kac-Moody group. We call a group
satisfying the required properties p-well-behaved. Our first main theorem shows that
the locally pro-p-complete Kac-Moody groups are p-well-behaved (Theorem 7.3.11
and Theorem 7.3.5). We then establish pushing and pulling procedures of lattices
between the two groups and show that the covolume of a lattice does not change
when performing these procedures. We thus arrive at our main theorem:
Theorem (Main Theorem 3). (Theorem 7.3.19) Let A be a symmetric 2 ˆ 2 gen-
eralised Cartan matrix with all |aij | ě 2. Let D be a simply-connected root datum
of type A. The following statements hold for the corresponding (to D) locally pro-
p-complete Kac-Moody group pG over the field of q “ pa elements:
1. pG admits a cocompact lattice.
2. If q ě 514, then there exist δ P t1, 2, 4u, such that
mintpµpΓz pGq | Γ is a cocompact latticeu “ 2pq ` 1q|ZpGq|δ .
We finish by defining a class of groups similar to complete Kac-Moody groups
- topological groups of Kac-Moody type. These are locally compact totally discon-
nected groups with a generalised pB,Nq-pair structure, which satisfies certain prop-
erties (Section 7.4.2). We show that there exists a simplicial complex with a con-
tractible geometric realisation on which the topological groups of Kac-Moody type,
as well as the complete Kac-Moody groups, act. We call it the Davis building. We
are in a situation to apply our results for projective resolutions from Chapter 5 and
7
Chapter 6 to Kac-Moody groups. The field F from Chapter 4 and 5 appears again.
We put restrictions on its characteristic in order to obtain our Hecke algebra over
the field F. Our final results are:
Corollary (Main Corollary 1). (Corollary 7.4.13) Let G be a topological group of
Kac-Moody type, A its central closed subgroup, such that B{A is compact. The
localisation functor for the category of A-semisimple G-representations over a field
F
MApGq –ÝÑ CshG,ApD‚qrΣ´1A s
is an equivalence of categories. Let C ď G be a compact subgroup, such that the field
F is C-ordinary. Suppose further that F is Gx{A-ordinary for any x P D‚, where D‚
is the Davis building of G. Then
proj. dimpMApGqq ď sup
JPSphpSq
|J |
where |J | denotes the cardinality of J .
Corollary (Main Corollary 2). (Corollary 7.4.18) Let rG be a complete Kac-Moody
group over a finite field Fq, such that rG is locally compact totally disconnected. Let
C ď rG be a compact subgroup, such that the field F is C-ordinary. Let D‚ be the
Davis building of rG. If the field F is also rGx{K-ordinary for any x P D‚, then
proj. dimpMp rGqq ď dimpD‚q and Mp rGq – Csh rGpD‚qrΣ´1s.
Moreover, for A its central closed subgroup, such that rB{A is compact, we have the
equivalence
MAp rGq –ÝÑ CshG,ApD‚qrΣ´1A s.
If the field F is rGx{A-ordinary for any x P D‚, then
proj. dimpMAp rGqq ď sup
JPSphpSq
|J |
where |J | denotes the cardinality of J .
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Chapter 2
Representations of topological
groups
We start by introducing our basic objects of study. The majority of this chapter
consists of well-known definitions. The main reference is Warner [56]. The examples
at the end are taken from a paper by the author of this thesis [33].
Defintion 2.0.1. A topological group G is a pair pG, τGq, where G is a group and
τG is a topology on the underlying set of G, such that the maps
m : GˆGÑ G, pg,hq ÞÑ gh,
and
i : GÑ G, g ÞÑ g´1
are continuous with respect to τG. Note that the topology on GˆG is the product
topology induced by τG.
A homomorphism of topological groups is a group homomorphism ϕ : GÑ H,
which is also a continuous map of topological spaces.
Similarly, for an associative unital ring R, we can define a topological R-
module as follows:
Defintion 2.0.2. [56] A topological R-module V is a pair pV, TV q, where V is an
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R-module and TV is a topology on V , such that ppV,`q, TV q is a topological group
and the R-action map ¨ : Rˆ V Ñ V, pr, vq ÞÑ r ¨ v is continuous with respect to TV
on the right and the product topology on the left (R is endowed with the discrete
topology).
A homomorphism of topological R-modules is an R-module homomorphism
f : V1 Ñ V2, which is also a continuous map with respect to the topologies TV1 and
TV2 .
Throughout, by an R-module we always mean a left R-module. If we require
a right R-module we would specify this. All results are proved for left modules,
however, they remain true for right modules.
We are ready to define our main object of study:
Defintion 2.0.3. [33] Let R be an associative ring with 1 and G a topological group.
A continuous representation of G is a pair ppi, V q, such that:
1. (representation) pV, TV q is a topological R-module and pi : G Ñ AutRpV q a
homomorphism,
2. (continuity) The map φ : GˆV Ñ V , defined by pg, vq ÞÑ pipgqv, is continuous
with respect to the product topology on the left and TV on the right.
We sometimes refer to representations of G as G-modules. Now, for a topo-
logical group G and an associative unital ring R, we can form a category of contin-
uous representations of G, denoted MpGq, as follows:
• The objects ObpMpGqq are continuous representations of G, i.e., pairs ppi, V q
as above;
• For ppi1, V1q, ppi2, V2q P ObpMpGqq a morphism f P HomMpGqpV1, V2q is given
by a homomorphism of topologicalR-modules f : V1 Ñ V2, such that fppi1pgqvq “
pi2pgqfpvq, for all g P G and all v P V1. We refer to the second part of this
condition as G-linearity.
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It is clear that the continuity condition of Definition 2.0.3 depends on the
topology of V . Let us look at some examples of continuous representations, where
a specific topology on the R-modules is chosen.
Example 2.0.4. (cf. [33]) Let ppi, V q be a continuous representation of a topological
group G, such that the topology TV is discrete. We call such a representation a
discrete representation of G and denote the category of all discrete representations
of G byMdpGq. As all maps in the discrete topology are continuous, the morphisms
in MdpGq are just R-module maps, which are also G-linear.
Example 2.0.5. (cf. [4], [9], [52]) In the special case when we consider discrete
representations of a locally compact totally disconnected group G, the category
of discrete representations is known in the literature as the category of smooth
representations of G. We denote it MpGq.
In the next two examples the topological R-modules pV, TV q are given a linear
topology. We say that a topology TV is linear, or that V is linearly topologized, if
the open R-submodules of V form a fundamental system of neighbourhoods at zero
[56].
Example 2.0.6. [33] For a topological group G, we define the category of linearly
topologized representations of G, denoted MltcpGq. The objects are pairs ppi, V q,
where ppi, V q is a continuous representation of G with pV, TV q being a linearly topol-
ogized R-module, such that V is a complete topological space with respect to TV .
The morphisms are continuous R-module homomorphisms, which are also G-linear.
Example 2.0.7. [33] We also define the category of linearly compact representations
of G, or just compact representations, denotedMcpGq. The objects are pairs ppi, V q,
where ppi, V q is a continuous representation of G and pV, TV q is a linearly topologized
complete R-module, such that for every open R-submodule W ď V , V {W is an R-
module of finite length. Such modules are called linearly compact. The morphisms
are defined as in MltcpGq.
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Chapter 3
Frobenius reciprocity for
topological groups
To the best of my knowledge, the material in this chapter, except in Section 3.2, is
original. It appears in a paper by the author, entitled “Frobenius Reciprocity for
Topological Groups”, which is to appear in the journal Communications in Algebra
[33]. Throughout the chapter, G denotes a topological group, H ď G a closed
subgroup and R an associative ring with unity.
3.1 Restriction, Induction and Coinduction
Fix a topological group G and a closed subgroup H ď G. Let ppi, V q be a continuous
representation of G over R. By restricting the map pi : G Ñ AutRpV q to a map
pi|H : H Ñ AutRpV q we obtain a representation of H. This yields a restriction of
φ : G ˆ V Ñ V , φ : pg, vq ÞÑ pipgqv, to φ|H : H ˆ V Ñ V . As a restriction of a
continuous map is continuous, the pair ppi|H , V q is a continuous representation of
H. Applying the same reasoning on morphisms, we obtain a functor
ResGH :MpGq ÑMpHq,
ppi, V q ÞÑ ppi|H , V q, pf : V1 Ñ V2q ÞÑ pf : V1 ÞÑ V2q,
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called the restriction functor.
Recall the following standard definition:
Defintion 3.1.1. (cf. [36, Definition 1.5.2], [41, IV.1, Definition]) Let C and D be
categories. Two functors F : C Ñ D and G : D Ñ C are called adjoint if for every
X P ObpCq and Y P ObpDq, there is an isomorphism
HomCpX,GpY qq – HomDpFpXq, Y q
which is natural in both variables. We say that F is left adjoint to G and G is right
adjoint to F .
To define induced representations, we would like to investigate functors ad-
joint to ResGH . However, in the generality of continuous representations of topolog-
ical groups, such functors do not necessarily have to exist. We make the following
definition:
Defintion 3.1.2. Let G be a topological group, H ď G a closed subgroup, and
ResGH :MpGq ÑMpHq the restriction functor. Suppose there exist functors
IndGH :MpHq ÑMpGq and CoindGH :MpHq ÑMpGq,
such that IndGH is right adjoint to Res
G
H and Coind
G
H is left adjoint to Res
G
H . We call
IndGH the induction functor, and Coind
G
H the coinduction functor. We call the image
of a continuous representation of H under IndGH an induced representation, and its
image under CoindGH a coinduced representation.
In the case of abstract groups, the adjunction relation between restriction and
induction, as well as restriction and coinduction, is known as Frobenius reciprocity.
We keep the terminology the same in our setting and thus we have:
Defintion 3.1.3. Let G be a topological group and H ď G a closed subgroup.
Suppose the functors IndGH and Coind
G
H exist. Then the natural isomorphisms
HomMdpGq
`ppi, V q, IndGHppσ,W qq˘ – HomMdpHq `ResGHpppi, V qq, pσ,W q˘
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and
HomMdpGq
`
CoindGHppσ,W qq, ppi, V q
˘ – HomMdpHq `pσ,W q,ResGHpppi, V qq˘,
for ppi, V q PMdpGq and pσ,W q PMdpHq, are called Frobenius reciprocity for topo-
logical groups.
3.2 Existence of adjoints and the Freyd Adjoint Functor
Theorem
As noted in the previous section, functors adjoint to a given functor do not nec-
essarily exist. However, there is a useful criterion for existence of such functors,
called the Freyd Adjoint Functor Theorem. We would like to use this to establish
conditions for existence of induced and coinduced representations. All the material
in this section is known, and the reference is MacLane’s book “Categories for the
working mathematician”[41].
Let us start with some standard definitions. A category C is called small
if both the collection of objects and morphisms are sets. A category C is called
locally small if for every pair of objects A,B P C, HomCpA,Bq is a set. A small
diagram in C is a functor F : J Ñ C, where J is a small category. A small limit in
C (respectively small colimit) is the limit (respectively colimit) of a small diagram.
More precisely, for a diagram F : J Ñ C, the limit of F is a pair pL, fq, where
L is an object of C and f “ tfiu, where fi : L Ñ F piq, is a family of morphisms
in C, indexed by the objects i of J , such that for every morphism φ : i Ñ j in
J , we have F pφq ˝ fi “ fj . The limit is universal with respect to this property, in
particular, for every other pair pN, gq satisfying the properties above, there exists a
unique morphism h : N Ñ L, such that fi ˝ h “ gi, for every i P J . Dualise the
above to obtain the definition of a small colimit of a diagram.
With this in mind we recall the following standard notions [41]:
• A functor F : C Ñ D is called:
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– continuous if it preserves small limits,
– cocontinuous if it preserves small colimits.
• A category C is called:
– (small-) complete if all small diagrams have limits in C,
– (small-) cocomplete if all small diagrams have colimits in C.
Theorem (The Freyd Adjoint Functor Theorem). [41, V.6, Theorem 2]
Given a locally small, complete category C a functor F : C Ñ D has a left
adjoint if and only if it preserves all small limits and satisfies the following condition:
(SSC) For each object d P D there is a set I and an I-indexed family of morphisms
fi : d Ñ Fpciq, such that every morphism h : d Ñ Fpcq can be written as a
composite h “ Fptq ˝ fi, for some index i P I and some t : ci Ñ c.
Dualise the statement to obtain a criterion for a right adjoint.
We make use of the following:
Theorem 3.2.1. [41, V.2, Theorem 1] If a category C has arbitrary products and
all pairs of morphisms in C have equalizers, then C is complete.
Dually, if C is closed under arbitrary coproducts and all pairs of morphisms
have coequalizers, then C is cocomplete.
Thus, to check completeness (cocompleteness) of a category, it is enough to
show that C has arbitrary products (coproducts), and all pairs of morphisms have
equalizers (coequalizers).
In the sections to follow, we will use the results above to find criteria for ex-
istence of induced and coinduced representations of certain categories of continuous
representations of a topological group G.
3.3 Frobenius reciprocity for discrete representations
Throughout the section G denotes a topological group, H ď G a closed subgroup
and R an associative ring with identity.
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Recall the categoryMdpGq of discrete representations of G defined in Exam-
ple 2.0.4. The objects ofMdpGq are pairs ppi, V q, where V is a topological R-module
with respect to the discrete topology, and ppi, V q is a continuous representation of
G. Due to the R-modules being endowed with the discrete topology, the morphisms
in MdpGq are just R-module homomorphisms, intertwining with the G-action.
Since we know what the topology on V is, we can make the continuity con-
dition in Definition 2.0.3 more explicit. Thus, we have the following:
Defintion 3.3.1. A discrete representation of G is a pair ppi, V q, such that V is a
topological R-module with respect to the discrete topology, pi : V Ñ AutRpV q is a
homomorphism, and for every v P V , φ´1pvq “ tpg, vq | pipgqv “ vu is open in G,
where φ : G ˆ V Ñ V is given by pg, vq ÞÑ pipgqv. In other words, for every v P V ,
there exists a non-empty open set Kv Ă G, such that pipkqv “ v, for every k P Kv.
Note that 1G always satisfies pip1Gqv “ v. Since the topology on G is de-
termined by the fundamental neighbourhoods of identity, without loss of generality
assume that Kv is an open neighbourhood of 1G. We could go even further - for
every v P V we can construct an open subgroup ĂKv ď G generated by the elements
in Kv. Then clearly pipkqv “ v, for every k P ĂKv.
As before, for a closed subgroup H ď G we have a functor
ResGH :MdpGq ÑMdpHq.
Now we are ready to start our investigation of induction and coinduction.
3.3.1 Coinduction in MdpGq
We start our investigation of adjoints to ResGH with the left adjoint, i.e., coinduction.
We wish to use Freyd’s Theorem. The first step is to show that arbitrary products
exist in MdpGq. Take a collection tppii, ViquiPI P MdpGq, where I is an arbitrary
set. Let V –
ś
iPI
Vi denote the product of Vi, i P I, as R-modules. V is a discrete
space with respect to the box topology. It also has an obvious G-module structure
- G acts componentwise. More precisely, if we denote the elements of V by pviqiPI ,
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we have the following:
g ¨ pviqiPI “ ppiipgqviqiPI , for all g P G, vi P Vi.
Write pi : G Ñ AutRpV q, where pipgq is given by pipgq : pviqiPI ÞÑ ppiipgqviqiPI .
This is a homomorphism. However, the map φ : G ˆ V Ñ V induced by pi is not
necessarily continuous:
Fix v P V . Then pviqiPI , for some vi P Vi. Since Vi P MdpGq, for every
vi P Vi, there exists an open neighbourhood Kvi of 1G, such that piipkqvi “ vi, for
all k P Kvi and i P I. Thus, Kv “
Ş
iPI Kvi has the property that pipkqv “ v, for all
k P Kv. But as I was chosen arbitrarily Kv does not have to be open. Therefore,
the representation is not continuous at v and V RMdpGq. However, we can consider
an R-submodule V sm ď V , such that V sm PMdpGq. Let
V sm – tv P V | D non-empty Kv open in G, such that pipkqv “ v, for all k P Kvu.
This is called the continuous part of V . Note that by construction V sm is a contin-
uous representation of G.
Example 3.3.2. (cf. [4], [9]) It is common to take continuous parts of representa-
tions when we want to define the smooth dual of a continuous discrete representa-
tion of a locally compact totally disconnected group. For example, if G “ GLnpQpq,
R “ C and ppi, V q P MdpGq, then the contragredient representation is defined as
the continuous part of the representation ppi˚, V ˚q, where V ˚ “ HomCpV,Cq and
pi˚pgqf : v ÞÑ fppipg´1qvq, for v P V, f P V ˚,g P G.
We claim the following:
Lemma 3.3.3. Every collection tppii, ViquiPI PMdpGq, with I an arbitrary set, has
a product in MdpGq given by ppi, pś
iPI
Viqsmq, where pi “ ppiiqiPI defined as above. In
other words, MdpGq is complete.
Proof. Let V sm – pś
iPI
Viqsm. Denote by pi : V sm Ñ Vi the canonical projections
in MdpGq. Let pρ,Aq P MdpGq and let fi : A Ñ Vi be a family of morphisms in
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MdpGq indexed by I. As V sm is an R-submodule of śiPI Vi there exists a unique
R-module homomorphism f : A Ñ V sm, such that pi ˝ f “ fi, for all i P I. It is
also a G-linear map:
pipfpρpgqaqq “ fipρpgqaq “ piipgqfipaq “ piipgqppipfpaqqq “ pippipgqfpaqq, g P G, a P A,
i.e.,
fpρpgqaq “ pipgqfpaq.
Thus, f is a morphism in MdpGq and the universal property of the product is
satisfied.
We claim that even though MdpGq is complete, the restriction functor does
not always have a left adjoint.
Theorem 3.3.4. Let G be a topological group and H a closed subgroup of G. Then
ResGH :MdpGq ÑMdpHq
has a left adjoint if H is also open.
Proof. We wish to use Freyd’s Theorem to establish the result. First note that (SSC)
holds in MdpGq: it just says that every map in MdpGq can be factored through
a quotient. Also since MdpGq is abelian (cf. [9]), equalizers of all morphisms
exist. By Lemma 3.3.3 arbitrary products also exist. Moreover, since ResGH does
not change the morphisms between objects, it commutes with equalizers. Thus, to
establish continuity of ResGH we need to determine when it commutes with arbitrary
products, i.e., for a collection tppii, ViquiPI , where I is an arbitrary set, when does
the following hold:
ˆź
iPI
ResGHpViq
˙sm
– ResGH
`pź
iPI
Viqsm
˘
.
This is the same as showing that every pσ,W q PMdpHq, such that
W “ `śiPI ResGHpppii, Viqq˘sm, σ “ ppii|HqiPI , for some ppii, Viq PMdpGq, is also an
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element of MdpGq.
Take such pσ,W q P MdpHq. By definition we can write w “ pviqiPI , for
some vi P ResGHpViq. Note that as an R-module ResGHpViq “ Vi and G acts on
each Vi via pii. So to show that pW,σq P MdpGq, we need to establish that the
representation is continuous. Thus, we need to study the continuity condition.
Since pσ,W q P MdpHq, for every w P W there exists an open neighbourhood Kw
of 1H , such that σpkqw “ w, for all k P Kw. We need to show that Kw is open
in G. As H is given the subspace topology, there is an open U Ď G, such that
Kw “ U XH. But since H is open in G, then Kw is an open neighbourhood of 1G
and thus pσ,W q PMdpGq.
Thus, for an open subgroup H ď G , we have a functor
CoindGH :MdpHq ÑMdpGq,
which is left adjoint to the restriction functor.
Example 3.3.5. Suppose the topology on G is locally compact and totally discon-
nected and H ď G is an open subgroup. Then CoindGH is given by compact induction
of representations, usually denoted c´ IndGH , i.e.,
CoindGH “ c´ IndGH :MdpHq ÑMdpGq, pσ,W q ÞÑ pρ,ĂW q,
where ĂW is the space of all left H-equivariant, continuous functions f : G Ñ W ,
which have compact modulo H support, and ρpgqf : x Ñ fpxgq [9, 1.3.4].
The next example shows that if H is not open in G, then CoindGH is not
always defined.
Example 3.3.6. Take tppii, ViquiPI P MdpGq. Fix v “ pviqiPI P ś
iPI
Vi with Ki
corresponding open neighbourhoods of 1G, such that piipkiqvi “ vi, for all ki P Ki.
For each i P I construct an open subgroup ĂKi ď G, generated by Ki. Let pi “
ppiiqiPI . Then pipkqv “ v, for all k P rK – ŞiPI ĂKi. However, as I is an arbitrary setrK is not necessarily open in G. Moreover, as every open subgroup of a topological
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group is closed [30, 5.5], it follows that each ĂKi is closed, and thus so is rK. Taking
H – rK we have v R pś
iPI
Viqsm, and thus v R ResGHp
ś
iPI
Viqsm. But as H is open in
H, v P ` ś
iPI
pResGHpViq
˘sm
. Thus, ResGH fails to be continuous and Coind
G
H is not
defined.
3.3.2 Induction in MdpGq
To define induction, we follow a different method. For every representation pσ,W q P
MdpHq, we construct the induced representation IndGHppσ,W qq explicitly and then
show that the functor defined by this procedure is right adjoint to ResGH . Again
throughout the section G is a topological group, H ď G a closed subgroup, and R
an associative ring with identity.
Consider the following construction, which is a generalisation of the construc-
tion for a smoothly induced representation for locally compact totally disconnected
topological groups [9], [32]:
Fix pσ,W q P MdpHq. Consider the R-module xW of all left H-equivariant
functions f : GÑW , i.e., which satisfy the property
(i) fphgq “ σphqfpgq, for all h P H and g P G.
Within xW we find an R-submodule ĂW consisting of “continuous functions”, i.e.,
functions with the additional property
(ii) f P ĂW if and only if there exists an open neighbourhood Kf of 1G, such that
fpgkq “ fpgq, for all g P G and k P Kf .
The homomorphism ρ : G Ñ AutRpxW q, given by ρpgqf : x ÞÑ fpxgq, for g,x P G
and f P xW , defines a G-action on both xW and ĂW , thus making pρ,ĂW q a continuous
representation of G, i.e., pρ,ĂW q PMdpGq. The pair pρ,ĂW q is called the representa-
tion of G continuously induced by σ. Using this construction we define the functor
IndGH : MdpHq Ñ MdpGq. We claim that this is the right adjoint we are looking
for.
Lemma 3.3.7. For a topological group G and a closed subgroup H ď G, the functor
IndGH :MdpHq ÑMdpGq defined above is right adjoint to the restriction functor.
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Proof. For continuous representations ppi, V q P MdpGq and pσ,W q P MdpHq and
notation as above, we want
HomMdpGqpppi, V q, pρ,ĂW qq – HomMdpHqpppi|H ,HV qq,
where HV denotes V as an H-module. We have maps:
α : HomMdpGqpppi, V q, pρ,ĂW qq Ñ HomMdpHqpppi|H ,HV q, pσ,W qq,
given by
pψ : V Ñ ĂW q ÞÑ p rψ : V ÑW q,
where
pψ : v ÞÑ ψvq ÞÑ p rψ : v ÞÑ ψvp1Gqq,
and β : HomMdpHqpppi|H ,HV q, pσ,W qq Ñ HomMdpGqpppi, V q, pρ,ĂW qq given by:
pφ : V ÑW q ÞÑ prφ : V Ñ ĂW q
with rφ : v ÞÑ pfv : g ÞÑ φppipgqvqq.
Clearly rψ P HomMdpHqpppi|H ,HV q, pσ,W qq since ψv P ĂW .
Similarly, rφ P HomMdpGqpppi, V q, pρ,ĂW qq. It is routine to check that α and β are
inverse to each other.
Note that it follows directly from the constructions that for a locally compact
totally disconnected group G and H ď G, such that HzG is compact open, IndGH –
CoindGH (cf. Example 3.3.5, [9], [55]).
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3.4 Frobenius reciprocity for linearly topologized com-
plete representations
Again fix an associative unital ring R, a topological group G and a closed subgroup
H ď G. We are interested in investigating induction and coinduction in the category
of linearly topologized and complete continuous representationsMltcpGq, defined in
Example 2.0.6. Again, since our topological R-modules are endowed with a specific
topology, we can rephrase the continuity condition of Definition 2.0.3:
Defintion 3.4.1. A linearly topologized and complete representation of G is a pair
ppi, V q, such that pV, TV q is a topological R-module with TV a linear and complete
topology, pi : V Ñ AutRpV q is a homomorphism, and for every open R-submodule
U ď V , such that there exists g P G and x P V with pipgqx P U , there is an open
neighbourhood K of 1G and an open R-submodule W ď V satisfying pipKgqpx `
W q Ď U .
Having made the definition of continuous representation inMltcpGq precise,
we move on to investigate completeness and cocompleteness of MltcpGq. We will
follow our strategy from Section 3.3.1 - we establish completeness and cocomplete-
ness by establishing existence of arbitrary products and coproducts inMltcpGq and
then we apply Freyd’s Theorem.
3.4.1 Products and Coproducts in MltcpGq
In this section we keep the conventions as above - R is an associative unital ring,
G a topological group, H ď G a closed subgroup. We start by looking at arbitrary
products in MltcpGq. Our first result of the section shows their existence.
Lemma 3.4.2. Arbitrary products exist in MltcpGq. More precisely, the product of
a collection of objects of MltcpGq is their product as R-modules, endowed with the
product topology.
Proof. For an arbitrary collection tppii, ViquiPI of objects of MltcpGq, let V –ś
iPI Vi denote their product as R-modules, which is a topological R-module with
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respect to the product topology [8, III.6.6].
Following Lefschetz we show that the topology on V is linear [40, 25.3]. Let
tU ji u, j P Ji be a base of neighbourhoods of 0 in Vi, consisting of open submodules.
Then for any finite subset K Ă I, śkPK U jk ˆśiPIzK Vi is a base of neighbourhoods
of 0 in V consisting of open submodules, giving the linearity of the product topology.
Let pznq – ppzinqqiPI,nPL, where pzinq are nets in Vi and L is an ordinal.
Suppose pznq is a Cauchy net in V . Thus, every net pzinqnPL in Vi is Cauchy. Since
all Vi are complete, each pzinqnPL P Vi is a convergent net in Vi. Let
zi – lim
nPL z
i
n.
Set z – pziqiPI . Let Ui be an open neighbourhood of zi in Vi and define U “ś
iPJ Ui ˆ
ś
iPIzJ Vi, for some finite subset J Ă I. Since each net pzinqnPL is con-
vergent, there exists some li, such that z
i
n P Ui, for all n ě li in L. Pick the largest
li, i P J , say l. Then for all n ě l in L, zin P Ui for all i P I. Thus, z P U and pznq is
convergent in V with
lim
nPL zn “ z.
The G-action on V is componentwise, i.e., g ¨ v – pipgqv, for g P G and v “
pviqiPI P V , where pi “ ppiiqiPI . We want to show it is continuous. Let U –ś
iPJ Ui ˆ
ś
iPIzJ Vi with J Ă I finite. Then U Ď V is open. Since all Vi are
continuous G-modules, for every i P I there exists an open neighbourhood Ni of
1G and an open submodule Wi ď Vi, such that if piipgqxi P Ui, for g P G, xi P Vi,
then piipNigqpxi `Wiq Ď Ui. Fix N – ŞiPJ Ni. Since J is finite, N is an open
neighbourhood of 1G and furthermore piipNgqpxi `Wiq Ď Ui, for all i P J . Let
W –
ś
iPJ Wiˆ
ś
iPIzJ Vi. This is an open submodule of V . Thus, we found N Ď G
and an open submodule W ď V , such that for pipgqx P U , with x “ pxiqiPI P V ,
pipNgqpx`W q P U . Hence, ppi, V q PMltcpGq.
Let pρ,Aq P MltcpGq, pi : V Ñ Vi be the projections in MltcpGq and fi :
AÑ Vi be a family of morphisms in MltcpGq indexed by I. As V is the product of
tViuiPI as R-modules, there exists a unique R-module homomorphism f : A Ñ V ,
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making the following diagram commute:
V Vi
A
pi
f
fi
The map f has the following properties:
1. ppi˝fqpρpgqaq “ fipρpgqaq “ piipgqfipaq “ piipgqpppi˝fqpaqq, for g P G and a P
A, i.e., f is G-linear.
2. For U Ď V open, Ui – pipUq Ď Vi is open. By continuity of fi it follows that
f´1i pUiq Ď A is open, for every i P I. Thus, f´1pUq “ f´1i ppipUqq Ď A is
open, showing that f is continuous.
Thus, f is a morphism in MltcpGq, finishing the proof.
To continue our investigation of adjoint functors, we would also need ex-
istence of arbitrary coproducts in MltcpGq. We construct them explicitly. Let
tppii, ViquiPI be an arbitrary collection of objects of MltcpGq. Denote by V –À
iPI Vi their coproduct as R-modules and by αi : Vi Ñ V the canonical injec-
tions. In this case they are just inclusion maps. We follow Higgins in defining the
topology on V [31]. Consider pairs pW, τW q, such that:
1. W P MltcpGq, such that there exists a surjective R-module homomorphism
qW : V ÑW which is also G-linear,
2. τW is a topology on W in which the maps q
i
W : Vi Ñ W that factor through
qW are continuous.
All such pairs pW, τW q taken up to isomorphism form a set. Hence, we can form a
product
ś
pW,τW qW . The map
q : V Ñ
ź
pW,τW q
W, given by v ÞÑ pqW pvqqpW,τq (3.1)
is an embedding. We endow
ś
pW,τW qW with the product topology and V with
the topology induced by q. This topology makes V into a topological abelian group
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[31]. The map φ : RˆśpW,τW qW ÑśpW,τW qW is continuous, hence, the restriction
φ |qpV q: Rˆ qpV q Ñ qpV q is also continuous. Thus, the subspace topology on qpV q,
and respectively the induced one on V , makes V into a topological R-module. By
Lemma 3.4.2
ś
pW,τW qW lies in MltcpGq. Every subspace of a linearly topologized
space is linearly topologized [40, 25.2]. Thus, as V – qpV q, both as an R-module
and as a topological space, the topology on it is linear. A priori V is not necessarily
complete. However, its closure V is, as it is a closed subspace of a complete space
[8, II.4.8].
Lemma 3.4.3. ppi, V q, where V is as above and pi “ ppiiqiPI , is the coproduct of
tppii, ViquiPI in MltcpGq.
Proof. By definition V is a linearly topologized and complete space. As V “ÀiPI Vi
and Vi is a G-module for every i P I, then clearly so is V with respect to the compo-
nentwise action of G. Since
ś
pW,τW qW P MltcpGq, the map G ˆ
ś
pW,τW qW Ñś
pW,τW qW is continuous. Hence, its restriction to a subspace is also continu-
ous. Therefore, V is a continuous G-module and hence, so is its closure V . Thus,
ppi, V q PMltcpGq as required.
Let us check that ppi, V q is indeed the coproduct of tppii, ViquiPI . Let pρ,Aq
be any module inMltcpGq and βi : Vi Ñ A be morphisms inMltcpGq indexed by I.
Since V is the coproduct of tViuiPI as R-modules, there exists a unique R-module
homomorphism f : V Ñ A, such that for every i P I the diagram below commutes:
Vi V
A
αi
βi f
The map f is also G-linear:
pf ˝ αiqppiipgqviq “ fppipgqpαipviqqq “ βippiipgqviq “ ρpgqβipviq “ ρpgqfpαipviqq,
for vi P Vi, g P G.
Lastly, let U Ď A be open. By continuity of βi, β´1i pUq Ď Vi is open, for every i P I.
Since the Vi’s appear amongst the pW, τW q, then β´1i pUqˆ
ś
pW,τW q,W‰ViW is open
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in
ś
pW,τW qW and moreover β
´1
i pUq ˆ
ś
pW,τW q,
W‰Vi
W “ qipβ´1i pUqq. Thus,
q´1
`
β´1i pUq ˆ
ź
pW,τW q,
W‰Vi
W
˘ “ q´1pqipβ´1i pUqqq “ αipβ´1i pUqq “ f´1pUq,
where qi is given componentwise by the qiW defined above. By definition of the
topology on V it follows that f is continuous, finishing the proof.
Recall that for a set X, topological spaces Xi and maps fi : Xi Ñ X, the
final topology on X is the finest topology on X in which all fi are continuous [18].
With notation as before, we have the diagram:
Vi V
ś
pW,τW q
W.
αi
qi
q
Since qiW is continuous for every i P I, then so is qi [8]. By definition of the
topology on V , q is continuous. Hence, αi is continuous for each i. This means that
the topology on V is contained in the final topology with respect to αi. However,
the continuity of the αi implies that V appears as one of the W , thus, the coproduct
topology defined above coincides with the final topology.
Now we would like to give an explicit description of the basis of open neigh-
bourhoods of 0 in V . Chasco and Domı´nguez describe this basis with respect to
the final topology for a coproduct of topological abelian groups [18]. We generalise
their construction to topological R-modules.
Let tUiuiPI be a sequence of neighbourhoods of 0, with Ui a neighbourhood
of 0 in Vi. Let J Ď I be finite. Then
U –
ď
nPN,
|J |“n
ď
KĎI,
|K|“|J |
ÿ
iPK
αipUiq (3.2)
is a sequence of neighbourhoods of 0 in V . Hence, the basis is given by
U “ tU | tUiuiPK, with Ui Ď Vi open neighbourhood of 0u.
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This indeed agrees with our description of the topology: If B P śpW,τW qW is an
open neighbourhood of 0 in
ś
pW,τW qW , q
´1pBq would be the corresponding open
in V and
q´1pBq
č
V “ q´1pBq
čà
iPI
Vi “
à
iPI
q´1pBq
č
Vi,
can be written in the form of (3.2).
3.4.2 Existence of induction and coinduction
Before proceeding to the main result of the section, we make a final observation
about MltcpGq.
Lemma 3.4.4. The category MltcpGq is additive. Moreover, all morphisms have
kernels and cokernels.
Proof. The categoryMltcpGq is clearly pre-additive, has a zero object and existence
of arbitrary, hence finite, products and coproducts is guaranteed by Lemma 3.4.2
and Lemma 3.4.3. Thus, MltcpGq is additive.
Let f : V Ñ W be a morphism in MltcpGq. Let K be the kernel of f as an
R-module map. Clearly, K is an R-submodule of V . It is also a G-submodule as f is
G-linear. The restriction of the map φ : GˆV Ñ V , given by pg, vq ÞÑ g ¨v, to GˆK
is continuous, since φ is continuous. Since every submodule of a linearly topologized
module is linearly topologized ([40, 25.2]), K is linearly topologized. By definition
K “ f´1pt0W uq. Since W is Hausdorff, t0W u is closed and thus K is closed. A
closed subspace of a complete space is complete and so K “ kerpfq PMltcpGq.
Let I “ impfq and C “ cokerpfq “ W {I as R-modules. I and C are
topological R-modules with respect to the subspace topology. Both I and C are
clearly G-modules. The G-action is continuous, as φ|I : G ˆ I Ñ I is a restriction
of φ, hence continuous. The map φW {I : G ˆ W {I Ñ W {I is continuous since
φ is continuous and W {I is endowed with the quotient topology induced by the
topology on W . A submodule and a quotient of linearly topologized modules are
linearly topologized ([40, 25.2, 25.3]), so we only have to show that C is complete.
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This is equivalent to showing that I is closed in W . Let pxnqnPL be a Cauchy net
in V , L is an ordinal. By completeness, pxnqnPL is convergent. Let x “ limnPL xn.
By continuity of f the net pfpxnqqnPL is convergent in W . A limit of it is fpxq.
However, as W is Hausdorff, limits are unique and so fpxq P I is the only limit,
showing that I ď W is closed. Thus, C “ W {I is complete and so C P MltcpGq,
finishing the proof.
We are ready to address the main problem of this section.
Theorem 3.4.5. Let G be a topological group and H ď G a closed subgroup. Let
ResGH :MltcpGq ÑMltcpHq
be the restriction functor. The following hold:
1. ResGH has a left adjoint Coind
G
H :MltcpHq ÑMltcpGq.
2. If H is also open, then ResGH has a right adjoint
IndGH :MltcpHq ÑMltcpGq,
given by IndGH : W ÞÑ FunHpG,W q, where FunHpG,W q is the space of all
functions f : GÑW , such that fpghq “ h ¨ fpgq.
Proof. We wish to apply Freyd’s Adjoint Functor Theorem to prove the statements.
Since MltcpGq has kernels and cokernels of all morphisms (Lemma 3.4.4), it has
equalizers and coequalizers of all pairs of morphisms [41, VII.3]. By the product-
equalizer (coproduct-coequalizer) construction of limits (respectively colimits) (The-
orem 3.2.1), Lemma 3.4.2 and Lemma 3.4.3 imply that MltcpGq is both complete
and cocomplete. Since the restriction functor does not change morphisms, it com-
mutes with equalizers and coequalizers. Thus, to show existence of a left and a
right adjoint to ResGH we only need to check whether it commutes with products
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and coproducts. Let us start with products, i.e., we want
ResGH
`ź
iPI
ppii, Viq
˘ –ź
iPI
ResGHpppii, Viqq,
where ppii, Viq PMltcpGq, for all i P I, and I is an arbitrary set.
By Lemma 3.4.2
ś
iPI ResGHpppii, Viqq PMltcpHq and looking at theR-modules
we see that
ź
iPI
ResGHpViq –
ź
iPI
HVi – H
`ź
iPI
Vi
˘ – ResGH `ź
iPI
Vi
˘
.
Note that HpśiPI Viq is already a continuous H-module. Thus, the second iso-
morphism holds because
ś
iPI HVi and Hp
ś
iPI Viq have the same structure as H-
modules, as well as topological spaces. The H-actions on both sides are the same,
as they are restrictions of the same G-actions pii. This completes the proof of (1).
Now we move on to coproducts. To have a right adjoint to ResGH we need to
check cocontinuity, i.e.:
à
iPI
ResGHpViq – ResGH
`à
iPI
Vi
˘
,
where by ‘ we denote the coproduct in MltcpHq and MltcpGq respectively. This
amounts to showing that à
iPI
HVi – H
`à
iPI
Vi
˘
.
Since
À
iPI HVi and H
À
iPI Vi have the same structure as H-modules and the action
of H on both is continuous, to obtain the isomorphism, we need to show that the
coproduct topologies on both sides are the same.
In particular, for every H-module pW, τW q for which there exists a surjective
H-map ϕ :
À
iPI HVi Ñ W with the property that the maps qi : Vi Ñ W are
continuous, we have to find a module pĂW, τĂW q PMltcpGq, for which there exists a
surjective G-map rϕ : H ÀiPI Vi Ñ ĂW , such that the maps rqi : Vi Ñ ĂW factoring
through rϕ are continuous. In addition, for every open U Ď W there must be an
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open rU Ď ĂW , such that rϕ´1prUq Ď ϕpUq.
Fix pW, τW q with the above properties. Let FunHpG,W q be the space of all
right H-equivariant functions f : GÑW , i.e., which satisfy the property:
fpghq “ h ¨ fpgq, for g P G,h P H.
This is a G-module via g ¨f : x ÞÑ fpxgq. We claim that ĂW – FunHpG,W q satisfies
the desired conditions. First, we show that ĂW PMltcpGq. Let X be a set of right
coset representatives of H in G. There is an H-module isomorphism:
ψ : FunHpG,W q –
ź
aPX
abH W, ψ : f ÞÑ pai b fp1qqaiPX .
Identifying the right hand-side as |X| copies of W , we can put the product topology
on it. By Lemma 3.4.2
ś
aPX a bH W P MltcpHq. Endow FunHpG,W q with the
topology induced by ψ. Since FunHpG,W q –śaPX abHW as H-modules and they
have the same topology, then FunHpG,W q PMltcpHq.
Let U Ď FunHpG,W q be open. Suppose g ¨ f P U , for g P G and f P FunHpG,W q.
The function g ¨ f is H-equivariant and we can rewrite it as g ¨ f : x ÞÑ fpxgq “
fpyhq “ h ¨ fpyq – h ¨ wy P U , for g,x,y P G, h P H and wy P W . Since W is a
continuous representation of H, there exists an open neighbourhood K of 1H and
an open submodule Z ďW , such that Khpwy ` Zq P U . But as H ď G is open, K
is an open neighbourhood of 1G. Set rZ – ψ´1p1G b Z ˆśaPX,a‰1G a bW q. This
is an open submodule of FunHpG,W q. Moreover, the pair pK, rZq has the property
Kgpf ` rZq Ď U . In particular, FunHpG,W q is a continuous representation of G.
Next, extend every surjective H-map ϕ :
À
iPI
HVi ÑW to a surjective G-map
rϕ : H À
iPI
Vi Ñ ĂW by rϕ : v ÞÑ pfv : g Ñ ϕpg ¨ vqq.
Fix an open U Ď W . Then b b U ˆśaPX,a‰b a bW Ď śaPX a bW is open. LetrU “ ψ´1pbb U ˆśaPX,a‰b abW q. By definition rU is open in ĂW andrU “ tf P FunHpG,W q | fp1q P Uu. Then
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rϕ´1prUq “ tv P V | fv P rUu “ tv P V | fvp1q P Uu Ď tv P V | ϕpvq P Uu “
ϕ´1pUq.
3.5 Frobenius reciprocity for compact representations
In this section we tackle Frobenius reciprocity in the category McpGq defined in
Example 2.0.7. We split our investigation into two cases - in the first case our as-
sociative ring R is a field, and in the second we consider a general ring R which is
associative and with unity. As always, throughout the section G denotes a topolog-
ical group and H ď G is a closed subgroup.
3.5.1 Induction and coinduction when R “ F
Suppose R “ F, where F is a field and let pV, TV q be a topological vector space over
F, where the topology TV is (linearly) compact (cf. Example 2.0.7). The notion of
linear compactness of vector spaces first appears in Lefschetz’ “Algebraic Topology”
[40]. He calls a vector space linearly compact if it is linearly topologized, Hausdorff,
and satisfies the finite intersection property on cosets of closed subspaces. Such
spaces are complete [40]. This leads to an alternative definition of linearly compact
vector spaces given by Drinfeld as linearly topologized complete Hausdorff spaces
with the property that open subspaces have finite codimension [22]. Using results
of Dieudonne´, one can show that these two definitions are equivalent [21]. Compact
vector spaces are also topological duals of discrete ones [22], [38]. We choose to take
the duality viewpoint and follow Beilinson-Drinfeld in notation and conventions [22],
[3]. So our compact vector spaces are topological duals V ‹ of discrete vector spaces
V , where by a topological dual we mean the space of all continuous linear functionals
on V . The topology on V ‹ is given by orthogonal complements of finite dimensional
subspaces of V with respect to the canonical pairing [3].
Define
D :MdpGq ÑMcpGq
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by
V ÞÑ V ‹ and f ÞÑ f‹, where f‹ : ϕ ÞÑ ϕ ˝ f.
We claim that this is a contravariant functor, which induces an anti-equivalence of
categories. First, let us check that D is indeed a functor.
Lemma 3.5.1. Suppose R “ F is a field and let ppi, V q PMdpGq. Then pλ, V ‹q P
McpGq, where V ‹ – tf : V Ñ Fu is the space of all continuous linear functionals
on V and λ is the action by left translations.
Proof. We make V ‹ into a G-module by defining an action of G by left translation.
More precisely, we have an action map φ : GˆV ‹ Ñ V ‹, given by φ : pg, fq ÞÑ λgf ,
where λgf : x ÞÑ fppipg´1qxq. We claim that φ is continuous.
Let M‹ Ď V ‹ be open. Suppose that λgf PM‹, for some g P G and f P V ‹.
By definition M‹ – tf : V Ñ F | fpmq “ 0 for all m P Mu, where M Ď V is
finite dimensional. Then M “ Fxm1, ..,mny, for some mi P V, i “ 1, ..., n. Since
ppi, V q PMdpGq, there exist open neighbourhoods Ki of 1G, such that pipkiqmi “ mi,
for every ki P Ki and i “ 1, .., n. Since G is a topological group, we can choose Ki to
be symmetric. Let K “ Şni“1Ki. This is an open symmetric neighbourhood of 1G.
Now consider N – pipgqM “ Fxpipgqm1, ..., pipgqmny. This is a finite dimensional
subspace of V . Hence, N‹ – tf : V Ñ F | fpnq “ 0 for all n P Nu Ď V ‹ is open.
Thus, K Ď G and N‹ Ď V ‹ are both open and λpgKqpf `N‹q ĎM‹, finishing the
proof.
Lemma 3.5.1 shows that D maps objects to objects. Let us check it does the
same on morphisms. Let ppi1, V1q, ppi2, V2q PMdpGq and f : V1 Ñ V2 be a morphism
in MdpGq. Then f‹ : V ‹2 Ñ V ‹1 has the following properties:
1. f‹pλ2pgqϕq “ pλ2pgqϕq ˝ f . Now
pλ2pgqϕq ˝ f : v1 ÞÑ ϕppi2pg´1qfpv1qq “ ϕpfppi1pg´1qv1qq “
`
λ1pgqf‹pϕqpv1q
˘
,
where g P G, v1 P V1, ϕ P V ‹2 .
Thus, f‹pλ2pgqϕq “ λ1pgqf‹pϕqpv1q and f‹ is G-linear.
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2. Let U‹ Ď V ‹1 be open. Then f‹pU‹q´1 “ tϕ P V ‹2 | pϕ ˝ fqpUq “ 0u, for
U Ď V1 of finite dimension. But since f is a linear map, then fpUq Ď V2
is also a finite dimensional subspace. By definition of the topology on V ‹2 it
follows that f‹pU‹q´1 is open and f‹ is continuous.
Therefore, D is indeed a functor. It is clear from the definition of a compact vector
space that D is bijective. Thus:
Lemma 3.5.2. The functor D induces an anti-equivalence between MdpGq and
McpGq. In particular, D maps products in MdpGq to coproducts in McpGq.
Note that Kohlhase shows a special case of our result: he establishes that
if G is a locally profinite group and ppi, V q is a discrete representation of G over
a field F, then V ‹ has the structure of a compact module over the algebra ΛpGq,
where ΛpGq is a generalisation of the Iwasawa algebra of a compact group [38].
In particular, he obtains an anti-equivalence between MdpGq and the category of
pseudocompact ΛpGq-modules. However, dropping the restriction on the topology
on G, we obtain an anti-equivalence between the category of discrete representations
and the category of compact G-modules.
In the following example we use our observations about D to gain information
about the cocontinuity of ResGH in McpGq.
Example 3.5.3. Let tppii, ViquiPI P MdpGq, where I is an arbitrary set, and let
tViuiPI be a collection of discrete vector spaces over a field F. By Lemma 3.5.1
pλi, V ‹i q PMcpGq. By Freyd’s Theorem to have a right adjoint to ResGH in McpGq
we need
ResGH
`à
iPI
pλi, V ‹i q
˘ –à
iPI
ResGH
`pλi, V ‹i q˘, (3.3)
where
À
denotes the coproduct. By Lemma 3.5.2
ResGH
`à
iPI
pλi, V ‹i q
˘ – ResGH ```ź
iPI
ppii, Viq
˘sm˘‹˘
. (3.4)
However,
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à
iPI
ResGH
`pλi, V ‹i q˘ – `pź
iPI
ppii|H ,HViqqsm
˘‹
. (3.5)
By Theorem 3.3.4 ResGH
``ś
iPIppii, Viq
˘sm˘ – śiPI `pppii|H ,HViqqsm˘ if H is open.
Thus, for H ď G open (3.3) holds and there is a well-defined functor
IndGH :McpHq ÑMcpGq.
As explained in the beginning of this section, all linearly compact vector
spaces are complete. This means that McpGq is a subcategory of MltcpGq. In the
next example we consider the coproduct
À
iPIpλi, V ‹i q, for pλi, V ‹i q PMcpGq, in the
categoryMltcpGq. We aim to illustrate that in the case of topological vector spaces,
if H ď G is not open, IndGH is not always defined in MltcpGq, too. We first wish to
note that our definition of the compact topology on a topological vector space V ‹
using the duality viewpoint is equivalent to requiring that V ‹ is Hausdorff, linear,
complete and such that every open subspace has finite codimension [22]. We are
now ready for our example.
Example 3.5.4. For a collection tpλi, V ‹i quiPI PMcpGq defined as in Example 3.5.3,
consider their coproduct
À
iPIpλi, V ‹i q inMltcpGq. As we will not need the maps λi
explicitly, for simplicity we will just write
À
iPI V ‹i in this example. Keeping all other
notation and conventions the same as in Section 3.4, recall that this is the coproduct
in the category of F-vector spaces with topology induced by the embedding
q :
à
iPI
V ‹i ãÑ
ź
pWk,τWk q
Wk.
Since we are considering the coproduct as an object ofMltcpGq, rather thanMcpGq,
some of the pWk, τWkq can be linearly topologized and complete, but not compact.
We claim that regardless of whether this is the case,
À
iPI V ‹i is still an object
of McpGq. Let N ď śpWk,τWk qWk be an arbitrary open submodule. Then N “ś
jPJ Uj ˆ
ś
pWk,τWk q,kRJ Wk, where Uj ďWj are open submodules and J is finite.
We are interested in q´1pNq. For pviq P ÀiPI V ‹i , write qppviqq “ pqWj ppviqqq. For
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every i, for vi P q´1pNq, vi is such that vi P qiW1pU1q´1 X ¨ ¨ ¨ X qiWlpUlq´1, where
l “ |J |. Since the maps qiWk are continuous, pqiWj q´1pUjq is open in V ‹i for every
i P J . It is also clearly a vector subspace. Thus, qiW1pU1q´1 X ¨ ¨ ¨ X qiWlpUlq´1 is an
open subspace of V ‹i which is compact and so it is of finite codimension in V ‹i . Thus,
q´1pNq is of finite codimension in ÀiPI V ‹i . As all open submodules of ÀiPI V ‹i
correspond to inverse images of open submodules N ďśpW,τW qW , the topology onÀ
iPI V ‹i is compact. By the uniqueness of coproducts and Example 3.5.3 it follows
that if H is not open, the restriction functor ResGH : MltcpGq Ñ MltcpHq is not
cocontinuous.
3.5.2 The case of a general R
We move on to R-modules, where R is an associative ring with 1. We call an
R-module V compact if V admits a linear complete topology with the additional
property that if U Ď V is an open submodule, then V {U is of finite length. Such
modules are sometimes called pseudocompact [24], [34], [6]. We call a topological
R-module V linearly compact if it is linearly topologized, Hausdorff, and such that
every family of closed cosets in V has the finite intersection property [56]. Every
compact module is linearly compact [34]. However, contrary to the case of vector
spaces the notions of compactness and linear compactness are not equivalent. We
denote byMcpGq the category of all compact R-modules which admit a continuous
action of the topological group G. We now construct products and coproducts in
McpGq.
Lemma 3.5.5. Arbitrary products exist in McpGq.
Proof. A product of linearly compact R-modules is linearly compact with respect
to the product topology [56, VII, 28.7]. Since every compact module is linearly
compact, then the category of compact modules is closed under products.
By exactly the same argument as in Lemma 3.4.2 for an arbitrary collec-
tion tpλi, ViquiPI of objects of McpGq their product V – śiPI Vi as R-modules,
endowed with the product topology, is a continuous G-module with respect to the
componentwise action of G.
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We now wish to form coproducts in McpGq. For an arbitrary collection
tpλi, ViquiPI P McpGq, we form the coproduct V – ÀiPI Vi as R-modules, with
componentwise action of G, λ “ pλiqiPI . To define a topology TV on V we mimic
the procedure from Section 3.4. Let W PMcpGq. Suppose there exists a surjective
R-linear map qW : V ÑW which commutes with the G-action, such that the maps
qiW : Vi Ñ W , factoring through qW , are continuous. The topology TV on V is
induced by the embedding
q : V ãÑ
ź
pW,τW q
W, v ÞÑ pqW pvqqpW,τW q. (3.6)
Lemma 3.5.6. Let tpλi, ViquiPI be an arbitrary collection of objects of McpGq.
Their coproduct is pλ, V q, where λ “ pλiqiPI and pV, TV q is the topological R-module
described above.
Proof. For simplicity, we abuse notation and write Vi for pλi, Viq, etc. By Lemma
3.5.5
ś
pW,τwqW PMltcpGq. Since V Ď
ś
pW,τwqW , the topology on V is linear [40,
25.3]. Let U PśpW,τwqW be a basic open. Then U “ UiˆśpW,τwqW , where Ui ĎW
for some W , is an open submodule. By definition q´1pUq is open in V . But q´1pUq “À
iPI q´1pUqXVi. Since each qiW : Vi ÑW is continuous, it follows that q´1pUqXVi
is an open submodule of Vi. Hence, the quotient is of finite length. This implies
that V {q´1pUq is also of finite length, showing that the topology TV is compact.
Moreover, V is linearly compact as every compact space is linearly compact. Thus,
V is complete [56, VII, 28.6]. The map GˆśpW,τW qW ÑśpW,τW qW is continuous,
and thus so is its restriction to a subspace, i.e., V PMcpGq. As McpGq ĎMltcpGq
and the coproducts in the two categories are constructed in the same way, Lemma
3.4.3 implies that V satisfies the universal property of the coproduct in McpGq,
finishing the proof.
Having constructed products and coproducts inMcpGq, in order to establish
existence of a left and a right adjoint to the restriction functor ResGH in McpGq, we
need to check whether it is continuous and cocontinuous.
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Theorem 3.5.7. Let G be a topological group and H ď G a closed subgroup. The
restriction functor
ResGH :McpGq ÑMcpHq
has a left adjoint. Hence, we have a well-defined CoindGH : McpHq Ñ McpGq. It
has a right adjoint if H is open.
Proof. Since McpGq is a subcategory of MltcpGq and a submodule and a quotient
module of a linearly compact module are linearly compact [40, 25.3], Lemma 3.4.4
implies that all morphisms ofMcpGq have kernels and cokernels. Thus,McpGq has
equalizers and coequalizers of all pairs of morphisms. Since the products and co-
products inMcpGq are the same as inMltcpGq, the statement follows from Theorem
3.4.5.
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Chapter 4
Smooth representations
All material in this chapter is original. It is taken from a joint paper between Dmitriy
Rumynin and the author of this thesis [32]. Whenever a known result is used it
is appropriately referenced. The main reference for the preliminary definitions is
Chapter 1 of Bushnell and Henniart [9]. However, they work with representations
over the complex numbers and we work over an arbitrary field F.
In this chapter we investigate the category of discrete representations of a
topological group G over a field F in the special case when G is locally compact
and totally disconnected. This category, as mentioned in Example 2.0.5, is denoted
MpGq, and is called the category of smooth representations of G. From now on G
denotes a locally compact totally disconnected group and F is an arbitrary field. We
will not impose any restrictions on the characteristic of F for now, however, later
on in Chapters 4, 5 and 6 restrictions will apply. Whenever we need those, we will
state them clearly.
4.1 Preliminary notions
Let us start with an explicit definition of a smooth representation. As it is a spe-
cial case of a continuous representation where the topology on the vector space is
discrete and the topology on the group is locally compact totally disconnected, we
can rephrase the continuity condition in a more explicit manner:
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Defintion 4.1.1. (cf. [4], [9]) A smooth representation of a locally compact totally
disconnected group G is a pair ppi, V q, such that:
1. (representation) V is a topological F-vector space with respect to the discrete
topology, pi : V Ñ AutFpV q is a homomorphism,
2. (continuity) For every v P V , StabGpvq “ tg P G | pipgqv “ vu is open in G.
Note that since the topology on G is locally compact totally disconnected,
the continuity condition is equivalent to:
2’. For every v P V there exists a compact open subgroup Kv ď G, such that
pipkqv “ v for all k P Kv.
The morphisms in MpGq are defined in the same way as in MdpGq.
Let ppi, V q P MpGq. Suppose that U ď V is a vector subspace. We say
that U is a G-subspace, or a subrepresentation, if pipGqU Ď U . Thus, a smooth
representation ppi, V q of G is irreducible if V has no non-trivial G-subspaces. A
smooth representation ppi, V q of G is semisimple if V splits into a direct sum of its
irreducible G-subspaces (cf. [9, 1.2]). Let A ď G be a subgroup. We call A central,
if A Ď ZpGq, where ZpGq is the centre of G.
Now fix a closed central subgroup A ď G, which could be trivial. A simple
representation of A is just a simple F-representation of the group algebra FA. Hence,
it is determined by a field extension rF Ě F and a character χ : AÑ rFˆ (rFˆ denotes
the multiplicative group of rF), such that rF is generated as an F-algebra by the image
of χ. We denote this representation by rFχ and the set of such characters by IrrpFAq.
We want to study A-semisimple smooth representations of G.
Defintion 4.1.2. An A-semisimple smooth representation of G is a smooth repre-
sentation ppi, V q which is semisimple as a representation of A. ByMApGq we denote
the abelian category of A-semisimple smooth representations of G. For each char-
acter χ P IrrpFAq we denote by MA,χpGq the full subcategory of MApGq of those
representations that are direct sums of rFχ as representations of A.
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4.2 Induced and restricted representations
Let H ď G be a closed subgroup. Then H is also locally compact and totally
disconnected. We know from Chapter 3 there exists a functor ResGH : MpGq Ñ
MpHq called the restriction functor. Keeping the notation of Section 3.3 we have
the following:
• ResGH has a right adjoint, IndGH . For any pσ,W q PMpHq, we have IndGHppσ,W qq “
IndGHpσq “ pρ,ĂW q, called the representation smoothly induced by σ. Recall
that ĂW is the F-vector space of all functions f : G Ñ W , which are H-
equivariant and satisfy the property that for each f , there exists a compact
open subgroup Kf ď G, such that fpgkq “ fpgq, for all g P G and k P Kf .
The action ρ is by right translations, i.e., ρpgqf : x ÞÑ fpxgq, for all x,g P G
(cf. Section 3.3.2).
• Whenever H is also an open subgroup, ResGH has a left adjoint, given by
compact induction c ´ IndGH . Recall that for pσ,W q P MpHq, we have c ´
IndGHppσ,W qq “ IndGHpσq “ pρ,ĂW q, where σ is as above, and all f P ĂW satisfy
the additional condition that they are compactly supported modulo H (cf.
Example 3.3.5).
There is also a notion of algebraic induction, denoted a´ IndGH . Let pσ,W q P
MpHq. The FH-module FG b
FH
W becomes an FG-module by setting gpg1 b wq “
gg1 b w for g,g1 P G, w P W . If H ď G is open, a ´ IndGHpσq is a smooth
representation of G. Moreover, the map ϕ : FG b
FH
W Ñ FunHpGH ,HW q given by
g b w ÞÑ pf : gh´1 ÞÑ hwq, g P G,h P H,w PW,
is an isomorphism from a´ IndGHpσq to c´ IndGHpσq.
We claim that the functors IndGH , c´IndGH , a´IndHG preserve A-semisimplicity.
Lemma 4.2.1. Let G be a locally compact totally disconnected group. Suppose
H ě A is a subgroup of G, closed and compact modulo A. The following hold:
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1. IndGH and c ´ IndGH define functors from MApHq por MA,χpHqq to MApGq
pMA,χpGq correspondinglyq.
2. In the case when H is also open, a´ IndGH also defines a functor fromMApHq
(or MA,χpHq) to MApGq (MA,χpGq correspondingly).
Proof. Let pσ,W q PMApHq. As in Section 3.3.2, let xW denote the F-vector spacexW of all H-equivariant functions f : G Ñ W and ĂW Ď xW the F-vector subspace
of all smooth functions. We have the homomorphism ρ : G Ñ AutFpxW q given
by rρpgqf spg1q “ fpg1gq, for g,g1 P G and f P xW . For f P xW and a P A, we
see that rρpaqf spgq “ fpgaq “ fpagq “ σpaqfpgq, for all g P G. Writing W “
‘iWi as a direct sum of simple A-modules Wi “ rFχi , we can present f “ ři fi
as a sum of A-equivariant smooth functions fi : G Ñ Wi, so that rρpaqf spgq “ř
i σpaqfipgq “
ř
irχipaqfispgq. This proves that pρ,xW q is A-semisimple (but not
smooth). Its submodule pρ,ĂW q is smooth (by construction) and also A-semisimple.
Hence, pρ,ĂW q PMApGq. Having proved the first statement, the second statement
easily follows, as c ´ IndGHpσq is a subspace of IndGHpσq of all compactly supported
modulo H functions, and for H open, c´ IndGH – a´ IndGH .
4.3 The Haar Integral on G
Following Bushnell and Henniart [9, 1.3], we define a measure and thus integration
for a locally compact totally disconnected group G. Let C8c pGq denote the space
of all functions θ : G Ñ C, where C is the field of complex numbers, which are
smooth and with compact support. Note that due to the topology on G the sets of
continuous, smooth and locally constant functions coincide. G acts on C8c pGq on
the left λ : G Ñ AutCpC8c pGqq, g ÞÑ λg, and on the right ρ : G Ñ AutCpC8c pGqq,
g ÞÑ ρg, where:
λgΘ : x ÞÑ Θpg´1xq, for g P G,Θ P C8c pGq,
ρgΘ : x ÞÑ Θpxgq, for g P G,Θ P C8c pGq.
Moreover, pλ,C8c pGqq, pρ, C8c pGqq PMpGq.
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Defintion 4.3.1. [9, 1.3.1] A left Haar integral on G is a non-zero linear functional
I : C8c pGq Ñ C, such that:
1. IpλgΘq “ IpΘq for all g P G and Θ P C8c pGq,
2. IpΘq ě 0 for all Θ P C8c pGq.
Similarly define the right Haar integral.
A left (right) Haar integral on G always exists and is unique up to a scalar.
In particular, if I and I 1 are left (right) Haar integrals on G, then there exists a
c P Rą0, such that I 1 “ cI [9, 1.3.1, Proposition].
There also exists a left (right) translation invariant Haar measure defined on
the Borel algebra of G, called the left (right) Haar measure on G denoted µ. The
relation with the Haar integral is
IpΘq–
ż
G
Θpgqµpdgq,
where Θ P C8c pGq. For any h P G, the functional
I 1pΘq–
ż
G
Θpghqµpdgq, g,h P G
is also a left Haar integral. Hence, there is a ch P Rą0, such that I 1pΘq “ chIpΘq.
This defines a group homomorphism
∆ : GÑ Rˆą0, given by ∆ : g ÞÑ ch
called the modular function [9, 1.3.3]. Note that this is a character of G.
Defintion 4.3.2. [9, 3.1] A locally compact totally disconnected group G is called
unimodular if any left Haar measure on G is also a right Haar measure.
Note that a group is unimodular if and only if the modular function is iden-
tically 1 [9, 1.3.3].
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Suppose K ď G is a compact subgroup and µ is a Haar measure on G. Then
µpKq “ IpXKq,
where I is a left (right) Haar integral on G and XK is the characteristic function
on K [9, 1.3.3]. Since the Haar measure on compact sets is always finite, we can
choose a left Haar measure µK on G, such that µKpKq “ 1. The measure µK is
called normalised.
Let µK be a normalised left Haar measure on G. Let I be the set of indices
|K : C| of all compact open subgroups C ď K. Let ZpKq be the ring of fractions on
Z obtained by inverting all numbers n P I.
Lemma 4.3.3. [32] (cf. [55, Lemma 2.4]) If A Ď G is a Borel set, then µKpAq P
ZpKq Y t8u. Moreover, ∆pxq P ZpKq for all x P G.
Proof. The topology of G admits a basis at 1G consisting of compact open subgroups
[30, II.7.7]. If N be a compact open subgroup, then it is commensurable to K, i.e.,
|K : N XK| ď 8 and |N : N XK| ď 8. Moreover, as K and N are compact, so is
K XN , and thus |K : N XK| P I. Hence
µKpNq “ |N : pN XKq||K : pN XKq| P ZpKq.
Since A is a disjoint union of left cosets of various compact open subgroups, µKpAq P
ZpKq Y t8u. Finally, ∆pxq “ µKpKxq P ZpKq.
Our next result is useful as a unimodularity criterion.
Proposition 4.3.4. Consider a compact open subgroup H ď G and x P G. Then
∆pxq ¨ |H : H X x´1Hx| “ |H : H X xHx´1|.
Proof. For a compact open subgroup H, µpHq “ µKpHq is finite [9]. Thus, it suffices
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to observe that
∆pxqµpHq “ µpHxq “ µpx´1Hxq “ |x
´1Hx : H X x´1Hx|
|H : H X x´1Hx| ¨ µpHq “
“ |H : H X xHx
´1|
|H : H X x´1Hx| ¨ µpHq.
If K ď G is compact, then K is a profinite group. Recall that the order |K|
of a profinite group K is a supernatural number
ś
p p
np , where p runs through the
set of all primes and np P t0, 1, . . . ,8u, that is the least common multiple of orders
of K{H for various open subgroups H ď K [47, 2.3]. With this in mind, we make
the following definition:
Defintion 4.3.5. Let K ď G be a compact subgroup. Suppose the field F is
equipped with the discrete topology. We say that the field (or its characteristic) is
K-modular, if charpFq divides the order |K|. Similarly, it is K-ordinary, if charpFq
does not divide |K|.
Example 4.3.6. Suppose charpFq “ 0 and let G be any locally compact totally
disconnected group. Then F is K-ordinary for any compact subgroup K ď G.
Thus, all the results in Chapter 4, 5, 6 and 7 hold over fields of characteristic zero,
i.e., we can always take F to be R, C, Qp (or more generally any non-archimedean
local field), or a number field.
Example 4.3.7. Suppose charpFq ą 0. Let G “ {GDpFqq be the local pro-p comple-
tion of the Kac-Moody group GDpFqq over the field of q elements Fq, where q is a
power of a prime p (cf. Chapter 7 for more details). Let K “ pU be the completion
of the subgroup U , which is generated by the root subgroups Uα, for α P Φ`. Then
K is a Sylow pro-p subgroup of G, in particular, the order of K is a power of p.
Thus, F is K-ordinary if charpFq ‰ p. If charpFq “ p, F is K-modular.
Example 4.3.8. Let K ď G be compact subgroup with order śp pnp as above.
Suppose charpFq ‰ 0, i.e., charpFq “ p, for some prime p. In general, F will be
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K-modular, if np ą 0, where np is the power of p in the factorisation of the order of
K, and K-ordinary if np “ 0.
Let K ď G be a compact subgroup and µK be the normalised at K left
Haar measure of G. The reason we are interested in F being a K-ordinary field is
that if this is the case, then we can think of µK and, consequently, the modular
function ∆, taking values in Fˆ. More precisely, if F is K-ordinary, there is a
natural ring homomorphism ZpKq Ñ F and, thus, by Lemma 4.3.3 we may think
that the measure µK and the modular function ∆ take values in Fˆ. Hence, given a
compactly supported smooth function Θ : GÑ F, one can compute its Haar integralş
G ΘpxqµKpdxq P F. This will be useful for us when studying projectivity.
Using the Haar integral on G we can prove the following useful fact:
Lemma 4.3.9. Let H be a subgroup of G, compact modulo A. Suppose that the field
F is H{A-ordinary. Then the categories MA,χpHq and MApHq are semisimple.
Proof. Let pρ, V q PMApHq. Then by definition V is A-semisimple and hence can
be decomposed as V “ À
χ
Vχ with Vχ “ tv P V | ρpaqv “ χpaqv for all a P Au,
where χ P IrrpFAq. In other words,MApHq “À
χ
MA,χpHq, so it is enough to prove
the statement for MA,χpHq.
Let V PMA,χpHq. Then V is an rF-vector space with an rF-linear H-action.
Let v P V . By smoothness there exists a compact open subgroup Kv of H, such
that ρpkqv “ v for all k P Kv. Let V 1 :“ xHvyrF. As both H{A and Kv are
compact, H{AKv is compact. It is also discrete: for 9x P H{AKv, 9x “ xAKv,
which is the homeomorphic image of AKv, and AKx is open as it is a product of
an open and closed set [30]. Thus, every element of H{AKv is open, hence, H{AKv
is discrete. Since H{AKv is both compact and discrete, it is finite. Thus, V 1 is a
finite dimensional rF-subspace of V .
We want to show that V is H-semisimple. It suffices to find a direct rFH-
complement in V of a finite dimensional H-submodule W . Let p : V Ñ W be anrF-linear projection. Since W is finite dimensional, there is a basis e1, . . . , en of W
and we can write ppvq “
nř
i“1
pipvqei, for some linear functionals pi : V Ñ rF.
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Pick a section s : x ÞÑ 9x of the quotient homomorphism q : H Ñ H{A. Let
µ be a Haar measure on H{A. It exists since A is abelian (and thus unomodular),
so ∆H|A “ ∆A ” 1. Since we assumed that F is H{A-ordinary, it follows that one
can compute Haar integrals over H{A with values in F (follows from Lemma 4.3.3
and the discussion before this lemma). Define a map p : V ÑW by
ppvq :“ ż
H{A
9x´1pp 9xvqµpdxq.
The map p is well-defined: write 9x´1pp 9xvq “ ř
i
ř
j
ψijpx´1qϕjpxqei for some
smooth functions ψij , ϕi : H Ñ rF, then integrate the functions.
Clearly, p is a well-defined rF-linear projection. Let us verify that it is also
H-linear, i.e., that for all y P H, v P V , ppyvq “ yppvq. Let y “ yA P H{A. To
use the standard argument we need a change of variable z “ xy. Observe that
µpdzq “ ∆py¯qµpdxq, but since H{A is compact, it is unimodular and so µpdzq “
µpdxq. Then 9xy “ ax 9z for some element ax P A depending on x (we think that y
is fixed). Furthermore, 9x´1 “ a´1x y 9z´1 and
ppyvq “ ż
H{A
9x´1pp 9xyvqµpdxq “
ż
H{A
a´1x y 9z´1ppax 9zvqµpdzq “ yppvq.
The last equality holds because ax acts via the scalar χpaxq P rF and p is rF-linear.
This yields a decomposition V “W ‘ kerppq, finishing the proof.
If A is trivial and hence H is compact, then the category MpHq of smooth
representations of H is semisimple.
4.4 The Hecke algebra of a locally compact totally dis-
connected group
Again we suppose that G is a locally compact totally disconnected group and F is
an arbitrary field. We do not put restrictions on charpFq yet, we will impose those
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when they are needed. The aim of this section is to define the Hecke algebra of
G over F and to investigate some of its properties. We also explain the notion of
a smooth (also called non-degenerate) modules over the Hecke algebra. Both the
Hecke algebra and the category of its smooth modules will play a crucial role in our
investigation of projective resolutions of smooth representations of G. In particular,
by establishing certain equivalences of categories in the next section (Section 4.5)
betweenMApGq,MA,χpGq and certain categories of smooth modules over the Hecke
algebra, we see that projective resolutions of objects in the categories MApGq and
MA,χpGq exist since the categories they are equivalent to on the Hecke algebra side
have enough projectives. Let us start by defining the Hecke algebra of G.
Denote by C8c pG,Fq the F-vector space of smooth functions f : GÑ F with
compact support, where F is our field.
Defintion 4.4.1. (cf. [55], [9]) The Hecke algebra of G over F, denotedHpG,F, µKq,
is the algebra pC8c pG,Fq,`, ‹q. More precisely, it is the algebra obtained from the
F-vector space C8c pG,Fq, where the multiplication ‹ is given by the convolution
product. This is defined as follows: for Ψ,Θ P C8c pG,Fq
Ψ ‹Θpxq “
ż
G
ΨpyqΘpy´1xqµKpdyq.
Notice that at first glance the Hecke algebra depends on three things - the
locally compact totally disconnected group G, a compact subgroup K ď G where
we normalise the Haar measure, i.e., µK is a left Haar measure on G, such that
µKpKq “ 1, and, of course, the field F. However, since we require the convolution
product to take values in the field F, we would need F to be K-ordinary for our
definition to make sense (again we use Lemma 4.3.3 and the discussion before Lemma
4.3.9). Thus, we observe the following:
Lemma 4.4.2. The Hecke algebra as defined above exists if there exists a com-
pact subgroup K ď G, such that F is K-ordinary. If two such compact subgroups
K,K 1 ď G exist, the corresponding Hecke algebras HpG,F, µKq and HpG,F, µK1q
are isomorphic.
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Proof. The first statement follows from the paragraph above. Now let us prove
the second. Suppose there exist subgroups K,K 1 ď G, such that K and K 1 are
compact and F is both K-ordinary and K 1-ordinary. Let µK and µK1 be the left
Haar measures on G which are normalised at K and K 1 respectively. Then, by the
properties of Haar measures we know that µK “ αµ1K , for some scalar α P Fˆą0. Let
f : HpG,F, µKq Ñ HpG,F, µK1q be an F-algebra homomorphism. Then
fpΨ ‹Θq “ fpΨq ‹1 fpΘq, where fpΨq “ αΨ.
Thus, HpG,F, µKq and HpG,F, µK1q are isomorphic.
Recall that:
Defintion 4.4.3. (cf. [46, I.1.2]) Let A be an algebra, a priori not unital. A is called
an idempotented algebra, if for each finite set taiu P A, there exists an idempotent
e P A, such that ai “ eaie, for all i.
Defintion 4.4.4. (cf. [46, I.1.2]) Let A be an idempotented algebra and IdempAq
be a family of idempotents of A. We say that IdempAq approximates the identity if
A “
ď
ePIdempAq
eAe.
The Hecke algebra of a locally compact totally disconnected group is not
always unital (cf. [9, 55]). It contains an identity only if G is discrete (cf. [9, 55]).
However, it is always an idempotented algebra (cf. [9, 55]). Let K ď G be a
compact subgroup, such that F is K-ordinary. Let us explicitly describe the family
of idempotents in HpG,F, µKq which approximate the identity.
Let U Ď G be a compact open subset. Define a function ΛU P HpG,F, µKq
by
ΛU pxq “
$’&’%0, x R U,1{µKpUq, x P U.
The functions ΛU satisfy ΛU ‹ ΛU “ ΛU , i.e., they are idempotents in HpG,F, µKq
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[9, 1.4].
Lemma 4.4.5. (cf. [9, 1.4]) Let B be a basis at 1G for the topology of G consisting of
all compact open subgroups. Then the family tΛCuCPB forms a family of idempotents
in HpG,F, µKq approximating the identity.
Recall from Section 4.3 that the vector space C8c pGq of C-valued compactly
supported functions on G has a structure of a left and a right G-module. As
pH,F, µKq is defined as the algebra pC8c pG,Fq,`, ‹q, it follows that pH,F, µKq is
also a left and a right G-module. Moreover, the actions are commuting so it has the
structure of a G´G-bimodule.
4.5 Equivalence of categories
We continue with notation and conventions as in the previous section. In particular,
G is a locally compact totally disconnected group, K ď G is a compact subgroup,
such that the field F is K-ordinary, and HpG,F, µKq is the Hecke algebra of G. Let
us start with an investigation of modules over the Hecke algebra HpG,F, µKq.
Defintion 4.5.1. (cf. [9]) Let pM, ˚q be anHpG,F, µKq-module. M is called smooth
if HpG,F, µKq ˚M “ M . This is equivalent to saying that for every m P M there
exists a compact open subgroup C of G, such that ΛC ˚ m “ m. All smooth
HpG,F, µKq-modules form a category which we denote by MpHq.
Sometimes smooth HpG,F, µKq-modules are called non-degenerate [46]. The
next theorem is one of the crucial results for our investigation of projective res-
olutions in MApGq and MA,χpGq. Bushnell-Henniart prove it for the case of
charpFq “ 0 [9, 1.4.2] (in which case the Hecke algebra HpG,F, µKq as defined in
the previous section always exists) and Vigneras proves it in positive characteristic
[55, I.4.4].
Theorem 4.5.2. [55, I.4.4](cf. [9, 1.4.2]) If HpG,F, µKq exists (i.e., if there exists
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a compact open subgroup K, such that the field F is K-ordinary), then the functor
F :MpGq ÑMpHq, F
´
ppi, V q
¯
:“ p$,V q, $pΘqv “
ż
G
Θpgqpipgqvµpdgq
for all Θ PMpHq, v P V , is an equivalence of categories.
Recall that A ď G is a closed central subgroup for which we have the full
subcategories MApGq and MA,χpGq of the category MpGq of smooth representa-
tions of G. Thus, using this functor F above we can define their corresponding
subcategories on the MpHq side. More precisely, let
MA,χpHq :“ FpMA,χpGqq, and MApHq :“ FpMApGqq,
i.e.,MApHq andMA,χpHq are the full subcategories ofMpHq with objects isomor-
phic to the objects F`ppi, V q˘, where ppi, V q lies inMApGq orMA,χpGq respectively.
Thus, we have:
Corollary 4.5.3. If there exists a compact open subgroup K ď G, such that F is
K-ordinary (i.e., HpG,F, µKq exists), then MApGq is equivalent to MApHq.
Corollary 4.5.3 will be very important in our investigation of projective res-
olutions in MApGq and MA,χpGq.
Remark 4.5.4. Note that if charpFq “ 0, then F is always K-ordinary for any com-
pact subgroup K ď G. Thus, the existence of HpG,F, µKq is really only conditional
when charpFq ą 0.
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Chapter 5
Projective resolutions in MpGq
To the best of my knowledge the material presented in this chapter is original. It
appears in a joint paper of Dmitriy Rumynin and the author of this thesis [32].
If a known result is used it is appropriately referenced. In Section 5.2 we follow
Gelfand and Manin in notation and conventions on simplicial sets [27]. Throughout
the chapter G denotes a locally compact totally disconnected group, A ď G is a
closed central subgroup, K ď G is some compact subgroup, such that the field F is
K-ordinary and HpG,F, µKq is the Hecke algebra of G.
5.1 Some results on projective modules
Recall that IrrpFAq is the set of all characters of the closed central subgroup A ď G
of the form χ : A Ñ rFˆ, where rF Ě F is a field extension of F, such that rF is
generated by impχq as an F-algebra.
Let ppi, V q PMpGq and take χ P IrrpFAq. Consider the module
VA,χ – rFbF V {V 1, where V 1 “ xt1b pipaqv ´ 1b χpaqvuvPV,aPAyrF.
Then VA,χ – rFbFA V and also VA,χ is an object of MA,χpGq. We call this module
the (skew) coinvariants of V . If V PMA,χpGq, then V is a vector space over rF and
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thus V and VA,χ are naturally isomorphic. The skew coinvariants define a functor
S :MpGq ÝÑMA,χpGq, V ÞÑ VA,χ, ϕ ÞÑ ϕA,χ “ 1b ϕ,
which is left adjoint to the inclusion functorMA,χpGq ãÑMpGq. The equivalence of
categories from Theorem 4.5.2 implies that we get a corresponding skew invariants
functor MpHq ÝÑ MA,χpHq, left adjoint to the inclusion functor MA,χpHq ÝÑ
MpHq, where MApHq and MA,χpHq are as defined in Section 4.5.
Proposition 5.1.1. The category MA,χpHq has enough projectives.
Proof. Let N PMA,χpHq, n P N . Since MA,χpHq ĎMpHq, there exists a compact
open subgroup H ď G, such that H ˚n “ n. Thus, we can define a map ϕ : HΛH Ñ
N by ϕpΘΛHq “ Θ˚n. The image of the corresponding map ϕA,χ : pHΛHqA,χ Ñ N
contains n.
It remains to show that pHΛHqA,χ is projective. The module HΛH is projec-
tive in MpHq [46, I.5.2]. Hence, pHΛHqA,χ is projective in MA,χpHq: the inclusion
functor is right exact, and since coinvariants is left adjoint to it, it takes projective
objects to projective objects.
Recall from Section 4.2 that for a closed subgroup H ď G, we have the
induction functor IndGH , which is right adjoint to the restriction functor Res
G
H , and
also the compact induction functor c ´ IndGH , which is left adjoint to ResGH , and is
defined if H ď G is also open.
Lemma 5.1.2. [32] (cf. [55, I.5.9]) Let G be a locally compact totally disconnected
group. Suppose H ě A is a subgroup of G, closed and compact modulo A. Then
IndGH takes injective objects to injective objects. If H is open then c ´ IndGH takes
projective objects to projective objects.
Moreover, if the field F is H{A-ordinary and pσ,W q PMApHq, then IndGHpσq
is an injective object and c´ IndGHpσq is a projective object, as soon as H is open.
Proof. Frobenius reciprocity tells us that IndGH is right adjoint to Res
G
H . Any right
adjoint to a left exact functor takes injective objects to injective objects. Similarly,
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since H is open, again by Frobenius reciprocity, c ´ IndGH is left adjoint to the
restriction functor ResGH , which is exact. Any such functor takes projective objects
to projective objects.
In the case when F is H{A-ordinary,MApHq is semisimple by Lemma 4.3.9,
and so every pσ,W q P MApHq is a semisimple H-module. In other words, W is
both injective and projective. We are done by the first part.
Note that in the lemma above we do not use the Hecke algebra of G. So we
do not need to additionally assume that there exists a compact subgroup K ď G,
such that F is K-ordinary. The ordinarity assumption is purely for the purposes
that it is a necessary condition for MApHq to be a semisimple category (Lemma
4.3.9).
Corollary 5.1.3. Let G be a locally compact totally disconnected group. Suppose
H ě A is a subgroup of G, open and compact modulo A. Further suppose that the
field F is H{A-ordinary. If pσ,W q is a representation in MApHq, then FG b
FH
W
is a projective object in MApGq. The statement is also true if we replace MApHq
with MA,χpHq.
Proof. Follows from Lemma 5.1.2 and the fact that for H is open, FG b
FH
W “
a´ IndGH – c´ IndGH (a´ IndGH as defined in Section 4.2).
Note that if A is trivial and F is H-ordinary, for some compact open sub-
group H ď G, Corollary 5.1.3 tell us that smooth representations of G algebraically
induced from a compact open subgroup are projective.
Lemma 5.1.4. Let G be a locally compact totally disconnected group. Suppose F is
the trivial representation of G and
0 Ñ Pn Ñ Pn´1 Ñ ¨ ¨ ¨ Ñ P0 Ñ FÑ 0
is a projective resolution of F in MApGq. Let ppi, V q PMApGq, with dimF V arbi-
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trary. Then
0 Ñ Pn b V Ñ Pn´1 b V Ñ ¨ ¨ ¨ Ñ P0 b V Ñ V Ñ 0
is a projective resolution for V in MApGq. The statement is also true if we replace
MApGq with MA,χpGq.
Proof. We will prove the statement for MApGq, but the proof is the same for
MA,χpGq. For the result to hold, it is enough to show that Pi b V is a projec-
tive object in MApGq for all i “ 1, .., n.
First we observe that HomMApGqpPibV, q – HomMApGqpPi,HomFpV, qq.
Let pσ,W q PMApGq, then we have maps:
Φ : HomMApGqpPi b V,W q Ñ HomMApGqpPi,HomFpV,W qq
pα : pi b v Ñ wiq ÞÑ prα : pi Ñ pfα : v ÞÑ wi “ αppi b vqqq
and
Ψ : HomMApGqpPi,HomFpV,W qq Ñ HomMApGqpPi b V,W q
pβ : pi ÞÑ pβpi : V ÑW qq ÞÑ prβ : pi b v ÞÑ βpipvqq.
It is easy to check that Φ and Ψ are inverse to each other. Now, since Pi is projective,
the functor HomMApGqpPi, q is exact. As V is a free F-module HomFpV, q is
also exact. The composition of two exact functors is exact, so HomMApGqpPibV, q
is exact and Pi b V is projective.
5.2 Actions on simplicial sets
Before we move on to defining an appropriate notion of an action of the locally
compact totally disconnected group G on a simplicial set X‚, we would like to
properly introduce simplicial sets and to establish notation which we would use
later on. We do so by following Gelfand and Manin [27, Ch. I].
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We start by defining the abstract n-simplex ∆˚n. It is a topological space
∆˚n “ tpα0, . . . , αnq P Rn`1ą0 |
nÿ
k“0
αk “ 1u.
One defines the i-th vertex ei of ∆˚n as the point
ei “ p0, . . . , 0, 1, 0, . . .q,
where 1 is in the i-th entry. Note that the vertices of ∆˚n are ordered: e0 ă e1 ă
... ă en. Now let rms denote the set t1, . . . ,mu. For every non-decreasing map of
sets f : rms Ñ rns one associates the m-the face of ∆˚n which is given by the unique
linear mapping ∆˚f : ∆˚n Ñ ∆˚m that preserves the order of the vertices. With this
in mind we make the following definition:
Defintion 5.2.1. [27, I.2.1] A simplicial set is a family of sets X‚ “ pXnq, for
n “ 0, 1, ..., and of maps X pfq : Xn Ñ Xm, one for each non-decreasing map
f : rms Ñ rns, with rns– t0, 1, ..., nu, n P N, such that the following hold:
• X pidq “ id,
• X pg ˝ fq “ X pfq ˝ X pgq.
The maps X pfq are called face maps, and the elements of Xn n-simplices.
For any non-decreasing map f : rms Ñ rns, we define the f -th face ∆˚f of Xn
as the linear map ∆˚m Ñ ∆˚n, that maps any vertex ei P ∆˚m to efpiq P ∆˚n, where
∆˚n is the abstract n-simplex and i “ 0, ...,m.
Defintion 5.2.2. [27, I.2.9] Let X‚ be a simplicial set and x P Xn an n-simplex.
Then x is said to be degenerate if and only if there exists a surjective non-decreasing
map f : rns Ñ rms, where m ď n, and an element y P Xm, such that x “ X pfqpyq.
Let Xpnq denote the set of non-degenerate n-simplices of X‚.
Defintion 5.2.3. (cf. [27, I.2.2]) The geometric realisation |X | of a simplicial set
X‚ is the topological space with the underlying set
š
n ∆˚n ˆ Xpnq{R, where R is
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the weakest equivalence relation identifying points ps, xq P ∆˚n ˆ Xn, and pt, yq P
∆˚m ˆ Xm, if
y “ X pfqpxq, and s “ ∆˚f ptq,
for some non-decreasing map f : rms Ñ rns. The topology on |X | is such that
quotienting by R is continuous.
We obtain a canonical bijection ([27, I.2.9, Proposition 10])
τ˚ :
ž
n
∆˚n ˆ Xpnq Ñ |X |. (5.1)
We are ready to define an action of a locally compact totally disconnected
group G on a simplicial set X‚.
Defintion 5.2.4. We say that G acts on the simplicial set X‚ if G acts continuously
(i.e., with open stabilisers) on each discrete set Xn and the action respects the face
maps X pfq.
We can write this action by
g ¨ `pαiq, x˘ “ `F pg, xqpαiq,g ¨ x˘ (5.2)
where F pg, xq is an auto-homeomorphism of the abstract n-simplex.
Since G acts continuously on each discrete n-simplex Xn, then the stabilisers
in G of all simplices are open. It is worth noting that the respect of the face maps
does not necessarily mean that the action commutes with the face maps X pfq. Recall
the standard notation [27]:
• Bi “ Bin : rn´ 1s Ñ rns is the unique increasing map, missing the value i, i.e.,
Bi : 1 ÞÑ 1, . . . , i´ 1 ÞÑ i´ 1, i ÞÑ i` 1, . . . , n´ 1 ÞÑ n,
• σi “ σin : rn` 1s Ñ rns is the unique non-decreasing surjective map, assuming
the value i twice, i.e., σi : 1 ÞÑ 1, i ÞÑ i, i` 1 ÞÑ i, i` 2 ÞÑ i` 1, . . . , n` 1 ÞÑ n.
Thus, we have the basic face and degeneration maps X pBinq : Xn Ñ Xn´1 and
X pσinq : Xn Ñ Xn`1. In particular, given x P Xn, its codimension one faces are
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X pBinqpxq for various i. The codimension one faces of g ¨ x are g ¨X pBiqpxq but their
order could be different. Let us define the maps
R “ Rn : GˆXn Ñ Sn`1 “ Symprnsq by g ¨X pBiqpxq “ X pBRpg,xqpiqqpg ¨xq. (5.3)
We want an algebraic criterion on R, which would give us a continuous action
of G on |X |. To obtain this we would need the symmetric crossed simplicial group S‚
[23]. Recall that S‚ is a simplicial set with Sn “ Sn`1 and the face maps generated
by
SpBinqpφq “ σin´1 ˝ φ ˝ Bφ´1piqn , Spσinqpφqpkq “
$’’’’’&’’’’’%
i, if i “ φpkq,
i` 1, if i “ φpk ´ 1q,
pσinq´1φσφ
´1piq
n pkq otherwise,
where φ P Sn and k P rns. We are ready for our definition:
Defintion 5.2.5. Let G be a locally compact totally disconnected group, X‚ a
simplicial set and R “ Rn : G ˆ Xn Ñ Sn`1 maps as defined above. We call
pGˆ X , Rq a crossed simplicial groupoid, if the following hold:
Rp1, xq “ 1, Rpgh, xq “ Rpg,h ¨ xqRph, xq, for all g,h P G, x P Xn, (91)
SpfqpRnpg, xqq “ Rmpg,X pfqpxqq, for all f : rms Ñ rns, g P G, x P Xn, (92)
g ¨ X pBinqpxq “ X pBRpg,xqpiqn qpg ¨ xq, for all g P G, x P Xn, i P rns, (93)
g ¨ X pσinqpxq “ X pσRpg,xqpiqn qpg ¨ xq, for all g P G, x P Xn, i P rns. (94)
So the maps R are both simplicial and groupoid maps that also compute
the permutations of codimension one faces, as well as degenerations, in line with
Equation (5.3). Notice that it suffices to verify Condition (92) only for f “ Bin
and f “ σin for all i and n. Additionally, if the maps Rn are independent in the
second argument of x P Xn, then all these conditions are equivalent to saying that
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G, turned to the trivial simplicial group G‚ with Gn “ G, Gpfq “ IdG, is a crossed
simplicial group G [23].
Being a crossed simplicial groupoid is sufficient to obtain a continuous action
of a group G on |X |. We have the following:
Proposition 5.2.6. (cf. [23, Prop 1.7]) Let X‚ be a simplicial set with an abstract
group G acting on each Xn. Given a system of functions R “ pRnq, where Rn :
Gˆ Xn Ñ Sn`1, the following two statements are equivalent:
1. • The group G acts on the topological space |X | by the following simplifica-
tion of Formula (5.2):
g ¨ `pαiq, x˘ “ `pαRpg,xqpiqq,g ¨ x˘,
• the G-action on degenerate simplices agree with Condition (94),
• the maps R are given by Formula (5.3).
2. The maps R satisfy Conditions (91), (92), (93) and (94).
Example 5.2.7. Let G “ GLnpKq, where K is a non-archimedean local field. Then
G has a Bruhat-Tits building BT , which is a simplicial complex of dimension n “
rankpGq [5] (c.f. Section 7.1 for more details on BT ). We can think of BT as a
simplicial set BT‚ “ pBTkq, where BTk is the set of k-simplices of BT . The group
G has a generalised pB,Nq-pair structure pI,Nq, where I is its Iwahori subgroup
and N is the subgroup of monomial matrices. Let us compute the generalised Weyl
group ĂW of G. Recall that ĂW “W ¸ Ω, where W is the standard Weyl group and
Ω is the complementary subgroup (for more details on generalised pB,Nq-pairs look
at Section 7.4.1). We have
I XN “ DiagnpOˆK , . . . ,OˆK q – pOˆK qn,
which consists of diagonal matrices with coefficients in the ring of integers OK ď K.
Denote T “ DiagnpKˆ, . . . ,Kˆq – pKˆqn and H “ I X N . Then N{pI X Nq –
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N{T ˙ T {H – Sn ˙ Zn is the generalised Weyl group of G, also called the affine
Weyl group. It contains the standard Weyl group W “ Sn ˙ Zn0 of type rAn´1 as a
normal subgroup (where Zn0 “ tpxiq |
ř
i xi “ 0u) and we have the complementary
group Ω “ xp1, 0, . . . , 0q ¨ γy, where γ “ p1, 2, . . . , nq P Sn. Now, G acts on BT‚
continuously: stabilisers of all simplices are open. The action also extends to the
geometric realisation |BT |: the maps Rn come from the action of Ω on BTn. More
precisely, the generalised Weyl group acts as follows: W acts by preservation of
labels, and Ω acts on each n-simplex by permuting its vertices. Thus, to obtain the
maps Rn we look at the image of an element g P G in ĂW .
5.3 The projective dimension of MpGq
Let C be a category with enough projectives. Then for every V P ObpCq we can
construct a resolution
P : . . .Ñ Pn Ñ Pn´1 Ñ . . .Ñ P0 Ñ V Ñ 0,
where Pi P ObpCq are projective objects. We say that the resolution is of length n if
it is of the form
0 Ñ Pn Ñ Pn´1 Ñ . . .Ñ P0 Ñ V Ñ 0.
The projective dimension of an object V is the smallest n, such that
0 Ñ Pn Ñ Pn´1 Ñ . . .Ñ P0 Ñ V Ñ 0
is a projective resolution of V in C. In this case, we write proj. dimpV q “ n. The
projective dimension of the category C is defined as
proj.dimpCq– sup
V PObpCq
proj.dimpV q.
We are finally ready for the main theorem of this chapter, whose idea goes
back to Bernstein (cf. [4, IV.4.2]).
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Theorem 5.3.1. Let G be a locally compact totally disconnected group, A its closed
central subgroup and K ď G a compact subgroup, such that the field F is K-ordinary
and thus HpG,F, µKq is defined. Suppose G acts continuously on an n-dimensional
simplicial set X‚ with contractible geometric realisation |X |, so that A acts trivially
on X‚. Suppose that the action of G extends to |X | (as in Proposition 5.2.6).
Suppose further that the stabiliser Gx of any non-degenerate simplex x P Xpkq is
not only open (which follows from continuity) but also compact modulo A. If the
field F is additionally Gx{A-ordinary for any x P Xk, then
proj. dimpMA,χpGqq ď n and proj. dimpMApGqq ď n.
Proof. Note that the result holds for F, such that charpFq “ 0. Thus, our assump-
tions on ordinarity are only necessary if one wants to work in positive characteristic.
Now, since F is K-ordinary, then the Hecke algebra HpG,F, µKq of G as defined in
Section 4.4 exists. Thus, one can apply Proposition 5.1.1 and Theorem 4.5.3 to
deduce that the categories MA,χpGq and MApGq have enough projectives. Thus,
projective resolutions of all objects in these categories exist and so we can talk about
their projective dimension.
Now letMA,1pGq denote the categoryMA,χpGq, where χ is the trivial char-
acter. The simplicial homology complex of X
dk : C
7
kpX‚,Fq Ñ C7k´1pX‚,Fq, dk
´ ÿ
xPXk
αxx
¯
:“
ÿ
xPXk
kÿ
i“0
p´1qiαxX pBikqpxq (5.4)
is a complex of smooth G-modules in MA,1pGq under
g ¨
´ ÿ
xPXk
αxx
¯
:“
ÿ
xPXk
p´1qsignpRpg,xqqαg¨x pg ¨ xq. (5.5)
If x “ X pσiqpyq then y “ X pBiqpxq “ X pBi`1qpxq while all the other faces X pBjqpxq
are degenerate. Hence, dkpxq is a linear combination of degenerate simplices and
the spans of degenerate simplices form a subcomplex of submodules pC5kpX‚,Fq, dkq.
Let Xk “ CkpX‚,Fq :“ C7kpX‚,Fq{C5kpX‚,Fq. The F-vector space Xk has
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a basis rxs with various non-degenerate simplices x P Xpkq. It is still a smooth
G-module in MA,1pGq. The spaces Xk comprise the chain complex
C : Xn
dnÝÑ Xn´1 dn´1ÝÝÝÑ . . . d1ÝÑ X0,
that computes the homology of |X |. Since |X | is contractible, all homology groups
are trivial except H0pC q – F. This yields the exact sequence:
0 Ñ Xn dnÝÑ Xn´1 dn´1ÝÝÝÑ . . . d1ÝÑ X0 Ñ FÑ 0. (5.6)
Let Frxs be the span of rxs for x P Xpkq. The stabiliser Gx acts on Frxs by
ρ : Gx Ñ AutFpFrxsq, ρpgq “ p´1qsignpRpg,xqq.
Since A acts trivially on X‚, it also acts trivially on Frxs, so pρ,Frxsq PMA,1pGq.
Since Gx is open and compact modulo A and F is Gx{A-ordinary, we can apply
Corollary 5.1.3 to deduce that FGb
FGx
Frxs is a projective object in MA,1pGq.
Let XpkqpGq be a complete set of representatives of G-orbits on Xpkq. We
have a G-module isomorphism
ÿ
xPXpkqpGq
FGb
FGx
Frxs –ÝÑ Xk, g b αrxs ÞÑ αrg ¨ xs, for g P G,α P F.
However, as ÿ
xPXpkqpGq
FGb
FGx
Frxs
is a sum of projective objects, it is also projective. Thus, the sequence (5.6) is a
projective resolution of F in MA,1pGq.
Let ppi, V q PMA,χpGq. By Lemma 5.1.4
0 Ñ Xn b V Ñ Xn´1 b V Ñ ¨ ¨ ¨ Ñ X0 b V Ñ V Ñ 0
is a projective resolution of V of length at most n. This concludes the proof for
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MA,χpGq. Since MApGq “ ‘χMA,χpGq, we get proj. dimpMApGqq ď n.
Example 5.3.2. Let G “ GLnpKq, where K is a non-archimedean local field and
ZpGq “ Kˆ is the centre of G. Let pi be a uniformizer in K. Set A “ xpiny as
our closed central subgroup. The group G has a Bruhat-Tits building BT which
is a simplicial complex of dimension equal to the rank of G. One can see the
Bruhat-Tits building as a simplicial set: BT‚ “ pBTkq, where BTk is the set of
k-simplices of BT . It is a classical result of Bruhat and Tits that BT‚, and thus
|BT |, is contractible. Moreover, the group G acts on BT‚ with compact open sta-
bilisers. Therefore, all conditions of Theorem 5.3.1 are satisfied and we obtain that
proj. dimpMApGLnpKqqq ď n. Notice that our result is subtler than the one observed
by Bernstein [4, Th. 29]: he considers groups that act on their Bruhat-Tits build-
ings with a trivial kernel. However, GLnpKq acts with a non-trivial kernel, namely,
ZpGq. Thus, to apply Bernstein’s Theorem we need to quotient by ZpGq and so we
only obtain the bound proj.dimpMpPGLnpKqqq ď n, where pMpPGLnpKqq is the
category of smooth representations of PGLnpKq with no central subgroup involved.
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Chapter 6
Cosheaves, localisations and
more projective resolutions
To the best of my knowledge the material presented in this chapter is original. It
is based on a joint paper by Dmitriy Rumynin and the author of this thesis [32]. If
a known result is used it is appropriately referenced. The main references for the
non-original material are [27], [52], [25]. Throughout the chapter G denotes a locally
compact totally disconnected group, A ď G is a closed central subgroup, K ď G is a
compact subgroup, such that the field F is K-ordinary, and finally X‚ is a simplicial
set.
6.1 Cosheaves
In the previous chapter, we defined simplicial sets, their geometric realisation and
an action of a locally compact totally disconnected group on both. Now we turn our
attention to the next construction involving simplicial sets - sheaves and cosheaves
on them. We start by defining a sheaf and a cosheaf on X‚. All our sheaves and
cosheaves will have coefficients in F-vector spaces. Since we are not using the Hecke
algebra HpG,F, µKq of G in this section, we do not impose any restrictions on the
characteristic of F.
Defintion 6.1.1. (cf. [27, I.7.8]) A cosheaf C on X‚ “ pXnq is a family of F-vector
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spaces tCxu, one for every simplex x P Xn for the various n, and a family of F-linear
maps Cpf, xq : Cx Ñ CX pfqx, for each pair px, fq, where x P Xn, and non-decreasing
f : rms Ñ rns, such that the following conditions hold:
(C1) Cpid, xq “ id for every x,
(C2) Cpg ˝ f, xq “ Cpg,X pfqxq ˝ Cpf, xq.
Similarly, a sheaf F on X‚ is a family of F-vector spaces tFxu, one for each x P Xn,
and a family of F-linear maps Fpf, xq : FX pfqx Ñ Fx, for each pair px, fq, where
x P Xn, and non-decreasing f : rms Ñ rns, subject to:
(S1) Fpid, xq “ id for every x,
(S2) Fpg ˝ f, xq “ Fpf, xq ˝ Fpg,X pfqxq.
Note that we have a change in terminology to Gelfand and Manin: we call
a homological coefficient system on X‚ a cosheaf and a cohomological coefficient
system - a sheaf. The main motivation for this change lies in the fact that a sheaf
F on X‚ determines a constructible sheaf |F | on the geometric realisation |X |. The
canonical bijection (5.1) permits an explicit description of the stalk |F | at a point
p P |X |:
|F |ppq “ Fx where τ˚pα, xq “ p,
while the restrictions are determined by the linear structure maps Fpf, xq : FX pfqx Ñ
Fx, where f : rms Ñ rns. Similarly, a cosheaf C gives rise to a constructible cosheaf
|C| on |X |.
Again we fix a locally compact totally disconnected topological group G
which acts continuously on X‚ and |X |, with A ď G a closed central subgroup,
which acts trivially. We will be interested in the following sheaves and cosheaves on
X‚, which behave “nicely” with respect to the G-action:
Defintion 6.1.2. An equivariant cosheaf is a cosheaf C with additional data: a
linear map gx “ gpCqx : Cx Ñ Cgx for any g P G and any simplex x. This data
satisfies three axioms:
64
(i) ghx ˝ hx “ pghqx for any g,h P G and a simplex x.
(ii) Cx is a smooth representation of Gx for any simplex x, where Gx denotes the
stabiliser of x in G.
(iii) The square
Cx ÝÝÝÝÑ
gx
Cgx§§đCpf,xq §§đCpgf,gxq
CX pfqx
gX pfqxÝÝÝÝÑ CX pgfqgx
is commutative for all g P G,
simplices x P Xn and non-decreasing maps f : rms Ñ rns.
Defintion 6.1.3. A morphism ψ : C Ñ D of equivariant cosheaves is a system
of linear maps ψx : Cx Ñ Dx, commuting with actions and corestrictions, i.e, the
squares
Cx ÝÝÝÝÑ
ψx
Dx§§đCpf,xq §§đDpf,xq
CX pfqx
ψX pfqxÝÝÝÝÑ DX pfqx
and
Cx ÝÝÝÝÑ
ψx
Dx§§đgpCqx §§đgpDqx
Cgx ψgxÝÝÝÝÑ Dgx
are commutative for all g P G, x P Xn and non-decreasing maps f : rms Ñ rns.
Defintion 6.1.4. An equivariant sheaf is a sheaf F with additional data: a linear
map gx “ gpFqx : Fx Ñ Fgx for any g P G and any simplex x. This data satisfies
three axioms:
(i) ghx ˝ hx “ pghqx for any g,h P G and a simplex x.
(ii) Fx is a smooth representation of Gx for any simplex x.
(iii) The square
Fx ÝÝÝÝÑ
gx
Fgxİ§§Fpf,xq İ§§Fpgf,gxq
FX pfqx
gX pfqxÝÝÝÝÑ FX pgfqgx
is commutative for all g P G,
simplices x P Xn and non-decreasing maps f : rms Ñ rns.
Defintion 6.1.5. A morphism ψ : F Ñ E of equivariant sheaves is a system of
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linear maps ψx : Fx Ñ Ex, commuting with actions and restrictions, i.e, the squares
Fx ÝÝÝÝÑ
ψx
Exİ§§Fpf,xq İ§§Epf,xq
FX pfqx
ψX pfqxÝÝÝÝÑ EX pfqx
and
Fx ÝÝÝÝÑ
ψx
Ex§§đgpFqx §§đgpEqx
Fgx ψgxÝÝÝÝÑ Egx
are commutative for all g P G, x P Xn and non-decreasing maps f : rms Ñ rns.
We denote the category of equivariant cosheaves by CshGpX‚q and by ShGpX‚q
the category of equivariant sheaves. They are both abelian categories - the kernels
and cokernels can be computed simplex-wise [52, V].
By definition of an equivariant cosheaf C on X‚, Cx is a smooth representation
of the simplex stabiliser Gx. Thus, we have a Gx-action on Cx given by a map
pix : G Ñ AutFpCxq. Let Kx “ kerppixq. Clearly, the Gx-action factors through
the quotient Gx{Kx. Note that since the action of G on the simplicial set X‚ is
continuous, then every Gx is open in G. Thus, if Kx is open in Gx, then Kx is open
in G. Let 9g P Gx{Kx. Then 9g “ gKx, for some g P Gx. Therefore, 9g is open as a
homeomorphic image of an open subgroup. In particular, Gx{Kx is discrete. All of
this remains true if we replace a cosheaf C by a sheaf F , and Cx by Fx. In both cases
we say that the action of Gx on Cx (or on Fx) factors through a discrete quotient.
Motivated by this discussion we make the following definition:
Defintion 6.1.6. An equivariant cosheaf C (sheaf F) on X‚ is called discrete, if the
stabiliser Gx of any simplex x of X‚ acts on Cx (or Fx) through a discrete quotient.
Denote by CshG˝pX‚q the full subcategory of CshGpX‚q of discrete equivariant
cosheaves and by ShG˝pX‚q the full subcategory of ShGpX‚q of discrete equivariant
sheaves. These categories are abelian [52, V.].
Note that since the closed central subgroup A acts trivially, A ď Gx, for
every simplex x. Thus, we can define a full subcategory of ShGpX‚q (CshGpX‚q)
consisting of of A-semisimple (co)sheaves, i.e., those (co)sheaves where each Fx
(correspondingly Cx) is an A-semisimple smooth representation of Gx.
Furthermore, we have a version of A-semisimple (co)sheaves with a fixed
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character χ. In this case, for every simplex x, Fx (correspondingly Cx) are objects
ofMA,χpGxq. Hence, we have six categories of equivariant cosheaves (and similarly
sheaves):
CshGpX‚q ÐÝÝÝÝĚ CshG,ApX‚q ÐÝÝÝÝĚ CshG,A,χpX‚qİ§§ Ď İ§§ Ď İ§§ Ď
CshG˝pX‚q ĚÐÝÝÝÝ CshG˝,ApX‚q ĚÐÝÝÝÝ CshG˝,A,χpX‚q.
Similarly to the standard setting of sheaves and cosheaves, we also have a
notion of a trivial sheaf and a trivial cosheaf.
Defintion 6.1.7. With conventions and notation as before, let ppi, V q PMpGq. The
trivial cosheaf Vrr on X‚ and the trivial sheaf V are defined as follows:
V
x
“ Vrr x :“ V, Vrr pf, xq :“ IdV , V pf, xq :“ IdV , gx :“ pipgq,
for all g P G, x P Xn and non-decreasing maps f : rms Ñ rns.
Note that the trivial cosheaf Vrr is discrete if and only if the trivial sheaf V is
discrete, which is true if and only if Gx acts on V through a discrete quotient, for
every simplex x. Similarly, Vrr is A-semisimple if and only if V is A-semisimple, if
and only if V PMApGq.
We would like to construct more interesting and fruitful examples of sheaves
and cosheaves on X‚. Therefore, we introduce the following notion:
Defintion 6.1.8. Let G be a locally compact totally disconnected group acting on
a simplicial set X‚. A system of subgroups G of G is a datum assigning a subgroup
Gx of the simplex stabiliser Gx to each simplex x P Xn. The datum needs to be
G-equivariant, i.e., gGxg´1 “ Ggx for all g P G and x P Xn. We call a system of
subgroups G:
• open if Gx is open in Gx for all x.
• closed if Gx is closed in Gx for all x.
• cofinite if the index of Gx in Gx is finite for all x.
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• compact modulo A if Gx is compact modulo A for all x.
• contravariant if GX pfqx Ď Gx for all x P Xn and non-decreasing maps f : rms Ñ
rns.
• covariant if GX pfqx Ě Gx for all x P Xn and non-decreasing maps f : rms Ñ rns.
Note that the G-equivariance condition implies that Gx is a normal subgroup
of Gx for any simplex x.
Example 6.1.9. (cf. [52]) Let G “ GLnpKq, where K is a non-archimedean local
field with ring of integers OK and pi a uniformizer in K. Let BT be the Bruhat-Tits
building of G. The vertices of BT are equivalence classes rLs of OK-lattices in Kn,
where two lattices L,L1 are equivalent if L1 “ λL, for some λ P Kˆ. The k-simplices
are families trL0s, . . . , rLksu, where Li, i “ 0, . . . , k satisfy the condition
L0 Ĺ L1 Ĺ . . . Ĺ pi´1L0.
For more details on BT see Section 7.1. As we discussed in Chapter 5 we can think
of BT as a simplicial set BT‚ “ pBTkq, where BTk is the set of k-simplices. We give
an example of an open, compact, contravariant system of subgroups of G on BT‚.
Fix n P Ną0. Let x0 P BT0 denote the vertex of BT given by the equivalence class
of the lattice On. Define the subgroup Gx0 ď Gx0 as
Gx0 – tg P GLnpOq | g ” 1 mod pinu.
This subgroup is compact open. Now for any other vertex x P BT0 there exists an
element g P G, such that x “ gx0. Thus, we define
Gx – gGx0g´1.
For any k-simplex y P BTk with vertices x1, . . . , xk`1 let
Gy “ xGx1 Y . . .Y Gxk`1y.
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This is clearly a contravariant system of subgroups of G (by construction) and it is
compact and open since each Gy is, for y P BTk, k “ 0, . . . , n.
Recall that for a smooth representation ppi, V q PMpGq we have the space of
invariants
V G – tv P V | pipgqv “ v, for all g P Gu
and the space of coinvariants
VG – V {V 1, where V 1 “ xtpipgqv ´ vuvPV,gPGyF.
Observe the following:
Lemma 6.1.10. If G is a system of subgroups of G and ppi, V q PMpGq, then for
every simplex x, the invariants V Gx and coinvariants VGx are smooth representations
of the simplex stabiliser Gx.
Proof. Let x be any simplex and Gx ď G its stabiliser. Let pi : G Ñ AutFpV q. We
want to show that pi restricts to a map
p¯i : Gx Ñ AutFpV Gxq, g ÞÑ pipgq.
Let g P Gx. Then
g ¨ V Gx “ pipgqV Gx “ tpipgqv | v P V Gxu Ď V gGxg´1 “ V Ggx “ V Gx .
The last two equalities hold by equivariance of G and the fact that g P Gx. Thus, p¯i is
defined. Let v P V Gx Ď V . Then StabGxpvq “ StabGpvqXGx. Since ppi, V q PMpGq,
StabGpvq is open in G and thus StabGxpvq is open in Gx in the subspace topology,
finishing the proof for invariants. For coinvariants, let
pi|Gx : Gx Ñ AutFpV q
be the restriction of pi to Gx. Since ppi, V q P MpGq, then ppi|Gx , V q P MpGxq. It
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follows that VGx is also a smooth representation of Gx as any quotient of a smooth
representation is a smooth representation [9].
Lemma 6.1.10 enables us to construct G-equivariant sheaves and cosheaves
on X‚ in the following way:
Proposition 6.1.11. Let G be a system of subgroups of G and ppi, V q PMpGq. The
following statements hold:
1. If G is contravariant, then the invariants V GĂĂ x :“ V Gx is an equivariant cosheaf
and the coinvariants VG
x
:“ VGx is an equivariant sheaf.
2. If G is covariant, then the invariants V G
x
:“ V Gx is an equivariant sheaf and
the coinvariants VGĂĂ x :“ VGx is an equivariant cosheaf.
3. If, further to (1) or (2), G is open, then the (co)sheaf is discrete.
4. If, further to (1) or (2), V is A-semisimple (with a fixed character χ), then
the sheaves V G, VG and the cosheaves V GĂĂ , VGĂĂ are A-semisimple (with a fixedcharacter χ correspondingly).
Proof. Suppose first that G is contravariant. This means that GX pfqx Ď Gx for all
x P Xn and non-decreasing maps f : rms Ñ rns. Thus, V Gx Ď V GX pfqx . Therefore,
we obtain an inclusion:
V GĂĂ pf, xq : V Gx Ñ V GX pfqx .
This is clearly an F-linear map. As it is just an inclusion, then properties (C1) and
(C2) of Definition 6.1.1 are trivially satisfied. For every g P G, define a map
gx : V
Gx Ñ V Ggx , v ÞÑ pipgqpvq.
Since pi is a representation, pipgq is an F-linear map by definition. Also, as pi is a
homomorphism,
ghx ˝ hx “ pipgqppiphqpvqq “ pipghqpvq “ pghqx.
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By Lemma 6.1.10, V Gx is a smooth representation of Gx, for every simplex x. By
the definition of our maps, Property (iii) of Definition 6.1.2 trivially holds. Thus,
V GĂĂ x is a G-equivariant cosheaf on X‚.
Now, let us look at coinvariants. Since GX pfqx Ď Gx for all x P Xn and
non-decreasing maps f : rms Ñ rns, we have a natural surjection:
VGpf, xq : VGX pfqx Ñ VGx .
This is an F-linear map, which clearly satisfies conditions (S1) and (S2) of Definition
6.1.1. For the G-equivariant part, for every g P G, we define the maps
gx : VGx Ñ VGgx , v ÞÑ pipgqv.
These are linear as ppi, V q is a representation of G. By Lemma 6.1.10 we know that
ppi|Gx , VGxq P MpGxq. The final condition of Definition 6.1.4 is trivially satisfied.
Thus, VG
x
:“ VGx is a G-equivariant sheaf on X‚. This finishes the proof of (1).
The proof of (2) is analogous to (1). The only difference is that for a covariant
system G, we have inclusions Gx Ď GX pfqx for all x P Xn and non-decreasing maps
f : rms Ñ rns, giving rise to maps
V GĂĂ pf, xq : V GX pfqx Ñ V Gx ,
which define a G-equivariant sheaf. We also have natural surjections
VGpf, xq : VGx Ñ VGX pfqx ,
which, together with linear maps gx as in (1), give rise to a G-equivariant cosheaf.
By definition, Gx acts trivially on both V Gx and VGx , for every simplex x.
Thus, the Gx-action on V
Gx and VGx factors through Gx{Gx, which is discrete if G
is open. This finishes the proof of (3).
Suppose ppi, V q PMApGq (orMA,χpGq). Since a submodule and a quotient of
a semisimple module is semisimple, if follows that VGx , V Gx PMApGq (orMA,χpGq)
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for every simplex x, which proves (4).
Example 6.1.12. Recall that for G “ GLnpKq, where K is a non-archimedean
local field and pi is a uniformizer in K, in Example 6.1.9 we constructed an open,
compact, cotravariant system of subgroups of G. Let A “ xpiny ď ZpGq be a closed
central subgroup of G and let ppi, V q P MApGq. We have a G-equivariant cosheaf
V GĂĂ x “ pV Gxq on BT‚ for a k-simplex y P BTk, k “ 0, . . . , n, given by
V Gy “ tv P V | pipgqv “ v for all g P Gyu.
Cosheaves turn out to be more fruitful than sheaves for studying represen-
tations in our setting. So from now on we turn our attention to cosheaves. Recall
our notation from Section 5.3:
C7npX‚, Cq :“
! ÿ
xPXn
αxx
ˇˇˇ
αx P Cx, all but finitely many αx “ 0
)
,
d0 :“ 0, dn
´ ÿ
xPXn
αxx
¯
:“
ÿ
xPXn
nÿ
i“0
p´1qirCpBin, xqpαxqsrX pBinqpxqs
for n ą 0. Since degenerate simplices span a subcomplex pC5npX‚, Cq, dnq, we are
mainly interested in the quotient complex
CkpX‚, Cq :“ C7kpX‚, Cq{C5kpX‚, Cq
which is spanned by linear combinations of non-degenerate simplices
ř
xPXpnq αxrxs.
Before we proceed to the next proposition, which establishes basic properties of
the chain groups defined above, we want to introduce some further subcategories of
the category of smooth representations MpGq. Let U ď G be an open subgroup.
Consider the categoryMpGqU ĎMpGq with objects those smooth representations,
that are generated by their U -fixed vectors. This is a full subcategory ofMpGq. Let
MpGq˝ be the union of variousMpGqU . Its objects are those smooth representations
that are generated by U -fixed vectors for some open subgroup U Ď G. Inside them
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we have the corresponding A-semisimple categories
MApGqU , MApGq˝, MA,χpGqU and MA,χpGq˝.
The chain groups CnpX‚, Cq satisfy the following interesting properties.
Proposition 6.1.13. Let C be a G-equivariant cosheaf on X‚. Let x1, x2 . . . be
representatives of the G-orbits on Xpnq. Then the following statements hold:
1. The groups CnpX‚, Cq and homologies HnpX‚, Cq are smooth representations of
G, for all n.
2. There is an isomorphism of G-modules
CnpX‚, Cq –
à
k
a´ IndGGxk Cxk .
3. If C is A-semisimple (with a character χ), then chains CnpX‚, Cq and homolo-
gies HnpX‚, Cq are A-semisimple (with a character χ respectively).
4. If C is discrete and Xpnq has finitely many G-orbits, then chains CnpX‚, Cq and
homologies HnpX‚, Cq are inMpGq˝. More precisely, CnpX‚, Cq are inMpGqU ,
where U “ U1XU2X . . .XUk and Ui is the kernel of the Cxi representation of
Gxi.
5. If Xpnq has finitely many G-orbits and Cxk is finitely generated Gxk-module for
each xk, then chains CnpX‚, Cq and homologies HnpX‚, Cq are finitely generated
G-modules.
6. Suppose that for each x P Xn, the stabiliser Gx is compact modulo A and the
field F is Gx{A-ordinary. If C is A-semisimple (with a character χ), then the
space of chains CnpX‚, Cq is a projective object in MApGq (correspondingly in
MA,χpGq).
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Proof. The G-action on the chains is defined as follows:
g ¨
´ ÿ
xPXpnq
αxrxs
¯
:“
ÿ
xPXpnq
p´1qsignpRpg,xqqgxpαxq rg ¨ xs .
We need to show that StabGpcq is open, for every c P CnpX‚, Cq. Write
c “
mÿ
xiPXpnq,
i“1
αxirxis.
Clearly, StabGpcq Ď Şmi“1 StabGpxiq. However, for g P Şni“1 StabGpxiq, Cgxi “ Cxi ,
and so gxi : Cxi Ñ Cxi has to be the identity by the definition of a cosheaf. Thus,
StabGpcq “ Şni“1 StabGpxiq. By the continuity of theG-action on X‚, each StabGpxiq
is open and, thus, so is StabGpcq as a finite intersection of open sets. Condition (iii)
in Definition 6.1.2 implies that the action of G commutes with the chain maps dn,
for all n. Thus, G ¨ kerpdnq Ď kerpdnq and so kerpdnq is a smooth representation of
G, for every n. This shows that HnpX‚, Cq is a smooth representation of G for all
n, as a quotient of smooth representation is smooth.
Recall that a´ IndGGxk Cxk “ FGbFGxk Cxk . The G-module isomorphism in
(2) is given by
gpcxkqrg ¨ xks ÐÑ g b cxk .
Extend by linearity to obtain the result.
If C is A-semisimple, then Ck P MApGq for every simplex xk P Xn. As the
action is continuous and Gxk are open in G for every simplex xk, by Lemma 4.2.1
we have a functor
a´ IndGGxk :MApGxkq ÑMApGq.
Utilising the isomorphism from Statement (2), the result follows since a direct sum
of smooth representations is smooth and A-semisimplicity is clearly preserved. The
proof is the same if we replace MApGq with MA,χpGq.
Elements of CnpX‚, Cq are finite linear combinations of αxx, where x P Xn
and αx P Cx. Since the action of G on Xn has finitely many orbits, for every x P Xn,
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there exists a g P G, such that x “ g ¨ xi, for some i. Thus, we can write
αxx “ gxipαxiqrg ¨ xis “ g ¨ pαxixiq.
As U fixes everything, we are done. To prove (5), analogously to (4), we can write
every αxx as
αxx “ gxipαxiqrg ¨ xis.
As all Cxk are finitely generated G-modules, we can further rewrite gxipαxiq as a
finite G-linear combination of elements of Cxk finishing the proof. Statement (6)
follows from (2) and Corollary 5.1.3, where we replace H with Gx.
6.2 Localisation
In this section we establish an equivalence between the category of smooth rep-
resentations MpGq of a locally compact totally disconnected group G, acting on a
simplicial set X‚ and a certain localisation of the category CshGpX‚q of G-equivariant
cosheaves on X‚. In this section we make no assumptions on the characteristic of
the field F.
Let us first recall the definition of a localisation of a category, or equivalently,
of the category of fractions.
Defintion 6.2.1. [25] Let A,B be categories and F : AÑ B a functor. F is said to
make a morphism invertible, if for a morphism f : aÑ b in A, the morphism Fpfq :
Fpaq Ñ Fpbq is invertible in B (note that by invertible we mean an isomorphism).
Defintion 6.2.2. [25] Let A be a category and let MorpAq denote the morphisms
in A. Let Σ Ď MorpAq. To A and Σ, we associate the pair pQΣ,ArΣ´1sq, where
ArΣ´1s is a category and QΣ : AÑ ArΣ´1s is a functor, such that:
1. QΣ makes the morphisms in Σ invertible.
2. If there is a functor F : A Ñ B, which makes the morphisms in Σ invertible,
there exists a unique functor G : ArΣ´1s Ñ B, such that F “ G ˝QΣ.
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Let us describe the category ArΣ´1s. It is obtained from A by adding the
“inverted” morphisms in Σ. More precisely:
• The objects in ArΣ´1s are the same as the objects of A.
• The morphisms in ArΣ´1s are the union of morphisms in A and morphisms
in Σ´1, where
Σ´1 – tg | g “ f´1, for f P Σu.
Composition of morphisms from A is done as in A, and for morphisms f P
MorpAq and σ P Σ´1, f ˝ σ exists in ArΣ´1s if rpσq “ dpfq, where d denotes
the domain function and and r the range. Similarly, σ˝f exists if dpσq “ rpfq.
For Σ ĎMorpAq, the pair pQΣ,ArΣ´1sq always exists [25].
Defintion 6.2.3. [25, I.2.2] A subset (class) Σ ĎMorpAq is said to admit a calculus
of left fractions if the following conditions are satisfied:
(LF1) All identities of A belong to Σ.
(LF2) Σ is closed under compositions, i.e., if f, g P Σ and f˝g is well-defined, f˝g P Σ.
(LF3) Every diagram
X
X 1 Y
s
u with s P Σ, u P MorpAq, can be com-
pleted to a commutative square:
X
X 1 Y
Y 1
s
u
u1
t
with t P Σ and
u1 PMorpAq.
(LF4) If f, g : X Ñ Y are morphisms in A and s : X 1 Ñ X is a morphism in Σ, such
that f ˝ s “ g ˝ s, then there exists a morphism t : Y Ñ Y 1 in Σ, such that
t ˝ f “ t ˝ g.
If Σ Ď MorpAq satisfies the dual conditions to (LF1)-(LF4), it is said to
admit a calculus of right fractions.
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Subsets which admit calculi of fractions behave nicely under localisation,
which is why we are interested in them. In particular, we have the following useful
property:
Lemma 6.2.4. [25, I.3] Let A be a category, and Σ Ď MorpAq which admits a
calculus of left fractions. Then the following hold:
1. If A is additive, then so is ArΣ´1s.
2. If A has finite colimits, then so does ArΣ´1s.
In particular, if A is an abelian category, then ArΣ´1s is an additive category with
finite colimits. If Σ admits a calculus of right fractions instead, then QΣ preserves
finite limits.
Now let us turn our attention back to the categories MpGq of smooth rep-
resentations of a locally compact totally disconnected group G, and CshGpX‚q of
G-equivariant cosheaves on the simplicial set X‚, on which G acts continuously. We
have the following functors:
L :MpGq Ñ CshGpX‚q, Lppρ, V qq “ Vrr ,
where Vrr denotes the trivial cosheaf as in Definition 6.1.7, and
H : CshGpX‚q ÑMpGq, HpCq “ H0pX‚, Cq.
Note that H0pX‚, Cq PMpGq by Proposition 6.1.13. Set Σ Ă MorpCshGpX‚qq to be
the class of those morphisms f , such that Hpfq is an isomorphism. Thus, we can
define the localised category CshGpX‚qrΣ´1s. We have a functor
HrΣ´1s : CshGpX‚qrΣ´1s ÑMpGq,
obtained as HrΣ´1s ˝QΣ “ H.
We are ready for the main theorem of this section, which is a generalisation
of a Localisation Theorem by Schneider and Stuhler [52, Theorem V.1]. We follow
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their strategy in our proof. It is important to notice that no restriction on F appears
in the theorem.
Theorem 6.2.5 (Localisation Theorem). Consider a continuous action of the lo-
cally compact totally disconnected group G on a simplicial set X‚, where the central
subgroup A acts trivially.
1. The class Σ of morphisms f in CshGpX‚q, such that Hpfq is an isomorphism
admits a calculus of left fractions.
2. HrΣ´1s : CshGpX‚qrΣ´1s ÑMpGq is conservative, i.e., a morphism f is an
isomorphism if and only if HrΣ´1spfq is an isomorphism.
3. HrΣ´1s commutes with colimits.
4. HrΣ´1s is faithful, i.e., injective on morphisms.
If |X | is connected, then the following three statements hold:
(5) HrΣ´1s : CshGpX‚qrΣ´1s ÑMpGq is an equivalence of categories.
(6) QΣ ˝ L is a quasi-inverse of HrΣ´1s.
(7) These equivalences restrict to equivalences CshG,ApX‚qrΣ´1A s –ÝÑ MApGq and
CshG,A,χpX‚qrΣ´1A,χs –ÝÑ MA,χpGq where ΣA and ΣA,χ are intersections of Σ
with the corresponding subcategories.
Proof. To prove the first three statements we use the following result of [25]:
Proposition 6.2.6. [25, I.3.4] Let F : A Ñ B be a functor commuting with finite
direct limits and Σ Ď MorpAq, such that for every s P Σ, Fpsq is an isomorphism.
If finite direct limits exist in A, Σ admits a calculus of left fractions. Moreover, the
functor G : ArΣ´1s Ñ B, defined by G ˝QΣ “ F , is conservative and commutes with
finite direct limits.
Recall that CshGpX‚q is an abelian category. Also note that a short exact
sequence of cosheaves gives rise to a long exact sequence in homology. Consequently,
the functor H is right exact. Hence, it commutes with finite direct limits (cf. [36,
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Prop. 3.3.3], the statement proved there is that a left exact functor commutes with
finite inverse limits. Apply the opposite categories to dualise it). Thus, taking
H “ F in Proposition 6.2.6, Statement (1), (2) and (3) follow.
We move on to (4). Suppose HrΣ´1spfq “ HrΣ´1spf 1q, for two morphisms
f and f 1. Lemma 6.2.4 implies that cokernels in CshGpX‚qrΣ´1s exist. Thus, to
prove that f “ f 1 it suffices to show that cokerpf ´ f 1q is an isomorphism. By (3),
HrΣ´1spcokerpf ´ f 1qq “ cokerpHrΣ´1spfq ´ HrΣ´1spf 1qq “ cokerp0q is an isomor-
phism. By (2) cokerpf ´ f 1q is an isomorphism, which proves (4).
By definition of CnpX‚,Fq and CnpX‚, Vrr q, for V PMpGq, the tensor product
CkpX‚,FqbV is naturally isomorphic as a G-representation to CkpX‚, Vrr q. Since |X |
is connected, we have an exact sequence
C1pX‚,Fq d1ÝÑ C0pX‚,Fq wÝÑ FÑ 0, where w :
ÿ
x
αxx ÞÑ
ÿ
x
αx.
By the comment above, tensoring with V produces another exact sequence
C1pX‚, Vrr q d1ÝÑ C0pX‚, Vrr q Ñ V Ñ 0.
Since
HrΣ´1spQΣpLpV qqq – HpLpV qq “ H0pX‚, Vrr q –ÝÑ V,
we have a natural isomorphism HrΣ´1s˝pQΣ˝Lq – IdMpGq. In the opposite direction,
we need a natural transformation
γ : IdCshGpX‚qrΣ´1s Ñ pQΣ ˝ Lq ˝ HrΣ´1s.
We define it in CshGpX‚q for each cosheaf C by
γpCqx :“
$&% Cx Q α ÞÑ 0 P HpCq if x P Xn, n ą 0 ,Cx Q α ÞÑ rαxs P HpCq if x P X0 .
Observe that HpγpCqq is an isomorphism by construction. By (2), γpCq is an isomor-
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phism, so γ is a natural isomorphism. This proves (5) and (6).
To attack (7), let us first compare the categories CshG,ApX‚qrΣ´1s and
CshG,ApX‚qrΣ´1A s. The former is a full subcategory of CshGpX‚qrΣ´1s, while the
latter is the localisation of CshG,ApX‚q. They are connected by a natural functor
N : CshG,ApX‚qrΣ´1A s Ñ CshG,ApX‚qrΣ´1s,
identity on objects and morphisms. Clearly, N is an equivalence. It remains to
observe HpCshG,ApX‚qrΣ´1sq Ď MApGq and QΣpLpMApGqqq Ď CshG,ApX‚qrΣ´1s.
Both inclusions are straightforward.
Let us again add a system of subgroups to the picture. Let G be a contravari-
ant system of subgroups of G. We have an exact sequence:
C1pX‚, V GĂĂ q d1ÝÑ C0pX‚, V GĂĂ q wÝÑ V, w
´ÿ
x
αxx
¯
“
ÿ
x
αx, (6.1)
where V GĂĂ denotes the cosheaf of invariants of G as defined in Proposition 6.1.11.
Using it, we can get a version of Theorem 6.2.5 for discrete cosheaves. Let Σ˝,
ΣA˝ and ΣA˝,χ be the intersections of Σ with CshG˝pX‚q, CshG˝,ApX‚q and CshG˝,A,χpX‚q
correspondingly.
Corollary 6.2.7. Suppose that |X | is connected and there are finitely many G-
orbits on X0. Suppose further that for any representation V PMpGq˝ there exists
an open contravariant system of subgroups G of G, such that the following variation
of sequence (6.1) is exact:
C1pX‚, V GĂĂ q d1ÝÑ C0pX‚, V GĂĂ q wÝÑ V Ñ 0.
Then the functor HrΣ´1s provides equivalences CshG˝pX‚qrΣ˝ ´1s –ÝÑMpGq˝,
CshG˝,ApX‚qrΣ˝ ´1A s –ÝÑMApGq˝, and CshG˝,A,χpX‚qrΣ˝ ´1A,χ s –ÝÑMA,χpGq˝.
Proof. The relation between the categories CshG˝pX‚qrΣ´1s and CshG˝pX‚qrΣ˝´1s is
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similar to the relation between CshG,ApX‚qrΣ´1s and CshG,ApX‚qrΣ´1A s in the proof
of Theorem 6.2.5. Parts (3) and (4) of Proposition 6.1.13 tell us that HrΣ´1s is a
well-defined functor CshG˝pX‚qrΣ˝ ´1s Ñ MpGq˝, as well as a well-defined functor
between the A-semisimple categories.
If V PMpGq˝, we pick a system of subgroups G as in the statement. Then the
trivial cosheaf QΣpLpV qq “ Vrr is isomorphic to the cosheaf V GĂĂ in CshGpX‚qrΣ´1s.
As G is open, the latter cosheaf is discrete because Gx acts on V GĂĂ x via the discrete
quotient Gx{Gx. The A-semisimplicity follows similarly.
6.3 Projective resolutions revisited: The Schneider-Stuhler
resolution
Let G be a locally compact totally disconnected topological group, A ď G a closed
central subgroup, K ď G a compact subgroup, such that the field F is K-ordinary.
Thus, we have a Hecke algebra HpG,F, µKq of G over F. Suppose that G acts
continuously on a simplicial set X‚. Recall that if C is a G-equivariant cosheaf on
X‚, then for all n, the chains CnpX‚, Cq are smooth representations of G and can be
projective objects (Proposition 6.1.13).
Let G be a contravariant system of subgroups of G. For ppi, V q P MApGq
recall the cosheaf of invariants V GĂĂ x :“ pV GxqxPX‚ on X‚ given by
V Gx – tv P V | pipgqv “ v, for all g P Gxu.
Acknowledging the construction of Schneider and Stuhler for p-adic reductive groups
[52], we propose the following definition:
Defintion 6.3.1. Let G and X‚ be as above. For V P MApGq (or MA,χpGqq,
we call a finitely generated projective resolution of V of the form C‚pX‚, V GĂĂ q a
Schneider-Stuhler resolution.
Our next aim is to find the “right” system of subgroups G of G to obtain our
Schneider-Stuhler resolutions.
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Denote by fni : r0s Ñ rns the function fni p0q “ i. Suppose we are given a
family of compact open subgroups Gx, one for each vertex x P X0, such that the
following hold:
(E1) Ggx “ gGxg´1, for all g P G, x P X0.
(E2) GxGy “ GyGx if x and y are adjacent, i.e., x “ X pf10 qpwq, y “ X pf11 qpwq for
some w P X1.
Condition (E2) allows us to extend this family of subgroups to a compact
open contravariant system of subgroups. For an n-simplex x, we define the relevant
subgroup Gx by taking products over vertices:
Gx :“ GX pfn0 qxGX pfn1 qx ¨ ¨ ¨GX pfnn qx for all x P Xn.
Defintion 6.3.2. Let G be a locally compact totally disconnected group which
acts continuously on a simplicial set X‚. A compact open contravariant system of
subgroups G of G, obtained by the construction above from some initial given family
of subgroups tGx0u, for each x0 P X0, is called an exquisite system.
Note that if G is an exquisite system and the field F is Gx-ordinary for each
x P X0, then it is Gx-ordinary for each x P X‚.
Meyer and Solleveld use systems of subgroups of reductive p-adic groups to
obtain collections of idempotents [43]. More precisely, an exquisite system of sub-
groups gives rise to a collection of idempotents Λx :“ ΛGx P HpG,F, µKq, where
K ď G is some compact subgroup, such that F is K-ordinary (we use the same no-
tation as in Section 4.3). Let V PMpGq. Recall Theorem 4.5.2 gives an equivalence
of categoriesMpGq –MpHq, whereMpHq is the category of smooth modules over
the Hecke algebra HpG,F, µKq of G. In particular, we can think of V as a smooth
HpG,F, µKq-module. Let ˚ denote the module action. The idempotents have a very
nice property - they control the spaces of invariants, more precisely, V Gx “ Λx ˚ V .
The proof of the following lemma is sketched for Bruhat-Tits buildings of p-adic
groups in the case when charpFq “ 0 by Meyer and Solleveld [43, Lemma 2.6]. We
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generalise it and give a full proof in the case of an arbitrary locally compact totally
disconnected group G acting on a simplicial set X‚ and a field F whose characteristic
could be positive, as long as there exists a compact subgroup K ď G, such that F
is K-ordinary.
Lemma 6.3.3. The collection Λx, x P X‚ of idempotents of H arisen from an
exquisite system of subgroups, satisfies the following identities:
1. Λx ‹ Λy “ Λy ‹ Λx if x, y P X0 are adjacent.
2. Λx “ ΛX pfn0 qx ‹ ΛX pfn1 qx ‹ . . . ‹ ΛX pfnn qx , for all x P Xn.
3. Λg¨x “ g´1Λxg, for all g P G, x P X‚.
Proof. By definition
Λx ‹ Λypgq “
ż
G
ΛxphqΛyph´1gqµpdhq. (6.2)
The integrand vanishes unless h P Gx, h´1g P Gy. Thus Λx ‹ Λy is supported on
GxGy. Moreover, h´1g P Gy translates into h P gGy so that (6.2) becomesż
GxXgGy
ΛxphqΛyph´1gqµpdhq “ µpGx X gGyq
µpGxqµpGyq . (6.3)
Decomposing g “ hph´1gq for some h P Gx, h´1g P Gy, (6.3) becomes
µpGx X hGyq
µpGxqµpGyq “
µph´1pGx X hGyqq
µpGxqµpGyq “
µpGx X Gyq
µpGxqµpGyq “
1
|Gx : pGx X Gyq|µpGyq “
1
|GxGy : Gy|µpGyq “
1
µpGxGyq “ ΛGxGypgq.
Since GxGy “ GyGx, we have proved not only (1) but a stronger equation
Λx ‹ Λy “ ΛGxGy “ Λy ‹ Λx. (6.4)
Statement (2) follows from Equation (6.4) by induction. The third statement follows
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from G-equivariance of G:
Λgx “ ΛGgx “ ΛgGxg´1 “ g
´1
Λx
g.
Recall the following standard definitions from topology:
Defintion 6.3.4. • A topological space X is called a unique geodesic space, if
there exists a unique geodesic rx, ys between any two points x, y P X.
• A subset Y Ď X is called convex if rx, ys Ď Y for all x, y P Y .
• The convex hull HullpY q of Y is the intersection of all convex subsets of X
containing Y . Notice that rx, ys “ Hullptx, yuq.
Back to our setting, |X | is the geometric realisation of the simplicial set
X‚ “ pXnq. For a non-degenerate x P Xpnq we denote the corresponding simplex
in |X | by ∆˚n ˆ x and its points by x “ pα, xq, y “ pα, yq, etc. Denote by x˚ “
pp 1n`1 , . . . 1n`1q, xq the centre of a simplex x. We would like to make the additional
assumption that the space |X | admits a CATp0q-metric. The consequence of this
which is relevant to our investigation is that a CATp0q-space is a unique geodesic
space. Denote the unique geodesic between any two points x,y P |X | by rx,ys.
For a system of subgroups G of G we would like to have some control over
the subgroups Gx, along geodesics. Bearing this in mind, we propose the following
definition:
Defintion 6.3.5. We say that a contravariant system of subgroups G is geodesic if
for all x,y P |X |
Gz Ď GxGy,
where z P X0 is a vertex of the first simplex u P Xn along the geodesic rx,ys, i.e.,
z “ X pfni qu for some i and p∆n ˆ uq X rx,ys “ rx,vs for some v P sx,ys.
The significance of this definition transpires in the following lemma, inspired
by similar results of Meyer and Solleveld for Bruhat-Tits buildings of p-adic groups:
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Lemma 6.3.6. (cf. [43, Prop 2.2 and Lemma 2.6]) Let G be a locally compact totally
disconnected group, K ď G a compact subgroup, such that F is K-ordinary. Suppose
that |X | admits a CAT(0)-metric, G is a geodesic exquisite system of subgroups of
G and the field F is Gx-ordinary for each x P X0. Then
Λx ‹ Λz ‹ Λy “ Λx ‹ Λy and Λx ‹ Λz “ Λz ‹ Λx,
as soon as x, y, z P X‚ satisfy the conditions spelled out in Definition 6.3.5.
Proof. If z “ X pfni qu as in Definition 6.3.5, then Λx is a product of various ΛX pfnk qu,
hence, commutes with Λz. The first equality easily follows from the geodesic condi-
tion Gz Ď GxGy.
Now consider a character χ : A Ñ rFˆ. Given a subgroup H ď G, set
Hχ :“ H{H X kerpχq. It is a subgroup of Gχ. Observe that Hχ is compact if and
only if H is compact modulo A. Recall that a smooth representation ppi, V q PMpGq
is called admissible if the invariants V U is a finite-dimensional subspace of V for
every compact open subgroup U ď G.
We would like to state the following conjecture:
Conjecture 6.3.7. Let G be a locally compact totally disconnected group, A its
closed central subgroup, K ď G a compact subgroup, such that F is K-ordinary.
Suppose G acts continuously on a simplicial set X‚ of dimension n, with A acting
trivially. Further suppose that a face of a non-degenerate simplex in X‚ is non-
degenerate and |X | admits a CAT(0)-metric, such that the faces are geodesic, i.e.,
Hullp∆˚n ˆ xq “ ∆˚n ˆ x, for each x P Xp‚q. If V P MA,χpGq, the following four
statements should conjecturally hold:
1. If G is a geodesic exquisite system of subgroups of Gχ, such that F is Gx-
ordinary for all x P X0, then the complex
0 Ñ CnpX‚, V GĂĂ q dnÝÑ Cn´1pX‚, V GĂĂ q
dn´1ÝÝÝÑ . . . d1ÝÑ C0pX‚, V GĂĂ q wÝÑ V
is an exact sequence.
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2. Each CkpX‚, V GĂĂ q is a projective module in MA,χpGq.
3. If ppi, V q is generated by invariants V Gx for some x P X0, then the complex is
a projective resolution of V in MA,χpGq.
4. If ppi, V q is admissible and Xpkq has finitely many G-orbits, then CkpX‚, V GĂĂ q is
a finitely generated G-module.
First note that the assumption that there exists a compact subgroup K ď G,
such that F is K-ordinary, implies that there exists a Hecke algebra HpG,F, µKq of
G over F as defined in Section 4.4. Therefore, Theorem 4.5.2, Corollary 4.5.3 and
Proposition 5.1.1 imply thatMApGq andMA,χpGq have enough projectives. Thus,
we can discuss projective resolutions of objects. Secondly, note that admissibility
implies that each V Gx is a finitely generatedG-module. Thus, in fact Statements (2)–
(4) are established in Proposition 6.1.13. Only Statement (1) is truly a conjecture.
It is proved for affine Bruhat-Tits buildings by Meyer and Solleveld [43, Theorem
2.4]. We can prove its partial case:
Theorem 6.3.8. If the dimension of |X | is one, then Conjecture 6.3.7 holds.
Proof. (1), exactness at C0pX‚, V GĂĂ q: The inclusion impd1q Ď kerpwq is clear: it
follows from the fact that V is generated by invariants V Gx for some vertex x P X0.
Let us show that kerpwq Ď impd1q. Pick a 0-cycle α “
nř
i“1
αixi P C0pX‚, V GĂĂ q where
all αi ‰ 0. Consider the hull of its support Y :“ Hullptx˚1, . . . , x˚nuq. Under our
conditions |X | is a tree, so Y is a finite tree. Hence, Y has an endpoint. Without
loss of generality, x˚1 is an endpoint. Let x
1
1 P X0 be the unique vertex adjacent
to x1, such that x˚
1
1 P Y . Let e1 P X1 be the edge connecting x1 and x11. Since
wpαq “
nř
i“1
αi “ 0 and Λxipαiq “ αi, we conclude that
nÿ
i“1
Λxipαiq “ 0. (6.5)
Applying Λx1 ‹p1´Λx11q to Equation (6.5), we can rewrite each summand separately,
using Lemmas 6.3.3 and Lemma 6.3.6:
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• Λx1 ‹ p1´ Λx11q ‹ Λx1pα1q “ p1´ Λx11qpα1q,
• Λxi ‹ p1´ Λx11q ‹ Λxipαiq “ 0 for i ě 2.
Thus, α1 P kerp1´ Λx11q and α1 P impΛx11q. Then
α1 :“ α1x11 `
nÿ
i“2
αixi “ d1p˘αe1q ` α P C0pX‚, V GĂĂ q
and the hull of the support of α1 is a proper subset of Y . An easy induction on the
size of the hull of the support completes the proof.
(1), exactness at C1pX‚, V GĂĂ q: Pick a 1-cycle α “
nř
i“1
αixi P C1pX‚, V GĂĂ q
where all αi ‰ 0. Consider the hull of its support Y :“ Hullptx˚1, . . . , x˚nuq. Again Y
is a finite tree, so Y has an endpoint, e.g., x˚1. Let z P X0 be the unique vertex of
the edge x1, such that z˚ R Y . Clearly, d1pαq “ ˘α1z` . . . has a non-zero coefficient
in front of z. This proves that α “ 0 and d1 is injective.
Schneider and Stuhler construct finitely generated projective resolutions as
in Conjecture 6.3.7 for connected reductive algebraic groups over non-archimedean
local fields by using the action of the group on its Bruhat-Tits building [51], [52].
The Bruhat-Tits building is a contractible simplicial set with very specific properties
which allow the conjecture above to hold in full generality. The reason we require a
CAT(0)-space is because in the case of groups G with a pB,Nq-pair structure and,
in particular, complete Kac-Moody groups over finite fields (which we address in
the end of Chapter 7), one can construct the so-called Davis building of G, which is
a CAT(0)-space satisfying the properties requested above.
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Chapter 7
Kac-Moody groups
In this chapter we study Kac-Moody groups. More precisely, we are interested in
complete Kac-Moody groups defined over a finite field. We begin by recalling what
a pB,Nq-pair for a group is and how one defines an associated building for such
groups. The main references for this are Brown [7], Abramenko and Brown [1]. We
then define minimal Kac-Moody groups GDpKq, where D is a root datum associated
to a generalised Cartan matrix A and K is a field. There are no restrictions on K. For
the definition of minimal Kac-Moody groups we follow Carter and Chen [17]. There
is also a notion of maximal Kac-Moody groups defined by Kumar, however, we do
not work with such groups and so we leave their definition out [39]. We move on to
defining our main objects of interest - complete Kac-Moody groups in the case when
K “ Fq, the field of q “ pa elements, where p is a prime. We do this in Section 7.2.2.
The main references for the complete groups are Caprace-Re´my [15], Re´my-Ronan
[45], Capdeboscq-Rumynin [11]. So far the material is well-known. In Section 7.3
we study cocompact lattices in complete rank 2 Kac-Moody groups. The material in
this section is original and is taken from a joint paper by Inna Capdeboscq, Dmitriy
Rumynin and the author of this thesis [10]. In the final Section 7.4 we study smooth
representations of complete Kac-Moody groups and their projective resolutions. We
revisit our Theorem 5.3.1 and Theorem 6.2.5 and present their relevant versions for
complete Kac-Moody groups over Fq. This material is part of the paper between
Dmitriy Rumynin and the author of this thesis [32]. In the last section, the field F
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from Chapters 4, 5 and 6 appears again. We explain what restrictions we need to put
on its characteristic in order to obtain a Hecke algebra for a complete Kac-Moody
group when we need it.
7.1 Groups with pB,Nq-pairs and the Bruhat-Tits build-
ing
In this section we give a review of groups with a pB,Nq-pair structure and their
associated buildings. The material is well-known and the main references are [7],
[1].
We begin by defining what a group with a pB,Nq-pair structure is.
Defintion 7.1.1. [1], [7] We say that a group G admits a pB,Nq-pair structure (or
that pB,N, Sq is a pB,Nq-pair for G), if there is a triple pB,N, Sq, where B and
N are subgroups of G, such that H “ B X N is normal in N , and N{H “ W is
generated by a set S, where:
1. G is generated by B and N ,
2. Every s P S has order 2,
3. For s P S and w PW , sBw Ď BswB YBwB,
4. sBs´1 ę B, for all s P S.
The group W is called the Weyl group associated to the pB,Nq-pair. One may also
say that the quadruple pG,B,N, Sq is a Tits system.
Note that pW,Sq is a Coxeter system. Let S – ts1, . . . , snu. In particular,
this means that the group W admits a presentation:
W “ xs1, . . . , sn | psisjqmij “ 1 y,
where mij “ 1 if i “ j, and mij “ mji P Ną0 Y8 if i ‰ j. One can construct an
nˆ n matrix M “ pmijqi,jPt1,...,nu called the Coxeter matrix.
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Let G be a group which admits a pB,Nq-pair pB,N, Sq with Weyl group W .
We have the following standard terminology:
• A subgroup WJ of W is special if it is generated by some J Ă S.
• A coset wWJ , w PW , of WJ in W is called a special coset.
• If WJ is finite, both WJ and the subset J Ď S are called spherical.
Note that one can define a partial order by reverse inclusion on the set of
special cosets. More precisely, we have w1WJ1 ĺ w2WJ2 , if J2 Ď J1 and w2w´11 Ď
WJ1 . This leads to the following definition:
Defintion 7.1.2. (cf. [1, Definition 3.1]) Let pW,Sq be a Coxeter system and
ΣpW,Sq be the poset of special cosets in W ordered by reverse inclusion. Then
ΣpW,Sq is called the Coxeter complex associated to pW,Sq.
Note that one can associate a Coxeter complex as above to every Coxeter
system. In particular, every group G which admits a pB,Nq-pair structure also has
an associated Coxeter complex - the complex associated to its Weyl group W . The
main property of interest for us is that ΣpW,Sq is a simplicial complex of dimension
n ´ 1, where n “ |S| ([1, Theorem 3.5]). Moreover, clearly by the definition of
ΣpW,Sq, the Weyl group W acts on it. The Coxeter complex ΣpW,Sq is colourable,
with every vertex coloured by an element of S, and the action of W on ΣpW,Sq is
type (colour)-preserving [1, Theorem 3.5].
Now let us introduce the notion of a building.
Defintion 7.1.3. ([1, Definition 4.1]) A building is a simplicial complex B that
can be expressed as a union of subcomplexes Σ, called apartments, satisfying the
following axioms:
1. Each apartment is a Coxeter complex.
2. For any two simplices σ, τ P B, there is an apartment Σ containing both of
them.
90
3. If Σ and Σ1 are two apartments containing σ and τ , then there is an isomor-
phism ϕ : Σ Ñ Σ1 fixing σ and τ pointwise.
Note that condition (3) implies that any two apartments are isomorphic.
We can see this by taking σ and τ to be empty [1, 4.1]. In particular, as every
apartment is a Coxeter complex, say ΣpW,Sq, where pW,Sq is a Coxeter system,
and dim ΣpW,Sq “ |S|´1, we see that all apartments in a building B have the same
dimension. Therefore, their codimension one faces are also of the same dimension.
We call the codimension one faces of an apartment Σ in a building B chambers. We
denote the set of chambers of B by ChpBq.
Let G be a group which admits a pB,Nq-pair pB,N, Sq with Weyl group W .
We say that:
• A subgroup PJ of G is called standard parabolic if it is of the form BWJB.
• A coset gPJ , g P G, of PJ in G is called a standard coset.
• A subgroup of G is called parabolic of type J if it is conjugate to some PJ . It
is called parabolic of finite type if WJ is spherical.
Similarly to what we did with the special cosets in W , we can order standard
cosets in G by reverse inclusion. Call the resulting partially ordered set BT .
Defintion 7.1.4. (cf. [1, 6.2], [7, 3]) Let G be a group that admits a pB,Nq-pair
structure. The partially ordered set BT of standard cosets ordered by the opposite of
the inclusion order is a building. We refer to this building as the building associated
to the pB,Nq-pair of G.
Before we make further comments, we also recall the following notion:
Defintion 7.1.5. ([1, 6.1.1.]) Let B be a building on which a group G acts. The
action is called strongly transitive if G acts transitively on the set of pairs pΣ, cq,
where Σ is an apartment of B and c P Σ is a chamber of Σ.
Clearly, if G is a group with a pB,Nq-pair structure, it acts on its associated
building BT . Moreover, one can show that the action is strongly transitive and type-
preserving (recall that apartments are colourable, as they are Coxeter complexes).
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The condition of strong transitivity allows us to nominate a fundamental apartment
Σ0 and a fundamental chamber c0 of BT . What this means is that we fix an arbitrary
pair pΣ0, c0q, where Σ0 is an apartment in BT and c0 is a chamber of Σ0. By strong
transitivity, for any other pair pΣ, cq of an apartment and a chamber in it, there
exists a g P G, such that pΣ, cq “ pgΣ0,gc0q. For the pB,Nq-pair pB,N, Sq, we
can choose our fundamental chamber c0 and fundamental apartment Σ0, so that we
have the following properties:
StabGpc0q “ B, StabGpΣ0q “ N, FixGpΣ0q “ H,
where H “ B XN , and FixG denotes the pointwise stabiliser (also called the fixa-
tor, hence the notation). One can observe that stabilisers of vertices are maximal
parabolic subgroups of G, i.e., parabolic subgroup of the form Pi – BxsiyB, where
si P S. More generally, stabilisers of i-simplices in BT are parabolic subgroups of G
of the form BWJB (or conjugates thereof), where J Ď S and |J | “ i. [7, 3].
Example 7.1.6. (cf. [1], [7]) Let G :“GL2pQpq, where p is a prime. The building
BT of G has dimension 1. Its vertices are equivalence classes rLs of Zp-lattices in
Q2p, where L is a Zp-lattice and two lattices L and L1 are equivalent, if there is a
λ P Qpˆ , such that L1 “ λL. The edges are families trL0s, rL1su, where L0 and L1
satisfy the condition
L0 Ĺ L1 Ĺ p´1L0,
where the prime p is the uniformizer in Qp. One can show that the building is a
pp` 1q-regular tree. The chambers are edges, and the apartments are sequences of
edges. Now, observe that G acts transitively on the set of lattices. Let c0 – trZp ‘
Zps, rZp ‘ pZpsu be the fundamental chamber of BT . Its stabiliser StabGpc0q “ B,
where B is the subgroup of G of matrices of the form
B “ t
¨˝
Zp Zp
pQp Zp
‚˛u.
Let N be the set of monomial matrices. The pair pB,N, Sq is a pB,Nq-pair for G,
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where S “ ts1, s2u, where
s1 “
¨˝
0 ´1
1 0
‚˛ and s2 “
¨˝
0 p´1
p 0
‚˛.
The group W is the infinite dihedral group. We have two standard parabolics:
P1 “ Bxs1yB “ BWs1B and P2 “ Bxs2yB “ BWs2B. Note that P1 stabilises the
vertex rZp ‘ Zps of c0 and P2 stabilises the vertex rZp ‘ pZps. Since parabolics
are not conjugate to one another ([7, V. 2B, Theorem 2]), the orbits of these two
vertices are disjoint and so they determine the 2 types of vertices in BT . Thus, to
summarize the set of vertices in BT corresponds to cosets of P1 and P2 and the set
of edges corresponds to cosets of B.
7.2 Minimal and complete Kac-Moody groups
7.2.1 The minimal groups
Minimal Kac-Moody groups are abstract groups defined from a root datum D corre-
sponding to a generalised Cartan matrix A, via generators and relations, commonly
known as Tits relations. Let us define our objects one by one. All the material in
this section is well-known and the main references are Tits [53], Carter and Chen
[17] and Kumar [39].
Defintion 7.2.1. A generalised Cartan matrix A “ paijq is an n ˆ n matrix with
aij P Z, such that:
• aii “ 2 for all i “ 1, .., n.
• aij ď 0 for all i, j P t1, .., nu, i ‰ j.
• aij “ 0 if and only if aji “ 0.
Defintion 7.2.2. A root datum of type A is a quintuple D “ pA,X ,Y,Π,Π_q,
where
• A is an nˆ n generalised Cartan matrix,
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• Y is a finitely generated free abelian group of rank k,
• X “ HomZpY,Zq is its dual group,
• Π “ tα1, . . . , αnu Ď X is a set whose elements are called simple roots,
• Π_ “ tα_1 , . . . , α_n u Ď Y is a set whose elements are called simple coroots,
satisfying a single axiom αipα_j q “ aji for all i, j P t1, .., nu.
We clearly have n ď k. Since the elements α_i , i P t1, . . . , nu, do not have
to form a basis of Y. We need to overcome this issue in order to obtain the Weyl
group W of the generalised Cartan matrix A. Let
rΠ “ tα˜1, . . . , α˜nu
be a set. Define Z to be the free abelian group of rank n generated by rΠ. Let si be
the automorphism of Z given by
si : Z Ñ Z, α˜j ÞÑ αj ´ aijα˜i.
Let S “ ts1, . . . snu. The group W generated by S is called the Weyl group of A.
The set Φ “ W prΠq is called the set of real roots. Every α P Φ can be written as
α “ ři λiα˜i, with λi P Z for all i. It is a standard fact that either λi ě 0 for all i,
or λi ď 0 for all i. Thus, we have Φ “ Φ`YΦ´, where Φ` “ tα P Φ | λi ě 0u called
the set of positive roots, and Φ´ “ tα P Φ | λi ď 0u, called the set of negative roots.
Let K be a field. For every α P Φ and every t P K, introduce the symbol
xαptq.
Defintion 7.2.3. (cf. [17]) To every real root α P Φ, associate an additive group
Uα defined as follows:
• Uα is generated by the symbols xαptq, t P K defined above;
• xαptqxαpsq “ xαpt` sq, for all t, s P K.
The groups Uα are called root groups.
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Note that Uα – pK,`q. Next we define the group
H – Y bZ Kˆ.
The Weyl group W acts on Z by definition. It also acts on Y:
sipyq “ y ´ ypαiqα_i
and hence on H:
siphq “ sipy b tq “ sipyq b t, for all y P Y, t P K.
For every t P K define the following elements:
xiptq “ xαiptq, x´iptq “ x´αiptq
s˜iptq “ xiptqx´ipt´1qxiptq, s˜i “ s˜ip1q
hiptq “ s˜iptqs˜i´1.
Defintion 7.2.4. The minimal Kac-Moody group G – GDpKq associated to a root
datum D “ pA,X ,Y,Π,Π_q of type A and a field K, is the quotient of the free
product of the group H “ Y bZ Kˆ and the root groups Uα, for α P Φ, by the
relations:
1. hiptq “ α_i b t,
2. py b tqxipsqpy b tq´1 “ xiptαipyqsq,
3. s˜ipy b tqs˜i´1 “ sipyq b t,
4. s˜ixαptqs˜i´1 “ xsipi,αtq, for a uniquely determined i,α P t´1, 1u,
5. For every α, β P Φ, such that there exist w,w1 P Φ with wpαq,wpβq P Φ` and
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w1pαq,w1pβq P Φ´
rxαptq,xβpsqs “
ź
i,jPZą0,iα`jβPΦ
xiα`jβpCijαβtisjq, for t, s P K,
for integers Cijαβ uniquely determined by i, j, α, β and D.
A minimal Kac-Moody group G is called simply connected if k “ n and Π_
is a basis for Y. In this case H – pKˆqn. The subgroup H is called the torus of G.
Let G “ GDpKq be a minimal Kac-Moody group associated to some root
datum D of type A and a field K. Let U be the subgroup of G defined by
U – U` “ xUα | α P Φ`y.
Consider the following subgroups of G
B “ U ¸H, N “ xs˜1, ..., s˜n, Hy.
Note that there is a group homomorphism pi : N Ñ W , given by s˜i ÞÑ si. By the
defining relations of a Kac-Moody group, we know that N acts on H by conjugation.
Thus, HDN , and pi gives rise to a homomorphism p¯i : N{H ÑW , given by s˜iH ÞÑ si.
This is an isomophism and so W – N{H [39]. Note that also B X N “ H. Thus,
the triple pB,N, Sq is a pB,Nq-pair for G.
7.2.2 Complete groups
The material in this section is well-known. The main references are [16], [15], [11],
[42], [45].
Having defined the minimal Kac-Moody group GDpKq over a field K, we
would like to look at completions of it. More precisely, we will endow G with a
topology, and look at topological completions of this. If we are not referring to a
specific completion, we denote the complete group by rG. We are interested in the
cases when rG is a locally compact totally disconnected group. This can happen in
several completions, but they all require the underlying field K to be finite. So from
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now on, let K “ Fq, where q “ pa, for some prime p. The completions which yield a
locally compact group are:
• the Carbone-Garland completion with respect to the weight topology,
• the Re´my-Ronan completion obtained by embedding G into AutpBT q, where
BT is the building of G (as defined in Section 7.1 for a group with a pB,Nq-pair
structure),
• the Caprace-Re´my completion with respect to the building topology,
• the local pro-p completion defined by Capdeboscq-Rumynin.
We will not be interested in the Carbone-Garland completion, as the weight
topology requires us passing to the Kac-Moody algebra, so this does not suit our
abstract group-theoretic setting. We will mainly concentrate on the Caprace-Re´my
and the local pro-p completions, so we will define these now. As the Re´my-Ronan
completion also fits our setting we give its definition too.
Let G “ GDpFqq be a minimal Kac-Moody group associated to a root datum
D and the field Fq. In the end of the previous section we explained that minimal
Kac-Moody groups admit a pB,Nq-pair structure. By Section 7.1 we know that
every group with a pB,Nq-pair has an associated building on which it acts. Thus,
denote by BT the building associated to G “ GDpFqq. Let K the kernel of the
G-action on BT . Then K “ ZpGq, where ZpGq denotes the centre of G. When
G is defined over Fq, the centre ZpGq is a finite group [45]. Let AutpBT q be the
automorphism group of BT . We have an embedding:
ϕ : G{K ãÑ AutpBT q.
As a topological group AutpBT q is locally compact [45], [2]. Thus, we can endow
G{K with a topology induced by the map ϕ.
Defintion 7.2.5. [45] The Re´my-Ronan completion of G, is the topological group
Grr “ ĞϕpG{Kq, i.e., it is the closure of impϕq in AutpBT q.
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The group Grr is locally compact totally disconnected [45]. Now we move on
to the Caprace-Re´my completion. Recall that ChpBT q denotes the set of chambers
of BT . Let c0 be the fundamental chamber of BT . From Section 7.1 we know that
StabGpc0q “ B. For each n P N define
U`,n :“ tg P U | g ¨ c1 “ c1 for every c1 P ChpBT q, such that dpc0, c1q ď nu,
where d denotes the distance function on BT [7],[15]. Define the following left-
invariant metric d` : GˆGÑ R` on G:
d`pg,hq “
$’&’%2, if g
´1h R U ,
2´n, if g´1h P U and n “ maxtk P N | g´1h P U`,ku
for all g,h P G [15].
Defintion 7.2.6. [15] The topology obtained from this metric is called the building
topology on G. The completion of the topological space G with respect to the
building topology is a group G and is called the Caprace-Re´my completion of G.
Caprace and Re´my show that the topological group G is locally compact
totally disconnected with pB,Nq-pair pB,N, Sq [15, Proposition 1].
Finally we introduce the locally pro-p-complete group pG. Let
F :“ tA ď U | |U : A| “ pk, for some k P Nu
be a set of subgroups of B. It forms a fundamental system of neighbourhoods of
1 in B. The completion pB of B in this topology is a group and this topology also
defines a topology on G [11, Theorem 1.2]. The resulting group is denoted pG.
Defintion 7.2.7. The local pro-p completion of G is the topological group pG de-
scribed above.
The group pG is locally compact and totally disconnected, with pB,Nq-pair
p pB,N, Sq. Moreover, pB is open in pG and the completion pU of U is a pro-p group
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[11].
The completions described above are related as follows:
Proposition 7.2.8. [11], [15], [49] There is a sequence of open continuous surjective
homomorphisms of topological groups:
pG G Grr.
7.3 Cocompact lattices in rank 2 Kac-Moody groups
To the best of my knowledge, all the results in this section are original and are taken
from a joint paper between Inna Capdeboscq, Dmitriy Rumynin, and the author
of this thesis [10]. In this section we study cocompact lattices in complete rank 2
Kac-Moody groups defined over Fq. More precisely, we study cocompact lattices
in the locally pro-p complete Kac-Moody groups pG by relating them to the already
classified by Capdeboscq-Thomas edge transitive cocompact lattices in the Caprace-
Re´my complete Kac-Moody groups G [12]. The reason why we study cocompact
lattices in rank 2 only is that in rank n, with n ą 2, there are no cocompact lattices,
except in a certain special case already described by Caprace-Monod [14]. Other
known lattices in rank 2 groups include lattices discovered by Capdeboscq-Thomas
[13], Carbone-Garland [16], Re´my-Ronan [45], Gramlich-Horn-Mu¨hlherr [28].
7.3.1 Cocompact lattices in pG
We concentrate on rank 2 Kac-Moody groups over a finite field Fq, where q “ pa,
for some prime p. Let G denote the minimal such Kac-Moody group. Keeping the
notation as in Section 7.2 G “ GDpFqq, where D is a root datum of type A and A
is a generalised Cartan matrix. Since G is of rank 2, A is a 2ˆ 2 matrix of the form
A “
¨˝
a11 a12
a21 a22
‚˛“
¨˝
2 a12
a21 2
‚˛,
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with a12, a21 P Zď0. We make the additional assumption that maxpa21, a12q ď ´2.
As before we have groups X , Y and sets Π and Π_, where Y is a finitely generated
free abelian group, X – HomZpY,Zq is its dual group, Π “ tα1, α2u Ă X is the set
of simple roots and Π_ “ tα_1 , α_2 u Ă Y the set of simple coroots. Additionally,
αipα_j q “ aji for all i, j P t1, 2u. The Weyl group of G in this case is the infinite
dihedral group
W “ xs1, s2 | s21 “ s22y.
Consequently we have the set of real roots Φ “ W pΠq “ twα1,wα2 | w P W u. As
before Φ “ Φ` YΦ´, where Φ` is the set of positive real roots and Φ´ is the set of
negative real roots. In the current setting, the set Φ` can be decomposed further
[12]:
Φ` “ Φ1` Y Φ2`,
where the union is disjoint and
Φ1` :“ tα1, s1α2, s1s2α1, s1s2s1α2, ..., rs1s2snα1, rs1s2sns1α2, ...u,
Φ2` :“ tα2, s2α1, s2s1α2, s2s1s2α1, ..., rs2s1snα2, rs2s1sns2α1, ...u,
where rsisjsm :“ sisjsi . . . (there are m symbols on the right hand side). We also
have the sets ´Φ1` :“ t´α | α P Φ1`u and ´Φ2` :“ t´α | α P Φ2`u.
The root subgroups are Uα – pFq,`q. As in Section 7.2.1 we have the
subgroups
B “ U ¸H, N “ xs˜1, s˜2, Hy
with the triple pB,N, Sq, where S is the generating set of the Weyl group W of G,
forming a pB,Nq-pair for G. We also have standard maximal parabolic subgroups
of G:
Pi :“ Bxs˜iyB, for i “ 1, 2,
where s˜i “ p¯i´1psiq. Similar to Example 7.1.6, in the current setting the building
BT of G is a pq` 1q-regular tree with vertices corresponding to the G-conjugates of
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the parabolics Pi, i “ 1, 2, and edges corresponding to conjugates of B [16]. Denote
the set of vertices by BT0 and the set of edges by BT1. Again similar to Example
7.1.6, there are two types of vertices in BT0 - one corresponding to cosets of P1, and
the second one corresponding to cosets of P2 [16], [12].
In Section 7.2 we explained there are different topologies one can put on a
Kac-Moody group to make it into a topological group. We would be interested in
the Caprace-Re´my completion G of G, and in the local pro-p completion pG. Both
groups G and pG are locally compact totally disconnected. If we want to discuss the
two groups in parallel, we will use the notation rG. The sets Φ1` and Φ2` defined
above give rise to the following elementary abelian p-subgroups of G:
Ui :“ xUα | α P Φi`y and ´ Ui :“ xUα | ´ α P Φi`y, for i “ 1, 2.
The building BT of G has a unique end i determined by the simple root αi, i P t1, 2u
[12]. The groups U1 and ´U2 fix 1 and U2 and ´U1 fix 2 [12]. We also have the
properties rU1,´U2s “ 1 and U1 X ´U2 “ 1. The same holds true for U2 and ´U1
[12]. Consider the subgroups of rG
U1 :“ clpU1 ˆ´U2q and U2 :“ clp´U1 ˆ U2q,
where clp q denotes the closure in the relevant topology. Note that U2 “ s1U1s´11 .
As from now on we will only be interested in conjugates of U1, without loss of
generality we fix U :“ U1.
Recall the following definition:
Defintion 7.3.1. ([12], [2]) Let H be a locally compact group with a left Haar
measure µ (note that µ is not normalised). A lattice Γ in H is a discrete subgroup
Γ ď H, such that ΓzH has a left H-invariant Haar measure. Furthermore, a lattice
Γ ď H is called cocompact if ΓzH is compact.
To inverstigate cocompact lattices in a complete Kac-Moody group rG we
want the elemets of order p in rG to satisfy certain properties. We propose the
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following definition:
Defintion 7.3.2. We say that a complete Kac-Moody group rG is p-well-behaved, if
the following conditions hold:
(P1) Cocompact lattices in rG do not contain p-elements.
(P2) Any element of order p in rG is contained in a conjugate of the subgroup U .
The first main aim of this section is to prove that the local pro-p completionpG of G is p-well-behaved. It is an open conjecture that G is p-well-behaved [12].
Lemma 7.3.3. Let U “ xUα | α P Φ`y, and U1 and U2 be as above. Then U is a
free product of U1 and U2.
Proof. By [54, Proposition 4], U is an amalgamated product of U1 and U2 along
their intersection U0 “ U1 X U2. However, as remarked above U0 “ 1. The result
follows.
As the name suggests, the local pro-p completion is a local version of the
pro-p completion of a group. However, for the subgroup U ď G it turns out that its
local pro-p completion pU is in fact its full pro-p completion [11]. Ribes and Zalesskii
define the following product for pro-p groups:
Defintion 7.3.4. [47, 9.1] Let tGiuiPI be a collection of pro-p groups. Then their
free pro-p product is a pro-p group G and continuous homomorphisms ϕi : Gi Ñ G,
such that for any pro-p group K and any continuous homomorphisms ψi : Gi Ñ K,
there exists a unique continuous homomorphism ψ : G Ñ K making the diagrams
commute:
G
Gi K
ψ
ϕi
ψi
We denote the free pro-p product by >.
Theorem 7.3.5. Any element of order p in pG is contained in a conjugate of the
subgroup U of pG. In particular, pG satisfies (P2).
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Proof. Let g P pG be an element of order p. Then g lies in a conjugate of the Sylow
pro-p subgroup pU of pG [11]. Thus, without loss of generality we may assume that
g P pU . By Lemma 7.3.3, U “ U1 ˚ U2 and, thus, pU “ {U1 ˚ U2. As taking a pro-p
completion commutes with taking a free pro-p product we have [47, 9.1.1]:
pU “ {U1 ˚ U2 – xU1 >xU2.
Note that the completions pUi are profinite groups. Also as Ui ď U , then clpUiq ď pU
and thus clpUiq are closed subgroups of a profinite group, hence profinite. Thus
clpUiq – pUi, for i “ 1, 2. Hertfort and Ribes [29] show that if a group decomposes as
a free pro-p product of two groups, then all the torsion is contained in a conjugate
of one of the factors. Hence, g is contained in a conjugate of one of pUi, i “ 1, 2.
Since U “ clpU1 ˆ´U2q, the proof is now complete.
Our next step is to explain why in pG Property (P2) implies Property (P1).
We begin our investigation with a lemma.
Lemma 7.3.6. Let G be a minimal Kac-Moody group of rank 2 over Fq, pG its local
pro-p completion and G its Caprace-Re´my completion. Let
C :“ Cp pG, pUq “ č
gP pG
g pUg´1 .
Then pG{C – G
as topological groups.
Proof. Recall that for two groups to be isomorphic as topological groups, we need
to show existence of a continuous abstract group isomorphism with a continuous
inverse. Let pi : pG G be the natural map. This is an open continuous homomor-
phism with kernel kerppiq “ C [11]. Consider the group pG{C as a topological group
with respect to the quotient topology coming from pG. We have a commutative
diagram
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pG G
pG{C
pi
θ spi ,
where θ is the quotient map and spi is the natural map induced by pi and factoring
through θ. Note that since kerppiq “ C, spi is in fact an isomorphism of abstract
groups. Moreover, the map θ is a continuous, open surjection [30, 5.16, 5.17]. Since
θ is surjective, it has a left inverse, i.e., a map h : pG{C Ñ pG, such that θ˝h “ id pG{C .
Take N Ď G to be an open subset, then
pi´1pNq “ θ´1`p¯i´1pNq˘ “ h`p¯i´1pNq˘.
Thus,
θ
`
pi´1pNq˘ “ θ ˝ h`p¯i´1pNq˘ “ p¯i´1pNq.
Since pi is continuous and θ is open, p¯i´1pNq is open, and so spi is continuous. Fur-
thermore, spi also has a continuous inverse. Let ψ :“ spi´1. Take an open L Ď pG{C.
We have
ψ´1pLq “ p¯ipLq “ p¯i`θ ˝ hpLq˘ “ pi ˝ hpLq “ pi ˝ θ´1pLq.
By continuity of θ and openness of pi, ψ´1pLq is open, finishing the proof.
To establish Property (P1) for pG we need to work a little harder. Recall
that a topological space is first countable if every point has a countable basis of
neighbourhoods. A topological space X is metrizable if there exists a metric d on
X, such that pX, dq is a metric space and the topology on X is induced by the
metric. We make the following claim for our complete Kac-Moody group pG:
Proposition 7.3.7. The group pG is metrizable.
Proof. A topological group is metrizable if and only if it is first countable [30, 8.3].
Since left and right translations in a topological group are homeomorphisms [30,
4.2] and pU is open in pG, to show first countability of pG, it is enough to show it forpU . Recall that pU is the full pro-p completion of U . Thus, it is a profinite group and
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a profinite group is first countable if it admits a countably infinite generating set
which converges to 1 [47, Remark 2.6.7]. By Lemma 7.3.3,
pU “ {U1 ˚ U2 .
Since Ui is an elementary abelian p-group, it is a countably dimensional vector space
over the field Fq. Its Fp-basis e
piq
k forms a countable generating sequence, converg-
ing to 1 in the pro-p-topology. It follows that e
p1q
1 , e
p2q
1 , e
p1q
2 , e
p2q
2 . . . is a countable
generating sequence of pU , converging to 1, finishing the proof.
The main point for us is that in a metrizable topological space X compactness
is equivalent to sequential compactness, in particular, every sequence in X has a
convergent subsequence, whose limit lies in X.
Proposition 7.3.8. (cf. [12, Cor. 4.3.])
Let u be an element of U . Then there exists g P pG, such that the sequence
xn :“ gnug´n , n P N,
has a limit point in C, where C “ kerppiq with pi : pGÑ G as in Lemma 7.3.6.
Proof. Capdeboscq and Thomas prove ([12, Cor. 4.2]) that if u is any non-trivial
element of any G-conjugate of U , there exists an h P G, such that
lim
nÑ8h
nuh´n “ 1G.
Let pi : pGÑ G be the homomorphism from Lemma 7.3.6. Using [12, Cor. 4.2] and
the surjectivity of pi, we know there exists a g P pG, such that
lim
nÑ8pipxnq “ limnÑ8pipgq
npipuqpipgq´n “ 1G.
Take a compact open subgroup K ď pG. The map pi is open, so pipKq is an open
neighbourhood of 1G. Thus, there exists N P N, such that pipxnq P pipKq, for all
n ą N . As G – pG{C, xn P KC, for all n ą N . Since C ď pU ď pG, and pU is a
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compact (since it is profinite), open and closed (since every open subgroup is also
closed) subgroup of G, C is a closed compact pro-p subgroup of pG. Thus, as a
product of compact sets KC is compact. By sequential compactness pxnq contains
a convergent subsequence pynq in KC. Its limit z “ limnÑ8 yn must belong to C
because pipzq “ limnÑ8 pipynq “ limnÑ8 pipxnq “ 1G and C “ kerppiq.
We are nearly ready to prove property (P1) for pG. The final ingredient we
need is the following result for cocompact lattices:
Lemma 7.3.9. (cf. [26, p. 10]) Let Γ ď pG be a cocompact lattice. For each u P Γ
its conjugacy class
u
pG “ tg´1ug | g P pGu
is a closed subset of pG .
Proof. Let us show that Γ admits a compact fundamental domain rK in pG, i.e., a
compact subset rK such that pG “ Γ rK. Take a compact open subgroup K ď pG.
Consider the quotient map θ : pG  Γz pG. For each x P pG the set ΓxK is open and
Γ-equivariant. By the definition of the quotient topology, θpxqK “ θpΓxKq is open
in Γz pG. Thus, tθpxqK | x P pGu is an open cover of Γz pG. But Γ is cocompact, so we
can choose a finite subcover tθpxiqK | i “ 1, . . . , nu. It follows that rK :“ Ťni“1 xiK
is a compact fundamental domain.
The rest of the argument follows Gelfand, Graev and Piatetsky-Shapiro [26,
p. 10]. Take x P clpu pGq. Since pG is first countable, there exists a sequence pg´1i ugiq
with gi P pG, i P N, convergent to x. Since pG “ rKΓ, we can write each gi as uiki
for some ui P Γ, ki P rK. Since rK is compact and first countable, we can choose a
convergent subsequence of pkiq. Thus, without loss of generality pkiq converges to
some k P rK. Observe that
u´1i uui “ kig´1i ugik´1i “ kipg´1i ugiqk´1i ÝÑ kplim g´1i ugiqk´1 “ kxk´1 .
Since Γ is discrete, u´1n uun “ kxk´1 for all sufficiently large n, so that x P u pG.
Lemma 7.3.10. With notation as in Lemma 7.3.9, the set pipuqG is closed in G.
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Proof. Observe that, as C is compact, the quotient map θ : pGÑ pG{C is closed [30,
5.18]. It follows from Lemma 7.3.6 that the natural map pi : pGÑ G is closed. Thus,
the set pipu pGq “ pipuqG is closed for every u from any cocompact lattice Γ.
Theorem 7.3.11. A cocompact lattice in pG does not contain elements of order p.
Proof. Let Γ ď pG be a cocompact lattice. Consider u P Γ, such that u has order p.
By the proof of Theorem 7.3.5, u is contained in a conjugate of xU1 or xU2. Without
loss of generality, u P xU1. By Proposition 7.3.8 there exists a g P pG, such that the
sequence
xn :“ gnug´n, n P N,
has a limit point x P C. By construction, the sequence pxnq lies in the closed set u pG.
Thus x P u pG X C. Since C acts trivially on the Bruhat-Tits building of G, so does
x. This is a contradiction: elements of xU1 do not act trivially on the Bruhat-Tits
building of G - they only fix the end 1.
Theorem 7.3.11 and Theorem 7.3.5 tell us that:
Corollary 7.3.12. pG is p-well-behaved.
There is a surprising connection between lattices in pG and G. In general, if we
are given two locally compact groups and a continuous homomorphism ϕ : H Ñ H 1,
there is no reason why for a lattice Γ ď H, its image ϕpΓq should be a lattice of H 1.
The same statement is true if we take a lattice Γ1 ď H 1 and look at its preimage
under ϕ. However, for pG and G we can push and pull lattices along the map pi
defined in Lemma 7.3.6. Let us begin with our pushing procedure.
Proposition 7.3.13. Let θ : H Ñ H 1 be a continuous homomorphism of locally
compact groups, such that K – kerpθq is compact and the image is cocompact and
closed. If Γ is a cocompact lattice in H, then θpΓq is a cocompact lattice in H 1.
Proof. Suppose that θpΓq is not discrete. Then we can pick a net pxiq Ď Γ such that
the net pθpxiqq converges to some a R θpΓq. Choose a compact open subgroup V ď
H 1. There exists an ordinal L, such that θpxiq P aV and, consequently, xi P θ´1paV q
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for all i ě L. Notice that θ´1paV q is compact because Kzθ´1paV q – aV X θpHq
and both K and aV X θpHq are compact. As every net in a compact space has a
convergent subnet, we can find a subnet pyjq of pxiq which converges in θ´1paV q.
But as pxiq Ď Γ by assumption, and Γ is discrete, the net yj is eventually constant,
i.e., there exists an ordinal M, such that yj “ yM for all j ě M. This yields a
contradiction to our assumption a R θpΓq:
a “ lim
iÑ8 θpxiq “ limiÑ8 θpyjq “ θpyMq P θpΓq.
Let us move on to cocompactness of θpΓq. We have a continuous map
ϕ : θpΓqzH 1 Ñ θpHqzH 1.
For every θpHqzh P θpHqzH 1, the fibre ϕ´1pθpHqhq “ tθpΓqh˜ | θpHqh˜ “ θpHqhqu.
In other words, fibres of all points are homeomorphic to θpΓqzθpHq which is compact
as θ is continuous. Thus, we have a fibration (or a fibre bundle)
θpΓqzθpHq 99K θpΓqzH 1 ϕÝÑ θpHqzH 1 ,
whose base θpHqzH 1 and whose fibres θpΓqzθpHq are both compact. To finish the
proof, it is enough to show that the map ϕ is proper. Choose an open cover tUiu
for θpHqzH 1. Let ϕi : ϕ´1pUiq Ñ Ui. This map (up to homeomorphism) is equal to
the projection pi : Ui ˆ θpΓqzθpHq Ñ Ui, which is a proper map [8, I.10.2]. Thus, ϕ
is also proper [8, I.10.2].
With notation as before, we make the following observation:
Lemma 7.3.14. If Γ is a cocompact lattice in pG, then ΓX C “ t1 pGu.
Proof. First note that ΓX C is finite since Γ is discrete and C is compact and first
countable. Since pU is a Sylow pro-p subgroup of pG, then C – Ş
gP pG gpUg´1 is the
intersection of Sylow p-subgroups of pG. Thus, every finite order element in Γ X C
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must have order pk, for some k. But pG is p-well-behaved, in particular, cocompact
lattices do not contain elements of order p. It follows that ΓX C “ t1 pGu.
Corollary 7.3.15. If Γ ď pG is a cocompact lattice, then pipΓq – Γ. In particular,
the cocompact lattice pipΓq ď G contains no elements of order p.
Proof. As before let pi : pGÑ G. By Lemma 7.3.6 pG{C – G and since ΓXC “ t1 pGu,
it follows that Γ – pipΓq. Since cocompact lattices in pG do not contain elements of
order p, the same is true for their isomorphic images.
Our last observation tackles the pulling of cocompact lattices from G to pG.
Proposition 7.3.16. Recall that G denotes the minimal Kac-Moody group of rank
2. Let Γ ď G be a cocompact lattice in G. Then Γ is also a cocompact lattice in pG.
Proof. Suppose Γ ď pG is not discrete. Then there exists a sequence xn P Γ con-
vergent to a P pG, such that a R Γ. Since pipaq “ limnÑ8 pipxnq and since Γ ď G is
discrete, pipaq P Γ and the sequence pipxnq is eventually equal to pipaq. Thus, there
exists N , such that xn P aC for all n ě N . Moreover, xn P aC X G for all n ě N
since Γ Ď G.
We claim that the set aC XG has at most one element. Consider two of its
elements ag and ah, with g,h P C. Then pagq´1ah “ g´1h P C XG. But G ď G
and C XG “ t1u. Thus, C XG “ t1u, hence g´1h “ 1 and |aC XG| ď 1. It follows
that xn “ xN for all n ě N and a “ xN P Γ, a contradiction, showing that Γ is
discrete in pG.
Let
ϕ : Γz pGÑ ΓzG, Γg ÞÑ Γpipgq.
Clearly ϕ is surjective. Observe that the fibers ϕ´1pgq “ gC. Thus, every fiber is
homeomorphic to C and is compact. Thus, once again we have a fibration:
C 99K Γz pG ÝÑ ΓzG.
Repeating the argument from Proposition 7.3.13 finishes the proof.
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7.3.2 Covolumes of cocompact lattices
In this section we follow Bass and Lubotzky with notation and conventions [2].
The theorem presented is original work and it appears in the joint paper of Inna
Capdeboscq, Dmitriy Rumynin and the author of this thesis [10].
Defintion 7.3.17. [2, 1.5] Let H be a locally compact group acting on a set X with
compact open stabilisers Hx, x P X, and let Γ ď H be a discrete subgroup. The
covolume of Γ is defined as
νolpΓzzXq :“
ÿ
rxsPΓzX
1
|Γx| ,
where Γx “ Hx X Γ.
Note that ΓzzX is a notation which can be interpreted as a “weighted quo-
tient”. More precisely, one can think of ΓzzX as the quotient ΓzX with the “weight”
1{|Γx| attached to each element Γx of ΓzX [2].
The covolume of Γ is finite if and only if Γ is a lattice (forcing H to be
unimodular) and
µpHzzXq :“
ÿ
rxsPHzX
1
µpHxq ă 8,
where µ is a right-invariant Haar measure on H. In this case, we can choose µ on
H in such a way that (see [2, 1.5])
νolpΓzzXq “ µΓzHpΓzHq.
We wish to consider covolumes of cocompact lattices in pG and G. Recall
that a rank 2 Kac-Moody group over a finite field Fq, where q “ pa for some prime
p, has a building BT which is a pq`1q-regular tree. The set of vertices BT0 consists
of conjugates of the parabolic subgroups P1 and P2 described in Section 7.3.1. Let
xi denote the vertex corresponding to Pi and rxis its equivalence class under the
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action of G, i “ 1, 2. Then
GzBT0 “ rx1s \ rx2s.
Both G and pG act on BT . Abusing notation we also write rxis for the G and pG
equivalence classes of xi.
Proposition 7.3.18. It is possible to normalise the Haar measures pµ on pG and µ
on G in such a way that
pµpΓz pGq “ µpΓzGq “ ÿ
rxsPΓzBT0
1
|Γx|
for any cocompact lattice Γ ď pG, where, by abuse of notation, pµ and µ are also the
induced measures on Γz pG and ΓzG correspondingly.
Proof. First note that as pG and G are both locally compact totally disconnected
groups, they indeed admit left (and right) Haar measures.
Now, if there exist no cocompact lattices, the statement is tautologically true.
So suppose Γ ď pG is a cocompact lattice. Then pipΓq – Γ is a cocompact lattice in
G. Thus, the groups are unimodular [2]. The group G acts on BT and the stabilisers
Gx for all x P BT0 are compact open subgroups. In particular, µpGxq ă 8. Thus,
µpGzzBT q “
ÿ
rxsPGzBT0
1
µpGxq “
1
µpGx1q
` 1
µpGx2q
ă 8,
where x1 and x2 are representatives of the orbits of P1 and P2 in G respectively. It
follows that µ can be normalised so that
µpΓzGq “
ÿ
rxsPpipΓqzBT0
1
|pipΓqx| “
ÿ
rxsPΓzBT0
1
|Γx| .
Now consider the orbits of x1 and x2 under the action of pG. Again, we have compact
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open stabilisers pGx, for every x P BT0. By the same argument as above
µp pGzzBT q “ ÿ
rxsP pGzBT0
1pµp pGxq ă 8.
Consequently, pµpΓz pGq “ ÿ
rxsPΓzBT0
1
|Γx| “ µpΓzGq
as required.
We finish the discussion on lattices with the following theorem:
Theorem 7.3.19. Let A be a symmetric 2 ˆ 2 generalised Cartan matrix with all
|aij | ě 2. Let D be a simply-connected root datum of type A. The following state-
ments hold for the corresponding (to D) locally pro-p-complete Kac-Moody group pG
over the field of q “ pa elements:
1. pG admits a cocompact lattice.
2. If q ě 514, then there exist δ P t1, 2, 4u, such that
mintpµpΓz pGq | Γ is a cocompact latticeu “ 2pq ` 1q|ZpGq|δ .
Proof. In [12, Th. 1.1] Capdeboscq and Thomas classify, and, in particular, show
existence of, edge-transitive cocompact lattices in the complete rank 2 Kac-Moody
group G over Fq with a symmetric generalised Cartan matrix. Using Corollary 7.3.15
we can pull these lattices to pG, thus proving Statement (1). To prove Statement
(2) we use [12, Th. 1.3], where covolumes of lattices in G are computed. To obtain
the covolumes in pG, we apply Proposition 7.3.18. This finishes the proof of the
theorem.
Capdeboscq and Thomas also classify edge-transitive p-well-behaved cocom-
pact lattices in G [12]. Now Corollary 7.3.15 and [12, Th. 1.3] together give us a
classification of edge-transitive cocompact lattices in pG.
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7.4 Representations of Kac-Moody groups
All the material in this section is original, unless otherwise stated. It is taken from a
joint paper by Dmitriy Rumynin and the author of this thesis [32]. The aim of this
section is to study projective resolutions of smooth representations of groups with
generalised pB,Nq-pairs, as well as complete Kac-Moody associated to a root datum
D and a finite field Fq by constructing appropriate simplicial sets on which those
groups act, in order to apply Theorem 5.3.1. The field F as in Chapters 4, 5 and 6
over which we consider smooth representations appears again. We put appropriate
restrictions on it characteristic as we go along. If the field K appears, will be the field
to which we have an associated minimal Kac-Moody group. This field is completely
arbitrary and no restrictions on its characteristic apply.
7.4.1 Groups with a generalised pB,Nq-pair
In Section 7.2 we defined groups with a pB,Nq-pair structure. Now we want to look
at a similar class. Following Iwahori [35], we propose the following definition:
Defintion 7.4.1. [35] A generalised pB,Nq-pair on a group G is a triple pB,N, Sq
satisfying the following conditions:
(i) B and N are subgroups of G, H “ B XN is a normal subgroup of N .
(ii) N{H “ Ω˙W , where Ω is a subgroup and W is a normal subgroup.
(iii) W is generated by the set S. The elements of S have the following properties:
(iii.1) For any t in Ω˙W and any s P S we have 9tB 9s Ă B 9t 9sB YB 9tB where 9t
and 9s are elements of G lifting t and s.
(iii.2) s2 “ 1 and 9sB 9s´1 ‰ B for all s P S.
(iv) aSa´1 “ S for all a P Ω.
(v) 9aB 9a´1 “ B for all a P Ω and B 9a ‰ B for any a P Ωzt1u.
(vi) G is generated by B and N .
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As usual W is called the Weyl group of G. Similarly to the case of groups with
standard pB,Nq-pairs pW,Sq is a Coxeter system. We call Ω ˙W the generalised
Weyl group of G.
Given a group G with a generalised pB,Nq-pair, we can always find a smaller
group G0 inside G which has a pB,Nq-pair. More precisely, define G0 :“ BWB.
Then the following statements hold:
Lemma 7.4.2. [35]
1. G0 is a normal subgroup of G and G{G0 – Ω.
2. pB,N0q is a pB,Nq-pair for G0, where N0 “ N XG0. The Weyl groups of G0
and G are the same.
3. The automorphism of G0 defined by conjugation by an element g P G preserves
the pB,Nq-pair up to conjugacy in G0, i.e., there exists g0 P G0, such that
gBg´1 “ g0Bg´10 and gN0g´1 “ g0N0g´10 .
Let G be a group with a generalised pB,Nq-pair and G0 ď G be the subgroup
admitting a pB,Nq-pair. It follows that there exits a building BT for G0, associated
to its pB,Nq-pair. By Part (3) of Lemma 7.4.2 BT admits a well-defined simplicial
action of G. By definition of BT the fundamental apartment of BT is the Coxeter
complex ΣpW,Sq of pW,Sq. Hence, there exists a colouring which identifies each
vertex of the fundamental chamber with an element of S. Let G1 be the subgroup
of G that consists of all elements whose action on BT is type (colour)-preserving.
Lemma 7.4.3. The following statements hold in the notations above.
1. G1 is a normal subgroup of G containing G0.
2. If K is the kernel of the G-action on BT , then G1 “ KG0.
3. pKB,N1q is a pB,Nq-pair for G1, where N1 “ N XG1.
4. The buildings and the Weyl groups of G0 and G1 are the same.
5. pKB,Nq is a generalised pB,Nq-pair for G with the same Weyl group pW,Sq.
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6. If S is finite and the generalised Weyl group for the pair pKB,Nq is Ω1˙W ,
then the constituent group Ω1 is finite.
Proof. Statement (1) is straightforward: G0 Ď G1 since the action of G0 on BT is
type-preserving. If g P G, g1 P G1, then the element g´1g1g is clearly in G1 - if g
changes the colouring, g´1 changes it back to the original one.
Since K ď G is the kernel of the G-action on BT , then K acts trivially on
BT . Thus, all elements in KG0 preserve the colouring and so KG0 Ď G1. Let
g P G1. By Lemma 7.4.2 (3) there exists a g0 P G0, such that gBg´1 “ g0Bg´10
and gN0g
´1 “ g0N0g´10 . This means that g and g0 act on BT in the same way.
Hence, we can write g “ k0g0, for some k0 P K and conclude G1 Ď KG0, finishing
the proof.
Since pB,NXG0q is a pB,Nq-pair for G0 by Lemma 7.4.2 (2) and G “ KG0,
Part (3) follows.
Let Σ be an apartment of BT and let pW,Sq denote the Weyl group of G
and G0 (the Weyl groups of G and G0 coincide by Lemma 7.4.2). By definition W
consists of the type-preserving automorphisms of Σ. Since G1 also acts by preserving
the colouring, and G1 “ KG0, where K acts trivially, it follows that the Weyl groups
of G0 and G1 are the same. However, as the fundamental apartment of the building
of G1 is the Coxeter complex of its Weyl group, the statement follows.
The proof of the first part of (5) is a straightforward consequence of the fact
that pB,N, Sq is a generalised pB,Nq-pair for G and the definitions of G0 and G1.
Since the Weyl groups of G and G1 are the same, the only difference between the
two generalised pB,Nq-pair structures of G is the group Ω in the definition of the
generalised Weyl group. In the case of the generalised pB,Nq-pair pKB,N, Sq this
is N{H – Ω1 ˙W , where Ω1 – G{G1.
To prove (6), consider two elements g,h P G changing the colouring in the
same way. Then the element gh´1 does not change the colouring and hence gh´1 P
G1. In other words, we have an injective map:
Ω1 – G{G1 ÝÑ Sn,
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where n “ dimpBT q “ |S|.
Following we make the following definition:
Defintion 7.4.4. [44] Let pW,Sq be a Coxeter system. The presentation diagram
ΓpW,Sq is a graph with vertex set S “ ts1, . . . , snu and edges labelled by mij if
mij ă 8, where mij is the order of sisj in W .
Note that the connected components of ΓpW,Sq correspond to the special
subgroups of W which appear as factors in its free product decomposition [44].
Thus, we propose the following definition:
Defintion 7.4.5. A connected component of pW,Sq is a subgroup pW 1, S1q, where
W 1 ďW , S1 Ď S, such that pW 1, S1q is a Coxeter system whose presentation diagram
ΓpW 1, S1q is a connected component of the presentation diagram ΓpW,Sq of pW,Sq.
If the connected component pW 1, S1q is a finite Coxeter group, we say that it is a
connected component of finite type.
Now let us go back to our setting of a group G with a generalised pB,Nq-pair
pB,N, Sq. Let W be the Weyl group of G and G0. We know that pW,Sq is a Coxeter
system. Suppose that the set S is finite and let S “ ts1, . . . , snu. Let K be the
kernel of the action of G on the building BT of G0 (coming from the pB,Nq-pair of
G0). Even though G acts on BT , the building BT has the downside that it does not
have to be contractible or to admit a contractible geometric realisation. In order
to apply our results from Chapter 5 we need |BT | to be contractible. Thus, we
now proceed to define a new simplicial set, D‚, on which G acts, such that |D| is
contractible. Let G “ G{K.
Defintion 7.4.6. (cf. [50]) Suppose that pW,Sq splits into connected components
pWi, Siq, i “ 1, . . . , l, with W “W1ˆ . . .ˆWl. Let P be a parabolic subgroup of G
and P – P {K. We call the pair H ď P a marked parabolic of G if P “ P1ˆ . . .ˆPl
is a parabolic of finite type and H “ H1ˆ . . .ˆHl, where Hi “ t1u if Pi ‰Wi, and
Hi is a Borel subgroup if Pi “Wi.
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Let SphpSq denote the set of all spherical subsets of S (i.e., J Ď S, such
that the special subgroup WJ “ xJy of W is finite). Using SphpSq, we would like
to define a partially ordered set PpGq.
Defintion 7.4.7. (cf. [50]) With notation as above, there is a set PpGq defined as
follows:
1. If pW,Sq has no connected components of finite type, then PpGq is the set of
all proper spherical parabolic subgroups PJ ď G.
2. If pW,Sq splits into connected components with some components of finite
type, then PpGq is the set of all marked parabolics of G.
Note that in either case the set PpGq is partially ordered. In case (1) PJ0 ĺ
PJ1 if J0 Ď J1, for some J0, J1 P SphpSq. In case (2) pHJ0 ď PJ0q ĺ pHJ1 ď PJ1q if
HJ1 Ď PJ0 Ď PJ1 . We write PJ0 ĺHJ0 PJ1 .
Defintion 7.4.8. (cf. [50]) The Davis building of a group G with a generalised
pB,Nq-pair pB,N, Sq is the simplicial set D‚ “ pDnq, where Dn the set of all chains
of length n` 1 in PpGq, i.e.,
Dn “ tPJ0 ĺ PJ1 ĺ ... ĺ PJnu.
We also have the sets Dpnq of proper chains:
Dpnq “ tPJ0 ă PJ1 ă ... ă PJnu.
The definition remains the same if pW,Sq has components of finite type, but we
substitute the parabolics PJi in the definition of n-simplices above with marked
parabolicsHJi ď PJi . The geometric realisation |D| ofD‚ is the geometric realisation
of the partially ordered set PpGq.
Since all parabolics are conjugates of standard parabolics PJ , some J Ď S,
then an arbitrary n-simplex in D‚ will look like
g0PJ0g
´1
0 ĺ . . . ĺ gnPJng
´1
n ,
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with PJ0 ĺ PJ1 and g
´1
0 g1 P PJ1 . Using the bijection [7, V.2B, Corollary]
tgP,g P G0, P parabolic subgroupu ÐÑ tgPg´1,g P G0, P parabolic subgroupu,
we can rewrite the chain above as
g0PJ0 ĺ . . . ĺ gnPJn ,
with PJ0 ĺ PJ1 and g
´1
0 g1 P PJ1 . The marked case is similar, we just substitute
parabolics with marked parabolics.
The group G acts on PpGq and, hence, on D‚, by conjugation. We can
explicitly compute the stabilises of simplices under this action.
Lemma 7.4.9. Let x “ rg0PJ0 ĺ . . . ĺ gnPJns P Dn. The stabiliser Gx is equal to
g0BΩxWJ0Bg
´1
0 , where Ωx “
Şn
i“0 ΩJi and ΩJ is the stabiliser of J . In the marked
case, B “ HJ0.
Proof. By the definition of the partial order, for every i ď n, there exists an element
pi P PJi with g´1i´1gi “ pi. Recursively we can write gi “ g0p1 . . .pi. Hence
pG0qgiPJi “ giPJig´1i “ g0p1 . . .piPJip´1i . . .p´11 g´10 “ g0PJig´10 ,
since PJk Ď PJi for all k ď i. This allows us to compute the stabiliser in G0:
pG0qx “
nč
i“0
pG0qPJi “
nč
i“0
g0PJig
´1
0 “ g0PJ0g´10 .
Now, we move on to Gx. For every subgroup P of G containing B, there exists a
unique subset J Ď S and a unique subgroup Ω1 of Ω, such that P “ BΩ1WJB [35].
The subgroup g´10 Gxg0 contains B, hence, it is one of these subgroups. Moreover,
as we know its intersection with G0, we can conclude that
g´10 Gxg0 “ Gg´10 ¨x “ BΩ
1WJ0B “
ď
uPΩ1
B 9uWJ0B
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for some subgroup Ω1 ď Ω. Clearly, u P Ω1 if and only if its lifting 9u stabilises all
cosets in g´10 ¨ x, i.e., all PJi . Thus, Ω1 “
Şn
i“0 ΩJi .
7.4.2 Topological groups of Kac-Moody type and their projective
resolutions
Using our knowledge of generalised pB,Nq-pairs, we propose the following definition.
Defintion 7.4.10. A topological group G is a topological group of Kac-Moody type
if it admits a generalised pB,Nq-pair pB,N, Sq, such that:
(1) G is a locally compact totally disconnected topological group.
(2) The set S is finite.
(3) The subgroup B is open in G.
(4) The subgroup B contains the kernel K of the G-action on the building asso-
ciated to the subgroup G0.
(5) If J Ď S is a spherical subset, then PJ{K is compact.
Now we are ready for the main result of this section.
Theorem 7.4.11. A topological group G of Kac-Moody type acts continuously on
its Davis building D‚. Moreover, the stabiliser of each x P Dn is compact modulo
the action kernel K.
Proof. The continuity of action is equivalent to all stabilisers Gx being open. This
follows from Lemma 7.4.9 and B being open.
Since B contains the kernel K, G1 “ G0 by Lemma 7.4.3. Moreover, Lemma
7.4.3 implies that the subgroup Ω is finite. As D‚ incorporates only spherical
parabolic subgroups of G0, each stabiliser Gx is union of finitely many double
cosets B 9wB. Since K is normal, pB 9wBq{K is the quotient topological space of
B{KˆB{K. Thus, each double coset B 9wB is compact modulo K and so is Gx.
We are going to repeatedly use this property of the Davis building, which
was proved by Davis:
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Theorem 7.4.12. [20] If the set S is finite, the geometric realisation |D| of the
Davis building is a CATp0q metric space with a piecewise Euclidean structure.
More precisely, |D| is a unique geodesic space, and thus is contractible. Thus,
the Davis building is the right simplicial set to consider if we would like to investigate
projective resolutions of smooth representations of topological groups of Kac-Moody
type. In particular, a topological group of Kac-Moody type G is locally compact
totally disconnected, so we can look at its category of smooth representationsMpGq
andMApGq, where A ď G is a closed central subgroup of G. With all the knowledge
we gained about G and its Davis building D‚ we can now apply Theorem 5.3.1 in
the current setting.
Corollary 7.4.13. Let G be a topological group of Kac-Moody type, A its central
closed subgroup, such that B{A is compact. The localisation functor for the category
of A-semisimple G-representations over a field F
MApGq –ÝÑ CshG,ApD‚qrΣ´1A s
is an equivalence of categories. Let C ď G be a compact subgroup, such that F is
C-ordinary. Suppose further that the field F is Gx{A-ordinary for any x P D‚, then
proj. dimpMApGqq ď sup
JPSphpSq
|J |
where |J | denotes the cardinality of J .
Proof. The kernel K contains any central subgroup, so certainly A Ď K. Moreover,
B{A is compact if and only if B{K is compact. As B is a parabolic of finite type, this
is true by the axioms of a topological group of Kac-Moody type. Since there exists
a compact subgroup C ď G, such that F is C-ordinary, we can define the Hecke
algebra HpG,F, µCq. Thus, by Proposition 5.1.1 and Theorem 4.5.2, the category
MApGq has enough projectives. By Theorem 7.4.11 G acts on its Davis building
with open compact modulo K, and thus A, stabilisers. By Theorem 7.4.12 |D| is
contractible. So all conditions of Theorem 5.3.1 and Theorem 6.2.5 are satisfied and
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the result follows.
We finish this section with another observation about the class of groups we
have introduced.
Theorem 7.4.14. A topological group of Kac-Moody type G with compact B is
unimodular.
Proof. We can use the compact open subgroup B in Proposition 4.3.4 to compute
the modular function. In particular, ∆pxq “ 1 for all x P B. Part (5) of the
definition of a generalised pB,Nq-pair ensures that ∆p 9aq “ 1 for all a P Ω. If s P S,
then 9s´1B 9s “ 9sB 9s´1, so again ∆p 9sq “ 1. The theorem follows because B, 9S and 9Ω
generate G.
7.4.3 Projective resolutions for complete Kac-Moody groups
Now let G – GDpKq be a minimal Kac-Moody group over a field K, D its root
datum of type A and A the generalised Cartan matrix of size n ˆ n. As discussed
in Section 7.2.1, minimal Kac-Moody groups allow pB,Nq-pair structure and thus
have an associated building BT on which they act. However, neither BT , nor its
geometric realisation has to be a contractible space. Thus, similarly to Section 7.4.2,
we define a Davis building D‚ for minimal Kac-Moody groups and use the property
that |D| is contractible in order to apply our results from Chapter 5. We begin by
defining D‚.
Defintion 7.4.15. Let A be an n ˆ n generalised Cartan matrix. Suppose A is
block diagonal, i.e., A “ A1 ‘ A2 . . . ‘ Al, with Ai generalised Cartan matrices
of size ni ˆ ni and řli“1 ni “ n. Let Di be the root datum corresponding to Ai,
i “ 1, .., l. Then GD “ GD1pKqˆ . . .ˆGDlpKq. We call Ai and GDipKq the connected
components of A and G respectively. If Ai is a generalised Cartan matrix of finite
type, we say that Ai and GDipKq are connected components of finite type of A and
G respectively.
Let pW,Sq denote the Weyl group of G with generating set S. Note that S is
finite, and let S “ ts1, . . . , snu. We have the same notions of special subset, special
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subgroup, spherical subset and parabolics of finite type as in Section 7.4.1. Let us
describe the version of the Davis building for a minimal Kac-Moody group GDpKq,
where D is a root datum of type A and K is a field. Again let K denote the kernel
of the action of G on the building BT corresponding to the pB,Nq-pair of G and
let G “ G{K.
Defintion 7.4.16. [50] Suppose that G splits into connected components G “
G1 ˆ . . .ˆGl. We call the pair H ď P a marked parabolic if P “ P1 ˆ . . .ˆ Pl is a
parabolic of finite type and H “ H1 ˆ . . .ˆHl, where Hi “ t1u if Pi ‰ Gi, and Hi
is a Borel subgroup if Pi “ Gi, where H “ H{K, P “ P {K.
Using the above definitions for a connected component of G and marked
parabolics, we obtain a partially ordered set PpGq defined in the same way as in
Section 7.4.1. Thus:
Defintion 7.4.17. (cf. [50]) The Davis building of a minimal Kac-Moody group G
is the simplicial set D‚ “ pDnq, where Dn the set of all chains of length n ` 1 in
PpGq. The geometric realisation |D| of D is the geometric realisation of the partially
ordered set PpGq.
Now let K – Fq be the field of q “ pa elements, where p is a prime. Let
G “ GDpFqq be a minimal Kac-Moody group. Recall from Section 7.2.2 that in
the situation when the minimal group is defined over a finite field, we can define
completions of G which are locally compact totally disconnected groups. Denote
the corresponding such complete groups by rG. The group rG has a pB,Nq-pair
given by p rB,N, Sq, where rB “ rU ¸ H, with H the torus of G. Thus, there is a
corresponding building BT on which rG acts. As mentioned above, neither BT , nor
its geometric realisation BT is contractible. However, the Davis building D‚ of G
which we constructed above satisfies the property that |D| is contractible.
Let K be the kernel of the action of rG on BT . Then K “ Ş
gP rG gBg´1.
Since rB is open in rG, we can apply Lemma 7.4.9 and Theorem 7.4.11 to conclude
that stabilisers of the action on rG on D‚ are compact modulo K. Hence, we have
the following consequences of Theorem 5.3.1 and Theorem 6.2.5:
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Corollary 7.4.18. Let rG be as above and D‚ be its Davis building. Suppose there
is a compact subgroup C ď rG, such that F is C-ordinary. Further suppose that the
field F is rGx{K-ordinary for any x P D‚, then
proj. dimpMp rGqq ď dimpD‚q and Mp rGq – Csh rGpD‚qrΣ´1s.
Moreover, for A its central closed subgroup, such that rB{A is compact, we have the
equivalence
MAp rGq –ÝÑ CshG,ApD‚qrΣ´1A s.
If the field F is rGx{A-ordinary for any x P D‚, then
proj. dimpMAp rGqq ď sup
JPSphpSq
|J |
where |J | denotes the cardinality of J .
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