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Objetivos y me´todo de estudio: El presente trabajo se enfoca en un problema
aplicado a la industria, el cual se hizo en conjunto con un empresa lider en el giro de
consultor´ıa. El problema consiste en dar a conocer el comportamiento de feno´menos
en los cuales las partes que componen al propio sistema, interactu´an de alguna forma
entre ellos. Estas interacciones que son propias del sistema son de intere´s estudiarlas,
ya que nos proporcionan mayor informacio´n del estado actual del sistema, as´ı como
su comportamiento a futuro.
Para el estudio de este trabajo se realizo´ una simulacio´n el cual representa un sistema
de este tipo, donde las partes o agentes que componen al sistema, cooperan y esta´n
en competencia para lograr un fin en comu´n.
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Resumen xiv
Se plantea el problema como un proceso estoca´stico, bajo la teor´ıa de procesos
de Markov, donde las interacciones de los agentes del sistema , esta´n basados en
probabilidades a las cuales llamamos ”probabilidad de transicio´n”.
Dada la naturaleza del problema, se realizo´ el estudio mediante el ana´lisis de sistemas
y redes complejas, dando lugar como objetivo a los siguientes puntos:
Formular el modelo matema´tico para el caso de una red dirigida.
Implementar el modelo matema´tico del caso dirigido en un software de opti-
mizacio´n (GAMS).
La herramienta de simulacio´n bajo el entorno FLEXSIM para el caso de una
red conexa.
El ana´lisis del modelo de simulacio´n.
Contribuciones y conlusiones: Dar un mayor entendimiento a este tipo de
feno´menos competitivos y cooperativos, estudiando los dos tipos de casos para una
red conexa y una red dirigida, as´ı como:
Formulacio´n del modelo de optimizacio´n
La herramienta del modelo de simulacio´n
Dentro del caso de estudio para una red conexa, la principal contribucio´n es la real-
izacio´n y estudio tanto de una red esta´tica como una red dina´mica la cual, durante
la simulacio´n, en cada fase de transicio´n las probabilidades para cada nodo van var-
iando conforme a una cierta dina´mica establecida.
Firma del asesor:
Dr. J. Arturo Berrones Santos
Cap´ıtulo 1
INTRODUCCIO´N
En la actualidad existen diversos feno´menos para los cuales se desea conocer
y estudiar el comportamiento de sistemas colectivos, compuestos por individuos que
interactu´an conforme a ciertas reglas que pueden cambiar a trave´s del tiempo.
Estos feno´menos de sistemas colectivos, se han vuelto muy populares gracias a
las nuevas tecnolog´ıas de comunicacio´n, tal es el caso de las llamadas redes sociales
como facebook, twitter, conexiones de ligas de internet (WWW) [47], por mencionar
algunos.
Los sistemas sociales son muy dif´ıciles de estudiar, dado que se hallan consti-
tuidos por un gran nu´mero de componentes, razo´n por la cual el estudio de estos
sistemas se analizan mediante simulacio´n. As´ı mismo, estos feno´menos requieren de
modelos explicativos, los cuales puedan dar mayor entendimiento sobre el compor-
tamiento del sistema [21]. Dicho ana´lisis, se basa en el paradigma de simulacio´n
mediante agentes. Para mayor detalle ve´ase [41].
En este trabajo se estudia un problema de feno´menos colectivos, en donde
los agentes que componen al sistema, se encuentran en competencia y colaborando
para lograr un objetivo en comu´n. Se desarrolla un modelo de simulacio´n en el cual
nos permita estudiar feno´menos en competencia, para poder obtener un ana´lisis y
comportamiento del sistema.
El modelo esta´ basado en un juego de futbol, ya que dicha representacio´n
reproduce a la perfeccio´n un sistema tanto colaborativo como competitivo. El sitema
1
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se encuentra conformado por 2 equipos que pueden representar dos organizaciones
que este´n compitiendo para ganar o atraer a un cliente potencial, del mismo modo
puede representar dos a´reas de trabajo o 2 equipos de trabajo que se encuentren
compitiendo por un proyecto a realizarse etc...
Para nuestro caso de estudio (juego de futbol) cada equipo compite entre ellos
y cada agente o jugador que conforma a cada equipo se encuentran colaborando
entre ellos para logral el fin en comu´n de ganar el partido.
1.1 Descripcio´n del Problema
El propo´sito de este trabajo, tiene como objetivo el entendimiento de 2 sis-
temas. El primero, el caso ma´s simple para una Red dirigida, el cual tiene como
objeto de estudio el optimizar la matr´ız de transicio´n subyacente de la topolog´ıa de
una red estoca´stica, para el valor esperado de transicio´nes al que denotamos por τ ,
e´ste puede representar movimientos, pases, pasos, etc.. El segundo, el caso dif´ıcil,
se centra en conocer el comportamiento de un sistema en donde dos organizaciones
este´n en competencia, as´ı como un ana´lisis detallado del mismo. La siguiente imagen
muestra lo anterior.
Figura 1.1: Descripcio´n del problema
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1.1.1 Red Conexa
Para este caso de estudio, se analiza un sistema en la cual, las partes que con-
ponen al propio sistema, se puedan encontrar en coompetencia y/o en colaboracio´n
entre ellos. Dicho ana´lisis se basa en el paradigma de simulacio´n mediante agentes,
ver [15].
En la actualidad, existen situaciones con problemas complejos, en donde estan
involucrados el medio f´ısico, la produccio´n, la tecnolog´ıa, organizacio´n social, etc...
Estas situaciones se caracterizan por la influencia de multiples procesos cuyas inter-
relaciones constituyen la estructura de un sistema que funciona como una totalidad
organizada, a la cual llamamos sistema complejo [22].
El problema que abordaremos en esta seccio´n, se basa en un sistema colec-
tivo en competencia entre dos agrupaciones ya sean, grupos sociales o a un nivel
de organizacio´n, en donde los agentes o individuos que componen a cada grupo u
organizacio´n, trabajan en conjunto, colaborando para lograr un objetivo. En base
a lo anterior, se realiza un modelo de simulacio´n utilizando el software FLEXSIM
[39] que nos permita visualizar y estudiar puntualmente al sistema; e´sto es, anal-
isando las partes que componen al sistema (agentes, individuos), para dar un mayor
entendimiento del comportamiento del mismo.
El problema es modelado bajo la teor´ıa de grafos, representando al sistema
como una red conexa. Una red conexa es un grafo completo en donde cada par de
nodos esta conectado por un arista [7], en otras palabras, todos los nodos de la red,
esta´n conectados contra todos. La Figura 1.2, muestra algunas redes de este tipo.
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Figura 1.2: Ejemplos de Redes Conexas
El caso de estudio en el cual se plantea el ana´lisis para el entendimiento de
sistemas colectivos, esta´ enfocado dentro del a´mbito deportivo, de modo que e´ste
figura un partido de futbol, el cual represententa a la perfeccio´n un sistema de este
tipo [18]. Entonces el modelo de simulacio´n reproduce dicho partido, en donde cada
equipo compuesto por jugadores (agentes) colaboran entre sus compan˜eros para
lograr un fin, que es, el de anotar un gol; al mismo tiempo, estos jugadores compiten
como equipo para ganar el partido.
Se considera un partido de futbol como un sistema multi-agente, dado que
representa un sistema en competencia en tiempo real y por ser muy atractivo dentro
del entorno de la inteligencia artificial y de la investigacio´n multi-agente [28].
El simulador muestra de forma dina´mica la interaccio´n del sistema conforme
transcurre el tiempo, estas interaciones entre los jugadores, se basan en las proba-
bilidades de “pase” o mejor dicho, por la probabilidad de trasicio´n qij de pasar el
balo´n de un jugador a otro.
Dentro del modelo de simulacio´n del sistema en competencia, se reproducen
dos tipos de modelos: un modelo esta´tico en el cual las probabilidades de transicio´n
entre los nodos (jugadores) no cambian durante la simulacio´n y un modelo dina´mi-
co, que muestra el cambio de las probabilidades de transicio´n qij en cada instante
de tiempo para cada jugador. Estas son unas de las caracter´ısticas que muestran los
equipos que se hara´n competir, las cuales se describen en la seccio´n 4.2.1.
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1.1.2 Red Dirigida
Este problema se desprende del estudio que se aborda en la seccio´n anterior,
para el caso del entendimiento del sistema en competencia. Surge como una mejora
entre las organizaciones, grupos o equipos de trabajo, de tal manera que este´n mejor
organizados los individuos de cada equipo para un mayor desempen˜o. Dicho esto, se
tiene el sistema en competencia donde cada agente interactu´a con sus compan˜eros y
e´stas esta´n basadas en las probabilidades de transicio´n para cada uno de los agentes
en el sistema, entonces el problema se enfoca en redisen˜ar estas interacciones qij
para cada uno de los agentes, de tal manera que se mejore el promedio de transi-
ciones entre dos pares de nodos. El objetivo del problema se reduce en encontrar las
porbabilidades qij o´ptimas para cada uno de los agentes de la red que mejoren el
desempen˜o deaseado.
Para el caso de estudio de la seccio´n anterior del ana´lisis de sistemas colectivos,
el problema de optimizar la probabilidad de transicio´n entre los nodos de la red,
representan una mejor ta´ctica de juego, permitiendo llegar a su cometido en un
nu´mero promedio menor de operaciones. Esta estrategia en juegos deportivos de
futbol, se conoce como contragolpe o contra-ataque. Dicho estilo de juego se centra
en pasar el balo´n de portero a delantero lo ma´s rapido posible con el menor nu´mero
de pases, e´sto con el fin de tener mayor posibilidad de anotar un gol.
El problema se modela utilizando el parad´ıgma de la teor´ıa de grafos. Los grafos
se utilizan para modelar, estudiar y optimizar muchos tipos de redes y sistemas,
por ejemplo, redes de ruteo de veh´ıculos, redes ele´ctricas, problemas de transporte,
encontrar la ruta ma´s corta entre dos ciudades, por mencionar algunos [1]. En el
siguiente cap´ıtulo se dara´ una explicacio´n a detalle sobre teor´ıa de grafos.
El movimiento del flujo (pasar el balo´n) que se desea mandar desde el nodo
origen al nodo destino, se hace en una sola direccio´n (hacia adelante), restringiendo
al flujo en un menor nu´mero de pasos. Esta corriente de flujo, esta´ basada en las
probabilidades de transicio´n entre cada nodo las cuales definimos como qij. As´ı cada
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nodo representado en el grafo tendra´ sus probabilidades de transitar hacia los dema´s
nodos siempre y cuando el nodo a transitar sea de mayor indice (j > i). En base
a estas probabilidades se forma la matriz de transicio´n M , en e´sta se definen las
probabilides de transicio´n para cada nodo, desde el nodo inicial al nodo final.
Dada la naturaleza del problema se modela en base a un grafo dirigido, el cual
nos permita representar las caracter´ısticas antes mencionadas. La figura siguiente
muestra una red dirigida y la matriz que define las probabilidades de transicio´n
entre cada par de nodos.

0 q12 q13 q14 q15
0 0 q23 q34 q35
0 0 0 q34 q35
0 0 0 0 q45
0 0 0 0 0

Tabla 1.1: Red dirigida de 5 nodos y matriz de transicio´n correspondiente.
Como se modela el problema mediante grafos dirigidos, siempre existe la forma
de llegar del punto de inicio al punto final; dicho de otro modo, podemos encontrar
siempre un camino que cone´cte a estos dos puntos.
Dado que el problema se modelo mediante grafos dirigidos y a que las tran-
siciones entre los nodos esta´n basadas por la matriz de probabilidad del grafo, el
cambio de fase entre el nodo origen y el nodo destino, se pueden hacer en un nu´mero
finito de operaciones. Para el ejemplo anterior, la siguiente figura muestra algunas
opciones para transitar entre estos par de nodos.
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Figura 1.3: Algunos ejemplos de transiciones del nodo origen al nodo destino
Dicho lo anterio, el objetivo de este problema se centra en encontrar las proba-
bilidades qij o´ptimas para cada nodo, de tal manera que se pueda llegar en promedio,
del punto de origen al punto destino, en una cantidad esperada τ de pasos.
Este problema tiene aplicaciones como el redisen˜o de carreteras que puedan
conectar dos ciudades para un mayor flujo vehicular con el menor tiempo de viaje
posible. Al resolver el modelo que se propone, la solucio´n indicara´ las probabilidades
de transitar entre las ciudades intermedias para tener un mayor flujo vehicular,
as´ı mismo advertira´ la expancio´n o construccio´n de nuevas carreteras.
Tambie´n se puede aplicar a problemas de redes de tuber´ıa, donde se mande
algu´n flujo de bienes de un punto a otro y se tenga que mandar en promedio mediante
τ tuber´ıas , e´sto con el objetivo de utilizar la menor tuber´ıa posible y minimizar
costos, si se tienen costos asociados a la utilizacio´n de las tuber´ıas, la taza de env´ıo
de bienes ser´ıa el inverso de este valor promedio τ .
1.2 Motivacio´n
Gracias a los avances tecnolo´gicos en los u´ltimos an˜os, en el sentido de las
formas de comunicacio´n, por englobar cualquier tipo de red social, han atra´ıdo un
conciderable intere´s y curiosidad en la comunidad de las ciencias sociales por el
comportamiento de estos feno´menos en las u´ltimas decadas [50].
As´ı como en los ultimos an˜os, se ha visto la necesidad d´ıa a d´ıa y con may-
or frecuencia de representar comportamientos sociales complejos mediante simula-
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ciones computacionales en todo tipo de l´ıneas de investigacio´n como en los mercados
financieros, ecosistemas, sistemas de transporte, comercios electro´nicos etc.. [17].
En la literatura, existen diversos trabajos relacionados con el ana´lisis del com-
portamiento de estos feno´nomos en un contexto de sistemas complejos, pero no se
hallan trabajos relacionados con el ana´lisis de feno´menos complejos competitivos y
colaborativos, lo que nos motiva a estudiar sistemas en competencia como el que
abordaremos en este trabajo.
1.3 Justificacio´n
Para el caso de estudio de la red dirigida, donde se tenga que enviar algu´n
flujo de ”bienes” que deben ser transportados entre los nodos i y j, en un nu´mero
esperado de pasos, transiciones u operaciones, cuya red dirigida simula una especie
de corriente del flujo que se esta transportando y donde el inverso de esta cantidad
deseada de pasos ser´ıa la tasa de env´ıo de ”bienes” entre este par de nodos.
Entonces dada una red dirigida cuyos flujos esten definidos por una matriz de
transicio´n de Markov, se desea encontrar las probabilidades qij asociadas a la matriz
de transicio´n de la red, de tal manera que sean o´ptimas para poder transportar estos
”bienes” en la cantidad esperada de pasos.
Para el caso de estudio de la red conexa, el conocimiento adquirido en base a la
revisio´n literaria sobre trabajos a fines a nuestro problema de estudio, no se encuentra
conocimiento de algu´na investigacio´n donde se aborde el ana´lisis y el entendimiento
de sistemas como los que se plantean en este trabajo, en los cuales dos organizaciones
bien estructuradas se encuentran compitiendo y colaborando entre las partes que
componen al propio sistema.
Cap´ıtulo 1. INTRODUCCIO´N 9
1.4 Objetivo
El objetivo principal se centra en el estudio y ana´lisis de una red compleja
basada en las probabilidades de transicio´n entre los nodos asociados a la topolog´ıa
de la red, as´ı como la propia optimizacio´n del subproblema del caso de la red dirigida
para el valor esperado de transiciones.
En base a esto se enlistan los objetivos que subyacen a este problema:
1. Desarrollar el modelo de simulacio´n para el caso de una red conexa.
2. Obtener el ana´lisis del modelo.
3. Formular un modelo matema´tico para el caso de una red drigida.
4. Optimizar el modelo matema´tico para el valor esperado de transicio´nes.
Posteriormente teniendo las objetivos del trabajo, obtener conclusiones del
comportamiento del sistema, tanto para la red conexa como para la red dirigida.
Cap´ıtulo 2
Marco Teo´rico
2.1 Teor´ıa de Grafos
En esta seccio´n se definira´n algunos conceptos de la teor´ıa de grafos [52], [7],
tales como la nocio´n de grafo, red, nodo vecino, etc.. de los cuales se hablara´ a lo
largo de esta tesis, se mostrara´n algunos ejemplos y figuras de los mismos.
2.1.1 Definiciones
Grafo. Un grafo G es un par de conjuntos (V,E) donde V es un conjunto finito
de puntos v1, v2, v3, ...vn llamados ve´rtices o nodos del grafo y E es un conjunto finito
de aristas (i, j), cada uno de los cuales une pares ordenados de nodos. A las aristas
se les puede asignar valores o pesos asocidos los cuales se denota como wij, [30].
Figura 2.1: Grafo simple
10
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Nodo Vecino. Dos nodos i y j, son vecinos entre ellos si existe la arista (i, j) ∈ E.
Por ejemplo en la figura anterior, los nodos v1 y v5 son vecinos ya que tienen
la arista (1, 5). Dicho de otro modo, dos nodos son vecinos si existe un arista que los
une.
Grado de un Nodo. El grado de un nodo se asocia al nu´mero de aristas que
inciden a dicho nodo. Se denota por di =
∑
j wij y con frecuencia se considera:
wij =
 1 si la arista eij existe0 en otro caso
Para el caso siguiente, di es el nu´mero de aristas incidentes en el ve´rtice i.
Figura 2.2: El grado para cada uno de los ve´rtices del grafo son: d1 = 2, d5 = 2,
d3 = 3, d4 = 1
Grafo Completo. Si cada par de ve´rtices esta´ conectado por un arista, se dice
que el grafo es completo [7]. Si G es un grafo completo, el nu´mero de aristas es n(n−1)
2
.
Figura 2.3: Grafos completos de 3,4 y 5 nodos
Cap´ıtulo 2. Marco Teo´rico 12
Grafo dirigido. Un grafo dirigido es un grado cuyas aristas presentan orientacio´n.
Las aristas tienen direccio´n del ve´rtice i (punto inicial) al ve´rtice j (punto final).
Distinguimos entre grado entrante (indedree por sus siglas en ingles) y grado
saliente (outdegree) de un ve´rtice como el nu´mero de aristas que tienen punto fi-
nal en el ve´rtice y como el nu´mero de aristas que tiene punto inicial en el mismo,
respectivamente.
Figura 2.4: Grafo dirigido.
Para el caso del grafo anterior, los grados entrantes de cada ve´rtice son: d1 = 0,
d3 = 3, d4 = 1 y d5 = 1, y los grados salientes del grafo dirigido son: d1 = 2, d3 = 1,
d4 = 1, d5 = 1.
Matriz de Adyacencia. La matriz de adyacencia de un grafo G es la matriz
A(G) de taman˜o n x n cuyas entradas esta´n dadas por:
aij =
 1 si (i, j) ∈ E0 en otro caso
La matriz de adyacencia correspondiente al grafo de la figura 2.1 es:

0 1 1 0 1 0
1 0 0 1 1 0
1 0 0 1 0 1
0 1 1 0 0 1
1 1 0 0 0 0
0 0 1 1 0 0

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2.2 Redes complejas
2.2.1 Euler y los puentes de Ko¨nigsberg
En un viaje realizado por Euler a la ciudad de Ko¨nigsberg [36], se encontro´ con
este problema. La ciudad se encontraba conectada por 7 puentes, dividiendo el ter-
reno en cuatro regiones distintas, como se visualiza en la siguiente figura:
Figura 2.5: Imagen de la ciudad de Ko¨nigsberg con los 7 puentes.
Los habitantes de esta ciudad sol´ıan pasear por los siete puentes, pregunta´ndose
si era posible dar un paseo en el que se termine en el lugar donde se comenzo´, pasado
so´lo una vez por cada puente. Mientras unos negaban la posibilidad de realizar dicho
paseo y otros dudando, nadie sosten´ıa que fuera posible hacerlo realmente. De echo,
es un dato histo´rico que un grupo de jo´venes de la ciudad, visitaron a Euler en 1735
[3] para pedirle que resolviera el problema. Euler formulo´ el problema de la siguiente
manera:
“En la ciudad de Ko¨nigsberg, en Prusia, hay una isla A llamada Kneiphof,
rodeada por los dos brazos del r´ıo Pregel. Hay siete puentes a, b, c, d, e, f y g que
cruzan por los dos brazos del r´ıo. La cuestio´n consiste en determinar si una persona
puede realizar un paseo de tal forma que cruce cada uno de estos puentes so´lo una
vez ”
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Euler recurrio´ a una abstraccio´n del mapa de la ciudad, cada masa de tierra se
visualiza como un nodo y cada puente como un arista. La siguiente figura muestra
una representacio´n del problema.
Figura 2.6: Representacio´n abstracta echa por Euler de los 7 puentes de Ko¨nigsberg.
Euler presento´ un informe a la Academia rusa de la ciudad, donde presentaba
la imposibilidad de efectuar tal ruta. Posteriormente, publico´ un art´ıculo titulado
Solutio problematis ad geometriam situs pertinentis (Euler 1736), en el que resolv´ıa
el problema en el caso general, obteniendo condiciones necesarias para la existencia
de soluciones para cualquier problema del mismo tipo.
Tal art´ıculo es considerado como el nacimiento de la teor´ıa de Grafos. De tal
manera se inicia el estudio de dicho campo, que despu´es se extendio al estudio de
las redes y redes complejas.
2.2.2 Redes y Sistemas
Un sistema es un conjunto de elementos relacionados entre s´ı, con el objetivo
de lograr un fin comu´n. Estos sistemas se pueden catalogar de la manera siguiente
[4].
Sistemas simples los cuales tienen un nu´mero pequen˜o de elementos y los cuales
interactu´an conforme a ciertas leyes bien comprendidas.
Sistemas complicados los cuales tienen un nu´mero mayor de componentes y
actu´an conforme a funciones bien definidas y esta´n gobernados por reglas bien
comprendidas.
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Sistemas complejos, estos se caracterizan por tener un gran volumen de compo-
nentes, los cuales pueden interactuar de acuerdo a reglas que pueden cambiar
a trave´s del tiempo y que pueden no ser bien comprendidas; adema´s, la conec-
tividad entre sus elementos pueden ser variables.
Como un ejemplo t´ıpico de sistema complejo consideremos a la ce´lula. Evidente-
mente la ce´lula esta´ constituida de muchas partes tales como, ribosomas, tocondrias,
nu´cleo, membranas, ret´ıculo endoplasma´tico, ADN, ARN, etc.. y cada una de estas
partes se encargan de realizar funciones espec´ıficas dentro de la ce´lula.
Una red es un conjunto de elementos los cuales se conocen como nodos. En
una red, estos nodos tiene conexiones entre ellos a los cuales reciben el nombre de
aristas. En gran parte de la literatura, una red es tambie´n conocida como grafo con
pesos en las aristas.
Existen muchos sistemas que pueden ser representados mediante una red ,
ver tabla 2.1 , por ejemplo una red social de personas, en donde los nodos pueden
representar hombres y mujeres, personas de nacionalidad distinta, edades, ingresos,
etc; por otro lado, las aristas se pueden asociar a la amistad, distancia geogra´fica,
compan˜erismo dentro de un a´rea de trabajo, entre otros, [13]. Tambie´n el internet es
otro ejemplo de red compleja compuesta por ruteadores y computadoras, las cuales
estan ligadas por varias conexiones f´ısicas o inala´mbricas [19].
En la actualidad hemos sido testigos de un movimiento substancial en el estudio
de las redes, dejando a un lado el ana´lisis de grafos simples, concentra´ndose en la
consideracio´n de las propiedades estad´ısticas de los grafos a gran escala. Este nuevo
enfoque se ha desarrollado de gran manera por la disponibilidad de las computadoras
y las redes de comunicacio´n que permiten reunir y analizar datos a una escala mayor
de lo previamente posible.
La ivestigacio´n en la redes complejas, puede ser vista como la interaccio´n entre
la teor´ıa de grafos y la meca´nica estad´ıstica, lo cual otorga una naturaleza multidici-
plinaria a esta a´rea.
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Redes Complejas
Sexuales Dos personas esta´n conectadas si han tenido por
lo menos una relacio´n sexual.
Cient´ıficos Dos cient´ıficos esta´n conectados si han sido coau-
tores de un mismo art´ıculo.
Palabras Dos palabras esta´n conectadas si son sino´nimas.
WWW Dos pa´ginas esta´n conectadas si existe un
hiperv´ınculo que las lige.
Gene´ticas Dos genes esta´n conectados si uno regula la expre-
sio´n del otro.
Tabla 2.1: Diferentes tipos de redes complejas
2.2.3 Redes Complejas
Un conjunto de nodos junto con aristas es el tipo ma´s simple de una red, existen
muchas formas en las que una red puede ser ma´s compleja que otras. Por ejemplo,
pueden existir ma´s de un tipo diferente de un nodo en la red y los nodos o las aristas
pueden tener una gran variedad de propiedades asociadas, nume´ricas o de otro tipo.
Cualquier sistema natural o artificial puede ser representado por una red compleja,
una red compleja se entiende como un grafo con un gran nu´mero de elementos y que
tiene una estructura topolo´gica no trivial [2], como se muestra en la siguiente figura.
Figura 2.7: Red compleja del feno´meno internet.
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Una de las razones por las cuales las redes complejas se han vuelto tan popu-
lares es por su flexibilidad y la generalizacio´n para representar cualquier estructura
natural, incluso aquellas donde se presentan cambios dina´micos en su topolig´ıa.
El deseo de entender tales sistemas que son representados por una red compleja,
se han encontrado desafios interesantes. Los f´ısicos, han desarrollado un arsenal de
herramientas exitosas para predecir el comportamiento de un sistema a partir de las
propiedades de sus componentes.
Gracias a esto, ahora se entiende co´mo surge el magnetismo del compor-
tamiento colectivo de millones de spines o como particulas cua´nticas que generan
el feno´menos de condensacio´n de Bose-Einstein [6].
En los u´ltimos an˜os, se han llevado a cabo muchos avances en el campo gra-
cias al desarrollo de nuevas computadoras, las cuales han permitido investigar redes
que contienen millones de nodos, explorando preguntas que antes no hab´ıan sido
planteadas. Adema´s, la colaboracio´n interdiciplinaria, a dado a investigadores el ac-
ceso a diversas bases de datos, permitiendo relevar propiedades gene´ricas de las redes
complejas.
2.2.4 Propiedades de las Redes Complejas
Efecto del mundo pequen˜o.
El famoso experimento de Milgram es una de las primeras demostraciones di-
rectas del efecto del mundo pequen˜o, el echo de que la mayor parte de los pares
de nodos en la mayor´ıa de las redes parecen estar conectados por un camino
corto a trave´s de la red. Este efecto tiene consecuencias obvias en la dina´mica
de los procesos que se llevan a cabo en las redes. Por ejemplo, si se considera
la propagacio´n de informacio´n, el efecto del mundo pequen˜o implica que esta
propagacio´n sera´ ma´s ra´pida [34], [51].
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Agrupamiento o Transitividad.
Una desviacio´n clara del comportamiento de los grafos puede ser vista como
la propiedad de trasitividad de la red o agrupamiento. En muchas redes reales
se tiene que si el nodo A esta´ conectado con el nodo B y a su vez este u´ltimo
se encuentra conectado con el nodo C, entonces se dice que existe una proba-
bilidad alta de que el nodo A este´ conectado con el nodo C. Por ejemplo una
red de amigos. E´ste es cuantificado por medio del coeficiente de agrupamiento
[37].
Distribucio´n de grado.
Sabemos que el grado de un nodo en una red es igual al nu´mero de aristas
que inciden a este. Se define p(k) como la fraccio´n de nodos en la red para
los cuales tienen grado igual a k. Equivalentemente, p(k) es la probabilidad
de que un nodo elegido uniformente al azar tenga grado k. La gra´fica de p(k)
para cualquier red, puede formarse a partir del histograma de los grados de
los nodos, la cual forma la distribucio´n de grado de la red. Por ejemplo, en un
grafo aleatorio cada arista tiene la misma probabilidad de esta´r o no en la red,
por lo que su distribucio´n de grado es tipo binomial o Poisson para redes de
taman˜o grande [37].
Resistencia de la red.
Relacionada con la distribucio´n de una red, esta´ la propiedad de resistencia
a la eliminacio´n de algunos de sus nodos. Existen diferentes formas en las
que un nodo puede ser eliminado; por ejemplo, se podr´ıan eliminar nodos
aleatoriamente, o enfocarse en un grupo selecto de e´stos como los que tengan
mayor grado. Esta propiedad es de importancia para casos de epidemiolog´ıa
[37].
Correlacio´n de grado.
Esta propiedad es de importancia dado que el grado es ya una propiedad de
la topolog´ıa de la red, las correlaciones de e´stos pueden dar lugar a efectos
interesantes en su estructura y responder a preguntas del tipo ¿Los nodos de
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mayor grado preferira´n conectarse con otros nodos de grado alto o preferira´n
a los nodos de menor grado? [37].
De acuerdo a la distribucio´n de grado, las redes complejas se clasifican en redes
Aleatorias, Power-Law y Exponenciales, para mayor informacio´n ver [30].
2.3 Procesos Estoca´sticos
2.3.1 Ideas preliminares
Se denomina proceso estoca´stico a toda variable que evoluciona a lo largo del
tiempo de forma total o parcialemente aleatoria [35].
Los procesos estoca´sticos pueden ser clasificados en:
- Tiempo discreto: Cuando el valor de la variable so´lo puede cambiar
en una serie de momentos determinados del tiempo
(por ejemplo, los sorteos de la loter´ıa tiene lugar
en determinadas fechas).
- Tiempo continuo: Cuando el valor de la variable puede cambiar en
cualquier momento del tiempo (por ejmplo, la tem-
peratura, bolsa de valores).
Formalmente, un proceso estoca´stico se define de la siguiente manera.
Definicio´n 2.1 Un proceso estoca´stico es una coleccio´n de variables aleatorias {Xt :
t ∈ T} parametrizada para un conjunto T, llamado espacio parametral, en donde las
variables toman valores en un conjunto S llamado espacio de estados. [5]
En casos ma´s simples el espacio parametral se toma el conjunto discreto T =
{0, 1, 2, ..} y estos nu´meros se interpretan como tiempos. En este caso se dice que
el proceso es a tiempo discreto y en general este tipo de procesos se denota por
Cap´ıtulo 2. Marco Teo´rico 20
{Xn : n = 0, 1, 2, ..} o expl´ıcitamente
X0, X1, X2, ...
En donde cada n, Xn es el valor del proceso o el estado del sistema al tiempo
n. La siguiente figura muestra los estados de un proceso a tiempo discreto y de
dimensio´n finita.
Figura 2.8: Proceso estoca´stico a tiempo discreto [43].
El espacio de estados puede tambie´n tomarse como el conjunto continuo T =
0,∞). Se dice entonces que el proceso es a tiempo continuo y se denota por [43]
{Xt : t ≥ 0}
Casos especiales de procesos estoca´sticos
Proceso estacionario: Un proceso estacionario en sentido estricto es, si la fun-
cio´n de distribucio´n conjunta de cualquier subconjunto de variables es con-
stante respecto a un desplazamiento en el tiempo. Se dice que un proceso es
estacionario en sentido amplio (o de´bilmente estacionario) cuando se verifique
que:
1. La media teo´rica es independiente del tiempo.
2. Las autocovarianzas de orden s so´lo vienen afectadas por el lapso de
tiempo transcurrido entre los dos tiempos y no depende del tiempo.
Proceso homege´neo: variables aleatorias independientes o ide´nticamente dis-
tribuidas.
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Procesos de Markov: Aquellos procesos en donde la evolucio´n so´lo depende del
estado actual y no de los anteriores.
Procesos de Gauss: Proceso continuo en el que toda la combinacio´n lineal de
variables es una variable de distribucio´n normal.
Procesos de Poisson: Proceso de conteo de eventos a tiempo continuo que
ocurren a lo largo del tiempo.
Procesos de Gauss-Markov: Son procesos que al mismo tiempo son de Gauss
y de Markov.
Procesos de Bernoulli: Son procesos con una distribucio´n binomial.
Este trabajo esta enfocado a procesos estoca´sticos de Markov, los cuales se
describen en la siguiente seccio´n.
2.3.2 Cadenas de Markov
Una cadena de Markov es un proceso estoca´stico en el cual la probabilidad de
que ocurra un evento futuro, depende so´lo del estado actual. Las cadenas de este
tipo tienen ”memoria”, es decir, recuerdan el u´ltimo evento y esto condiciona a las
probabilidades de los estados futuros, esta caracter´ıstica es llamada Propiedad de
Markov [31]:
P{Xk = ik|X0 = i0, X1 = i1, ..., Xk−1 = ik−1} = P{Xk = ik|Xk−1 = ik−1}
La probabilidad de transicio´n del estado actual i a un estado futuro j es p(i, j)
donde:
p(i, j) = P{Xk = ik|Xk−1 = ik−1}
La matriz de probabilidad de transicio´n P para una cadena de Markov es una
matriz de nxn, para la cual las entradas Pij = p(i, j). P es una matriz estoca´stica,
es decir, 0 ≤ Pij ≤ 1 para 1 ≤ i, j ≤ n y
∑n
j=1 Pij = 1 para i ∈ [1, n].
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En general, toda cadena de Markov independientemente de co´mo sean definidas
las probabilidades de transicio´n, pueden ser representadas por medio de un grafo
dirigido ponderado, donde cada estado en la cadena corresponde a un ve´rtice y cada
transicio´n que tiene probabilidad diferente de cero corresponde a un arista del grafo
y la probabilidad de transicio´n corresponde al peso de la arista. Para un grafo no
ponderado, cuando nos movemos de un ve´rtice a otro eligiendo a un ve´rtice vecino
uniformente al azar, la matriz de transicio´n que resulta es la matriz de adyacencia
normalizada (D−1A) del grafo G. Esto significa que la probabilidad de moverse del
ve´rtice i al j es simplemente 1/d(i).
Una cadena de Markov es irreducible si el espacio de estados es una clase
comunicada; es decir, en una cadena de Markov irreducible es posible llegar de un
estado a cualquier otro. Si la probabilidad de que nunca se regrese a un estado i
(estado de inicio), es diferente de cero, se dice que el estado i es un estado transitorio.
Si el estado i no es transitorio, entonces se dice que es recurrente. Un estado i es
absorbente si la probabilidad de salir de ese estado es cero, osea, i es absorbente si
y so´lo si p(i, i) = 1 y p(i, j) = 0 para i 6= j.
2.4 Simulacio´n Multiagente
2.4.1 Simulacio´n basada en agentes
La simulacio´n basada en agentes ha demostrado ser una te´cnica tremendamente
u´til para modelizar sistemas complejos y muy especialmente a sistemas sociales [23].
Lo que distingue a la simulacio´n basada en agentes en comparacio´n con otras
te´cnicas de modelado, es que en e´sta se construye la abstraccio´n del sistema real y
en consecuencia del modelo formal. En los modelos formales construidos mediante
simulacio´n basada en agentes, los componentes ba´sicos del sistema real esta´n repre-
sentados en dicho modelo. De esta manera, como se muestra en la siguiente figura,
los componentes ba´sicos del sistema real corresponden a los agentes que se definen
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en el modelo, as´ı como las interaccio´nes que tienen lugar entre los componentes del
sistema real y el modelo [16].
Figura 2.9: Abstraccio´n del sistema real al modelo
La simulacio´n basada en agentes se caracteriza por comprender varios agentes
que son en mayor o menor grado auto´nomos, heteroge´neos e independientes, que
perciben cada uno sus propias metas, objetivos y que generalmente son capaces de
interactuar entre s´ı y con su entorno. Particularmente, esta a´rea de investigacio´n
es especialmente relevante en sistemas complejos con ciertas caracter´ısticas propias
para los agentes, los cuales se describen en la seccio´n 2.4.3.
2.4.2 Definicio´n de agente
Existen numerosas definiciones del concepto de agentes, ya que puede ser una
nocio´n de estudio de varias a´reas, como por ejemplo: inteligencia artificial, sistemas
distribuidos, ingenier´ıa de software, redes y sistemas auto´nomos entre otros. Algunas
de las definiciones se muestran a continuacio´n:
Un agente es cualquier cosa capaz de percibir su medio ambiente con la ayuda
de sensores y actuar en ese medio utilizando actuadores (Russell y Norvig, 2004)
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[46].
Segu´n, Wooldridge y Jennings (1995), un agente es un sistema situado en un
determinado entorno, capaz de actuar en forma auto´noma y razonada en dicho do-
minio [53].
Para Weiss (1999), los agentes son simplemente un sistema computacional con
la capacidad de tomar acciones auto´nomas en un medio, para as´ı cumplir algunos
objetivos.
Segu´n Nwana (1996), el te´rmino agente se refiere a un componente de software
y/o hardware que es capaz de actuar para poder ejecutar tareas en nombre de un
usuario [40].
Para Maes (1994), describe a los agentes como sistemas computacionales que
habitan en algu´n ambiente dina´mico y complejo, con la capacidad de percibir di-
cho entorno y actuar en consecuencia, tomando en cuenta el conjunto de objetos y
motivaciones que intentan conseguir a trave´s de sus acciones [33].
2.4.3 Propiedades y caracter´ısticas de los agentes
En base a todas las definiciones antes mencionadas para el concepto de agente,
es posible extraer algunas caracter´ıstcas en las cuales se pueden converger dichas
definiciones, por ejemplo: deben ser parte de un ambiente que puedan percibir su
entorno y actuar sobre e´l y que puedan responder segu´n los objetivos para los cuales
fueron disen˜ados. Por lo tanto, todos los agentes deben de poseer una serie de atrib-
utos o propiedades que los defina como tal [53].
Autonomı´a. Capacidad de poder actuar sin la intervencio´n directa de una
persona u otro agente y poder controlar sus propias acciones.
Habilidad Social. Habilidad que debe de poseer un agente para ser comu-
nicativo y para interactuar con otros agentes o incluso con una persona para
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solicitar informacio´n o para exponer los resultados obtenidos de la tareas asig-
nadas.
Reactividad. Esta propiedad se refiere al hecho de que un agente deba poder
percibir el estado del ambiente dentro del cual se escuentra inmerso y en fun-
cio´n de este actuar, respondiendo de manera adecuada a posibles cambios del
mismo.
Proactividad. Esto indica que los agentes son capaces de presentar compor-
tamientos dirigidos hacia metas espec´ıficas tomando la iniciativa.
Movilidad. Es la capacidad de un agente de trasladarse por las redes de com-
putadoras, de nodo a nodo, en busca de los recursos que le permitan cumplir
con su objetivo. Trasladarse indica que en un determinado instante de tiempo
el agente detiene su ejecucio´n, almacena su estado interno y se dirige a otro
sitio dentro de la red, para continuar su ejecucio´n dentro de su nueva ubicacio´n.
Adaptabilidad. Esta relacionado con el aprendizaje que un agente es capaz de
realizar y si puede cambiar su comportamiento basa´ndose en ese aprendizaje.
Veracidad. Capacidad de comunicar informacio´n sobre su percercio´n del en-
torno.
Benevolencia. El agente esta dispuesto a ayudar a otros agentes si esto no
entra en conflicto con sus propios objetivos.
2.4.4 Tipos de ambientes para los agentes
El disen˜o de los agentes esta basado en las caracter´ısticas del ambiente y en el
control que el agente pueda tener sobre este, Russell y Norvig sugieren la siguiente
clasificacio´n [46].
Totalmente observable vs parcialmente observable. Un ambiente to-
talmente observable es aquel en donde el agente puede obtener informacio´n
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completa y precisa acerca del estado del ambiente. Ambientes moderadamente
complejos son parcialmente observables debido al ruido.
Deterministas vs Estoca´sticos. El ambiente determinista es aquel en donde
cualquier accio´n tiene garantizado un u´nico efecto, es decir, que si el siguiente
estado del medio esta totalmente determinado por el estado actual; en caso
contrario, el entorno se dice que es estoca´stico.
Episo´dico vs Secuencial. En un ambiente episo´dico el agente se divide en
episodios (percepcio´n, accio´n), el pro´ximo episodio no depende de la accio´n
tomada en el episodio anterior. En ambientes secuenciales la decisio´n actual
puede afectar a las decisiones futuras.
Esta´tico vs Dina´mico. Si el entorno puede cambiar a lo largo del tiempo y
cuando el agente esta realizando sus acciones, entonces se dice que es un ambi-
ente dina´mico, de otra forma se dice que es un ambiente esta´tico. Los medios
esta´ticos son fa´ciles de tratar ya que el agente no necesita estar pendiente
del mundo mientras esta tomando una decisio´n sobre una accio´n, ni necesita
preocuparse por el lapso del tiempo.
Discreto vs Continuo. La distincio´n entre discreto y continuo se puede
aplicar al estado del ambiente, a la forma en que se maneja el tiempo y a
las percepciones y acciones del agente. Un ambiente es discreto, si existe en
e´l, un nu´mero fijo y finito de acciones y percepciones, de lo contrario es un
ambiente continuo.
Las clases de ambientes ma´s complejos son el parcialmente observable, es-
toca´stico, secuencial, dina´mico y continuo. Para este trabajo de investigacio´n, se
presenta ambientes tales como dina´micos y estoca´sticos.
Cap´ıtulo 3
Metodolog´ıa
En este cap´ıtulo se expone la metodolog´ıa para dar solucio´n a los problemas
abordados durante este trabajo descritos en la seccio´n 1.1.
En general este trabajo esta´ basado en la teor´ıa de grafos, en particular en re-
des dirigidas y redes complejas donde cada par de nodo esta conectado mediante un
arista; as´ı como en procesos estoca´sticos mediante simulacio´n multiagente y as´ı mis-
mo esta´ basada en problemas de programacio´n no lineal para el caso simple de la
seccio´n 1.1.1.
Adema´s de explicar la metodolog´ıa propuesta, se describe el funcionamiento
del modelo de simulacio´n realizado bajo la herramienta FLEXSIM [39] descrito como
un sistema complejo basado dentro del estudio de simulacio´n mediante agentes, se
detalla el papel que juega cada agente dentro del modelo y se espec´ıfica el compor-
tamiento de juego para cada uno de los mismo.
3.1 Modelo de simulacio´n
El problema de simulacio´n se centra en un sistema tanto colaborativo como
competitivo, en donde se visualice tanto las interacciones como la colaboracio´n del
sistema. Esto puede ser, organizaciones que este´n compitiendo para atraer a un
cliente potencial y dentro de una organizacio´n, pueden ser dos equipos de trabajo o
dos a´reas de trabajo que este´n compitiendo para realizar un proyecto deseado, etc..
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Se trabajara´ en una simulacio´n bajo la herramienta FLEXSIM [38], la cual
muestra la interaccio´n en forma dina´mica a trave´s del tiempo, para un sistema
complejo representado como una red totalmente conectada, desde un nodo inicial
hacia un nodo destino. Estas interacciones se basan en la probabilidad de transicio´n
de un nodo hacia todos los nodos restantes del sistema.
El caso de estudio que abordaremos, esta´ enfocado en juegos deportivos dirigido
a juegos de futbol, ya que estos entornos cumplen las caracter´ısticas de un sistema
integrado e interactivo.
Como bien se sabe, un juego de futbol se basa en la competencia de 2 equipos
conformados por 11 jugadores; por equipo los jugadores interectu´an colaborando
entre ellos y al mismo tiempo compiten para logran el fin en comu´n de ganar el
partido anotando ma´s goles.
3.1.1 Configuracio´n de la simulacio´n
Una vez definido el caso de estudio, realizamos el modelo de simulacio´n bajo
la herramienta FLEXSIM. El modelo recrea un partido de futbol, el cual se a repre-
sentado por medio de nodos que personifique a los jugadores. La figura 3.1 muestra
la configuracio´n inicial del modelo.
Figura 3.1: Configuracio´n del modelo de simulacio´n
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Visto como una red compleja totalmente conectada, las interacciones entre los
agentes (jugadores, nodos) se basan en la probabilidad de transicio´n (pases) las cuales
estan definidas por qij, as´ı cada nodo de la red posee una tabla de probabilidades
que denotan los valores para las qij asociadas a cada conexio´n del propio nodo.
Se desarrolla un procedimiento sistema´tico para generar los valores corre-
sponientes de las probabilidades qij de cada nodo de la red, de tal manera, que
sea ma´s probable transitar a nodos cercanos que a nodos lejanos. En base a esto, la
siguiente figura muestra la red compleja que esta detra´s del modelo de simulacio´n
de la figura 3.1.
Figura 3.2: Red compleja del modelo
La figura muestra la escala de colores para las conexiones de cada uno de los
nodos. Cada nodo tiene asociado una conexio´n para todos los nodos restantes del
sistema. Esta escala detalla la metodolog´ıa que se desarrollo´ para definir las probabil-
idades qij de cada nodo en la red. El color ma´s oscuro denota una mayor probabilidad
de transicio´n entre los nodos y el color ma´s claro denota una probabilidad deb´ıl de
transicio´n.
Por la naturaleza de la simulacio´n y propiedades de los nodos, podemos modelar
matema´ticamente como un proceso de Markov, con matriz de transicio´n dina´mica
variante en el tiempo. As´ı cada nodo tiene un vector asociado con las probabilidades
de transicio´n para cada una de sus conexiones.
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3.1.2 Roll de Juegos y Descripcio´n de Equipos
Se simulan 4 equipos de futbol los cuales representamos por colores (Rojos,
Azules, Blancos y Negros) y los hacemos competir entre ellos, por tanto cada equipo
jugara´ 3 partidos teniendo un total de 6 partidos simulados, ya que no se toma en
cuenta la repeticiones entre ellos; es decir, si se juega un partido de Rojos vs Azules,
ya no se contara´ el partido de Azules vs Rojos.
Cada uno de estos equipos tiene una estrategia de juego diferente, la cual se
define a continuacio´n:
Equipo Rojo
La probabilidad de pasar el balo´n hacia sus compan˜eros (jugadores del mis-
mo equipo) es 3 veces mayor que la probabilidad de pasar el balo´n hacia los
jugadores del equipo contrario.
El portero tiene 50 % de probabilidad de efectividad de parar un gol.
So´lo los 3 delanteros pueden anotar gol al equipo contrario.
La matriz de transicio´n para cada nodo permanece esta´tica a lo largo del
tiempo.
Equipo Azul
Misma estrategia que el equipo Rojo, ma´s
Se impone un delantero estrella (delantero central) con mayor probabilidad de
anotar un gol.
Equipo Blanco
Misma estrategia que el equipo Azul, ma´s
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Tiene mejor portero siendo su probabilidad de efectividad del 70 %.
Equipo Negro
Misma estrategia que el equipo Blanco, ma´s
La matriz de transicio´n es dina´mica; cambian sus probabilidades de transicio´n
en cada instante de tiempo.
En la siguiente seccio´n se explicara´ la manera en como las matrices de transicio´n
cambian en cada instante de tiempo, para la estrategia de juego del equipo Negro.
En la lista anterior donde se detallan los equipos, e´stos se describen de manera
que van mejorando la estrategia de juego; dicho de otro modo, se enlistan de tal
manera que estan acomodados del peor al mejor equipo.
La siguiente tabla muestra los enfrentamientos para cada equipo.
Tabla de Rol de Juegos
Juegos simulados
1 Rojos vs Azules
2 Rojos vs Blancos
3 Rojos vs Negros
4 Azules vs Blancos
5 Azules vs Negros
6 Blancos vs Negros
Tabla 3.1: Tabla de Roll por juegos
La tabla muestra los juegos que se simulara´n en el software FLEXSIM, cada
equipo jugara´ 3 partidos siendo un total de 6 partidos a estudiar. Cada partido se
analiza como un sistema colaborativo y se efectuara´ un ana´lisis estad´ıstico para cada
uno de los partidos simulados.
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3.1.3 Generador de Instancias
El sistema esta compuesto de 20 nodos (red compleja) y por dos nodos destinos
(porterias) permitiendo que cada equipo tenga su nodo destino. El modelo basado en
FLEXSIM, se alimenta de las matrices de transicio´n para cada uno de los 20 nodos,
estas matrices o tablas son importadas desde un archivo en Excel.
La matriz de transicio´n asociada para cada nodo del modelo, contiene las prob-
abilidades de transicio´n qij para cada una de sus conexiones. Las conexiones de cada
nodo, esta´n colocadas consecutivamente, de modo que; la primera conexio´n del nodo
1 sera´ hacia el nodo 2, su segunda conexio´n sera´ hacia el nodo 3, su tercera conexio´n
sera´ hacia el nodo 4 y as´ı sucesivamente; la primera conexio´n para el nodo 2 sera´ ha-
cia el nodo 1, su segunda conexio´n sera´ hacia el nodo 3, su tercera conexio´n hacia el
nodo 4, etc... De esta manera, esta´n fijadas las conexio´nes para cada nodo de la red.
Para las probabilidades qij correspondientes a las conexiones de los nodos, e´stas
esta´n basadas en un nu´mero aleatorio dividido entre la distancia euclidiana [14],
basa´ndonos en las coordenadas cartesianas de cada nodo (jugador) representando a
cada nodo como un punto en el plano cartesiano.
A continuacio´n se describe la metodolog´ıa que se siguio´ para obtener las prob-
abilidades de trasicio´n para cada uno de los nodos. La figura siguiente, muestra el
total de nodos representados en el sistema y para cada uno de los nodos, se muestra
la ubicacio´n para e´stos en el plano cartesiano dadas por coordenadas.
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En base a las coordenadas de cada uno de los nodos,
se calculan las distancias entre ellos con la formula:
d(i, j) =
√
(xj − xi)2 + (yj − yi)2
Despue´s de obtener las distancias, definimos nu´meros
aleatorios en dependencia del equipo de la siguiente
manera:
Mismo equipo : aleatorio(15,20)
Diferente equipo : aleatorio (1,5)
Para obtener las probabilidades de transicio´n qij uti-
lizamos la siguiente formula:
P (Ni, Nj) =
aleatorio
d(i, j)
Y finalmente normalizamos para obtener la suma de
las probabilidades a 100.
El nu´mero aleatorio que escogemos para cada uno de los nodos, es seleccionado
en dependencia del grupo en el que pertenece, con esto garantizamos que sea mayor
la probabilidad de pasar el balo´n a un compan˜ero de su propio equipo que a un
jugador del equipo contrario. La figura 3.2 de la seccio´n 3.1.1 muestra la escala de
colores para las probabilidades fuertes y de´biles de las conexiones asociadas a cada
nodo.
De este modo, obtenemos las probabilidades qij para cada nodo correspondi-
entes a las conexiones de cada uno de e´stos. La razo´n por la que se normaliza a
100, es porque el software de simulacio´n FLEXSIM [poner referencias de un manual]
tiene por defecto que la suma de las probabilidades sea 100.
Por lo tanto, las matrices que se importan al modelo de simulacio´n son del
siguiente tipo, las cua´les mostramos en la tabla 3.2.



































































Tabla 3.2: Tablas con probabilidades para cada nodo asociado a sus conexiones
La primera columna de cada una de las tablas, representa las probabilidades qij
y la segunda columna representa las conexiones del nodo. Cada nodo (jugador) tiene
20 conexiones asociadas, as´ı cada renglo´n de cada columna definen la probabilidad
qij correspondiente a esa conexio´n.
De este modo, obtenemos las matrices de transicio´n para cada uno de los
equipos definidos en la seccio´n 3.1.2. Las probabilidades asociadas a los porteros,
e´stas se modifican en la parte de la programacio´n del modelo en FLEXSIM.
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3.1.4 Propiedades de los Nodos
La investigacio´n que se aborda en este trabajo, se modela como un sistema
complejo basado en simulacio´n multiagente. Dentro de este marco de referencia,
los agentes que conforman al propio sistema, cumplen con ciertas reglas de juego o
ciertas dina´mica las cuales definimos a continuacio´n.
Movimiento
Cada uno de los nodos cumplen ciertas reglas de juego, de tal manera que
simulan un partido real de futbol, tal es el caso del movimiento de los nodos conforme
avanza el tiempo en una simulacio´n para cada uno de ellos, dichas reglas obedecen
el siguiente principio:
1. Si se tiene la posesio´n del balo´n : los nodos del mismo equipo se mueven en
la direccio´n en X, el 25 % de su distancia al nodo destino (porteria contraria)
con una velocidad definida bajo una distribucio´n uniforme entre 0 y 0.15 m/s.
2. Si no se tiene la posesio´n del balo´n : siguen las reglas siguientes:
80 % de las veces se mueven hacia la posicio´n original con una velocidad
uniforme entre 0 y 0.5 m/s .
20 % de las veces se mueven conforme al siguiente promedio:
- Nodo regular 1: promedio de posicio´n actual + posicio´n original +
posicio´n del balo´n.
- Delanteros en la coordenada en X: promedio de posicio´n original
+ posicio´n actual + posicio´n del balo´n + Def1 2 + Def2 3 + Def3 4.
1Jugadores defensas y medios
2Defensa 1 del equipo contrario
3Defensa 2 del equipo contrario
4Defensa 3 del equipo contrario
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- Delanteros en la coordenada en Y : promedio de posicio´n actual
+ posicio´n original + posicio´n del balo´n.
Otra de las propiedades que siguen TODOS los nodos independientemente del
equipo en el que se encuentren, es lo siguiente:
- A cada nodo se le atribuye su tabla de probabilidad para los nodos restantes
del sistema.
- La velocidad del balo´n es fija para todos los nodos (2m/s).
- Cada nodo tiene un tiempo de proceso el cua´l esta´ definido mediante una
distribucio´n uniforme con media (µ = 5) y varianza (σ2 = 1).
3.1.5 Matriz de transicio´n dina´mica
Esta propiedad tiene como finalidad que la matrices de transicio´n para cada
nodo de algu´n equipo, sean varientes respecto al tiempo ; es decir, que las tablas
3.2 de transicio´n para cada nodo del equipo, vayan cambiando conforme avanza la
simulacio´n y a una lo´gica predeterminada, la cua´l se describe a continuacio´n.
- En cada fase de transicio´n (pase del balo´n) se obtienen las distancias de los
nodos del quipo que posee el balo´n con respecto a los nodos del equipo con-
trario.
- Si esta distancia calculada para cada nodo es mayor a un umbral fijo (10 mts),
se considera que el nodo (jugador) esta´ desmarcado.
- Se determinan cua´ntos nodos esta´n desmarcados y e´stos se van guardando en
un arreglo para poderlos idenfiticar.
Una vez conociendo cua´ntos y cua´les nodos esta´n desmarcados, se recalculan las
matrices de transicio´n para cada nodo del equipo. Las nuevas tablas de transiciones
contendra´n los siguientes porcentajes:
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Para los nodos que este´n desmarcados:
- 70 % de su tabla original + 30/(cant. de nodos desmarcados)
Para los nodos que NO este´n desmarcados
- 70 % de su tabla origianl para cada nodo
Esto se sigue para cada nodo del equipo y para las conexiones correspondientes
a los nodos desmarcados. Por ejemplo, para el juego mostrado en la figura 3.1 Azul
vs Negros, en un instante de tiempo la posesio´n del balo´n la tiene los del equipo azul,
entonces se calculan cua´les y cua´ntos jugadores de este equipo esta´n desmarcados.
Supongamos que esta´n desmarcados 3, el jugador 3, jugador 5 y jugador 8, entonces
para todos los jugadores del equipo se recalculan sus tablas de probabilidad, con
la dina´mica antes mencionada. Para el jugador 1 (nodo1) se multiplica su tabla de
probabilidad por el factor de 0.7 y se suma 30/(cantidad de nodos desmarcado)
so´lo para aquellas conexiones de estos nodos; es decir, se le suma esta cantidad a
la conexio´n 3, 5 y 8, que representan la transicio´n a los nodos desmarcados. Para
el jugador 2, se multiplica su tabla por el factor 0.7 y se suma esta cantidad a las
conexiones 2, 4 y 7 que representa la transiciones a los nodos desmarcados, se realiza
lo mismo para los dema´s jugadores del equipo.
Bajo esta lo´gica se calculan las nuevas tablas de transicio´n para cada nodo del
equipo que posee esta propiedad.
3.2 Modelo de Optimizacio´n
3.2.1 Planteamiento del Problema
Este caso de estudio surge como un subproblema de la seccio´n anterior, en
donde al sistema complejo basado como la interaccio´n de dos equipos en competencia,
es modelado y estudiado a partir de un solo equipo para obtener una mejor estrategia
de juego y mejor resultado como equipo.
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Tal y como se detalla el problema en la seccio´n 1.1.1, el problema se centra en
mandar algu´n tipo de flujo desde un nodo origen a un nodo destino. Para el caso de
estudio del sistema en competencia en el a´mbito deportivo, el problema se basa en
pasar el balo´n desde el nodo inicial (portero) hacia el nodo destino (delantero) de
un equipo, pasando por los jugadores intermedios, de tal manera que se logre esta
transicio´n en un nu´mero promedio esperado de pasos o pases.
Dentro del entorno deportivo, el problema tiene la estructura de un tipo de
estrategia de juego comu´nmente vista en los partidos reales de futbol. Esta estrategia
deportiva es llamada contra-golpe o contraataque.
El contragolpe es un estilo de juego y es parte ba´sica y esencial del futbol
directo, el cual tiene como objetivo el de tomar desprevenido al equipo rival. Cuando
el equipo contrario pierde la posesio´n del balo´n, los defensas tienden a estar descolo-
cados, siendo este el momento oportuno para inicial un contraataque, mediante pases
largos [25].
Existen 3 factores ba´sicos en todo contragolpe, para ma´s detalle ver [27].
1. Impedir el repliege defensivo del contrario. Una vez recuperado el balo´n los
pases han de ser en profundidad y lo ma´s ra´pido posible.
2. Impedir las coberturas en defensa del adversario. Mediante cruces o pantallas,
debemos aislar al receptor para que su camino sea lo ma´s claro posible.
3. Obtener superioridad nume´rica. Es important´ısimo incorporar cuanto ma´s ju-
gadores al contragolpe mejor, de manera ra´pida y sorprendente, el trabajo en
equipo y la sincronizacio´n.
De este modo, debemos mandar el balo´n del portero hacia los delanteros. Dado
que los pases entre los jugadores se basan so´lo en las probabilidades qij asociado a
cada uno de sus conexiones; es decir, las probabilidades que tiene cada jugador
(nodo) de pasar el balo´n hacia todos los jugadores del sistema.
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Por esta razo´n nuestro problema se enfoca en encontrar las probabilidades qij
o´ptimas para cada uno de los jugadores del equipo, de tal manera que la transicio´n
de pase entre portero - delantero, sea en promedio en un nu´mero deseado al cua´l le
llamaremos τ .
Dentro de las propiedades de la estrategia del contragolpe, es de mandar el
balo´n en una solo direccio´n, tal direccio´n es hacia adelante de portero a delantero.
Dicho comportamiento se puede ver como una red dirigida dentro del contexto de
teor´ıa de grafos.
Dada la matriz de transicio´n del sistema o del equipo, se optimiza dicha matriz
para encontrar los valores correspondientes a las probabilidades asociadas a cada uno
de las conexiones de los nodos.
La siguiente tabla muestra tanto la matriz de transicio´n original del sistema,
a la cual se desea obtener los valores o´ptimos que cumplan con el objetivo del con-
tragolpe, en la misma se muestra la matriz a la cual se desea llegar.

0 q12 q13 q14 q15 .... q110
0 0 q23 q24 q25 .... q210
0 0 0 q34 q35 .... q310
0 0 0 0 0 .... q410
0 0 0 0 0 .... q510
0 0 0 0 0 .... q610
0 0 0 0 0 .... q710
0 0 0 0 0 .... q810
0 0 0 0 0 .... q910




0 ˆq12 ˆq13 ˆq14 ˆq15 .... ˆq110
0 0 ˆq23 ˆq24 ˆq25 .... ˆq210
0 0 0 ˆq34 ˆq35 .... ˆq310
0 0 0 0 0 .... ˆq410
0 0 0 0 0 .... ˆq510
0 0 0 0 0 .... ˆq610
0 0 0 0 0 .... ˆq710
0 0 0 0 0 .... ˆq810
0 0 0 0 0 .... ˆq910
0 0 0 0 0 .... 0

Tabla 3.3: Matriz de transicio´n del sistema y Matriz optimizada del sistema
La matriz definida por qij representan las probabilidades de transicio´n origi-
nales, pertinentes a los nodos del sistema y la matriz definida por qˆij representan las
nuevas probabilidades que deben de tener los jugadores para realizar un contragolpe.
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Para dar solucio´n al problema de determinar las probabilidades qij o´ptimas, se
aplicara´ la metodolog´ıa de programacio´n no lineal y procesos de Markov, los
cuales se describieron en el cap´ıtulo anterior.
Se plantea un modelo matema´tico el cual describa las propiedades de nuestro
problema y se desarrollara´ la programacio´n mediante el lenguaje algebraico GAMS
[20]. En la seccio´n siguiente se muestra dicho modelo.
Para mostrar la metodolog´ıa que abordaremos al dar solucio´n a nuestro proble-
ma de optimizar las probabilidades de transicio´n para los nodos de la red, la siguiente
imagen muestra los pasos a seguir para lograr dicho objetivo.
Figura 3.3: Diagrama de metodolog´ıa
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3.2.2 Modelo Matema´tico
El modelo siguiente, es la formulacio´n para nuestro problema de optimizar las
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qr,s = 0 ∀s = 1, 2, ..N (3.5)
0 ≤ qi,j ≤ 1 (3.6)
Donde:
N : es el nu´mero total de nodos en la red.
qˆij: son las probabilidades originales de la red.
τ : es el nu´mero esperado de transiciones.
La primera restriccio´n 3.2 nos garantiza la propiedad Markoviana ver [26], la
cual describe que la suma de todas las probabilidades partiendo de un estado i al
estado absorbente sea uno; es decir, que la suma de las probibilidades partiendo de
un nodo cualquiera hacia el nodo destino sea igual a uno.
La segunda restriccio´n 3.3, establece la probabilidad total de un sistema com-
pleto ver [12], la cual expone que la unio´n de todos estos sucesos, sea el espacio
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muestral; esto es, que la suma de todas las transiciones posibles de llegar al nodo
final sumen uno.
Para garantizar que la transicio´n de pasar del nodo inicial al nodo final en
un nu´mero deseado de transiciones, lo ve´mos en la restriccio´n 3.4, dicha restriccio´n
asocia el valor esperado del sistema, el cual es igual a la suma de las probabilidades
de cada posible suceso multiplicado por el valor de dicho suceso.
La restriccio´n 3.5 limita el echo de que no existan probabilidades de regreso en
la red, matricialmente representa que la diagonal inferior sean ceros, lo que garantiza
que la transicio´n del nodo i al nodo j con j > i sea en una solo direccio´n. Mantiene
la representacio´n de una red dirigida.
Por u´ltimo la restriccio´n 3.6 establece que las variables de decisio´n qij sean no
negativas en el rango de [0, 1].
Dicha formulacio´n es implementada en el sistema general de modelado al-
gebraico GAMS [20], el cual es un sistema de alto nivel para la programacio´n
matema´tica y optimizacio´n.
3.2.3 Generador de instancias
Se alimentara´ al modelo descrito por la ecuacio´n 3.1 de la seccio´n anterior con
instancias generadas para taman˜os de redes con 5, 10 y 15 nodos, estas redes se
muestran en la figura 4.4 del siguiente cap´ıtulo.
Para cada uno de los taman˜os de redes a experimentar, se crean 10 diferentes
instancias (matrices de transicio´n) con la misma estructura planteada en la tabla
3.2. Estas instancias se describen a continuacio´n.
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Red de 5 nodos
Para este taman˜o de red, se define una matriz de 5x5 dentro de un archivo
excel, la diagonal inferior es llenada con puros ceros, ya que no existe probabilidad
de regreso. Ahora para el nodo inicial (nodo 1) la probabilidad de transicio´n al
nodo siguiente (nodo 2) es definido por un nu´mero aleatorio entre 1 y 100. Para
la transicio´n siguiente, del mismo nodo se genera otro nu´mero aleatorio entre 1
y el valor obtenido para la transicio´n anterior, as´ı sucesivamente. Aplicando este
algoritmo aseguramos que sea ma´s probable transitar a nodos cercanos que a nodos
mas lejanos. Del mismo modo generamos las probabilidades para el nodo 2, 3 y 4.
Para el nodo 5, las probabilidades de transicio´n hacia los dema´s nodos es cero, ya
que es el nodo final.
Una ves teniendo estas probabilidades de transicio´n definidas por nu´meros
aleatorios entre 1 y 100, se suman estos nu´meros generados horizontalmente para
cada nodo; es decir, de la matriz se realiza la suma por renglones. Con esto normal-
izamos la matriz.
De la matriz generada por los nu´meros aleatorios, se crea una nueva matriz la
cua´l contendra´ las probabilidades asosiadas a cada nodo de la red. Para cada valor
definido en la matriz en cada uno de los renglones, se divide e´stos entre la suma total
por renglones. De esta manera garantizamos la propiedad markoviana definida por
la restriccio´n 3.2 del modelo matema´tico 3.1.
La matriz siguiente define el modo de crear las 10 instancias para este taman˜o
de red.
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A B C D E
1 0 rand(1,100) rand(1,valor(B1)) rand(1,valor(c1)) rand(1,valor(D1))
2 0 0 rand(1,100) rand(1,valor(C1)) rand(1,valor(D1))
3 0 0 0 rand(1,100) rand(1,valor(D1))
4 0 0 0 0 rand(1,100)
5 0 0 0 0 0






















4 0 0 0 0
rand(1,100)
suma(A4:E4)
5 0 0 0 0 0
Red de 10 nodos
Para este taman˜o de red , se sigue una estructura similar a las instancias que
se determinan para el caso de 5 nodos.
De igual manera, se define una matriz de 10x10 en un archivo excel con la
diagonal inferior llena de ceros. Para el nodo inicial (nodo 1) se define su primera
transicio´n hacia el nodo siguiente (nodo2), fijando un nu´mero aleatorio entre 450 y
500. Para su siguiente transicio´n se verifica si el nu´mero generado para la transicio´n
anterior (nodo2) es menor o igual a 1, si cumple la condicio´n se genera un nu´mero
aleatorio cualesquiera, si no se genera un nu´mero aleatorio entre 1 y el valor generado
para la transicio´n anterior dividido entre 3. Para la transicio´n siguiente hacia el
nodo 4, se sigue la misma lo´gica, se verifica si el nu´mero generado para la transicio´n
anterior (nodo3) es menor o igual a 1 , si cumple se estable un aleatorio cualesquiera
y si no cumple fijamos un aleatorio entre 1 y el valor del nu´mero generado para la
fase anterior dividido entre 2. Se repite el proceso para la transicio´n siguiente hacia el
nodo 5, se verifica si el nu´mero generado para la transicio´n anterior (nodo4) es menor
o igual a 1 , si cumple se estable un aleatorio cualesquiera y si no cumple fijamos
un aleatorio entre 1 y el valor del nu´mero generado para la fase anterior dividido
entre 2. Del mismo modo se determinan las transiciones correspondientes a los dema´s
nodos hasta llegar al nodo final (nodo10). Siguiendo este algoritmo obtenemos las
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probabilidades de trasicio´n para el nodo 1.
Para los nodos siguientes 2, 3, 4,..10 se generan sus transiciones correspondi-
entes con el mismo procedimiento antes mencionado para el nodo 1.
Obse´rvese que so´lo para la segunda conexio´n o para la segunda transicio´n del
nodo 1 se divide entre el nu´mero 3, para los dema´s transiciones se divide siempre
por el nu´mero 2, esta particularidad la presentan todos los nodos al generar sus
probabilidades de transicio´n con la caracter´ıstica que va aumentando este nu´mero
para los nodos siguientes; esto es, que para el nodo 2 en su segunda transicio´n se
divide por 4, para el nodo 3 en la misma transicio´n se divide por 5 y asi susesivamente.
Se normaliza la matriz para cada nodo, dividiendo el nu´mero asigando para
cada transicio´n entre la suma total de transiciones, esto para garantizar la propiedad
markoviana.
Red de 15 nodos
Para este caso, la dina´mica cambia al momento de definir las probabilidades
para los nodos. Se define la matriz de 15x15 con la diagonal inferior llena de ceros.
Para el nodo 1 en su primera transicio´n hacia el nodo2, generamos un nu´mero
aleatorio entre 4900 y 5000, ahora para sus siguientes conexiones hacia los dema´s
nodos 3,4,5..15, lo que hacemos es lo siguiente; dividimos el nu´mero generado por
la conexio´n anterior por un nu´mero aleatorio entre un rango de 5 nu´meros. Estos
nu´meros aleatorios estrate´gicos van cambiando y aumentando conforme a las conex-
iones siguientes, de tal manera, que el resultado sea menor que el nu´mero generado
para la conexio´n anterior.
La siguiente tabla muestra la manera conforme se obtienen estas propabili-
dades:
Cap´ıtulo 3. Metodolog´ıa 46
A B C D E F · 0








· · · N1
rand(895/900)






· · · N2
rand(895,900)




· · · N3
rand(895,900)
4 0 0 0 0 rand(4900,5000) E4
rand(39/43)








15 0 0 0 0 0 0 · · · 0
Por u´ltimo, normalizamos cada renglo´n de la matriz dividiendo entre la suma
de todas las valores generadas para cada nodo.
3.2.4 Validacio´n del Modelo
Para poder comprobar que la formulacio´n matema´tica propuesta para nuestro
problema descrito por la ecuacio´n 3.1 obtenga soluciones de buena calidad, se realiza
una validacio´n del modelo.
Para esto se desarrolla una simulacio´n programada en cod´ıgo Python que eje-
cute para una instancia dada (matriz de transicio´n), el total de transiciones desde
el nodo inicial al nodo final.
Se realiza un experimento que contenga 10,000 re´plicas de esta simulacio´n, los
resultados para cada una de e´stas re´plicas se van guandando en un archivo .txt . Tal
archivo contiene una lista de resultados los cua´les representan el total de transiciones
para cada una de las re´plicas realizadas.
Este archivo, se importa al software estad´ıstico R project con la finalidad de
obtener un promedio de transiciones y as´ı como su desviacio´n estandar.
Entonces, dada una matriz de transicio´n, podemos simular cua´ntas transiciones
en promedio realiza dicha instancia ejecutando el experimento antes mencionado, de
esta manera verificamos que el modelo matema´tico 3.1, proporciona soluciones de
buena calidad.
Cap´ıtulo 4
Experimentacio´n y Ana´lisis de
resultados
En el presente cap´ıtulo se describe paso a paso como se llevo´ a cabo la exper-
imentacio´n para los dos tipos de problemas abordados en este trabajo. Adema´s se
presentan los resultados obtenidos de los experimentos realizados.
4.1 Red dirigida
Para este caso, se resuelve el problema de optimizar las probabilidades qij
asociadas a los nodo de la red, para satisfacer la cantidad esperada τ de movimientos
o transiciones, modelando el problema bajo la teor´ıa de procesos estoca´sticos de
Markov.
En base a esto y al modelo propuesto en el cap´ıtulo anterior, se realizo´ la
experimentacio´n con 3 redes dirigidas de taman˜o 5, 10 y 15 nodos. La figura 4.4
muestra las redes dirigidas con las que se trabajo´.
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Figura 4.1: Red dirigida de 5 nodos
Figura 4.2: Red dirigida de 10 nodos
Figura 4.3: Red dirigida de 15 nodos
Figura 4.4: Redes dirigidas a experimentar
Dada una red dirigida de cualquier taman˜o, obtenemos la matriz de transicio´n
que subyace a la topolog´ıa de la red, con las caracter´ısticas antes mencionadas en el
cap´ıtulo anterior.
Para cada una de estas redes, se define su matriz de trasicio´n inicial, que es-
pecifican las probabilidades de transitar de un nodo a otro. Se elabora una matriz de
transicio´n para cada taman˜o de red con el generador de instancias el cua´l describimos
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en la seccio´n 3.2.3, las cuales mostramos a continuacio´n.
M5 =
[
0 0.5 0.3 0.1 0.1
0 0 0.4 0.3 0.3
0 0 0 0.5 0.5
0 0 0 0 1




0 0.14 0.14 0.12 0.11 0.11 0.11 0.11 0.09 0.07
0 0 0.15 0.14 0.14 0.12 0.12 0.11 0.11 0.11
0 0 0 0.19 0.17 0.14 0.13 0.13 0.13 0.11
0 0 0 0 0.23 0.21 0.16 0.15 0.13 0.12
0 0 0 0 0 0.22 0.22 0.2 0.19 0.17
0 0 0 0 0 0 0.36 0.25 0.23 0.16
0 0 0 0 0 0 0 0.4 0.3 0.3
0 0 0 0 0 0 0 0 0.5 0.5
0 0 0 0 0 0 0 0 0 1




0 0.11 0.11 0.1 0.1 0.09 0.08 0.08 0.07 0.06 0.05 0.05 0.04 0.04 0.02
0 0 0.11 0.11 0.11 0.11 0.11 0.1 0.08 0.07 0.07 0.05 0.05 0.02 0.01
0 0 0 0.17 0.16 0.1 0.09 0.09 0.09 0.08 0.08 0.06 0.03 0.03 0.02
0 0 0 0 0.14 0.13 0.11 0.11 0.11 0.1 0.08 0.08 0.06 0.05 0.03
0 0 0 0 0 0.15 0.14 0.13 0.13 0.12 0.1 0.09 0.06 0.05 0.03
0 0 0 0 0 0 0.28 0.15 0.13 0.11 0.1 0.09 0.08 0.04 0.02
0 0 0 0 0 0 0 0.21 0.18 0.16 0.15 0.13 0.08 0.06 0.03
0 0 0 0 0 0 0 0 0.28 0.21 0.21 0.11 0.1 0.08 0.01
0 0 0 0 0 0 0 0 0 0.3 0.25 0.18 0.15 0.09 0.03
0 0 0 0 0 0 0 0 0 0 0.4 0.29 0.17 0.11 0.03
0 0 0 0 0 0 0 0 0 0 0 0.34 0.31 0.3 0.05
0 0 0 0 0 0 0 0 0 0 0 0 0.4 0.36 0.24
0 0 0 0 0 0 0 0 0 0 0 0 0 0.54 0.46
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Estas matrices de transicio´n, contienen las probabilidades originales asociadas
para cada nodo de las redes de 5, 10 y 15 nodos, respectivamente para las redes
mostradas en la figura 4.4.
Se realizo´ una simulacio´n desarrollada bajo la programacio´n en cod´ıgo Python
[32], en donde se simule el flujo o fases de transicio´n entre los nodos para cada una de
las redes de 5, 10 y 15 nodos, obteniendo como solucio´n el total de pasos efectuados
para llegar del nodo origen al nodo destino, los cuales esta´n basados en su matriz de
trasicio´n dada respectivamente.
Se realizo´ un experimento que contiene 10,000 re´plicas de la simulacio´n basada
en Python y se obtuvo el promedio de los resultados generados por el experimento,
dichos resultados representan el total de pasos efectuados durante cada re´plica.
El promedio de transiciones que efectu´a cada una de las redes con las que se
experimento´, basadas en las matrices de transiciones originales mostradas anterior-
mente, se muestran en la siguiente tabla.
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Matriz original




Tabla 4.1: Promedio de transiciones para cada red ridigida, en base a su matriz de
transicio´n inicial
Posteriormente, se programa el modelo matema´tico no lineal descrito en el
cap´ıtulo 3, utilizando el software de alto nivel de modelado algebraico GAMS [20]
para obtener las probabilidades qij o´ptimas para cada uno de las redes trabajadas.
Se resuelve el modelo de la ecuacio´n 3.1, para las matrices de transicio´n origi-
nales definidas anteriormente. Las soluciones obtenidas con la herramienta GAMS,
representan las nuevas probabilidades qij que debe de tener cada nodo asociado a
cada una de las redes con las que se experimento´, de tal manera, que realizan en
promedio τ transiciones, partiendo del nodo inicial al nodo final.




0 0.414 0 0.197 0.389
0 0 0.32 0.3 0.38
0 0 0 1 0
0 0 0 0 1




0 0.39 0.412 0.198 0 0 0 0 0 0
0 0 0 0.388 0.237 0.233 0.126 0.016 0 0
0 0 0 0.419 0.24 0.227 0.114 0 0 0
0 0 0 0 0.379 0.379 0.2 0.042 0 0
0 0 0 0 0 0 0.453 0.322 0.206 0.019
0 0 0 0 0 0 0.521 0.302 0.177 0
0 0 0 0 0 0 0 0.588 0.331 0.081
0 0 0 0 0 0 0 0 0.631 0.369
0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0

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M15′ =

0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0.103 0.103 0.103 0.103 0.103 0.093 0.073 0.063 0.063 0.043 0.043 0.013 0.094
0 0 0 0.17 0.16 0.1 0.09 0.09 0.09 0.08 0.08 0.06 0.03 0.03 0.02
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Posteriormente se realiza la simulacio´n desarrollada bajo la programacio´n en
cod´ıgo python [32], la cual nos permita verificar los resultados obtenidos por el mod-
elo NLP. Se ejecuta el experimento con las 10,000 re´plicas y se obtiene el promedio
de los resultados generados por la simulacio´n.
Se comparan los resultados obtenidos tanto por el modelo de optimizacio´n co-
mo el modelo de simulacio´n contra los valores esperados deseados para cada red
dirigida. La tabla siguiente muestra e´stas comparacio´nes:
Matriz Original





Nodos Valor Esperado Prom. Transiciones Dstd
5 2 2.01 1.19
10 5 4.99 1.62
15 10 9.98 1.21
Tabla 4.2: Comparacio´n de las matrices originales y optimizadas
Estas tablas muestran la comparacio´n entre la matriz de transicio´n original y
la matriz de transicio´n optimizada para el valor esperado de transiciones τ y para
una instancia dada para cada uno de los taman˜os de redes a experimentar.
Se generan 10 instancias diferentes para cada una de las redes trabajadas y se
realiza el mismo procedimiento antes mencionado; es decir, se obtiene el promedio
de transiciones de las 10 instancias para cada taman˜o de red y se resuelven mediante
el modelo NLP para su optimizacio´n.
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La tabla 4.3 muestran las 10 instancias trabajadas para cada uno de los taman˜os
de las redes, as´ı como su respectivo promedio de transiciones para cada una de estas
instancias.
Posteriormente se muestran las tablas de las matrices optimizadas, comparando
el promedio de transiciones con el valor esperado τ , e´stas se muestran en la tabla 4.4.
Matriz Original
Instancia Nodos Prom. Transiciones Dstd
1 5 3.81 0.48
2 5 3.74 0.64
3 5 3.9 0.36
4 5 3.84 0.52
5 5 3.37 0.83
6 5 3.95 0.27
7 5 3.23 0.69
8 5 3.41 0.73
9 5 3.95 0.26
10 5 3.38 0.62
Matriz Original
Instancia Nodos Prom. Transiciones Dstd
1 10 7.79 1.16
2 10 8.08 1.14
3 10 7.5 1.16
4 10 7.91 1.15
5 10 7.02 1.38
6 10 8.23 1.1
7 10 7.5 1.16
8 10 8.19 1.18
9 10 8.2 1.01
10 10 8.07 1.09
Matriz Original
Instancias Nodos Prom. Transiciones Dstd
1 15 10.73 2.33
2 15 10.68 2.2
3 15 10.85 2.43
4 15 10.63 2.27
5 15 10.96 2.52
6 15 11.05 2.4
7 15 11.15 2.4
8 15 11.06 2.48
9 15 11.60 2.52
10 15 11.65 2.44
Tabla 4.3: Tablas con 10 instancias para cada taman˜o de red
Cada una de las tablas contiene los datos para las 10 instancias mostradas de
los taman˜os de redes con las que se experimento´.
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Todas las tablas contienen 4 columnas, la primera de e´llas contiene el total de
instancias trabajadas, la segunda columna muestra el taman˜o de la red, la tercera
de ellas muestra el promedio de las transiciones realizadas para esa instancias y la
cuarta columna contien la desviacio´n esta´ndar del promedio de transiciones.
Matriz Optimizada
Inst. Nodos V. Esp. Prom. Trans. Dstd
1 5 2 1.91 1.23
2 5 2 1.98 1.25
3 5 2 2.02 1.28
4 5 2 1.99 1.26
5 5 2 1.98 1.22
6 5 2 2.07 1.32
7 5 2 1.98 1.08
8 5 2 2.05 1.26
9 5 2 2.01 1.29
10 5 2 2.01 1.26
Matriz Optmizada
Inst. Nodos V. Esp. Prom. Trans. Dstd
1 10 5 5.03 1.35
2 10 5 5.07 1.20
3 10 5 5.04 1.11
4 10 5 5.04 1.26
5 10 5 5.02 1.20
6 10 5 4.95 1.27
7 10 5 5.03 1.20
8 10 5 5.03 1.47
9 10 5 4.92 1.47
10 10 5 5.04 1.18
Matriz Optimizada
Inst. Nodos V. Esp. Prom. Trans. Dstd
1 15 8 8.30 1.60
2 15 8 8.00 1.50
3 15 8 8.02 1.58
4 15 8 8.03 1.55
5 15 8 8.10 1.77
6 15 8 7.93 1.75
7 15 8 8.00 1.70
8 15 8 8.09 1.81
9 15 8 8.04 1.94
10 15 8 8.00 1.95
Tabla 4.4: Tabla con 10 instancias optimizadas para cada red a experimentar
Estas otras tablas muestran tambie´n el contenido de cada una de las instancias
ya optimizadas compara´ndolo con el valor esperado deseado para cada uno de los
taman˜os de redes.
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Las tablas contienen 5 columnas, la primera enumera el total de instancias que
se realizaron, la segunda de las columnas muestra el taman˜o de la red trabajada,
la tercera indica el valor esperado de transiciones para cada una de las instancias,
este valor es al que se optimiza con el modelo de la ecuacio´n 3.1, la cuarta columna
sen˜ala el promedio de transiciones que realiza dicha instancia, e´sta es comparada
con la 3era columna ya que espec´ıfica el valor que se espera obtener y por u´ltimo la
5ta columna, muestra la desviacio´n esta´ndar para el promedio de transiciones.
4.2 Red Conexa
Para este caso utilizamos el modelo de simulacio´n basado en la herramienta
FLEXSIM, la cual emula juegos en competencia mediante la teor´ıa de simulacio´n
mediante agentes y procesos de Markov.
4.2.1 Ana´lisis de los Equipos
Cada una de los equipos descritos en la seccio´n 3.1.2, presentan diferentes
propiedades de juego, los cuales los hace diferenciar un equipo de otro.
La siguiente tabla muestra un resumen de las caracter´ısticas o indicadores que
presentan cada uno de los equipos implementados:
Eq. Rojo Eq. Azul Eq. Blanco Eq. Negro
Inteligencia







Tabla 4.5: Caracter´ısticas de cada equipo
Estas caracter´ısticas mostradas en la tabla anterior, se describen a contin-
uacio´n.
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Inteligencia : los jugadores tienen la capacidad de reconocen a sus compan˜eros
as´ı como a los jugadores del equipo contrario.
Jugador estrella: que algu´n jugador del equipo sea un crack 1, en nuestro caso
el delantero central es quien se propone como jugador estrella.
Mejor portero: que el portero del equipo tenga mejor habilidad para detener
el balo´n.
Matriz dina´mica: que la matriz que define las probabilidad de transicio´n para
cada uno de los jugadores del equipo sea variante con el tiempo.
Se realiza una comparativa entre los juegos definidos en la tabla 3.1, a trave´z
del ana´lisis de los enfrentamientos entre cada uno de ellos. En base a la tabla anterior
y las propiedades y caracter´ısticas de cada uno de los equipos, los resultados que se
pretenden obtener son:
El equipo con mejor desempen˜o sera´ el equipo Negro, ya que cuenta con todas
las caracter´ısticas que se implementaron y el equipo con un desempen˜o bajo sera´ el
equipo Rojo, porque so´lo cuenta con una de las caraceter´ısticas mostradas en la
tabla anterior, adema´s sera´ el equipo con ma´s goles en contra. En base a esto y a las
caracter´ısticas de cada uno de los equipos se enlistas el orden de los equipos siendo





1Jugador de extraordinaria calidad
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4.2.2 Ana´lisis de los Encuentros
Como otra forma de analizar y comparar a cada uno de los equipos, se realizaron
los encuentros entre e´stos con la finalidad de poder establecer una mejor comparativa
entre ellos.
Dentro del software de simulacio´n FLEXSIM, se puede definir experimentos que
contengan cientos de re´plicas de cada simulacio´n programada. Para nuestro caso, se
realizaron experimentos que contengan 1000 re´plicas de cada simulacio´n, cada una
de e´stas representa un enfrentamiento de 2 equipos. El tiempo programado para
cada simulacio´n es de 5600 segundos que equivalen a 1 hora y media de juego.
De las 1000 re´plicas realizadas, las primeras 500 uno de los equipos inicia
cada juego, para las otras 500 el equipo contrario es quie´n inicia el partido. Al dar
comienzo cada simulacio´n, e´sta se inicia en la media cancha con el delantero cetral
de cada equipo.
Para cada uno de los encuentros definidos por la tabla 3.1 que contiene el
roll de juegos, se define un experimento con 1000 re´plicas. En cada re´plica de los
experimentos se guarda la cantidad de goles anotados por equipo en cada una de las
1000 simulaciones. De esta manera se mide el desempen˜o de cada equipo. El equipo
ganador es aque´l que anote ma´s goles.
Una de las propiedades que tiene el softaware FLEXSIM, es el modo de vi-
sualizacio´n y el manejo de los datos para exportar a un archivo Excel. Para cada
experimento realizado, abarca varias maneras de visualizacio´n de los resultados.
La siguiente imagen muestra una de las maneras en las que FLEXSIM presenta
los resultados para un experimento.
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Figura 4.5: Goles anotados para cada re´plica
Figura 4.6: Gra´fica de los goles anotados por re´plica
En la figura 4.5, se muestran los goles anotados para el equipo Rojo en cada
una de las re´plicas realizadas. El escenario 1 corresponde a las 1000 re´plicas del
experimento (so´lo se muestran 42 de ellas) y se exponen en orden nume´rico, debajo
de cada re´plica indica el total de goles que efectu´a el equipo en dicha re´plica.
La figura 4.6 denota la misma infomacio´n que en la imagen de los goles ano-
tados, so´lo que se exponen los resultados para esta opcio´n en un modo gra´fico. El
eje x representa las re´plicas ejecutadas por el experimento y el eje y representa los
goles anotados.
El formato que se utilizo´ para la manipulacio´n de los datos obtenidos para
cada una de las re´plicas definidas por el experimento, fue mediante la configuracio´n
de los datos como los que se presenta en el figura 4.5. Este formato se exporta a un
arhivo Excel para su ana´lisis. As´ı para cada experimento ejecutado, se obtiene los
resultados con los goles obtenidos para cada uno de los equipos confrontados.
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4.2.3 Ana´lisis Estad´ıstico
El objetivo de este trabajo es poder comparar dos organizaciones o equipos de
trabajo, que puedan tener la misma estructura as´ı como las cualidades de interaccio´n
definidas para los equipos descritos en el presente trabajo.
Para lograr una comparacio´n entre los equipos y poder dar un mejor ana´lisis
de los mismos, se realizara´n pruebas estad´ısticas tales como: Diferencias de grupo
, Diferencias de Medias, Prubas de Hipo´tesis, Prueba de Normalidad e
Independencia, ve´ase [10], [8], [9], [11].
Para cada enfrentamiento por equipos, se obtiene la estad´ıstica de cua´ntos par-
tidos fueron ganados, cua´ntos de ellos fueron perdidos y cua´ntos empatados para las
1000 simulaciones realizadas por el experimento. Esto se hace para cada instancia del
sistema, como se definio´ en el cap´ıtulo 3 en la seccio´n 3.1.3 generador de instancias.
La siguiente tabla muestra la forma en como se obtiene las estad´ıstica de cada
experimento.
Partidos PG Eq.Azul PG Eq.Blanco PE Total
Primeros 500 153 194 153 500
Segundos 500 138 212 150 500
Total 291 406 303 1000
Porcentajes 29.1 % 40.6 % 30.3 % 100 %
PG- Partidos Ganados ; PE- Patidos Empatados
Tabla 4.6: Estad´ısticas de cada experimento
La tabla detalla las estad´ısticas obtenidas del experimento para el juego entre
el equipo Azul y el equipo Blanco, e´sta se divide en dos partes, para las primeras
500 simulaciones se espec´ıfica cua´ntas de esas re´plicas gano´ cada equipo y cu´antas
simulaciones fueron empate. De igual manera, se muestra la misma estad´ıstica para
las segundas 500 simulaciones y para el total de re´plicas realizadas en el experimento.
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Lo que se puede observar en la tabla anterior 4.6, que para el encuentro entre
Azules vs Blancos, el 29.1 % de las veces que se juega el partido lo ganara´ el equipo
Azul, el 40.6 % de las veces lo ganara´ el equipo Blanco y el 30.3 % de los encuen-
tros sera´n empate. Por tanto, podemos decir que el equipo Blanco tiene una mayor
estrategia de juego que el equipo Azul.
Para poder sostener el echo de que un equipo sea mejor que otro, realizamos
la prueba estad´ıstica de Diferencia de Medias para dos poblaciones. Las mues-
tras para cada una de las poblaciones sera´n los juegos ganados por equipo de un
experimento. Se realizara´n 20 experimentos de 1000 re´plicas cada una, variando las
tablas de probabilidades de transicio´n para los jugadores (nodos) de cada equipo en
cada uno de los experimentos. Esto se ejecuta para cada uno de los enfrentamientos
definidos en la tabla 3.1 rol de juegos. As´ı, cada enfrentamiento por equipos se efec-
tuara´ 20 veces con 1000 re´plicas de juegos cada uno. La siguiente tabla contiene las































































































































R- Eq. Rojo ; A- Eq. Azul ; B- Eq. Blanco ; N- Eq.Negro
Tabla 4.7: Resultados de juegos ganados para los 20 experimentos en cada en-
frentamiento.
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La tabla contiene los 6 juegos definidos en la seccio´n 3.1.2 rol de juegos, en e´lla
se observan las estad´ısticas de los juegos realizados por los 20 experimentos, cada
uno con 1000 re´plicas y tablas de probabilidades diferentes. Los datos observados
en la tabla representan los juegos ganados de cada equipo para cada uno de los
experimentos.
Realizando 20 experimentos para cada enfrentamiento variando los para´metros
(tablas de probabilidad) de entrada al sistema, se considera un taman˜o de muestra
aceptable, para efectuar las pruebas estad´ısticas de diferencia de medias.
Esta prueba de diferencia de medias validara´ estad´ısticamente, el hecho de que
un equipo sea mejor que otro o que un equipo tenga mayor desempen˜o en cuanto a
mayor cantidad de goles se realicen, basa´ndose en las propiedades y estrategias de
juego para cada equipo.
Cada uno de los enfrentamientos se sometera´ a la Prueba t-student para la
diferencia de medias de dos poblaciones independientes. Esta prueba se utiliza para
decidir si las medias de dos poblaciones son iguales, ver [49]. Para e´sto se requiere de
dos muestras independientes una de la otra. Las hipo´tesis que sontiene dicha prueba
son:
Hipo´tesis nula: las dos poblaciones tienen medias iguales.
H0 : µ1 = µ2
Hipo´tesis alternativa: las medias son diferentes para cada poblacio´n.
H1 : µ1 < µ2 H1 : µ1 6= µ2 H1 : µ1 > µ2
Un contraste de hipo´tesis en estad´ıstica es el valor p o p-value por sus siglas
en ingle´s y es la probabilidad de obtener un resultado al menos tan extremo como
el que realmente se ha obtenido para el valor estad´ıstico calculado, suponiendo que
la hipo´tesis nula (H0) es cierta [24].
Cap´ıtulo 4. Experimentacio´n y Ana´lisis de resultados 61
La interpretacio´n de este contraste es que se rechaza la hipo´tesis nula, s´ı el
valor p asociado al resultado observado, es igual o menor que el nivel de significancia
α establecido, t´ıpicamente α = 0.05.
Las pruebas de diferencia de medias para cada grupo o enfrentamiento de la
tabla 4.7 se muestran a continuacio´n:
Eq.Rojo vs Eq.Azul Eq.Rojo vs Eq.Blanco
Eq.Rojo vs Eq.Negro Eq.Azul vs Eq.Blanco
Eq.Azul vs Eq.Negro Eq.Blanco vs Eq.Negro
Tabla 4.8: Prueba de diferencia de medias para cada uno de los juegos
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La tabla contiene las pruebas de diferencia de medias para cada uno de los
juegos definidos. En la prueba para el juego entre el equipo Rojo vs equipo Azul, se
observa que el contraste estad´ıstico para el valor p es de 2.2e−16, lo que indica que la
prueba rechaza la hipo´tesis nula de que las medias para estos equipos sean iguales.
Dicho de otro modo, existe una diferencia de juego entre el equipos Rojo y equipo
Azul, lo que se puede observar en las medias de cada poblacio´n para la cantidad de
goles anotados. La media para el equipo Rojo es de 107.95 goles, mientras que la
media para el equipo Azul es de 614.85 goles. Por lo tanto, el equipo Azul es mejor
que el Equipo Rojo.
Del mismo modo, se verifica la diferencia de grupos o equipos para los dema´s
juegos realizados, basa´ndonos en el valor p para las dema´s pruebas. Para la mayor´ıa
de los juegos se tiene un valor de contraste de hipo´tesis cercano al 0, por lo que se
rechaza la hipo´tesis nula en estos casos. So´lo en el juego del equipo Blanco vs equipo
Negro, se estima un valor p de 0.4739, valor que se encuentra por encima del nivel
de significancia (α = 0.05). Para este caso entre el equipo Blanco y el equipo Negro,
la prueba no rechaza la hipo´tesis nula, por lo que las medias entre estos dos equipos
son iguales. Por lo tanto, estos equipos son estad´ısticamente equivalentes.
Lo que indican las pruebas mostradas en la tabla 4.8, es que todos los equipos
son diferentes, ya que las medias de los juegos ganados por equipos son totalmente
distintos, so´lo para el caso del enfrentamiento del equipo Blanco contra el equipo
Negro, las medias para e´stos son estad´ısticamente iguales.
Uno de los supuestos que existen dentro de la prueba de diferencia de medias, es
que las dos poblaciones son independientes, es decir, que no este´n correlacionadas una
de la otra. Otra de las premisas, es que las muestras presentan un comportamiento
bajo una distribucio´n normal.
Para corroborar estos supuestos, se realizaron la prueba de Normalidad y la
prueba de Independencia.
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Prueba de Independecia
Esta prueba se utiliza para demostrar de manera ma´s formal la relacio´n ex-
istente entre dos variables. En otras palabras si la variable x de una poblacio´n es
independiente de otra variable y.
Para probar este supesto de independencia entre los equipos confrontados para
cada uno de los juegos realizados, se efectuara´ la prueba de Pearson para la
correlacio´n entre dos variables. El coeficiente de correlacio´n de Pearson se define
como la covarianza de las dos variables, dividido por el producto de sus desviaciones
esta´ndar. Esta medida de correlacio´n lineal entre las variables, esta´ definido en un
rango de −1 a 1, donde 1 se define como una correlacio´n positiva entre las variables,
0 como no correlacio´n y -1 como una correlacio´n negativa [29], [42].
La prueba de Pearson tambien realiza un contraste de hipo´tesis, siendo la
hipo´tesis nula (H0) que las variables son dependendientes, contra la hipo´tesis alter-
nativa (H1) que las variables son independientes. Para mayor informacio´n sobre la
prueba realizada por el software estad´ıstico R ver [48]. Las pruebas para cada uno
de los juegos, se muestran en la tabla 4.9.
Estas tablas muestran las pruebas de independencia para los equipos de cada
juego. Para nuestro caso, la variable x representa la serie de datos de los partidos
ganados para un equipo y la variable y representa la serie de datos para el equipo
contrario.
En la tabla se observa la prueba realizada para el juego entre el equipo Rojo vs
equipo Azul, en donde se obtuvo un coeficiente de Pearson del −0.8875 y un valor
p del 1.388e−06, el cua´l es un valor cercano a 0, por lo que se rechaza la hipo´tesis
nula H0 de que las dos variables son dependientes. Por lo tanto, las dos muestras de
goles para cada equipo para e´se enfrentamiento son independintes.
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Eq.Rojo vs Eq.Azul Eq.Rojo vs Eq.Blanco
Eq.Rojo vs Eq.Negro Eq.Azul vs Eq.Blanco
Eq.Azul vs Eq.Negro Eq.Blanco vs Eq.Negro
Tabla 4.9: Prueba de Pearson para independecia de variables
Del mismo modo, se verifica el valor p asociado a las pruebas de hipo´tesis de
independecia entre las variables, para los dema´s juegos realizados. Analizando dichos
valores correspondientes a las pruebas, se observa que en todos los casos se obtiene
un valor p cercano al cero, por lo que se concluye que los datos obtenidos por los
experimentos para cada uno de los equipos son independientes uno del otro.
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Para corroborar estas pruebas, se determinaron los gra´ficos correspondientes a
la correlacio´n cruzada entre cada una de las variables, e´stas se muestran a contin-
uacio´n.
Rojo vs Azul Rojo vs Blanco
Rojo vs Negro Azul vs Blanco
Azul vs Negro Blanco vs Negro
Tabla 4.10: Gra´ficas de correlacio´n cruzada por juego
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La tabla contiene las gra´ficas de correlacio´n cruzada para cada enfrentamiento,
e´stas tambie´n muestran si existe correlacio´n entre los datos de cada equipo.
Las l´ıneas punteadas de las gra´ficas representan el nivel de significancia para
las pruebas o indican el umbral para determinar si existe correlacio´n o no entre los
datos. Este umbral depende de la cantidad de muestra para cada poblacio´n. Si las
barras para cada gra´fica sobrepasa este umbral, significa que existe correlacio´n para
ese paso de retraso (lag) de la funcio´n.
En las gra´ficas se observan que para todos los juegos, las barras no sobrepasan
el nivel de significancia permitido, so´lo para la barra de las gra´ficas en la posicio´n
0 sobrepasa este umbral, la explicacio´n nace de las re´plicas realizadas para cada
juego en cada uno de los 20 experimentos. Si recordamos los datos registrados para
cada juego, se obtuvieron de realizar 20 experimentos de encuentros para cada par
de equipos con 1000 re´plicas cada uno, entonces cada experimento, representa 1000
simulaciones de los encuentros con los mismos para´metros, e´stos van cambiando al
realizar otro experimento. E´sto explica la correlacio´n entre los juegos por pares; es
decir, nos indica que s´ı exisitira´ una correlacio´n entre cada par de juegos realizados
por el mismo experimento, dado que son simulaciones con los para´metros ide´nticos.
Prueba de Normalidad
Se efectu´a la prueba para corroborar el supuesto de normalidad, la cu´al se
puede realizar tanto como un estudio gra´fico como un estudio anal´ıtico.
Se verifica este supuesto utilizando la prueba de Shapiro-Wilk. Esta prueba es-
tad´ıstica realiza un contraste de normalidad para un conjunto de datos. Se considera
como uno de las pruebas ma´s potentes para cuando la muestra es pequen˜a (N < 30)
[45],[44]. Las hipo´tesis que plantea dicha prueba son:
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Hipo´tesis nula: la muestra proviene de una poblacio´n normalmente distribuida.
Hipo´tesis alternativa: la muestra no proviene de una poblacio´n normalmente
distribuida.
El ana´lisis para esta prueba se determino´ mediante un estudio gra´fico como un
estudio anal´ıtico a tra´vez del contraste de Shapiro-Wilk, las cuales se presentan en
forma separada para cada uno de los equipos.
La tabla 4.11 presenta las pruebas de normalidad de los 3 juegos a los que se
enfrento´ el equipo Rojo. E´stas contiene 2 gra´ficas y la prueba de Shapiro-Wilk para
cada juego. La primera, es una gra´fica de densidad, la cual muestra como los datos
se ajustan a una distribucio´n gaussiana, si los datos son normales, e´sta presenta una
forma acampanada y sime´trica. La segunda es una gra´fica de probabilidad normal,
donde se comparan la probabilidad acumulada observada contra la probabilidad
acumuada esperada, s´ı los datos se acomodan sobre la l´ınea recta, se dice que los datos
son normales. Por u´ltimo, se expone la prueba realizada con el software estad´ıstico
R-project, en e´sta se evidenc´ıa el valor estad´ıstico W y el valor p para la prueba de
hipo´tesis.
Para el primer juego del equipo Rojo, se observa que cumplen las condiciones
mencionadas, los datos se ajustan a una distribucio´n gaussiana, la gra´fica de prob-
abilidad normal se acoplan a la recta y el valor p es mayor al nivel de confianza
(α = 0.05). Por lo tanto los datos obtenidos del primer juego para el equipo Rojo,
cumplen los supuestos de normalidad.
Para el segundo juego, las gra´ficas pueden denotar que cumplen las codiciones,
pero al efectuar la prueba de Shapiro-Wilk, observamos que el valor p es menor que el
nivel de confianza permitido, por lo que se rechaza la hipo´tesis nula de que los datos
son normales. Por lo tanto, para este juego no cumplen los supuesto de normalidad.
El tercer juego de este equipo, la gra´fica de densidad sigue una distribucio´n
gaussiana, la gra´fica de probabilidad normal se ajusta a la recta y el valor de p
muestra que se acepta la hipo´tesis nula, por lo tanto los datos son normales.
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Tabla 4.11: Pruebas de normalidad para el equipo Rojo
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Las gra´ficas y pruebas para los dema´s equipos se detalla a continuacio´n.
Tabla 4.12: Pruebas de normalidad para el equipo Azul
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Para el equipo azul, observamos que las gra´ficas de densidad para el 1er juego,
no se ajusta a la perfeccio´n a una distribucio´n gaussiana, sin embargo, la gra´fica de
probabilidad normal se adapta a la recta y el valor de p para la prueba de Shapiro-
Wilk, indica que se acepta la hipo´tesis de que los datos son normales.
En el segundo juego, tanto la gra´fica de densidad como la gra´fica de probabili-
dad normal, ajustan a una distribucio´n gaussiana, para la prueba se concluye que se
acepta la hipo´tesis nula, ya que el valor estimado para el estad´ıstico es mayor al nivel
de confianza. Por lo tanto, los datos para el 2do juego de este equipo son normales.
Para el tercer juego, la gra´fica de densidad no sigue una distribucio´n gaussiana,
ya que no tiene forma de campana y no es sime´trica, en el gra´fico de la probabilidad
normal, se observa que existen puntos at´ıpicos para los cuales no se ajusta a la recta
y en la prueba, el valor de p es menor que el nivel de significancia, por lo que se
rechaza la hipo´tesis nula. Por lo tanto, estos datos no cumplen los supuestos de
normalidad.
La tabla 4.13 contiene las pruebas y gra´ficas de los tres juegos para los que se
enfrento´ el equipo Blanco.
Se observa que para el primer juego del equipo, la gra´ficas de densidad no es
sime´trica pero mantiene la forma acampanada. Para las 2das gra´ficas de probabilidad
normal de los tres juegos, los datos se ajustan a la recta, e´stas no contienen valores
at´ıpicos de los cua´les podamos desconfiar de los supuestos de normalidad.
Para las pruebas de Sahpiro-Wilk, el valor estad´ıstico p sobrepasa el nivel de
confianza permitido, por lo que se acepta la hipo´tesis nula para los 3 casos. Por
lo tanto, los datos obtenidos para los 3 juegos de este equipo, provienen de una
distribucio´n normal.
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Tabla 4.13: Pruebas de normalidad para el equipo Blanco
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Tabla 4.14: Pruebas de normalidad para el equipo Negro
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La tabla anterior incluye las gra´ficas y las pruebas de normalidad para el equipo
Negro de cada uno de los juegos en los que participo´.
De las gra´ficas de densidad para el equipo, se observa que no se ajustan muy
bien a una distribucio´n gaussiana para los 3 juegos realizados.
De las gra´ficas de probabilidad normal, se nota que en los tres juegos en los
que participo´ el equipo Negro, los datos se acoplan muy bien a la recta sin incluir
valores at´ıpicos en e´llas, adema´s, las pruebas corroboran el supuesto de normalidad,
ya que para los tres casos, se obtiene en el estad´ıstico para el valor p un nu´mero
mayor al nivel de significancia, permitiendo que las pruebas acepten la hipo´tesis de
que los datos son normales. Por lo tanto, las datos obtenidos por los experimentos
para el total de juegos efectuados, derivan de una distribucio´n gaussiana.
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Conclusiones y Trabajo futuro
Dentro de los objetivos del trabajo, se pretend´ıa contar con una herramienta
de simulacio´n bajo el entorno FLEXSIM, este modelo emular´ıa sistemas colectivos
para los cuales se pueda conocer las caracter´ısticas propias de cada uno de los grupos
o equipos a estudiar.
El modelo que se obtuvo y el cual esta basada esta tesis, analiza el compor-
tamiento de un grupo que se ve influenciado por la competitividad de un segundo.
Tambie´n se cuenta con las estad´ısticas pertinentes para cada simulacio´n que se re-
alice.
Se simularon 4 equipos de trabajo en un entorno de juegos deportivos, ca-
da uno de e´stos tienen caraceter´ısticas distintas uno del otro, e´stas se basan en la
probabilidad de interaccio´n de los jugador para cada equipo. Se realizaron juegos de
competencia por pares, teniendo un total de 6 sistemas colectivos a estudiar.
El estudio estad´ıstico que se llevo a cabo para la diferencia de los grupos
simulados, revela que´ grupo es mejor que otro, si se llega a competir entre ellos. Los
resultados alcanzados por el ana´lisis fueron satisfactorios para la mayor´ıa de de los
equipos.
Las pruebas de diferencia de medias explican que equipos se consideran estadis-
ticamente iguales o estad´ısticamente diferentes. Las conclusiones para esta prueba,
manifiestan que so´lo los equipos Blanco y Negro son estad´ısticamente iguales inde-
pendientemente su estrategia de juego. Para los supuesto que presenta esta prueba,
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se deriva de las prubas de independecia para cada uno de los grupos, manifestando
que los datos obtenidos por los experimentos, provienen de muestras totalmente
independientes. Para el supuesto de normalidad, efectuando la prueba de Shapiro-
Wilk, se concluye que so´lo las muestras para el equipos Rojo y Azul en sus 2do y 3er
juego respectivamente, no provienen de una distribucio´n gaussiana, en tales casos,
so´lo podemos hacer referencia a las medias obtenidas anal´ıticamente. Para los dema´s
juegos de los 4 equipos, cumplen satisfactoriamente estos supuestos.
Para el caso del modelo de optimizacio´n, se comprueba que la formulacio´n
matema´tica propuesta bajo la metodolog´ıa de teor´ıa de Markov y como un problema
de programacio´n no lineal, se obtienen soluciones de muy buena calidad y a un tiempo
de co´mputo considerable, para los taman˜os de redes en los que se experimento´. Se
verifican los resultados obtenidos mediante la simulacio´n programada en Python,
los cuales logran un porcentaje de error bajo, siendo el promedio de transiciones
para cada taman˜o de red muy cercanos al valor de transiciones optimizado mediante
la herramienta GAMS. En las tablas 4.3 y 4.4, se corroboran los valores obtenidos
para el valor esperado de transiciones mediante la simulacio´n para cada instancia y el
valor a optimizar, se observa que estas dos cantidades son muy cercanas, cumpliendo
el objetivo del modelo.
La complejidad de optimizar las probabilidades qij asociadas a la matriz de
transicion de un red dirigida, aumenta conforme crece el taman˜o de la red, razo´n
por la cua´l, el modelo puede mejorarse implementando heur´ısticas, que pueden pro-
porcionar soluciones de buena calidad para taman˜os de red superior al de 15 nodos.
En general, en este trabajo de investigacio´n se lograron los objetivos pertinentes
que se deseaban obtener, tanto para el modelo de simulacio´n en FLEXSIM, as´ı como
el problema de optimizacio´n para el caso de una red dirigida.
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Para esta tesis se deja como trabajo futuro los siguientes puntos a seguir:
Experimentar con el modelo de simulacio´n utilizando datos existentes de prob-
abilidades de transicio´n, para equipos de futbol con los que se cuente con dicha
informacio´n.
Extender el ana´lisis estad´ıstico para el enfrentamientos de los equipos, utilizan-
do pruebas no parame´tricas que apoyen los resultados obtenidos.
Implementar una heur´ıstica para la optimizacio´n de redes de taman˜o grande
(mayores a 15 nodos).
Integrar el modelo de optimizacio´n al caso del modelo de simulacio´n en FLEXSIM.
Ape´ndice 5. Conclusiones y Trabajo futuro 77
±±
Bibliograf´ıa
[1] Ahuja, R. K., T. L. Magnanti y J. B. Orlin, ((Network flows: theory,
algorithms, and applications)), , 1993.
[2] Albert, R. y A.-L. Baraba´si, ((Statistical mechanics of complex networks)),
Reviews of modern physics, 74(1), pa´g. 47, 2002.
[3] Alfonso Pe´rez, M., S. Bueno Guille´n, M. d. C. d. El´ıas Olivenza,
M. d. R. Dia´nez del Valle, J. N. Valde´s et al., ((Siete puentes, un camino:
Ko¨nigsberg.)), Suma. Madrid, 2004, n. 45, febrero; p. 69-78, 2003.
[4] Amaral, L. A. y J. M. Ottino, ((Complex networks)), The European Phys-
ical Journal B-Condensed Matter and Complex Systems, 38(2), pa´gs. 147–162,
2004.
[5] Basu, A. K., An Introduction to Stochastic Processes, Alpha Science Int’l Ltd.,
2003.
[6] Bianconi, G. y A.-L. Baraba´si, ((Bose-Einstein condensation in complex
networks)), Physical Review Letters, 86(24), pa´g. 5632, 2001.
[7] Bondy, J. A. y U. S. R. Murty, Graph theory with applications, tomo 290,
Macmillan London, 1976.
[8] Box, G. E., ((Non-normality and tests on variances)), Biometrika, 40(3/4),
pa´gs. 318–335, 1953.
78
Ape´ndice . Bibliograf´ıa 79
[9] Broock, W., J. A. Scheinkman, W. D. Dechert y B. LeBaron, ((A test
for independence based on the correlation dimension)), Econometric Reviews,
15(3), pa´gs. 197–235, 1996.
[10] Canavos, G. C. y E. G. U. Medal, Probabilidad y estad´ıstica, McGraw Hill,
1987.
[11] Castan˜o, E. y J. Mart´ınez, ((Uso de la funcio´n de correlacio´n cruzada en la
identificacio´n de modelos ARMA)), Revista Colombiana de Estad´ıstica, 31(2),
pa´gs. 293–310, 2008.
[12] Cinca, A. N., Estad´ıstica y econometr´ıa, McGraw-Hill Interamericana de Es-
pan˜a, 1996.
[13] Costa, L. d. F., F. A. Rodrigues, G. Travieso y P. Villas Boas,
((Characterization of complex networks: A survey of measurements)), Advances
in Physics, 56(1), pa´gs. 167–242, 2007.
[14] Danielsson, P.-E., ((Euclidean distance mapping)), Computer Graphics and
image processing, 14(3), pa´gs. 227–248, 1980.
[15] DEL, R., ((Modelado de sistemas complejos mediante simulacio´n basada en
agentes y mediante dina´mica de sistemas)), EMPIRIA. Revista de Metodolog´ıa
de Ciencias Sociales, (16), pa´gs. 85–112, 2008.
[16] Edmonds, B., ((The use of models-making MABS more informative)), en Multi-
agent-based simulation, Springer, pa´gs. 15–32, 2001.
[17] Escobar, C. A., J. Moreno Cadavid y S. Munera Alvarez, ((Modelo de
simulacio´n de una subasta de doble punta mediante el paradigma multi-agente)),
Avances en Sistemas e Informa´tica, 6(1), pa´gs. 197–205, 2009.
[18] ESTAVILLOU`, M. E., ((Fu´tbol y competencia en los medios de comuni-
cacio´n)), Por que amamos el futbol?/Why We Love Soccer?: Un enfoque de
politica publica/AN approach on Public Policies, pa´g. 185, 2008.
Ape´ndice . Bibliograf´ıa 80
[19] Faloutsos, M., P. Faloutsos y C. Faloutsos, ((On power-law relation-
ships of the internet topology)), en ACM SIGCOMM Computer Communication
Review, tomo 29, ACM, pa´gs. 251–262, 1999.
[20] Gams Home Page, ((Gams Development Corporation)), reucrsodisponible en:
htp://http://www.gams.com/.
[21] Garc´ıa, R., ((La investigacio´n interdisciplinaria de sistemas complejos)),
Me´xico-Buenos Aires. CEA, Serie Materiales, 1, pa´g. 91, 1991.
[22] Garc´ıa, R., ((Sistemas complejos)), Conceptos, me´todo y fundamentacio´n,
2006.
[23] Gilbert, N., ((Agent-based social simulation: dealing with complexity)), The
Complex Systems Network of Excellence, 9(25), pa´gs. 1–14, 2004.
[24] Goodman, S. N., ((Toward evidence-based medical statistics. 1: The P value
fallacy)), Annals of internal medicine, 130(12), pa´gs. 995–1004, 1999.
[25] Granfutbol.com, ((TA˜CTICAS DE EQUIPO - ESTILOS DE JUEGO)), reu-
curso disponible en: http://www.granfutbol.com/estilos-de-juego.html.
[26] Hillier, F. S., ((Lieberman. Introduction to operation research)), , 2001.
[27] Jordi Lucas Webs, ((FA˜otbol directo: el arte del contragolpe)), reucurso
disponible en: http://www.futbolaula.com/tactica-estrategia-futbol/
futbol-directo-el-arte-del-contragolpe/.
[28] Kitano, H., M. Asada, Y. Kuniyoshi, I. Noda y E. Osawa, ((Robocup:
The robot world cup initiative)), en Proceedings of the first international con-
ference on Autonomous agents, ACM, pa´gs. 340–347, 1997.
[29] Kornbrot, D., ((Pearson Product Moment Correlation)), Encyclopedia of
Statistics in Behavioral Science, 2005.
[30] Latora, V. y M. Marchiori, ((Efficient behavior of small-world networks)),
Physical review letters, 87(19), pa´g. 198 701, 2001.
Ape´ndice . Bibliograf´ıa 81
[31] Lawler, G. F., Introduction to stochastic processes, CRC Press, 2006.
[32] Lutz, M., Learning python, O’Reilly Media, 2013.
[33] Maes, P., ((Modeling adaptive autonomous agents)), Artificial life, 1(1 2), pa´gs.
135–162, 1993.
[34] Milgram, S., ((The small world problem)), Psychology today, 2(1), pa´gs. 60–67,
1967.
[35] Neftc¸i, S., An introduction to the mathematics of financial derivatives, Access
Online via Elsevier, 2000.
[36] Newman, M., A.-L. Baraba´si y D. J. Watts, The structure and dynamics
of networks, Princeton University Press, 2006.
[37] Newman, M. E., ((The structure and function of complex networks)), SIAM
review, 45(2), pa´gs. 167–256, 2003.
[38] Nordgren, W. B., ((Flexsim: Flexsim simulation environment)), en Proceed-
ings of the 34th conference on Winter simulation: exploring new frontiers, Win-
ter Simulation Conference, pa´gs. 250–252, 2002.
[39] Nordgren, W. B., ((Flexsim simulation environment)), en Simulation Con-
ference, 2003. Proceedings of the 2003 Winter, tomo 1, IEEE, pa´gs. 197–200,
2003.
[40] Nwana, H. S., ((Software agents: An overview)), Knowledge engineering review,
11(3), pa´gs. 205–244, 1996.
[41] Pavo´n, J., M. Arroyo, S. Hassan y C. Sansores, ((Simulacion de sistemas
sociales con agentes software)), CMPI-2006. Actas del Campus Multidisciplinar
en Percepcion e Inteligencia, 1, pa´gs. 389–400, 2006.
[42] Plackett, R. L., ((Karl Pearson and the chi-squared test)), International Sta-
tistical Review/Revue Internationale de Statistique, pa´gs. 59–72, 1983.
Ape´ndice . Bibliograf´ıa 82
[43] Rinco´n, L., ((Introduccio´n a los procesos estoca´sticos)), Departamento de de
Matema´ticas, Facultad de Ciencias UNAM, 2008.
[44] Royston, J., ((Algorithms As 181: The W test for normality)), Journal of the
Royal Statistical Society. Serie C (Applied Statistics), 31(2), pa´gs. 176–180,
1982.
[45] Royston, J., ((An extension of Shapiro and Wilk’s W test for normality to
large sample)), Applied Statistics, pa´gs. 115–124, 1982.
[46] Russell, S. J. y P. Norvig, Inteligencia Artificial: un enfoque moderno,
1996.
[47] Sanz Mene´ndez, L. et al., ((Ana´lisis de redes sociales: o co´mo representar las
estructuras sociales subyacentes)), , 2003.
[48] Venables, W. N., B. D. Ripley y W. Venables, Modern applied statistics
with S-PLUS, tomo 250, Springer-verlag New York, 1994.
[49] Walpole, R. E., R. H. Myers, S. L. Myers, R. Cruz y J. A. T. Marina,
((Probabilidad y Estad´ıstica para Ingenieros)), , 1999.
[50] Wasserman, S., Social network analysis: Methods and applications, tomo 8,
Cambridge university press, 1994.
[51] Watts, D. J. y S. H. Strogatz, ((Collective dynamics of aˆsmall-
worldaˆnetworks)), nature, 393(6684), pa´gs. 440–442, 1998.
[52] West, D. B. et al., Introduction to graph theory, tomo 2, Prentice hall Engle-
wood Cliffs, 2001.
[53] Wooldridge, M., N. R. Jennings et al., ((Intelligent agents: Theory and
practice)), Knowledge engineering review, 10(2), pa´gs. 115–152, 1995.
Ficha autobiogra´fica
Jesus David Pen˜a Aguilar
Candidato para el grado de Maestro en Ciencias en Ingenier´ıa de Sistemas
Universidad Auto´noma de Nuevo Leo´n
Facultad de Ingenier´ıa Meca´nica y Ele´ctrica
Tesis:
Ana´lisis y Simulacio´n De Procesos
Estoca´sticos En Redes De Interaccio´n
Nac´ı el 23 de febrero del an˜o 1986 en la ciudad de Guadalupe, Nuevo Leo´n. Des-
de nin˜o sent´ı un gran intere´s por las matema´ticas, gracias a esto y a las ensen˜anzas
de las mismas por parte de mis maestros de los niveles de secundar´ıa y preparator´ıa,
me llevaron a tomar la desicio´n de realizar mis estudios de profesionista como Lic.
en Matema´ticas por la Facultad de Ciencias F´ısico-Matema´ticas de la Universidad
Auto´noma de Nuevo Le´on. Continu´o mis estudios de Maestr´ıa en la misma Univer-
sidad en la Facultad de Ingenier´ıa Meca´nica y Ele´ctrica en el Programa de Posgrado
en Ingenier´ıa en Sistemas (PISIS).
83
