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Abstract
Two new lattice reduction algorithms are presented and analyzed. These algorithms, called the
Schmidt reduction and the Gram reduction, are obtained by relaxing some of the constraints of
the classical LLL algorithm. By analyzing the worst case behavior and the average case behavior
in a tractable model, we prove that the new algorithms still produce “good” reduced basis while
requiring fewer iterations on average. In addition, we provide empirical tests on random lattices
coming from applications, that con6rm our theoretical results about the relative behavior of the
di7erent reduction algorithms. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
A Euclidean lattice is the set of all integer linear combinations of p linearly inde-
pendent vectors in Rn. The vector space Rn is then called the ambient space. Any
lattice can be generated by many bases (all of them of cardinality p). The lattice basis
reduction problem aims to 6nd bases with good Euclidean properties, that is su#ciently
short vectors and almost orthogonal. The problem is old and there exist numerous no-
tions of reduction; the most natural ones are due to Minkowski or Korkhine–Zolotarev.
For a general survey, see for example [12, 17, 22]. Both of these reduction processes
are “strong”, since they build reduced bases with somehow best Euclidean properties.
However, they are also computationally hard to 6nd, since they demand that the 6rst
vector of the basis should be a shortest one in the lattice. Finding such an element in a
lattice is NP-hard for the sup-norm [23]. Concerning the Euclidean norm it is NP-hard
under randomized reduction [1]. Fortunately, even approximate answers to the reduction
problem have numerous theoretical and practical applications in computational number
theory and cryptography: Factoring polynomials with rational coe#cients [15, 24], 6nd-
ing linear Diophantine approximations [14], breaking various cryptosystems [10] and
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integer linear programming [11, 16]. In 1982, Lenstra et al. [15] gave a powerful ap-
proximation reduction algorithm. It depends on a real approximation parameter t ∈ ]1; 2[
and is called LLL(t). It begins with the Gram–Schmidt orthogonalizing process, then
it aims to ensure, for each index i; 16i6p− 1, a lower bound on the ratio between
the lengths ‘i and ‘i+1 of two successive orthogonalized vectors,
‘i+1
‘i
¿ s with s2 =
1
t2
− 1
4
6
3
4
: (1.1)
So, for reducing an n-dimensional lattice, it performs at least n − 1 iterations. This
celebrated algorithm seems di#cult to analyze precisely, both the worst-case and the
average-case. The original paper [15, 24] gives an upper bound for the number of
iterations of LLL(t), which is polynomial in the data size. When given p input
vectors of Rn of length at most M , the data size is O(np logM) and the upper
bound is p2 logt M+p. DaudMe and VallMee [6] exhibited an upper bound for the av-
erage number of iterations (in a simple natural model) which asymptotically equals
(p2=2) logt n+p.
There is already a wide number of variations around the LLL algorithm (due for
instance to Kannan or Schnorr [11, 18]) whose goal is to 6nd lattice bases with sharper
Euclidean properties than the original LLL algorithm.
Here, we choose the other direction, and we present two new variations around the
LLL-reduction that are a priori weaker than the usual LLL reduction. They are called
Schmidt-reduction and Gram-reduction. As for the LLL-reduction, they both depend on
the parameter s. The Gram reduction also depends on another parameter . When =0,
the Gram-reduction coincides with the LLL reduction. Our algorithms are modi6cations
of the LLL algorithm; they have exactly the same structure but they are based on
di7erent and weaker tests on the ratio between the lengths of orthogonalized vectors.
Our purpose is twofold. On the one hand, we propose more time-e#cient reductions
for lattices of high dimension. Although the new reduced bases are less sharp, they
can play the same role as the LovMasz-reduced ones in most of the applications, and
they are obtained faster. On the other hand, the new algorithms are easier to analyze
precisely so that the randomness and e#ciency issues are much better understood.
Plan of the paper. In Section 2, we de6ne the new reductions and we compare
them to the LLL reduction: We give the Euclidean qualities of any reduced basis and
the worst-case complexity of the reduction algorithms. Section 3 presents the main
tools of the average-analysis in a tractable model. In Section 4, we show a general
threshold phenomenon for the ratios of lengths of two di7erent orthogonalized vectors
and we compare the di7erent reduction processes on random lattices. In Section 5, we
report empirical tests on random lattices coming from applications: the new reduction
algorithms remain more time-e#cient and their outputs are still strong enough to be
useful in applications.
Summary of results.
(a) First, we show that our reduced bases always have Euclidean properties similar
to the LLL reduced ones. In particular, the shortest vector is at most (1=s)n−1 times
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longer than a shortest element in the lattice. Observe that most of the applications use
only the 6rst vector of the reduced basis.
(b) For the worst-case number of iterations, we show for all the reduction algorithms,
the same upper bound as for the LLL algorithm. So, we cannot distinguish between
these algorithms by a worst-case analysis.
Then, we compare these reductions by means of average-case analysis. We adopt
a tractable probabilistic model, where the p vectors of the input basis are chosen
uniformly and independently in the unit ball of Rn. For the average analysis, we
use various tools: We begin with the result due to DaudMe and VallMee [6] about the
distribution function of the length ‘a of the ath orthogonalized vector associated with
random bases. Then, we generalize a method due to Laplace to the two-dimensional-
case and we apply this machinery to study the distribution function of the ratio ‘b=‘a
between the lengths of two di7erent orthogonalized vectors. More precisely, we choose
for a and b two a#ne functions of the dimension n of the ambient space.
Denition 1. For  any real constant in [0; 1], and r any integer constant, the quantity
f(n) := n + r is called an a3ne index (or simply an index) i7 it is an element of
{1; : : : ; n}. Moreover, such an index is called a beginning index i7 the slope  satis6es
¡1. It is called an ending index i7 the slope  satis6es =1.
We consider the asymptotics of the distribution function of the ratio ‘b=‘a for n→∞
and when a := n+ i, b := n+ j are two indexes. By “almost surely”, we mean that
the probability tends exponentially to 1 with the dimension n. We exhibit some quite
di7erent phenomena according to the position of the pair (a; b) with respect to the
dimension n of the ambient space Rn.
(c) For a pair (a; b) of beginning indexes, the distribution function of ‘b=‘a presents
a threshold phenomenon that is of independent interest. More precisely, given two real
constants  and  in [0; 1[, and two integer constants i and j, the probability
Pr{‘n+j=‘n+i ¡ v}
follows a 0–1 law when n tends to in6nity and the jump occurs when v equals√
1− =√1− . Then, for any 6xed s, we exhibit !0(s)¡1 such that, when the ambi-
ent space is of su#ciently high dimension n, any random input of dimension p :=!n
with !¡!0(s) is almost surely reduced after p− 1 iterations (in the sense of all the
previous reductions). 1 Furthermore, we show that the new algorithms, are quite e#-
cient, even in the most di#cult case of the full dimensional lattices (p= n), since the
numbers KS and KG of iterations of the Schmidt and the Gram algorithms are almost
1 Notice that Donaldson [8] proved some similar phenomenon: any random input of 6xed dimension p is
almost surely reduced in the sense of Minkowski. Our result deals with the LovOasz-reduction which is of
course weaker than the reduction of Minkowski, but it concerns a bigger class of random inputs, namely
those of dimension p :=!n with !¡!0(s).
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surely n− 1: For any ¿0, there exists N such that for any n¿N ,
Pr{KS = n− 1}¿ 1− s(1−)n; Pr{KG = n− 1}¿ 1− s(1−)n :
Observe that when the LLL algorithm or any of the modi6cations presented in this
paper runs on an input basis of dimension p, then p − 1 is the minimal number of
iterations that can occur. 2
(d) On the contrary, for a pair (a; b) of ending indexes the distribution function of
‘b=‘a does not present a threshold phenomenon anymore. More precisely, given two
positive integer constants i and j, the probability
Pr{‘n−j=‘n−i ¡ v}
admits a limit that is a continuous function of v. Thus, the LLL algorithm is much less
time-e#cient, since we show that the number KL of iterations of the LLL algorithm is
strictly greater than n− 1, with a non-negligible probability,
Pr{KL ¿ n− 1}¿ 1=
√
1 + (1=s)2:
For the average number of iterations of the LLL algorithm, the only known upper-
bound remains n2 logt n+ n [6].
2. New reductions and worst-case analysis
First, we recall how the Euclidean properties of a basis are usually evaluated in
lattice theory. Then, we de6ne two new reductions: For s a real parameter de6ned
by 1.1, and ∈ ]0; 1] a 6xed real, we introduce the (s; )-Gram reduction and the s-
Schmidt reduction. We compare all these reductions from two points of view, the
Euclidean properties of the output basis, and the worst-case computational complexity
of the algorithms. We obtain the results (a), (b) of the introduction.
2.1. Two measures of quality
Let Rn be endowed with the usual scalar product 〈 ; 〉 and Euclidean length |u|=
〈u; u〉1=2. A lattice of Rn is the set of all integer linear combinations of a set of linearly
independent vectors. Generally it is given by one of its basis (b1; b2; : : : ; bp) and the
number p is the dimension of the lattice. So, if M is the maximum length of the
vectors bi, the data-size is (np logM). In a lattice, there exist some invariant quantities
that do not depend on the choice of a basis. Among these invariants, the n successive
minima i are de6ned as follows: i is the smallest positive number t so that there
exist in the lattice, i independent vectors of lengths at most t. So, 1 is the length of
the shortest vector.
2 Asserting that an input basis is reduced after the minimal number of iterations is equivalent to saying
that the input 6ag (see [17]) is already reduced before the execution of the algorithm.
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Intuitively, a reduced basis of a lattice consists of short vectors or equivalently, it
is nearly orthogonal. The shortness of the vectors is measured by the length defects.
The ith length defect i(b) compares |bi| to the ith minimum i,
i(b) = |bi|=i:
All the reduction algorithms begin with the usual Gram–Schmidt orthogonalization
process, which associates to a basis b=(b1; b2; : : : ; bp) an orthogonal basis b∗=
(b∗1 ; b
∗
2 ; : : : ; b
∗
p) and a triangular matrix (m)= (mij) that expresses system b into sys-
tem b∗. The vector b∗1 equals b1 and for i¿2, b
∗
i is the component of bi orthogonal
to the vector subspace spanned by b1; : : : ; bi−1: b∗1 = b1; and b
∗
i = bi −
∑
j¡i mijb
∗
j ,
where mij = 〈bi; b∗j 〉=|b∗j |2; for j¡i:
It is clear that mij =0 for i¡j and mii =1.
The length ‘i of the vector b∗i does play an important role in the sequel. The ratio
‘i=|bi| is the sinus of the angle between bi and the vector space spanned by b1; : : : ; bi−1.
So, a nearly orthogonal basis, has all its ratios ‘i=|bi| near to 1 and the orthogonality
defect (b) measures the “nearly orthogonality” for b,
(b) =
p∏
i=1
|bi|=‘i: (2.1)
A basis b is called size-reduced if |mij|6 1=2 for 16 j¡i 6 p: (2.2)
Size-reduction is an easy tool to shorten a basis, since there is a simple algorithm that
obtains a size-reduced basis from any basis, by integral translations of each bi parallel
to the previous bj ( j¡i). But size-reduction alone does not guarantee the usual quality
needed for a reduced basis.
2.2. Concepts of reduction
Denition 2. Let t; s be two real parameters related by (1.1). Given a basis b=
(b1; b2; : : : ; bp) of a lattice L and for an index i, 16i6p− 1, we consider
the t-LovMasz condition: (‘2i+1 + m
2
i+1;i‘2i )=‘
2
i ¿ 1=t
2 (2.3)
the s-Siegel condition: ‘i+1=‘i ¿ s (2.4)
the s-Schmidt condition: ‘i+1=‘1 ¿ si (2.5)
the (s; )-Gram condition: (2:5) and ‘i+1=‘i ¿ si

; with 0¡6 1: (2.6)
Let Ci be one of the above conditions, for a 6xed index i. The basis b is called
C-reduced if it is size-reduced and if it satis6es the Ci condition, for all indexes i,
16i6p− 1.
Condition (2.3) is introduced by LovMasz [15] and it is used in the original LLL
algorithm. The s-Siegel condition is an immediate consequence of together (2.3) and
size-reduction (2.2); it is in fact, always used rather than the t-LovMasz condition and
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in the sequel we will often do so. An average study of ratios (‘i+1=‘i) shows that they
all have 1 as mean values, but their variances increase with the index i. When i is
closed to n, the ratios are very dispersed. So that, the s-Siegel conditions are more
and more di#cult to satisfy and it is reasonable to 6x a lower bound for (‘i+1=‘i) that
decreases with the index i. We introduce here the (s; )-Gram condition that takes into
consideration the previous remark and is exactly the classical s-Siegel condition, as
=0. The s-Schmidt condition 3 is the less sharp one introduced here. The s-Schmidt
and s-Siegel conditions cannot be compared, for a 6xed index i. However, if the whole
basis is s-Siegel reduced, then it is also s-Schmidt reduced. The next lemma compares
more locally the above conditions; it is useful to study the computational complexity
of the reduction algorithms.
Lemma 1. Let t; s be two parameters related by (1:1). Let (b1; : : : ; bp) be a basis and
i∈{1; : : : ; p} a 8xed index.
1. If the s-Siegel condition is not satis8ed and |mi+1; i|61=2; then the t-Lov9asz con-
dition is not satis8ed either.
2. If the (s; )-Gram condition is not satis8ed; neither is the s-Siegel condition.
Conversely; the choice of =0 in the (s; )-Gram reduction leads exactly to the
s-Siegel reduction.
3. If the s-Schmidt condition is satis8ed for the index i; but not for the index i+ 1;
then the s-Siegel is not satis8ed for the index i + 1 either.
2.3. Comparing the quality of reduced bases
The next theorem shows that the s-Schmidt reduction provides only a short vector
of the lattice. For the three other reductions, all vectors of the reduced bases are short
and the basis is nearly orthogonal.
Theorem 1. Let b=(b1; : : : ; bp) be a basis of a lattice.
(1) If b is s-Schmidt reduced; then its 8rst length defect is bounded from above:
1(b)6 (1=s)(p−1): (2.7)
(2) If b is (s; )-Gram reduced; then its 8rst length defect is upper bounded as in
(2:7). All the other length defects and the orthogonality defect are also bounded
from above:
i(b)6 (1=s)p
1+
for all i∈{2; : : : ; p} and (b)6 (1=s)(p2+)=(2+):
To prove the theorem, we 6rst prove a useful Lemma, that makes the lengths of
vectors of an (s; )-Gram reduced basis correspond with the lengths ‘i of the associated
orthogonal basis. It is a generalization of the already known similar Lemma about the
3 The SchPonhage’s semi-reduction [20] is not too far from our Schmidt reduction.
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s-Siegel reduced bases. Note that for an s-Schmidt reduced basis, we can just use the
trivial relation |b1|= ‘1 and hence give a bound only for the 6rst length defect.
Lemma 1a. If a basis b is (s; )-Gram reduced; then it satis8es the three conditions:
(i) ‘j6(1=s)(i−1)
(i−j) ‘i for 16j6i6p.
(ii) |bi|6(1=s)(i−1)1+‘i for 16i6p.
(iii) |bj|6(1=s)i1+‘i for 16j6i6p.
If b is s-Siegel reduced; then (i); (ii) and (iii) hold with =0.
Proof. To prove (i), just use the (s; )-Gram condition ‘k+1¿sk

‘k for all j less or
equal than a 6xed index i. So,
‘i
‘j
=
i−1∏
k=j
‘k+1
‘k
¿ s
∑i−1
k=j k

:
The vector bi is easily expressed in the orthogonal system (b∗1 ; : : : ; b
∗
i ). Then, the size-
reduction (2.2) together with condition (i) of the Lemma provide an upper-bound for
bi’s length
|bi|2 6 ‘2i
[
1 +
1
4
∑
j¡i
(
1
s
)2(i−1)(i−j)]
:
Since
∑
j¡i
(
1
s
)2(i−1)(i−j)
=
(
1
s
)2(i−1) (1=s)2(i−1)(i−1) − 1
(1=s)2(i−1) − 1 ;
and
(1=s)2(i−1)

4((1=s)2(i−1) − 1) 6 1 provided that s
2 ¿
3
4
;
one obtains |bi|2 6 (1=s)2(i−1)1+‘2i :
Condition (iii) is a consequence of (i) and (ii).
Proof of Theorem 1.
(1) The length defects. As a classical property, if a lattice L is generated by some
basis b (not necessarily reduced), then with usual notations, i(L)¿mini6j6p ‘j.
So there is an index k ∈{1; : : : ; p}, such that 1(L)¿‘k . Any one of the C generic
conditions of reduction (2.3)–(2.6) leads to 1(L)¿(s)k−1‘1. By construction, ‘1 = |b1|.
Finally,
1 =
|b1|
1(L)
6
(
1
s
)p−1
:
In the same vein, there is an index k ∈{i; i+ 1; : : : ; p}, such that i(L)¿‘k ; and so
i6|bi|=‘k .
366 A. Akhavi / Theoretical Computer Science 287 (2002) 359–385
Then, owing to property (iii) of Lemma 1a, satis6ed by an (s; )-Gram (or s-Siegel
or t-LovMasz, with =0 ), i6(1=s)k
1+
6(1=s)p
1+
; for i∈{2; : : : ; n}:
(2) The orthogonality defect. Let us consider an (s; )-Gram reduced basis. The
quantities (|bi|=‘i) are all upper bounded as in (iii) of Lemma 1a. Then,
(b) =
p∏
i=1
|bi|
‘i
6
(
1
s
)∑p
i=1(i−1)
=
(
1
s
)(p2+)=(2+)
:
The last inequality is obtained by comparing the sum with the associated integral.
2.4. Comparing reduction algorithms
Let us consider the generic C-reduction algorithm, where C is one of the conditions
introduced in De6nition 2.
The C-reduction algorithm:
Input: A basis (b1; : : : ; bp) of a lattice L.
Output: A C-reduced basis b of the lattice L.
Initialization: Compute the orthogonalized system b∗ and the matrix m.
i := 1;
While i¡p do
bi+1 := bi+1 − mi+1; ibi (x is the integer nearest to x).
Test the Ci condition.
If true, make (b1; : : : ; bi+1) size-reduced by translations; set i := i + 1;
If false, swap bi and bi+1; update b∗ and m; if i =1 then set i := i − 1.
During an execution, the index i varies in {1; : : : ; n}. When i equals some k ∈{1; : : : ;
p−1}, the beginning lattice generated by (b1; : : : ; bk) is already reduced. Then, the Ck
condition is tested. If the test is positive, size-reduction is performed and the beginning
lattice generated by (b1; : : : ; bk+1) is reduced. So, i is incremented. Otherwise, vectors bk
and bk+1 are swapped. At this moment, nothing guarantees that (b1; : : : ; bk) “remains”
reduced. So, i is decremented. The algorithm updates b∗ and m, translates the new bk
in the direction of bk−1 and tests the Ck−1 condition. Thus, index i may reduce to 1.
Finally, when i equals p, the whole basis is reduced and the algorithm terminates.
The following Theorem shows that the C-reduction algorithm always terminates and
performs a polynomial number of iterations. However, this worst-case analysis does
not distinguish between the four previous reduction algorithms.
Theorem 2. Let s and t be real parameters related by (1:1); C one of the four
conditions of De8nition 2; and (b1; b2; : : : ; bp) any integer input basis. The maximum
number K of iterations of the generic C-reduction satis8es
K 6 p(p− 1) logt M + p− 1 where M := max
i∈{1;:::;p}
|bi|:
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Proof. When C denotes the t-LovMasz condition, the original proof of [15] is based on
the decrease of the integer quantity
D :=
p−1∏
i=1
i∏
j=1
‘2j ;
by the factor (1=t2), whenever a test is negative and the fact that other steps do not make
D increase. 4 Now let C denote the s-Schmidt condition. Remember that during the
execution of the C reduction algorithm, when the Ci condition is tested, the beginning
lattice generated by (b1; : : : ; bi−1) is already reduced and thus Ci−1 is satis6ed. Now,
if the test of Ci returns “false”, the Ci condition is not satis6ed. So by assertion (3)
of Lemma 1, the s-Siegel condition of index i is not satis6ed either. Moreover, by
assertion (2) of Lemma 1, if the (s; )-Gram condition of index i is not satis6ed, the
s-Siegel condition of index i is not satis6ed either. Finally, by assertion (1) of Lemma
1, if C denotes any condition of De6nition 2, when the test of Ci returns “false”, and
when parameters s and t are related to each other by relation (1.1), then the t-LovMasz
condition of index i is not ful6lled. So, the quantity D gets reduced by a factor of
1=t2 = s2 + 1=4.
3. The lengths ‘i in the probabilistic model and the Laplace method
First, we de6ne the probabilistic model. Then, we give various tools that we use on
the average-analysis of the next section. We begin with the result due to DaudMe and
VallMee [6] about the distribution function of the length ‘a of the ath orthogonalized
vector associated with random bases. Then, we generalize a method due to Laplace for
evaluating asymptotics for integrals, to the two-dimensional case.
3.1. The probabilistic model
All the previous reduction algorithms act in the same way on a basis and on its
transform by a homothety. On the other hand, choosing a continuous model makes
it possible to use powerful mathematical tools. All these reasons legitimize working
with bases of lengths less than 1. The most natural and simplest model is thus the
uniform model over all legal inputs to the reduction algorithms. So, in our analysis,
the input vectors b1; b2; : : : ; bp (p6 n) are chosen independently and uniformly inside
the unit ball Bn of Rn. Clearly, they form almost surely an independent system, called
a random basis (p-dimensional). The lattice that it generates is called a random lattice.
It is full-dimensional if p= n. Classical methods (see Section 3 in [6]) generalize our
results on a discrete model.
4 To conclude, also observe that during the execution of the reduction algorithm, the number of steps with
positive test is always less than those with negative test plus p− 1.
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3.2. The distribution of variables ‘i
Under the uniform model, DaudMe and VallMee showed that the squares of the lengths
of ‘i’s follow a Beta law (Corollary of the next Theorem). Before describing the result,
we recall some usual de6nitions. For u ∈ [0; 1] and two reals p and q, the random
variable X of the interval [0; 1] follows the Beta law of parameters p and q if its
distribution function satis6es
Pr{X 6 u} =
∫ u
0 x
p−1(1− x)q−1 dx∫ 1
0 x
p−1(1− x)q−1 dx
: (3.1)
The numerator is called an incomplete Beta integral and denoted as B(p; q; u). The
normalization coe#cient (the denominator) is simply a Beta integral B(p; q) which is
expressed in terms of Gamma function [25].
B(p; q) =
/(p)/(q)
/(p+ q)
: (3.2)
The next theorem describes the density of the random variables ‘i. It plays a central
role in our probabilistic analysis.
Theorem 3 (DaudMe and VallMee [6]). If the vectors b1; b2; : : : ; bp are independently and
uniformly distributed inside the unit ball Bn of Rn; then the lengths ‘i of their ortho-
gonalized vectors are independent variables. The density fi; n(u) of ‘i on the interval
[0; 1] is given by
fi;n(u) =
2
B((n− i + 1)=2; (i + 1)=2)u
n−i(1− u2)(i−1)=2:
All previous reduction algorithms deal with ratios of the form ‘b=‘a. In the sequel,
a(n) := n+ i and b(n) := n+ j (3.3)
are always a#ne indexes (De6nition 1). We look for asymptotic equivalents for the
distribution function
Gn;a;b(v) := Pr{‘b(n)=‘a(n) ¡ v}
of ratios ‘b=‘a. When a(n) = b(n), the previous Theorem shows that ‘b(n) and ‘a(n)
are independent variables and gives their densities. So, the density fn;a; b(x; y) of the
pair (‘a(n); ‘b(n)) satis6es fn;a; b(x; y)=fn;a(x)fn;b(y). The exact expression of Gn;a; b(v)
involves the polygon S(v) and S(∞)
S(v) = {(x; y) ∈ [0; 1]2: y=x ¡ v} and S(∞) = [0; 1]2 (3.4)
and is expressed as a ratio of two generic integrals,
G(v) =
In(v)
In(∞) where In(v) :=
∫
S(v)
g(x; y)enh(x;y) dx dy; (3.5)
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with
g(x; y) = (1− x2)(i−1)=2x−i(1− y2)(j−1)=2y−j (3.6)
and
h(x; y) = (=2) ln(1− x2) + (=2) ln(1− y2)
+ (1− ) ln(x) + (1− ) ln(y): (3.7)
An appropriate way to study the asymptotic behaviors of integrals such I(v) and I(∞)
is the Laplace method (see for example [4, 7, 21]). The next subsection 6rst explains
the Laplace’s idea. Then we generalize the Laplace method for g and h functions of
two variables, and the integration domain, a polygon.
3.3. The Laplace method for integrals
Let us consider the convergent integral
In =
∫
4
F(x; n) dx:
It often happens that the graph of F(x; n), considered as a function of x, has some-
where a sharp peak, and that the contribution of a neighborhood of the peak is almost
equal to the whole integral, when n is large. Then we can try to approximate F in
that neighborhood by simpler functions, for which the integral can be evaluated. The
advantage is that we need only a local approximation for F . This idea is due to Laplace
and it is often used to 6nd the asymptotic behavior of simple integrals. There already
exist generalizations of Laplace’s method for multiple integrals [5, 7, 9], but for our
needs, we have to generalize Laplace’s idea for some general (and somehow particu-
lar) double integrals that appear in (3.5): the integration domain 4 is always a convex
plan polygon and the functions g and h satisfy some strong assumptions. 5 The proof
of our proposition is given in the appendix.
Proposition 1. Let 4 be a polygon and In a sequence of absolutely convergent inte-
grals
In =
∫
4
g(x; y)enh(x;y) dx dy; where
(a) the function h has an absolute and strict maximum on 4; say at (x0; y0);
(b) there are two linear forms X and Y of variables (x− x0; y− y0) such that near
(x0; y0) and inside 4; the functions h and g are approximated as follows:
h(x; y)− h(x0; y0) = 7 (H1(X ) + H2(Y )) when (x; y)→ (x0; y0); (3.8)
5 The references we cite do not deal explicitly with many of the particular cases we need in the sequel.
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where H1; H2 are one-variable polynomials of low degrees 6 ¿ 1 and 9¿ 1.
g(x; y) ∼ CX ;Y  when (x; y)→ (x0; y0); (3.9)
where C = 0; ;¿−1 and ¿−1 are real constants.
Then when n is large; In=7(enh(x0 ;y0)n−(;+1)=−(+1)=9):
Remark
(1) If the maximum (x0; y0) is inside the polygon 4 and not on its boundary, then
; and  are positive even integers. If the maximum (x0; y0) is on the boundary but
not at a vertex of the polygon 4, then Y =0, introduced in (b), is the equation of the
polygon side that contains (x0; y0) and ; is a positive and even integer. If the maximum
(x0; y0) is at a vertex of the polygon 4(v), then X =0; Y =0 are the equations of the
two polygon sides containing (x0; y0).
(2) We need the following quite particular case in Theorem 4: If
(i) the maximum (x0; y0) is at a vertex of the polygon 4 and v denotes the tangent
of the angle of 4 at its vertex (x0; y0) which is acute,
(ii) the linear forms X and Y equal X : = x− x0; Y=:y− y0 and they may not corre-
spond to the polygon sides’ directions,
(iii) in (3.8), H1(X )=H2(X )= −AX 2, with A¡0, then when n is large,
In∼C4 B
(
;+ 1
2
;
 + 1
2
;
v2
1 + v2
)
/
(
;+  + 2
2
)
enh(x0 ;y0)
(
1
An
)(;++2)=2
: (3.10)
4. From ratios ‘b
/
‘a to the reduction algorithms
We apply here the machinery developed in the last section for studying the asymp-
totic distribution function of the ratio ‘b=‘a between the lengths of two di7erent or-
thogonalized vectors. More precisely, when n denotes the dimension n of the ambient
space Rn; a(n) and b(n) are two a#ne indexes, as de6ned by (3.3). Theorem 4 ex-
hibits some quite di7erent phenomena according to the position of the pair (a; b) with
respect to n.
Then we di7erentiate the behaviors of the previous reduction algorithms (Theorem 5).
The reduction algorithms always operate on a random basis (b1; : : : ; bp); (p6 n). When
using the term “almost surely”, we mean that the probability tends exponentially to 1
with the dimension n. In this section, we prove the points (c), (d) of the Introduction.
4.1. Asymptotic behavior of Gn;a; b(v)
Proposition 1 shows that the asymptotic behaviors of integrals In(v) and In(∞) that
are involved in Gn;a; b(v)’s expression (3.5) depend strongly on the maximum of func-
tion h (3.7) on the integration domain. Function h has a strict and global maximum on
S(∞)= [0; 1]2, at (√1− ;√1− ). Three di7erent behaviors arise according to the
6 The low degree of a polynomial
∑r
i=0 aiX
i is the minimal index i such that ai = 0.
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relative positions of this point and S(v):
1. The point (
√
1− ;√1− ) is not in S(v). Then, one shows easily that function
h has a global and strict maximum on S(v), which is on the boundary y= vx,
say at (=; v=). Since S(∞) strictly contains S(v), clearly, D;; v:= exp(h(=; v=) −
h(
√
1− ;√1− ))¡1. Then, Proposition 1 gives equivalents for I(v) and I(∞).
Thus, the distribution function tends exponentially to 0 with n. More precisely, there
are two constants D;; v¡1 and f(i; j), such that
Gn;a;b(v) ∼ 7((D;;v)nnfi;j): (4.1)
2. The point (
√
1− ;√1− ) is inside S(v), but not in its boundary y= vx. So,
function h has the same maximum on S(v) and on S(∞). Moreover, the maximum
(
√
1− ;√1− ) has the same neighborhood as an element of S(v) and S(∞).
By Proposition 1, I(v) and I(∞) have the same equivalents and the distribution
function tends to 1 with n. Further, since Gn;a; b(v)= 1−Gn;b; a(1=v), the convergence
is exponential,
1− Gn;a;b(v) ∼ 7((D;;1=v)nnfj;i): (4.2)
3. The point (
√
1− ;√1− ) is on the boundary y= vx of S(v). Function h has
the same maximum on S(v) and S(∞). But the point (√1− ;√1− ) does not
have the same neighborhood as an element of S(v) and S(∞). Then, it arises
from (3.10) that for any 6xed v, the distribution function G(v) tends to a constant,
strictly in ]0; 1[.
The above considerations lead to the following theorem.
Theorem 4. Let the vectors b1; b2; : : : ; bn be independently and uniformly distributed
inside the unit ball Bn of Rn; and let ‘a denote the length of the ath orthogonalized
vector.
(i) If a(n) := n + i; b(n) := n+ j are beginning indexes; i.e. (; )∈ [0; 1[2; then
the distribution function G(v) of the ratio ‘b=‘a follows asymptotically and ex-
ponentially with n; a 0–1 law. The jump occurs at v=
√
1− =√1− .
(ii) If a(n):=n−i; b(n):=n−j; i.e. ==1 and i; j are two positive integer constants;
then the asymptotic distribution function of ‘b=‘a does not follow a 0–1 law; but
variates continuously with i; j and v; in ]0; 1[:
Pr
{
‘n−j
‘n−i
¡ v
}
→ B
(
(j + 1)=2; (i + 1)=2; v2=(1 + v2)
)
B((j + 1)=2; (i + 1)=2)
when n→∞: (4.3)
The proof is given in the appendix, where for all di7erent cases, equivalents are
exhibited for the distribution function. A very detailed proof of the previous theorem
is also available in [2], where in addition, the asymptotic behavior of the density of
the ratio ‘b=‘a is exhibited: For example, when v =
√
1− =√1− , with the notation
of relation (4.1), the density gn; a; b(v) satis6es:
gn;a;b(v) = 7((D;;v)nnfi;j+1):
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Fig. 1. Limit-probabilities that for an ending index, the s-Siegel condition is ful6lled. On the left, the
limit-probabilities are presented for the last index (n− 1) (resp. indexes (n− 5) and (n− 10)). Of course,
the s-Siegel condition is harder to realize as s tends to 1. On the left for the usual value 1=
√
2 and also
for the value
√
3=2 of the parameter s, the limit probabilities are represented for the last 10 conditions of
Siegel. The limit-probabilities decrease as the index tends to the ending index (n− 1).
4.2. Satisfying the C condition for a 8xed index
Theorem 4 shows that for any beginning index, a random lattice satis6es any C
condition of De6nition 2. In short, for the random bases of the uniform model, “serious”
reduction problems occur for the ending indexes. Considering such indexes, we classify
the previous reductions in two groups: First, the s-Schmidt and (s; )-Gram conditions
are almost surely satis6ed even for an ending index, by (i) of Theorem 4. Second,
s-Siegel and t-LovMasz conditions are not, by (ii) of Theorem 4. Fig. 1 illustrates the
limit-probabilities that for an ending index, the s-Siegel condition is ful6lled.
4.3. Full-dimensional random lattices in Rn
Here, we con6rm the separation in two groups, that we made in (4.2) for the be-
haviors of di7erent reduction algorithms previously introduced.
First, let C denote the s-Schmidt or the (s; )-Gram condition. The previous paragraph
showed that for any index i∈{1; : : : ; n}; Ci is almost surely satis6ed. The next theorem
makes it precise that the conditions are almost surely satis6ed all together. So, all the
tests Ci are positive and the number of iterations equals n− 1. In other words, almost
surely, the C-reduction algorithm just size-reduce the input basis and verify that the
tests are ful6lled. The proof [2] is technical (particularly for the Gram reduction) and
is based once more on the Laplace’s idea for evaluating asymptotic behavior of sums.
Second, the s-Siegel (or the t-LovMasz) reduction. If a random basis is reduced, in
particular the last Siegel condition is satis6ed. By relation (4.3), we 6nd the asymptotic
probability that the last s-Siegel condition is not satis6ed and thus we give a lower
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bound for the probability that a random lattice is not Siegel reduced. 7 Equivalently,
during an execution of the Siegel reduction algorithm, index i is decremented at least
once, with a non-negligible probability.
Theorem 5. Let KL; KG; KS denote the number of iterations of the s-Siegel; (s; )-
Gram and s-Schmidt reduction; when they operate on a random full-dimensional basis.
For any 0¡¡1; there exists N (which depends also on  in (s; )-Gram reduction);
such that for n¿N;
Pr{KL ¿ n− 1}¿ 1=
√
1 + (1=s)2; (4.4)
Pr{KG = n− 1}¿ 1− s(1−)n ; (4.5)
Pr{KS = n− 1}¿ 1− s(1−)n: (4.6)
We begin by giving a rough bound 8 for the distribution function Gn;a; b(v).
Lemma 2. Let p vectors b1; : : : ; bp be chosen uniformly and independently in the unit
ball of Rn and for all i ∈ {1; : : : ; p} let ‘i denote the length of the ith orthogonalized
vector. For all pairs of integers (a; b); such that 16 a¡b6p; and for all positive
real v; the distribution function Gn;a; b(v) of the ratio ‘b=‘a satis8es
Gn;a;b(v) ¡ 2
nn=2
(b− 1)(b−1)=2(n− b+ 1)(n−b+1)=2 v
n−b+1:
Proof. Since a = b, Theorem [6] asserts that ‘a et ‘b are independent random variables.
The exact expression of the distribution function of the ratio ‘b=‘a is then
Pr
{
lb
la
¡ v
}
=
∫ 1
x=0
∫ vx
y=0(1− x2)(a−1)=2xn−a(1− y2)(b−1)=2yn−b dx dy∫ 1
x=0 (1− x2)(a−1)=2xn−a dx
∫ 1
y=0 (1− y2)(b−1)=2yn−b dy
:
In the above numerator, the quantity (1−y2) is obviously bounded from above by 1.
Then, by recalling that the Beta integral B(p; q) (3.1) is a decreasing function of both
p and q, and by expressing Beta integrals in terms of Gamma function, as recalled by
relation (3.2), one obtains
Pr
{
lb
la
¡ v
}
¡
vn−b+1/((n+ 2)=2)
/((b+ 1)=2)/((n− b+ 2)=2) :
Now, thanks to the classical Stirling bounds for the Gamma function [25],
xxe−x
√
2?x 6 /(x + 1)6 xxe−x
√
2?xe1=12x;
7 The lower-bound that we give here can be made precise by considering the two (or more) last s-Siegel
conditions. This involves using a heavier machinery (Laplaces’ method for particular multiple integrals). See
[2] for more details.
8 Here, a and b do not need to be a#ne indexes.
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the distribution function Gn;a; b(v) is bounded from above by
e1=6n√
?
√
n
(b− 1)(n− b+ 1)
nn=2
(b− 1)(j−1)=2(n− b+ 1)(n−b+1)=2 v
n−b+1:
To obtain the upper-bound announced by the Lemma, just observe that for all
∀b ∈ {1 : : : p}; (b− 1)(n− b+ 1)¿ n− 1:
Now, let us prove the theorem.
Proof. First, the number of iterations of the C-reduction algorithm is n−1 i7 the tests
of the Ci condition are all positive for i ∈ {1; : : : ; n− 1}.
Second, Lemma 2 gives upper-bounds for the probability that for a 6xed index i, the
s-Schmidt condition (resp. (s; )-Gram condition) is not satis6ed. Then, one obtains
Pr {KS = n− 1}¿ 1− 2
∑n−1
i=1
nn=2
ii=2(n− i)(n−i)=2 s
i(n−i)
︸ ︷︷ ︸
P1
and
Pr{KG = n− 1}¿ 1− 2
n−1∑
i=1
nn=2
ii=2(n− i)(n−i)=2 s
i(n−i)
︸ ︷︷ ︸
P2
:
Third, we give in the sequel, upper-bounds for P1 and P2 that tend exponentially to
0, with dimension n of the random input. To obtain such upper-bounds, we divide
each sum into several parts. Then we approximate each part separately, using di7erent
restrictions for i in each part. (It is in fact the Laplace method for the sums [21].)
1. An upper-bound for P1. Here, we divide P1 into three parts. More precisely, for
a 6xed s¡1, for all 0¡¡1=2 and when  n¿2, the quantity P1 is divided into three
parts as follows (x denotes the integer part of x):
P1 :=
n∑
i=2
(: : : : : : : : :)︸ ︷︷ ︸
S1
+
(1−)n∑
i=n+1
(: : : : : : : : :)︸ ︷︷ ︸
S2
+
n∑
i=(1−)n+1
(: : : : : : : : :)︸ ︷︷ ︸
S3
(i) First consider the sum S1. Since 26 i6n, in each term of the sum S2, the
exponent i(n− i) of s is greater than n− 1 and the denominator ii=2(n− i)(n−i)=2
is bounded from below by (n)(n)=2((1− )n)(1−)n=2. Then an upper-bound for
S1 is obtained by observing that there are less than n terms in the sum. For the
sum S3, the same considerations hold:
S1 and S3 are O
(
n
(
s
=2(1− )(1−)=2
)n)
: (4.7)
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(ii) Now, consider the sum S2. In each term of the sum, the exponent of s is greater
than n(1 − )n. The denominators are always bounded from below by 2n=2 and
once again, the sum contains less than n terms.
and S2 = O(n2ns(1−)n
2
): (4.8)
Then, observe that ( → =2(1 − )(1−)=2) is a positive continue function on ]0; 1=2]
and that it tends to 1, as → 0 and remember that s¡1 is a 6xed real. So, for any
∈ ]0; 1[, there exists 0 such that
∀ ∈]0; 0[; =2(1− )(1−)=2 ¿ s and s−=2(1− )−(1−)=2 ¡ s(1−):
Finally, for all ∈ ]0; 1[, we can choose 0(s) such that P1 =O(s(1−)n).
2. An upper-bound for P2. Here we divide P2 into k + 4 parts as follows. For
any 6xed reals 0¡¡1=2 and 0¡A¡1, let us de6ne the increasing sequence uj, for
j∈{0; : : : ; k + 4}, by

u0 := 1;
u1 := n;
u2 := n− n(1+(k)A);
u3 := n− n(1+(k−1)A);
...
...
...
uj := n− nBj for 26 j 6 k + 3 where Bj := (1 + (k − j + 2)A);
...
...
...
uk+1 := n− n(1+A);
uk+2 := n− n;
uk+3 := n− n(1−A);
uk+4 := n− 1:
Subdivising the interval [1; n− 1] with the sequence (uj) is always possible, provided
that (1 + kA)¡1.
Then we have P2 :=
k+4∑
j=1
Sj where Sj :=
∑
i∈[uj−1 ;uj]
nn=2
ii=2(n− i)(n−i)=2 s
i(n−i) :
(i) For the sum S1, the upper-bound is obtained exactly as for S1 in the upper-bound
for P1. So, S1 satis6es relation (4.7). Then, as in above, ¡1=2 can always be
chosen such that S1 tends exponentially to 0 with n.
(ii) For the sum Sj, j∈{2 : : : k + 4}, the index i variates in [uj−1; uj].
The minimum for the exponent i(n − i) of s always occurs at 9 i= uj, since
(i → i(n− i)) is a decreasing function, for i¿n=(1 + ).
On the other hand, the function (i → ii(n− i)n−i) is decreasing for i∈ [0; n=2] and
increasing for i∈ [n=2; n]. So (1=2)n is a lower bound for the denominators of all
9 In the sum S2 the minimum for the exponent of s may occur at i= u1 = n, but in this case, S2 converges
as in the last paragraph (upper-bound for P1) and it satis6es relation (4.8).
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the terms in S2. In the other sums Sj, the minimum of the denominators occurs at
i= uj−1, which gives a more precise lower-bound. These remarks, together with
classical asymptotic approximations lead to:
S2 = O(n2nsn
(2+kA)
);
for j ∈ {3; : : : ; k + 3}; Sj = O(nn
Bj−1
sn
j
); where j = [2 + (k − j + 2)A];
Sk+4 = O(nn
(1−A)
sn

):
Then observe that for j∈{3; : : : ; k + 3}; j − Bj−1 = 1 − A¿0; provided that A¡1.
So, for any 0¡¡1, there exists N (; ; s) such that for all j∈{3; : : : ; k + 4}, and for
all n¿N (; ; s)
Sj ¡ s(1−)n
(2+(k−j+2)A)
¡ s(1−)n

:
The sum Sk+4 also satis6es the previous relation since 1− A¡1.
Thus, the sums S3; : : : ; Sk+1 all tend to 0, exponentially with n.
Now, to prove that P2 tends exponentially to 0 with n, it remains to show that there
always exist an integer k and a real A such that,
1. The sum S2 tends to 0 with n, i.e. (2 + kA)¿1.
2. The above subdivision of the interval [1; n−1] is indeed possible, i.e. (1+kA)¡1.
Finally, we have to choose k and A such that
1

− 2 ¡ kA ¡ 1

− 1 which is always possible:
4.4. Lattices of low dimension in Rn
Here we point out the importance of the ratio between the dimensions of the input
basis and the ambient space on the average behavior of the reduction process. When
running on a random input of low dimension (compared to the dimension of the ambient
space), not only the new algorithms we present in this paper, but also the classical
LLL algorithm 6nishes after the minimal number of iterations. In other words, there
exists a beginning proportion of any random input of the uniform model that is already
reduced even in the sense of the s-Siegel reduction.
Lemma 3. For any real parameter s; 0¡s¡1; let !0(s) be the greatest real satisfying
s ¡
√
1− ! !!=2(1−!): (4.9)
Then; the number of iterations of the s-Siegel algorithm when it runs on a random
input of dimension p :=!n with !¡!0(s) is; asymptotically with the dimension n of
the ambient space; almost surely p− 1.
Proof. Let p :=!n with !¡1 and (b1; : : : ; bp) be a random basis. The probability that
during the execution of the reduction algorithm, there exists a negative test is obviously
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bounded from above by
p−1∑
i=1
Pr
{
‘i+1
‘i
¡ s
}
=
p−1∑
i=1
Gn;i;i+1(s):
Lemma 2 provides an upper-bound for Gn; i; i+1(s). So,
Pr{KL = p− 1}¿ 1− 2
p−1∑
i=1
nn=2
ii=2(n− i)(n−i)=2 s
n−i :
Then, the variation of i → ii=2(n− i)(n−i)=2(1=s)n−i for i∈ [0; p] shows that its minimum
occurs at i :=p, provided that s¡1=
√
n. Thus, in the above sum, each summand is
bounded from above by the last one. Then
Pr{KL = p− 1}¿ 1− 2!n
(
s(1−!)
!!=2(1− !)(1−!)=2
)n
:
Finally, if s satis6es (4.9), the above lower-bound tends to 1, exponentially with n.
By a similar computation, relation (4.9) can be replaced by the following relation
which is more precise:
s ¡
(
1− !
2
)
(!(2− !))!=(1−!);
which is non-optimal either. The author believes that the lemma holds for all !¡1.
Comparing the assertion of the previous lemma with (4.4) shows, in particular, the
importance of the ratio between the dimensions of the input basis and the ambient
space on the average behavior of the reduction process.
5. Statistical evaluations
The previous analysis shows that for random inputs of the uniform model, the new
reduced bases are obtained faster. Several questions remain in practice.
(1) Is the output basis of the LLL algorithm of much better quality?
(2) We showed that, most probably, the number of iterations of the classical LLL
algorithm is strictly greater than n − 1 (the minimum possible). On the other hand,
the only bound established for the average number of iterations of the LLL algorithm
is n2 log n [6]. Is, in practice, the t-LovMasz reduced basis much more slowly to be
obtained, in comparison with the new reduced bases?
(3) The uniform model is a tractable one for an average analysis. But in usual
applications of lattice reduction, the lattices are not really of the uniform model. Are the
new reduced bases obtained still faster with random inputs coming from applications?
Our next experimental study provides an insight into the answers of these questions.
For every model considered, we report experimental mean values obtained with 20
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Table 1
Comparison between the number of iterations and the quality of the output bases on random inputs of the
uniform model. The length of the dim random input vectors is at most 2dim. On the right, we report the
number of iterations, on the middle of the nth root of the orthogonality defect, and on the left the ratio of
lengths of the shortest output vector (reference: LLL)
Dim 10 20 30 40 10 20 30 40 10 20 30 40
LLL 59.8 132.7 149.8 191.4 1.20 1.54 1.71 1.82 1 1 1 1
Gr=Sch 9.4 19 29 39 1.42 1.69 1.71 1.77 1.04 1.07 1.00 1.00
Sch opt 22.9 19.8 29 39 1.33 1.69 1.71 1.77 1.04 1.07 1.00 1.00
random inputs. For each model, we provide three tables. The 6rst table shows the
average number of iterations of the di7erent reduction algorithms. The second table
gives the nth root of the orthogonality defect of di7erent output bases. (the 6rst line
corresponds to the input basis). The third table describes the ratio between the lengths
of the shortest output vector of the new reduction algorithms and the classical LLL
algorithm. For the approximation parameters (s or t), we generally use the usual values
t2 = 4=3 (s2 = 1=2), unless for the last row of each Table, where the optimal Schmidt
algorithm is considered (s2 = 3=4).
5.1. Experimentations on the uniform model
An e#cient generating of such random integer inputs is not obvious, since the naive
rejection method demands dramatic time. The naive method consists in randomizing
vectors uniformly in a hyper-cube of vertex’ length 2M (which is the smallest cube
containing the ball of radius M), and accepting a randomized vector i7 it is inside the
ball. But since the ratio of volume of the ball !n(M)=Mn?n=2=/((1 + n)=2) and the
volume of the cube vn(M)= (2M)n tends exponentially to 0 with the dimension n of
the ambient space, this method is not reasonable even in low dimensions (n¿5).
For an e#cient generation, we use a method suggested by Knuth [13]: If x1; : : : ; xn
are n independent normal deviate random variables (mean 0, variance 1) the point
(x1=r; : : : ; xn=r) where r :=
√
x21 + · · ·+ x2n
is uniformly distributed on the unit sphere. (One shows that the distribution function
of (x1; : : : ; xn) depends only on r.) Then to obtain uniformly distributed vectors inside
the unit ball, we use an idea of Brent [13]: If (y1; : : : ; yn) is uniformly distributed on
the sphere and the real variable U is uniformly distributed in [0; 1], then the point
U 1=n(y1; : : : ; yn) is uniformly distributed in the ball.
Table 1 6rst largely con6rms our average analysis. The number of iterations of
the new reduction algorithms is always the minimum possible for lattices of dimension
greater than 20. Moreover, the output bases of the LLL algorithm is not of better quality
than the new reduced bases, while it requires much more iterations to be obtained. In
other words, on random inputs of the uniform model, the LLL algorithm demands a
non-negligible number of iterations to build a basis of similar quality than its input. On
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the contrary, the new algorithms, immediaately detect, the acceptable quality of such
an input. In Table 1, we report the statistics when the length of the n random input
vectors is at most 2n. In [2] experimentations with other lengths for the random input
are reported: They always con6rm our results.
5.2. Experimentations in the “SubsetSum” model
Given a1; : : : ; an;M , consider the basis (b1; : : : ; bn+1) of Zn+2 formed with the rows
of the following matrix:

2 0 0 : : : na1 0
0 2 0 : : : na2 0
: : : : : : : :
: : : : : 2 nan 0
1 1 : : : 1 nM 1

 :
Lattices generated by such a basis are used by Schnorr and Euchner [19] to solve
almost all subset sum problems. Lattices of similar shape are used in many other
applications. Here, our results are obtained from 20 random inputs of the “SubsetSum”
model, generated as follows: Pick random numbers a1; : : : ; an in the interval [1; 2n],
pick a random set I ⊂{1; : : : ; n} and put M = ∑i∈I ai. Indeed, choosing ai in the
interval [1; 2n] leads us to deal with lattices of density 1, which are the most di#cult in
cryptographical applications. However, experimentations with random inputs of di7erent
densities are reported in [2] and they show the same phenomenon.
Table 2 shows that the new reduced basis are obtained still quite faster, while on
average, they remain of a similar quality. Let us point out in particular, the optimal
Schmidt algorithm which obtains an output vector at most twice longer than the shortest
output vector of the classical LLL algorithm, after a number of iterations that is on
average three times less.
6. Conclusion
We have presented and analyzed two e#cient variations of the LLL algorithm.
From a theoretical point of view, we have exhibited several threshold phenomena
in random lattices of the uniform model: (1) The distribution function of ‘b=‘a, when
a and b are beginning indexes, which asymptotically follows a 0–1 law (2) the gap
that occurs in the behaviors of these distribution functions as (a; b) becomes a pair of
ending indexes, (3) the gap between the reduction probabilities of a random input for
(s; )-Gram reduction (¿0) and s-Siegel reduction (which coincides with (s; )-Gram,
with =0).
From a practical point of view, empirical tests of Section 5 show that our new
reductions are quite interesting. They provide some new tools for lattice reduction and
can be very useful to build up an algorithmic strategy of reduction.
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Table 2
Comparison between the number of iterations and the quality of the output bases on random inputs of the
Subset Sum model of density 1
Number of iterations
Dim 10 20 30 40 50 60 80 90 100 110
LLL 140 449 782 1131 1775 1763 2163 2266 2363 2600
Sch 29.9 75.1 137 208 279 340 462 483 500 596
Gram 36 87 148 218 286 372 813 951 1115 1363
Sch opt 62 144 254 393 542 614 737 758 779 810
nth root of the orthogonality defect
Rand 1.1e3 2e6 0.2e9 4.3e12 5e15 6.6e18 8.9e24 1e28 1.2e31 1.4e34
LLL 1.2 1.6 2.1 2.8 3 3.3 3.8 3.8 4.2 4.1
Sch 2.3 5.9 10 18 31 54 64 48 38 35
Gram 2 4.3 8.6 16 28 31 19 19 20 19
Sch opt 1.5 2.6 4 6.3 8.3 7.3 9 8.3 10 9.9
Ratio between the lengths of the shortest output vectors (reference LLL)
Sch 1.4 2.4 2.7 4.2 6.5 5.4 5.7 6.4 5.4 3.8
Gram 1.4 2 2.6 3.9 5.9 5.4 2.6 3.8 3.5 3.4
Sch opt 1.1 1.4 1.6 1.6 1.9 1.7 1.8 1.7 1.7 2.1
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Appendix A. Proof of Proposition 1
When D is a plan domain, I(D) denotes in this proof∫
D
g(x; y)enh(x;y) dx dy:
Let H1(X )∼AX  and H2(Y )∼BY9, when (x; y)→ (x0; y0). The signs of A and B
are determined such that (x0; y0) is a maximum on 4. W.l.o.g., we can suppose that
h(x0; y0)= 0. 10 Let J be the Jacobian determinant of the transformation (x; y) → (X; Y )
and a∈{0; 1; 2} be the number of the sides of the polygon 4 that contain the maximum
(x0; y0). Now let A1(n) denote
A1(n) = 2−a
C
9
J/
(
;+ 1

)
/
(
 + 1
9
)(
1
An
)(;+1)=( 1
Bn
)(+1)=9
:
10 Otherwise, just multiply by exp(−nh(x0; y0)).
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For ¿0, we can successively
1. determine a parallelogram D, such that (x0; y0)∈D⊂4 and an integer n1 such that
for any n¿n1:(
1− 
2
)
A(n)6 I(D)6
(
1− 
2
)
A(n): (A.1)
2. once D and n1 are 6xed, determine an integer n2 such that for any n¿n2,∫
4\D
|g(x; y)|enh(x;y) dx dy 6 
2
A(n): (A.2)
One deduces that for any n¿ sup(n1; n2),
(1− )A(n)6 G(n)6 (1 + )A(n):
1. For any ∈ [0; 1], there exists reals B1; B2¿0; !1; !2¿0 and a parallelogram D
delimited by{
Y (x − x0; y − y0) = B1; Y (x − x0; y − y0) = B2
X (x − x0; y − y0) = !1; X (x − x0; y − y0) = !2
; such that ∀(x; y) ∈ D;
{
(1− )CX ;Y  6 g(x; y)6 (1 + )CX ;Y ;
(1 + )(H1(X ) + H2(Y ))6 h(x; y)6 (1− )(H1(X ) + H2(Y )):
(A.3)
Let us remark here that when
1. the maximum (x0; y0) is inside the polygon 4 (not on its boundary) then B1 =−B2
and !1 =−!2. The numbers ;;  are positive even integers.
2. the maximum (x0; y0) is on the boundary but not at a vertex of the polygon 4, then
Y =0 in relation (3.8) is the equation of the polygon side that contains (x0; y0). In
this case, B1 =−B2 and !1 = 0. Further, the number ; is a positive even integer and
¿−1.
3. If the maximum (x0; y0) is at a vertex of the polygon S(v), then X =0 and Y =0
in relation (3.8) are the equations of the two polygon sides that contain (x0; y0). In
this case, ;¿−1 and ¿−1.
By using the bounds of relations (A.3) for g and h, one obtains upper and lower
bounds for I(D). Then, the change of variables (x; y) → (X; Y ) transforms the bounds
for I(D) into a product of simple integrals. Thanks to the Laplace method for simple
integrals [7, 5], for all ¿0, there exists n1¿0, such that for any n¿n1,√
1− =2A(n)(1− )(1 + )−(;+1)=−(+1)=9
6 I(D)6
√
1− =2A(n)(1 + )(1− )−(;+1)=−(+1)=9
Finally, the continuity of the functions of  that are involved lead to (A.1).
2. Since (x0; y0) is a strict and global maximum over 4, with h(x0; y0)= 0, and the
function h is a good function, there exists d¿0, such that
∀(x; y) ∈ 4\D; h(x; y)6 −d⇔ h(x; y) + d6 0:
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One deduces simply the following relation that leads to relation (A.2).∫
4\D
|g(x; y)|enh(x;y) dx dy = 0(e−nd):
To show the exact equivalent of (3.10), rather than choosing a parallelogram D, we
choose a disk portion and we use the polar coordinates.
Appendix B. Proof of Theorem 4
(i) Thanks to relation (4.2), we only have to evaluate the asymptotic equivalent for
G(v) de6ned by (3.5), when
√
1− ¿v√1− .
The case (; )∈ ]0; 1[2 is detailed. For the other cases the proofs are similar (see
[2]).
For an equivalent for In(∞), the maximum of the function h de6ned by (3.7) on
the integration domain S(∞)= [0; 1]2 is inside S(∞) and it is an elliptic maximum.
Moreover, the function g, de6ned by (3.6) is continuous and non-null at the point
(
√
1− ;√1− ). All the assumptions of Proposition 1 are satis6ed and when n is
large,
In(∞) = 7
(
(=2=2(1− )(1−)=2(1− )(1−)=2)n
(
1
n
))
On the other hand, one shows easily that the maximum of the function h on the
integration domain S(v) is on its boundary y= vx. To evaluate an equivalent for
In(v), we have to make this maximum precise. The study of zeros of the derivate
@h(v; vx)
@x
=
2v2x4 + (−2v2 +  + v2 − 2)x2 + (2− − )
(1− x2)(1− v2x2)x
shows that h(x; vx) has a maximum on [0; 1] at =(; ; v), with (=; v=)∈ ]0; 1[2 and =2
satis6es
=2(;;v) =
(2−)v2+(2−)−
√
(2−)2v4+(2−)2+2(2+2+−4)v2
4v2
:
Once again, function g is continuous and non-null at (=; v=). Then, by Proposition 1,
when n is large
In(v) = 7
(
((1− =2)=2(1− v2=2)=2=(2−−)v(1−))n
(
1
n
)3=2)
:
Finally, when n is large, the distribution function Gn;a; b(v) is equivalent to
A(a; b; v)(D(; ; v))n
1√
n
with D(; ; v)=
eh(=;v=)
eh(
√
1−;
√
1−)
¡1, since S(v)⊂S(∞).
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Table 3
Values of D and f when v¡
√
1− =√1− 
Ratio Condition on v D; ; v fi; j
(; )∈ ]0; 1[2 ‘n+j
‘n+i
v61
eh(=(; ; v) ;v=(; ; v))
eh(
√
1−;
√
1−)
− 1
2
∈ ]0; 1[ =0 ‘j
‘n+i
v61
v√
2
(1− 2 )1−(=2)
( 1−2 )
1−(=2)
j − 1
2
=1 =0
‘j
‘n+i
v61
v
2
−i + j − 1
2
=0 =0
‘j
‘i
v61 v
j − 1
2
=0 ∈ ]0; 1[ ‘n+j
‘i
v61
(
1− v2

)=2 ( v2
1− 
)(1−)=2
− 1
2
=1 ∈ ]0; 1[ ‘n+j
‘n+i
v61
eh(=(1; ; v) ; v=(1; ; v))
=2(1− )(1−)=2
−i − 1
2
(; )∈ ]0; 1[2 ln+j
ln+i
v¿1
eh(=(; ; v) ;v=(; ; v))
eh(
√
1−;
√
1−)
n − 1
2
∈ ]0; 1[ =0 lj
ln+i
1
v
¡
√
1− 
2
(
1− 1
v2

)=2 ( 1
v2
1− 
)(1−)=2
− 1
2
∈ ]0; 1[ =0 lj
ln+i
1
v
=
√
1− 
2
(
1− 1
v2

)=2 ( 1
v2
1− 
)(1−)=2
j − 1
4
∈ ]0; 1[ =0 lj
ln+i
1
v
¿
√
1− 
2
v√
2
(1− 2 )1−(=2)
( 1−2 )
1−(=2)
j − 1
2
=1 =0
lj
ln+i
1
v
¡
√
1
2
√
1− 1
v2
−i − 1
2
=1 =0
lj
ln+i
1
v
=
√
1
2
√
1− 1
v2
−2i + j − 1
4
=1 =0
lj
ln+i
1
v
¿
√
1
2
v
2
−i + j − 1
2
=1 ∈ ]0; 1[ ln+j
ln+i
v¿1
eh(=(1; ; v) ; v=(1; ; v))
=2(1− )(1−)=2
−i − 1
2
When (; )∈ [0; 1]2\{(1; 1)}, the same considerations lead to similar results. But in
these cases, we do use the generalization of the Laplace method, given by Proposition 1.
In particular, we have to deal with the case when the maximum of function h over
S(v) occurs at a corner of the domain, and the value of function g is zero at the
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maximum. Such cases are not considered in usual references [5, 7, 9] that we cite for
the generalization of the Laplace method to multiple integrals. So, thanks to Proposition
1, the distribution function Gn;a; b(v) always satis6es (4.1) and Table 3 provide values
for D;; v and fi;j.
(ii) All the assumptions of Remark (2) concerning the Proposition 1 are satis6ed.
So, relation (3.10) gives the asymptotics for the numerator and denominator of G(v).
The limit for G(v) is then deduced.
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