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We analyse here on a concrete combinatorial example the intuitionistic content of an argument 
which uses classical logic on infinite sequences. This analysis is carried out in the framework of 
inductive definitions, and provides an alternative proof of one of the main result of Veldman and 
Bezem (1991). Some connections with Fourman’s (1984) constructive analysis of “potentially infinite 
objects” are sketched. 
Introduction 
The motivation behind this work is the following fundamental question: Given the 
strong analogy between programs and intuitionistic proofs, what can we say of the 
computational content of a proof using classical logic on infinite objects? The main 
goal of this paper is to present, on a concrete combinatorial example, an intuitionistic 
(and, hence, algorithmic) analysis of a classical proof. 
We will try to show that we can present a reasonable algorithmic description of this 
proof, using as main conceptual tool some notions developed originally for studying 
processes such as transition system and liveness properties. One problem we have to 
address when we carry out this analysis is how to represent “potentially infinite 
objects” constructively. We present one possible formulation in the framework of 
inductive definitions that seems closely connected to that in [4], which is expressed in 
a topos-theoretic framework. 
The example we shall analyse comes from Veldman and Bezem [ 133. In their paper 
is presented an intuitionistic version of Ramsey’s theorem, and a proof of it, based on 
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Brouwer’s thesis [l], using as a lemma the finite version of Ramsey’s theorem. We 
present here an alternative direct proof of this theorem, which does not assume the 
finite Ramsey theorem, first classically, and then constructively. This constructive 
proof does not use Brouwer’s thesis [ 11, but is expressed in the framework of inductive 
definitions. 
We present then some questions raised by this work. 
1. Classical formulation 
I .I. Almost fill colouring 
In this section, we assume classical logic and the axiom of dependence choice. 
Let N be the set of positive integers (1, 2, . . . }. 
If HEN and A cN, we let A[n] be the set of elements of A strictly bigger than n. 
If A GN, we let C,(A) be the set of subsets of A of cardinality k and C(A) the set of all 
finite subsets of A. 
We write also C, for Z,(N), and C for C(N). 
If REZL+l and neN, we let R[n] be (KECk(N[n])) Ku{n}ER). 
We are going to use the following principle, called the “infinite box principle”: If 
A, B c N, and (x,) is a sequence such that X,E A u B for all n, then (x,) has an infinite 
subsequence (y,) such that y,eA for all n, or such that ~,EB for all n. 
We define a k-set colouring to be a subset of C,. A k-set colouring is almost full if and 
only if it meets every Z,(A) for AcN infinite. 
If B is an infinite subset of N, we say that a k-set colouring is almost full on B if and 
only if it meets every C,(A) for AGB infinite. 
1.2. A classical proof 
For k= 1, a k-set colouring R defines a subset {XEN 1 {x}ER) of N, and to say that 
this subset is almost full is to say that the corresponding subset is cofinite, i.e. its 
complement is finite. It is direct that cofinite subsets are closed under intersection and, 
thus, form a filter, usually called the Frechet filter. The following theorem, that is 
a classical formulation of the main result of [ 131, can be seen as a generalisation of this 
well-known fact. 
Theorem 1.1. If R and S are two almost full k-set colourings, then so is RnS. 
Proof (by induction on k). Note that the theorem is clear for k=O, 1. 
We assume the theorem known for k, and prove it classically for k + 1. Note that the 
induction hypothesis implies directly that, given L? G N infinite, the intersection of two 
almost full k-ary relations on B is almost full on B. 
Another proof of the intuitionistic Ramsey theorem 65 
Let R, S be two almost full (k+ 1)-set colourings, and assume that RnS is not 
almost full. There exists then A cN infinite such that RnSnC,, ,(A) is empty. We 
build then by induction two sequences (x,), for y1 positive, and (A,), such that 
AO=A, 
x,+ 1 is the least element of A,,, 
A nfl is an infinite subset of A,[x,+ 1], 
RCx,+IlnU$,+I) is empty, or SCx,+JnUh+I) is empty. 
For building x,+~ and A,+, from (x~)~<~ and (Ak)kbn, take x,+i to be the least 
element of A,. 
By the induction hypothesis, R [x,+ 1] and S[x,+ i] cannot be both almost full on 
A,[x,+ 1] because, otherwise, R[x,+ 1] ~S[X,+~] will meet A,[x,+~] and this contra- 
dicts that R n S n C, + 1 (A) is empty. Hence, we can find A,, + 1 c A,, [x, + 1] infinite such 
that R[x,+~]~C~(A,,+~) is empty, or S[X~+~]~C,(A,+,) is empty. 
By the infinite box principle, (x,) has a subsequence (y,) such that 
l for all n, R[y,]nC,({y,+l,...}) is empty or 
0 for all n, S[y,]nZk({yn+l,...)) is empty. 
This implies that RnC,+,({y1,y2, . ..}) is empty or that SnC,+l({y,, y,, . ..}) is 
empty. We then get a contradiction with the hypothesis that R and S are both almost 
full. 0 
Corollary 1.1. If R is a k-set colouring, there exists A GN infinite such that Z,(A) c R or 
C,(A) and R are disjoint. 
Proof. By the theorem, it is not possible that both R and its complement in Ck are 
almost full, and this is what the corollary expresses. 0 
The corollary is what is usually called the infinite version of Ramsey’s theorem (see 
C131). 
It can be noticed that the proof of Theorem 1.1 is, in fact, quite close classically to 
the usual proof of the infinite version of Ramsey’s theorem (see [13]). The main point 
is that, though Corollary 1 .l does not hold constructively (see [13]), Theorem 1.1 
holds intuitionistically without changes. 
2. Discussion of this proof 
At first sight, the arguments of the previous section are hopelessly classical, 
repeatedly using reasoning by contradiction, and it is not clear how to express them in 
a constructive way. 
It is to be noted, however, that large parts of the reasoning in the proof of the 
theorem have a clear algorithmic flavour, especially, the construction of the sequence 
(x,). We are now going to see that this intuition is correct, and that essentially the 
same argument can be formulated in a constructive framework. 
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We need for this first try to reformulate the definition of “almost full”. In intuition- 
ism (and computer science), there is no “actual” infinity, but the notion of infinity can 
only be potential (cf. [3] for a discussion of this point). We need, thus, to reformulate 
the notion of almost full relations, which was defined by reference to arbitrary infinite 
subsets of N. 
The first notion to be made precise is the notion of infinite subset of N. Such 
a subset is never given in its totality, but has to be thought of as an “indefinitely 
growing” finite subset K1+K2+K3 ..., where, at each stage, one gets to know 
a bigger element of the “growing” subset. Given a k-set colouring R c C,, we shall now 
consider that R is almost full if and only if, for any such growing subset 
K1+K2+K3 ... , eventually we reach a stage n such that R meets Z,(K,). 
We, thus, see that, intuitionistically, being almost full is defined in terms of universal 
quantification on arbitrary “indefinitely growing” sequences of finite sets. Brouwer in 
19 17 [l] discovered a powerful inductive way of expressing such a notion. This is also 
called Brouwer’s bar “theorem”, but, according to its more recent analysis [6, 3, 81, it 
can be more appropriately described as a basic postulate of intuitionistic mathemat- 
ics. In [8], it is suggested that the use of this postulate can be avoided altogether by 
taking Brouwer’s inductive characterisation of universal quantification over choice 
sequences as the precise explanation of the meaning of this quantification. We shall 
follow here this analysis. 
Our method can be described in general terms. We have a “process” or “agent” 
whose evolution is described by a sequence of transitions p1+p2 ... and we want to 
express that a decidable property L(pi) holds eventually during the evolution of this 
process. We express this by saying that the transitions p+q define a well-founded 
relation over the processes that do not satisfy the property L. This des- 
cription makes it clear that this method is closely connected to Kreisel’s “no 
counterexample” interpretation (see [7]). 
In the next section, we develop some general notions and lemmas about transition 
systems. These are used firstly to represent inductively the notion of a k-set colouring 
that is “given only potentially”, and then to explain when such a k-set colour- 
ing is almost full. It is then shown constructively that this notion is closed under 
intersection. 
3. Well-founded transitions systems 
3.1. Transition qlstems 
In general, if R is a binary relation, we write R* for the reflexive transitive closure of 
R, and Rf for the transitive closure of R. 
A transition system is a triple P = (1 P 1, -+, &), where 1 P 1 is a set, and + and 5 are 
two binary relations on IPI, such that the relation A is transitive and reflexive. The 
relation --f represents “visible” transitions, while J+ represents “invisible” or “hidden” 
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transitions. We write * for the relation 4 + 4. We often write P instead of I P /. If 
XEP, we let S,(x) be {REP Ixay}, and S,[x] be (YEPI x -+y}. We say that P is 
image-jnite if and only if, for all XEP, Sr(x) is finite. 
If P, Q are two transition systems, a mapf: P-+Q is a morphism if, and only if x*y 
impliesf(x) *f(y) and x&y implies f(x) A,f(y). 
If P is a transition system, and A G P, the subtransition system of P defined by A is 
the transition system (A, -tn A’, 5 n A2). 
If P, Q are two transition systems, we let P I Q be the following transition system: 
l The elements are pairs (p, q)EP x Q, 
l (pl, ql)+(p2, q2) if and only if p1=5=p2 and q1 4 q2 or p1 A p2 and ql=vz, 
l (pl, ql) A (pz, q2) if and only if p1 5 p2 and ql A q2. 
Note that = and + coincide for this transition system. 
If A c P, we say that A is closed if and only if XCA and x & y implies YEA. We say 
that A c P is hereditary if and only if S,(x) c A implies XEA. An element XE A is said to 
be accessible if and only if it belongs to every closed hereditary subset of P. We say 
that A is monotone if and only if it is closed and XEA, x+y implies YEA. The hereditary 
closure of a subset A c P is the intersection of all closed hereditary subsets that contain 
A. A collection of subsets of P is said to couer P if and only if P is the hereditary closure 
of their union. 
It follows directly that the set of accessible elements is closed and hereditary. 
The set C of finite subsets of N will be considered as a transition system, where 
K+L mean that L= K u {n}, with y1 strictly bigger than all elements of K, and K 4 L 
mean that K = L. 
We say that P is welkfounded if and only if every element of P is accessible. 
This may be seen as the precise definition of the fact that any “indefinitely growing 
sequence” xi 2 x2 2 xJ ... has only a finite number of visible transitions. 
3.2. General lemmas 
Lemma 3.1. The set of accessible elements is given by the following inductive rules: ifall 
elements of SF(x) are accessible then x is accessible. 
Proof. Let A be the least subset such that S,(X)G A implies XEA, that is, A is the 
intersection of all hereditary subsets of P. The lemma says that A is equal to the set of 
accessible elements. The set of accessible elements being hereditary, all elements of 
A are accessible. 
For showing that all accessible elements are in A, it is enough to show that A is 
closed. Notice that XE A if and only if S,(X)C A. If XEA and x 1, y, then we have 
S,(y) E SP(x) and, hence, S,(~)EA. It follows that YEA and, so, A is closed. 0 
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Lemma 3.2. Zf Ai C P is a family of monotone subsets that cover P, and each Ai dejines 
a well-founded subtransition system of P, then P is well-founded. 
Proof. Let A be the set of all accessible elements. Since At is monotone, each AnAi is 
a hereditary and closed subset of the transition system Ai. Since Ai is well-founded, 
this implies Ai G A for all i. Since (Ai) covers P, and A is hereditary and closed, 
A=P. Cl 
Lemma 3.3. If f: P+Q is a morphism and Q is well-founded, then P is well-founded. 
Proof. Let Y be the set of ~EQ such that if y &f(x), then x is accessible. 
Since 4 is reflexive, f (x)E Y implies that x is accessible. 
Since 4 is transitive, Y is closed. 
Furthermore, Y is hereditary. If S,(Y)G Y and y Af (x), then x*x1 implies 
f (xl)ESp(y) because f is a morphism; hence, x1 is accessible. Hence, x is accessible by 
Lemma 3.1 and ye Y. 
Hence, Y=Q and all elements of P are accessible. 0 
Corollary 3.1. If P is a subtransition system of Q and Q is well-founded, then P is 
well-founded. 
Proof. Because the inclusion map is a morphism. 0 
Lemma 3.4. If P, Q are well-founded, then so is P 1 Q. 
Proof. Let X E P be the set PEP such that, for all qEQ, the element (p, q) is accessible. 
It follows directly that X is closed. 
Furthermore, X is hereditary, if S,(p)cX, let YGQ be the set of qEQ such that 
(p, q) is accessible. Then it follows directly that Y is closed and hereditary. Hence, 
Y=Q and XCX. 
Hence, X = P and all elements of P 1 Q are accessible. 0 
Although the statement is symmetric in P and Q, the author has been unable to find 
a symmetric proof of this lemma. 
Lemma 3.5. If P is well-founded and image-jnite, then each S,[x] is jnite. 
Proof. The set of XEP such that S,[x] is finite is closed, and is hereditary if P is 
image-finite. 0 
Another procf of the intuitionistic Ramsey theorem 69 
4. A direct inductive proof 
4.1. Representation qf ‘potentially in$nite” k-set colouring 
A “potentially infinite” k-set colouring will be thought of as a “growing” decidable 
k-set colouring R(<)GC,([~, n(t)]) on a “growing” finite initial segment [ 1, n(t)] of N. 
In general, the “growth” of this k-set colouring is not arbitrary, but depends on 
a parameter ir which is evolving. 
We represent this intuitive notion as follows. We let Uk be the set of pairs (R, n), 
where R is a decidable k-set colouring R E C,( [ 1, n]) on the finite initial segment [l, n] 
of N. We consider Ilk as the following transition system: 
l (R, n)-(S, m) means that RGS and m=n+ 1, 
l (R, n) 5 (S, m) means that n= m and RsS. 
Let P be a transition system, whose elements are written as 4, ye, [, . . A k-set 
colouring F on P is a morphism F: P+Ilk. 
Let F :<t-+(R(r), n(5)) be a k-set colouring on P. We let T(F) be the following 
transition system: 
l the elements are pairs (L, QEC x P such that L c [ 1, n(t)] and C,(L) is disjoint from 
R(4), 
l (K, C)+(L, ;rl) mean that K+L and E =s* v, 
l (K, 5) 1, (L, y) mean that K = L and 5 a* ye. 
We say that F is almost full if and only if T(F) is well-founded. 
Let P(F) be the subtransition system of P whose elements are {EP such that R(t) is 
empty. 
Lemma 4.1. If F is almost full, then P(F) is well-founded. 
Proof. The map 5 H ([l, n(t)], 4) is a morphism from P(F) to T(F). Hence the result 
by Lemma 3.3. 0 
4.2. Informal “explanation” 
At this point, the reader may compare these definitions with the following informal 
situation. We suppose that there is given an “agent” or “process” and that one of its 
observable behaviours is that it provides us with larger and larger decidable k-set 
colourings on larger and larger initial segments of N. 
One can then imagine the following class of experiment on this “agent”. While the 
initial segment of N is growing, one chooses successively bigger and bigger elements 
nl < n2 < n3 ... in this initial segment. 
If, for any such experiment, one has eventually i1 < ... -C ik such that {nil, . . . , ni,} is 
in this growing k-set colouring, then we say that this agent defines an almost full k-set 
colouring. This is a typical “liveness” property of a process. 
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4.3. Inductive Ramsey Theorem 
Let F: 5 -(R(t), n(t)) and G: tt-+(S([), m(5)) be two k-set colouring on the same 
transition system P. We say that F and G are compatible if and only if n(t)=m(t) for 
all <EP. If F, G are compatible, we can consider the map F n G : <~(R(t)n S(t), n(t)). 
It is clear that this defines a k-set colouring on P. If F, G are compatible, we say that 
F and G are disjoint if and only if R(5) is disjoint from S(5) for all <EP. 
Before stating the main theorem, we need to introduce some notations and a lemma 
used as technical auxiliaries in its proof. If F, G are two almost full compatible k-set 
colourings on P, we let T(F, G) be the following transition system: 
l its elements are of the form (K, L, 5) where K and L are disjoint finite subset of 
Cl, n(i”)l, and (K, DUF), (L, @r(G), 
l (K,L,5)~(K,,L,,51)ifandonlyifK~K,,L=L,and5=>*5,,orK=K,,L~L, 
and 5’=*51, 
l (K,L,~)~(K1,L,,<l)ifandonlyifK=K,,L=L, and5=>*t1. 
Lemma 4.2. If F, G are two almostfull compatible k-set colourings on P, then T(F, G) is 
well-founded. 
Proof. The map (K L, 5) ++ (UC 5X 6% 5)) is a morphism from T(F, G) to T(F) 1 T(G). 
Hence the result by Lemma 3.4. 0 
If(K, L, <)E~(F, G), we let T(K, L, 5) be the subtransition system ofT(Fn G) whose 
elements (M, q) are such that Ku L --f* M, and such that if ZER(~), then I is disjoint 
from K, and if IES(~), then I is disjoint from L. Finally, for each XEN, strictly bigger 
than all elements in Ku L, we let T(K, L, 5, x) be the set of (M, v)~r(K, L, 5) such that 
KuLu{x) -+*M and <=-*a. 
Note that the sets T(K, L, q, x), for x strictly bigger than all elements of Ku L and 
5 a* q, are monotone, and cover T(K, L, 4). Hence, by Lemma 3.2, if each 
T(K, L, y, x) is well-founded, then so is T(K, L, 5). 
Lemma 3.2 shows also that, if each r(8, 8, 5) IS well-founded, then so is T(FnG). 
If we know that T(F, G) is well-founded (which is the conclusion of Lemma 4.2), this 
gives us the following way of proving that T(F n G) is well-founded: to show that the 
set of elements (K, L, t)~r(F, G) such that T(K, L, t) is well-founded is closed and 
hereditary. It is direct to see that this set is always closed. And to show that this set is 
hereditary, it is enough to show that, for all (K, L, t)~r(F, G), if x is strictly bigger 
than all elements of Ku L, t ** y, and both T(K u {x}, L, y) and T(K, L u {x}, q) are 
well-founded, then so is T(K, L, q, x). We follow this method in the proof of the next 
theorem. 
Theorem 4.1. If F, G are two almost full compatible k-set colourings on P, then F n G is 
almost ,full. 
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Corollary 4.1. If there exists on the transition system P two almost full compatible 
set-colourings that are disjoint, then P is well-founded. 
Proof. Corollary 4.1 follows directly from the theorem and Lemma 4.1. 
By the above discussion and Lemma 4.2, it is enough to show that, for all 
(K, L, [)E~(F, G), if x is strictly bigger than all elements of Ku L, 4 a* y, and both 
T(K u ix}, L, ‘1) and T(K, Lu ix>, q) are well-founded, then so is T(K, L, v, x). 
We are going to show this fact directly for k = 1, and by assuming Corollary 4.1 for 
the value k- 1 if k> 1. 
For k= 1, notice that (x} is not in R(q) or not in S(q). It follows that T(K, L, q, x) 
is a subtransition system of T(Ku {x), L, q), or a subtransition system of 
T(K, Lu {x}, q). Hence, the result by the corollary of Lemma 3.3. 
For k > 1, we will define two almost full compatible (k - 1)-set colourings F’(u)) = 
(n’(m), R’(Q)) and G’(o) =(n’(~), S’(w)), f or w~r(K, L, q, x), that are disjoint. 
For w=(N, [)E~(K, L, q, XT), we can write 
N=KuLu(x,x, ,..., x,}, 
and we define 
0 n’(w)=l, 
l {iI, . . . . ik_l)~R’(~~) if and only if {x, xii, . . . ,z~~_~)ER([), 
0 {iI, . . . , ik_l}ES’(u) if and only if {x, Xi,, . . . , xi,_,}ES(I). 
It is direct to see that F’, G’ are (k - 1)-set colourings compatible and disjoint on the 
transition system T(K, L, q, x). The fact that F’ and G’ are almost full follows from 
Lemma 3.3 and the fact that the maps 
r(F’)+r(K u :x}> L, Y), 
(~ii,...,i,},(KuLu{X,Xl,...,X~},~))~(KULU{X,Xi ,,...) Xi,},[) 
and 
T(G')-+I-(K, Lu {x:, q) 
({il, . . . ,i,},(KULujx,xI ,..., Xl}, I))H(KuLu{x, xi,,...> xip), 5) 
are morphisms. 0 
The complexity of the proof, and the fact that we change the transition system of 
parameters during the induction hypothesis, reflects the fact that we are considering 
subsequences of infinite sequences in the proof of Theorem 1.1. The use of Lemma 4.2 
replaces here the use of the infinite box principle. 
Since one cannot decide in advance how to build the sequence (x,) of the proof of 
Theorem 1.1, this seems to be replaced in the proof of Theorem 4.1 by consideration of 
all possible ways of building (x,). 
It seems unfortunately very difficult to describe appropriately the computational 
content of the proof of Theorem 4.1. Of course, due to the fact that the proof of 
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Theorem 4.1 is done in the framework of inductive definitions, it can be seen directly 
as an algorithm (see, for instance, [9]). But one would like an intuitive description of 
what this algorithm is doing. The author has been unable yet to provide such 
a description, and hopes that the study of applications of the theorem (such as 
described below), done maybe mechanically, will provide some hints. 
4.4. Connections with sheaf theory 
The remarks of this section will be very tentative, but we hope that they are relevant 
for the analysis of the constructive content of classical arguments involving, like in the 
present example, infinite sequences. 
We think that the proofs given here may be seen as a concrete illustration for the 
topos-theoretic analysis of the introduction of infinite quantities given in [4]. The fact 
that our statement of the Theorem 4.1 is parametrised by a transition system 
P corresponds to working over the category of locales and surjective open mapping. 
Indeed, we can consider a locale as fixing a space of parameters, and a surjective open 
mapping as the introduction of new independent parameters (cf. [4]). 
One main point is that statements are parametrised by a parameter space, and that 
it is essential in applying these statements that this parameter space can vary. The 
difficulty of the proof of Theorem 4.1 is then reflected by the fact that, when we apply 
the induction hypothesis, we have to change the parameters space. This seems 
connected to the use of the axiom of dependent choice in the classical argument for the 
proof of Theorem 1.1. 
This suggests that the following proposition should be provable by induction over 
n, as in the proof of the Theorem 4.1. 
Theorem 4.2. Let L be an arbitrary locale. If R and S are two almost fill n-ary relation 
in the topos of sheaves over L, then so is RnS. 
It would be interesting to find a concrete example where the introduction of 
arbitrary locale, in opposition to simple transition systems, is actually needed. 
5. Applications 
We present some applications of Theorem 4.1. The main point here is to show how 
“potentially infinite” k-set relations occur naturally in constructive mathematics. 
5.1. A bar version of Ramsey’s theorem 
Let us say that a decidable subset J3 EC is a bar if and only if it is such that KEB, 
K+L imply LEB, and such that its complement is a well-founded transition system 
of c. 
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For instance, for each PEN, the set of subsets of cardinality >p is a bar, written as 
C,. And so is the set of subsets {n,, . , n,} such that p<q and n, <q, written as PH,. 
If (n, R)EZI~, we let L? be the complement of R in C,([l, n]). 
If B c C, we let n,(B) be the following transition system: 
l the elements are pairs (R, ~)EFI~ such that there is no LG[~, n] in B such that 
C,(L) c R or such that C,(L) c l?. 
l (R, n)+(S, m) means that R=SnC,([l, n]) and m=n+ 1, 
l (R, n) 4 (S, m) means that n=m and R=S. 
Note that 17,(B) is image-finite. 
Theorem 5.1. If BGC is a bar, then L17,(B) is well-founded. 
Proof. The inclusion map from T17,(B) to LIk and the map 
Lr@)+flk, (n, 0-0, R) 
define two compatible almost full k-set colourings on 17,(B) that are disjoint. Hence 
the result by Corollary 4.1. 0 
Corollary 5.1. Zf BEC is a bar, then there exists N such that, for any R-decidable 
subset of C,([l, N]), there exists LG[~, N] in B such that C,(L)GR or R is disjoint 
from C,(L). 
Proof. By Theorem 5.1 and Lemma 3.5. 0 
If we instantiate this corollary on the bar C,, we get the usual finite Ramsey 
theorem [13]. If we instantiate it on the bar PH,, we get the theorem that Paris and 
Harrington [lo] have shown to be not provable in Peano arithmetic. 
This provides, thus, an alternative proof of the main theorem of [2]. 
5.2. Well-quasi-founded relations 
Given a set X, we associate with it the following transition system Q(X): 
l the elements are finite lists x1 . x, of elements of X, 
0 xi . ..xp-+yl . . . y, if and only if q=p+ 1 and Xi=yi for i<p, 
0 xi . . . xp4yyl . ..y. if and only if q=p and xi=yi for i<p. 
If R is a decidable binary relation over a set X, we denote by G(R) the subtransition 
system of Q(X) whose elements are finite lists xi . . . x,E@(X) for which there is no i <j 
such that R(xi, xj). 
We say that R is well-quasi-founded if and only if the transition system G(R) is 
well-founded. 
Theorem 5.2. If R and S are two well-quasi-founded relations on X, then so is R n S. 
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Proof. We define two compatible 2-set colourings F(t)=(n(t),R([)) and G(t)= 
((n(t), S(l)), for (E@(X), on the transition system G(X), Given 5=x1 . ..x.e@(X), 
we define. 
. n(r)=% 
l R(r)({i,j}) if and only if i<j and R(Xi, Xj), 
l S(t)({i, j}) if and only if i<j and S(xi, xj). 
It is clear that F and G are almost full, because R and S are well-quasi-founded. 
Hence, by Theorem 4.1, Fn G is almost full. But this means that R nS is well- 
quasi-founded. 0 
This theorem generalizes a result of [11] to the case where the relations are not 
supposed to be transitive. 
Conclusion 
This work raises several questions about the status of proofs seen as algorithms. 
Typically, the proof of Corollary 5.1 is an inductive proof of a Cy statement 3n.P(n). 
How does such a proof, seen as an algorithm, compare with the “infinite search 
strategy”, that simply tries P(l), P(2), . . . until it finds II such that P(n)? Such a strategy, 
supposing that we have only a classical proof of %.P(n), will not be considered as 
a proper algorithm by intuitionists. Indeed, this amount to admitting Markov’s 
principle, and Markov’s principle does not hold intuitionistically. See [3] and 
especially the discussion of this point in [S]. Is it possible to justify this attitude 
computationally? 
The method we have followed to associate computations with classical reasoning 
make it appear as a kind of “limit” of a “growing” finite and decidable situation. This 
seems connected strongly to the use of information systems in domain theory [12], 
where one replaces a domain of abstract infinite objects by the information system of 
finite and concrete elements. It seems worthwhile to try to make this connection more 
precise. 
Another direction that may be worth exploring is topos theory and especially sheaf 
models, as presented in [4] in the similar goal of representing constructively “poten- 
tially infinite objects”. It seems clear that the fact that we are forced, in order both to 
prove and to give consequences of Theorem 4.1, to state it parametrized by an 
arbitrary transition system corresponds to the fact that all constructions in [4] are 
parametrized with respect to a given locale (which intuitively represents a space of 
“open data”). 
Constructive mathematics seems, thus, to provide naturally examples that should 
not be considered “absolutely” but with respect to some parameters. This situation is 
characteristic of category theory and topos theory. 
The second class of questions concerns the representation of concurrent systems in 
type theory. We hope that the ideas developed here can be used in representing 
Another proofqf the intuitionistic Ramsey theorem 15 
liveness properties of concurrent systems in mechanised formalisms based on induc- 
tive definitions, such as Martin-L6f type theory. Here also, one may expect that such 
a representation, which denies the use of “completed infinity”, is better suited for 
describing computer science phenomena. 
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