Abstract. The quantification and understanding of direct aerosol forcing is essential in the study of climate. One of the main issues that makes its quantification difficult is the lack of a complete understanding of the role of the vertical distribution of aerosols and clouds. This work aims at reducing the uncertainty of aerosol top-of-the-atmosphere (TOA) forcing due to the vertical superposition of several short-lived atmospheric components, in particular different aerosol species and clouds. We propose a method to quantify the contribution of different parts of the atmospheric column to the TOA forcing as well as to evaluate the contribution to model differences that is exclusively due to different spatial distributions of aerosols and clouds. We investigate the contribution of aerosol above, below and in clouds by using added diagnostics in the aerosol-climate model LMDz. We also compute the difference between the TOA forcing of the ensemble of the aerosols and the sum of the forcings from individual species in clear sky. This difference is found to be moderate for the global average (14 %) but can reach high values regionally (up to 100 %). Nonlinear effects are even more important when superposing aerosols and clouds. Four forcing computations are performed: one where the full aerosol 3-D distribution is used, and then three where aerosols are confined to regions above, inside and below clouds, respectively. We find that the TOA forcing of aerosols depends crucially on the presence of clouds and on their position relative to that of the aerosol, in particular for black carbon (BC). We observe a strong enhancement of the TOA forcing of BC above clouds, attenuation for BC below clouds, and a moderate enhancement when BC is found within clouds. BC above clouds accounts for only about 30 % of the total BC optical depth but for 55 % of the forcing, while forcing efficiency increases by a factor of 7.5 when passing from below to above clouds.
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The different behaviour of forcing nonlinearities for these three components of the atmospheric column encouraged us to develop the method for application to inter-model variability studies by reading 3-D aerosol and cloud fields from different general circulation models (GCMs) into the same model. We apply the method to the comparison of forcing due to the aerosols and clouds distributions of the general circulation models LMDz and SPRINTARS. The different amount of BC above but also within clouds is revealed to play a major role on the differences of cloudy-sky forcings between the two models, which can exceed 100 % regionally.
Introduction
Quantifying the effect of the vertical overlapping of atmospheric components on the radiative fluxes is not a straightforward problem. Indeed, TOA forcing is nonlinear with respect to the aerosol amount (Charlson et al., 1992) , although Boucher et al. (1998) suggested a small nonlinearity for a range of global sulfate burdens corresponding to 0.1-0.5 AOD (aerosol optical depth). From a modelling point of view, it is necessary to deal with multiple scattering among layers (nonlinear processes) and the strong dependency on the scattering and absorbing characteristics of the superposed layers (Meloni et al., 2005; Gómez-Amo et al., 2010) . From an experimental point of view, the technology of active remote sensing, which allows for vertically resolved study of the atmospheric components, is relatively recent and does not provide information behind optically thick objects, e.g. below clouds viewed from space (Chepfer et al., 2008; Vuolo et al., 2009; Koffi et al., 2012) . Concerning the coexistence of different aerosols within the same atmospheric column, many works have assumed that for externally mixed aerosols, the effects of individual aerosol species add linearly to constitute the total TOA forcing (Podgorny and Ramanathan, 2001; Boucher and Haywood, 2001; . The effect of clouds below absorbing aerosols has been studied since the late 1990s by means of column radiative models (Haywood and Shine, 1997; Liao and Seinfeld, 1998; Zarzycki and Bond, 2010) and general circulation models (e.g. , and, more recently, using satellite data (Chand et al., 2008; Peters et al., 2011) , but the aerosol TOA forcing in all sky and cloudy-sky conditions remains highly uncertain (Schulz et al., 2006; Myhre et al., 2013) . Some studies on radiative forcing used or had to use (when based on satellite data) the assumption that aerosol effects are negligible in cloudy regions as they are "masked" by clouds (Bellouin et al., 2005) . This was shown to be an important source of discrepancy between observation-and model-based forcing estimates (Bellouin et al., 2008) .
A single-column model has the advantage that one may isolate a single physical effect; however, it requires many assumptions to demonstrate the importance of the effect for the real atmosphere. General circulation models (GCMs) or chemistry transport models (CTMs) are more suitable for estimating the impact of a phenomenon on the global scale. Haywood and Ramaswamy (1998) studied the dependency of TOA forcing on the vertical position of aerosols, as well as the effect of clouds, by concentrating all the aerosol content in only one model level, from the surface to 25 km. They found that black carbon (BC) forcing for the same BC burden varies with increasing altitude from 0.45 to 0.9 W m −2 . More recently, BC direct forcing divided by the burden, computed as a function of altitude in a 3-D CTM, is reported to increase considerably with height (Samset and Myhre, 2011) , ranging from 380 W g −1 at 1000 hPa to 3800 W g −1 at 20 hPa. The dependency of the BC radiative forcing from the vertical profile has been estimated to be responsible for 20 to 50 % of the spread in forcing values of AeroCom models by use of a common forcing efficiency vertical profile . This sensitivity of forcing to vertical distribution is expected to be responsible for an important part of the actual inter-model forcing differences. A comparison of aerosol vertical distributions with respect to CALIOP observations (Koffi et al., 2012) shows a large spread in the distribution simulated by GCMs.
This study aims to quantify, in more detail, the sensitivity of TOA forcing to vertical position of aerosols through the use of realistic aerosol and cloud distributions as well as by focusing on the relative position of distinct aerosol and cloud layers. It documents the importance of the vertical superposition of aerosol (primarily black carbon) with clouds and the superposition of distinct aerosol layers at the global scale. We analyse the role of the relative vertical position of several atmospheric agents by quantifying the nonlinearity of forcing, i.e. the difference between the actual forcing and the sum of the forcings of the individual components. This is done for different combinations of aerosol and cloud layers, which are realized in our specific model setup, where we identify aerosols above, below and in clouds in the cloudy area. These nonlinearities allow us to quantify (1) the amount of the error when considering the total forcing as the sum of the forcings of the individual components, and (2) the importance of a correct representation of the "vertical layering" (that is, which aerosol component is below and which one is above). We will show that, for the same aerosol optical thickness of an aerosol component, its position relative to that of other species and clouds has a large impact on the resulting TOA forcing. As the cloudy-and all-sky forcing is highly variable among GCMs (Schulz et al., 2006; Myhre et al., 2013) , we finally illustrate the impact of the vertical position of BC and clouds on this variability by introducing the 3-D fields of aerosols and clouds from two different models in the same host model and then computing forcing differences. In this way, the spatial distribution of aerosols and clouds affect the forcing differences, while other factors like surface albedo, aerosol optical properties, meteorological and radiative computations have no impact because they are computed by the same host model.
Atmospheric TOA forcing due to the position of cloud and aerosol layers
The radiative forcing according to Intergovernmental Panel on Climate Change (IPCC) is the change in net radiative flux at the tropopause due to an atmospheric agent after allowing for stratospheric temperatures to readjust to radiative equilibrium, but with surface and tropospheric temperatures and state held fixed at the unperturbed values (IPCC, 2007) . Radiative forcing values are typically presented with respect to a pre-industrial reference, but the definition of forcing we adopt here considers a state with no aerosols instead of preindustrial aerosols as reference and uses TOA flux changes. In IPCC terms it would be called a radiative effect. Our approach simplified the experiments and allowed for dust and sea salt radiative effects to be studied also. We consider only the shortwave contribution to the aerosol TOA forcing, as the longwave forcing is a negligible part of the direct aerosol forcing except for dust and, to a smaller extent, for sea salt . If interactions occur between the added atmospheric agent and the environment, the forcing will depend on the environment (for instance, a cloudy environment for aerosols). In the same way, if two atmospheric agents (for example, aerosols and clouds or two M. R. Vuolo et al.: Impact of vertical distribution on aerosol radiative forcing 879 Fig. 1 . Diagram of the computation of net fluxes at the top of the atmosphere (TOA) for completely clear sky (left) in the presence of an atmospheric agent "B" (centre) and in presence of two superposed atmospheric agents "B" and "C" (right). For ease of reading, at each interaction between the flux and an atmospheric agent, we indicate as the first factor the coefficient that describes the last modification of the flux. Here, t and T transmissivities for clear sky and with the presence of an atmospheric agent, respectively; R is the reflectivity; and a is the surface albedo. For a given atmospheric layer, T + R + A = 1 (A = absorptivity). Transmissivity is related to the optical depth τ by the relation T = exp(−τ ). distinct aerosol species) interact amongst themselves, the total forcing will be different from the sum of the forcings from the individual components.
Indeed, we can easily show that the two effects are physically equivalent according to the definition of TOA forcing. Here, we use F (B) as the net TOA flux that incorporates only the atmospheric agent "B" (e.g. black carbon), and RF(B) as the radiative TOA forcing from "B". With dRF as the difference between the forcing of agent "B" in an environment where "C" (e.g. clouds) is present (RF(B|C)) minus the forcing of "B" alone (RF(B)), we have
Since RF(B|C) = F (B + C) − F (C), we can rewrite Eq. (1) in the following way:
where we added and subtracted F (clear) to express the coupling term dRF in terms of the total forcing and the singlecomponent forcings. The difference dRF corresponds to the nonlinearity of combining forcings (or the coupling term). It is of interest for both the "cloudy-sky aerosol forcing" -where the radiative interaction between clouds and aerosols gives rise to an important extra forcing term, in the form of Eq.
(1) -and for the superposition of different aerosol components, where the nonlinearity arises in the form of Eq. (2). See Appendix A and Fig. 1 for more details. The interaction between atmospheric agents (aerosols and clouds) can be of several kinds. The potential of aerosols to modify clouds optical properties is referred to as the first indirect effect (e.g. Twomey, 1991) . Aerosols can also modify cloud microphysics through the second indirect effect (e.g. Albrecht, 1989) . Moreover, absorbing aerosols can alter the atmospheric temperature profile, which impacts convection and cloud formation (the semi-direct effect; e.g. Hansen et al., 1997) . Another kind of interaction is the one that occurs because of the exchange of radiation between two superposed layers of aerosols and clouds. In the framework of this study, only the last mentioned form of interaction is investigated. To achieve this objective, we eliminate semi-direct and indirect effects to better understand the effect of the exchanges of radiation between superposed layers (Sect. 3.4.3 below explains how this is done within the framework of this study).
Method

LMDz host model and aerosol optical parameters
The model used in our experiments is the general circulation model LMDz (Hourdin et al., 2006) , with 95 × 96 horizontal resolution and 19 vertical levels. Meteorology is nudged with ECMWF reanalysis winds (Simmons et al., 2006) and HADiSST sea surface temperatures (Rayner et al., 2003) . Aerosol fields are read as input into the model from monthly averages. In the reference experiment (see Sect. 2.4) these aerosols fields correspond to the year 2006 and are from a version of the LMDz-INCA model used for the recent forcing study in AeroCom Phase II . The aerosol concentration at each time step is computed in LMDz by linear interpolation of the monthly mean values. The model accounts for the following four basic properties that influence optical parameters of the ambient aerosol: size, chemical composition, hygroscopicity and mixing state of the particles.
The size of the aerosol is represented in LMDz by a superposition of log-normal distributions. In this work, we treat sulfate, BC and organic carbon (OC) as external mixtures. Submicron aerosols are transported in two distinct modes: one that is soluble and another that is insoluble. We keep track of both soluble and insoluble BC and POM. We assume that primary, insoluble carbonaceous particles become soluble with time. The half-life of ageing for BC and POM is taken as 1.1 days based upon the study of Cooke and Wilson (1996) . A ratio POM : OC = 1.4 : 1 was used. This value corresponds to the low range of the values reported in Turpin et al. (2001) .
The uptake and loss of water to aerosol particles (hygroscopicity) is generally fast and depends on the chemical composition, size and surface properties of the aerosol particle. Hygroscopic growth (HG) of aerosol particles is a major factor that determines the optical parameters of an aerosol population. The model takes into account the observation that two types of particles with different HG factors appear upon hydration of dry particles of a given diameter. This is represented by the two modes: a soluble one and an insoluble one. HG changes the particle diameter, aerosol composition and particle surface characteristics. Typical wet diameters for each mode had already been precalculated in another LMDz-INCA model run and used for computation and tabulation of optical parameters as a function of mode, species and relative humidity. The optical properties of the individual components are computed with this look-up table using the ambient relative humidity in the model grid cell. The overall optical properties of the global aerosol are then computed by summing the different contributions of the aerosol components to the extinction. For the single-scattering albedo, the different contributions are weighted with the respective specific extinction coefficients, and for the asymmetry parameter this is done by the product of the specific extinction and the single-scattering albedo.
Radiative computations in LMDz
The shortwave radiative fluxes in the model LMDz are computed with the scheme developed in Fouquart and Bonnel (1980) , fluxes in clear-sky and all-sky conditions are computed separately. The reflectivity and transmissivity of a grid cell column -being partly cloudy and thus reflecting "all-sky" conditions -are computed using the random cloud overlap assumption (Morcrette and Fouquart, 1986) . All-and clear-sky fluxes are computed by separate calls to the radiation routine, either including or not including clouds radiative effects in the computations. This allows for separate computation of clear-and all-sky aerosol forcings. The shortwave spectrum is divided into two spectral intervals: 0.25-0.68 µm and 0.68-4.00 µm. The radiation scheme is the one introduced by J. J. Morcrette in the model of the European Centre for Medium-Range Weather Forecasts (ECMWF); for further details, we refer the reader to the online documentation of the ECMWF research department, available at http: //www.ecmwf.int/research/ifsdocs/pdf_files/Physics.pdf.
The aerosols direct and indirect effects have been introduced by Quaas et al. (2004) , following Boucher and Pham (2002) . In the default LMDz parametrization of the radiative effects of aerosols and clouds, direct and indirect effects (when activated) are taken into account in both forcing and meteorological fields computations. The fluxes that incorporate aerosol and clouds effects are used to influence the radiative-convective equilibrium of the atmospheric column. This explains why different aerosol and cloud fields in LMDz may give rise to different meteorological fields if such an effect is permitted by experiment setup. This is avoided in our experiments.
Diagnosis of TOA forcings and forcing efficiencies
In this study, we use a completely aerosol-free atmosphere as reference, as has been done in previous studies (Satheesh et al., 1999; Podgorny and Ramanathan, 2001; Takemura et al., 2002 and . This reference assures that there will be no dependency on the definition, spatial distribution and optical properties of pre-industrial aerosols, as this also is subject to uncertainties and can be different from one model to another (Visser et al., 2000) . Thus, the direct radiative TOA forcings are computed as the difference between the net TOA flux with and without aerosols, both in clear-and cloudy-sky conditions (RF CS , RF CL ), for each species separately (BC, SO 4 , POM, DUST, SS) and for the ensemble of all the species "AER".
Cloudy-sky radiative forcing, RF CL , is calculated at each time step, and for each model cell, as
where CLT is the cloudy fraction in each grid cell. This is similar to the cloudy-sky forcing definition as used by Schulz et al. (2006) , but differs in that it is computed at every time step and when averaged it is not weighted by the cloud fraction. It is thus similar in concept to the clear-sky forcing definition. By using calculations for all time steps, we believe that we obtain a more reproducible forcing number. In Schulz et al. (2006) , cloudy-sky forcing was computed only from annual fields of forcings and cloud fraction. We compute clear-and cloudy-sky forcing efficiencies and relate them to the vertical positions (see below). The characteristic height of aerosols and clouds is computed by weighting their vertical coordinate with their optical thickness. The clear-sky forcing efficiency per unit aerosol optical depth NRF CS is computed as RF CS /AOD, with RF CS and AOD being yearly average values of clear-sky TOA forcing and optical depth. Analogously, the cloudy-sky forcing efficiency is computed as the ratio of the global averages of RF CL and AOD. We avoid computing efficiency with instantaneous 2-D fields of forcing and optical depth because it requires the choice of a threshold for the optical depth to avoid numerically occurring, but unrealistically high, values of efficiency when AOD is very low. Furthermore, such a choice cannot be the same for each aerosol species, which would require different threshold values of optical depth.
Model simulations
In the following we will present a method that we have developed to study the dependency of TOA forcing on the vertical distribution of aerosols and clouds. Two questions are addressed: what is the contribution to the forcing from aerosols below, inside and above clouds, and what is the potential difference between two model results introduced by different vertical distributions of aerosols and clouds? The method requires multiple model runs where the radiative TOA forcing due to specific portions of the aerosol burden is computed.
For example, to compute the forcing from aerosol above clouds, aerosol optical depth above clouds is kept the same as in the reference run, while aerosol optical depth in and below clouds is set to zero. These runs are classified below in terms of model configurations and experiments. Aerosol and cloud fields are either computed interactively or read from previously realized atmospheric chemistry simulations, performed with the host model LMDz and with the model SPRINTARS (Takemura et al., 2005) . Other host model factors like resolution, solar fluxes, surface albedo, intensive aerosol optical properties, etc., are invariable between the runs. To quantify the amount of inter-model forcing differences that can be attributed to different vertical distributions of aerosols and clouds, we run the model LMDz in five different configurations, while to attribute the forcing to aerosols below, inside and above clouds, we perform four different experiments for each configuration (see Table 1 ).
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The configurations
The five configurations differ in the origin of the aerosol and eventually cloud fields that are read into the model LMDz. They are defined as follows:
1. The "default" configuration: monthly fields of aerosols from a previous model run are read as input, and cloud fields are computed interactively at each time step.
2. The "reading LMDz" configuration: the same monthly aerosols as in configuration 1 are read, but daily cloud fields from the default configuration are also read and are used in the radiation code.
3. The "reading SPRINTARS" configuration: the same as configuration 2 except that monthly aerosol fields and daily cloud fields come from the model SPRINTARS.
4. The "reading LMDz aerosols -SPRINTARS clouds" configuration: monthly aerosol fields are read from LMDz and daily cloud fields come from SPRINTARS.
5. The "reading SPRINTARS aerosols -LMDz clouds" configuration: monthly aerosol fields are read from SPRINTARS and daily cloud fields come from LMDz
We use configuration 2 and not 1 for comparisons with the other configurations, because often only daily averaged fields are accessible from another model, such as SPRINTARS. The time step of 30 min in our LMDz model produces a higher variability in cloud fields, which introduces differences to a configuration reading in daily cloud fields. Similarly, to avoid differences coming from the different spatial resolution of the cloud fields read as input from the SPRINT-ARS model, these fields were regridded onto the LMDz resolution.
The experiments
With the default configuration, we first perform a simulation with the full 3-D aerosol distribution produced by default by the model. This baseline run will be referred to as the "reference simulation". For each of the five above-mentioned configurations, we then perform the four following experiments:
1. Experiment "AIB" (above,inside and below), with the full 3-D aerosol distribution produced by default by the model.
2. Experiment "ABV" (above), with aerosol optical depth set to zero except above the highest cloudy model layer.
3. Experiment "IN" (inside), with aerosol optical depth set to zero except between the lowest and the highest cloudy layers.
4. Experiment "BLW" (below), with aerosol optical depth set to zero except below the lowest cloudy level.
For these four experiments the optical depth is also set to zero in completely clear columns so that the AIB result can be directly compared to the sum of the ABV+IN+BLW experiments. We determine the lowest and highest cloud levels at each model time step using cloud fraction and cloud extinction thresholds together. A no-cloud state is defined for the grid cell where cloud fraction is below a threshold of 0.001 or cloud extinction is below a threshold of 0.01 km −1 , a value that is three orders of magnitude smaller than the typical observed cloud extinction coefficients (Li et al., 2011) . Starting from the lowest model layer, we check whether the cloud fraction and extinction are larger than the corresponding thresholds. If the condition is fulfilled for at least one level, the column is considered (partially) cloudy and the first level that fulfills the condition is taken as the cloud bottom. Then, the same check is effectuated for the same column, starting from uppermost model level, to find the cloud top. Multilayer clouds are not identified with this method, and the experiment IN incorporates both aerosols inside a cloud and embedded in multi-layer clouds. Once the cloud top and bottom are identified at any time step and location, aerosol optical depths are set to zero in different portions of the column for the different experiments according to points (1) to (4). Setting aerosol optical depth to zero is equivalent to "eliminating" those aerosols, at least in regard to flux and forcing computations. The fluxes are computed in the model for each layer separately by use of the layer aerosol transmittance and reflectance, which assume their clear-sky values (1 and 0, respectively) for aerosol optical depth set to zero. In the experiments AIB, ABV, IN and BLW, we set aerosol optical depths to zero if the column is completely clear, so that the distributions ABV, IN and BLW of aerosol optical depth sum up to that of AIB. The difference in total optical depth brought about by this correction with respect to the reference simulation (full 3-D aerosol distribution) will be discussed below in Sect. 4.
Note that our method of eliminating the radiative effect of the aerosol in parts of the column also implicitly changes the effective single-scattering albedo and asymmetry parameter of the aerosol, since composition and aerosol size differs in between vertical layers of the atmosphere. It is beyond the scope of this study to investigate separately the impact of vertical position and vertical variations in intensive aerosol optical properties.
The combination of the five configurations and the four experiments plus the reference simulation of the proposed method constitutes an ensemble of 21 runs.
New options implemented in the LMDz radiative module
In a GCM the feedbacks of aerosols and clouds on meteorological fields (see Sect. 3.2) prevent us from clearly interpreting the forcing differences among runs. Simulations with Table 2 . Characteristic properties of the reference simulation using the default configuration of LMDz with the full aerosol distribution, (above, inside, below clouds, including the area with completely clear columns). "BC" stands for black carbon, "SO 4 " for sulfate, "POM" for particulate organic matter, "DUST" for mineral dust, "SS" for sea salt, "AER" for forcing diagnostics established using instantaneous, total aerosol optical properties, and "SUM" for arithmetic sum of values from individual aerosol species diagnostics. AOD stands for all-sky aerosol optical depth at 550 nm wavelength; AOD * , the average optical depth when excluding completely clear columns; CLT # , effective cloud fraction (see text); RF, direct radiative forcing against an aerosol-free atmosphere; NRF, RF normalized to AOD; "CS", clear sky; "CL", cloudy sky only; and "AS", all sky. Cloud mask hypothesis derived all-sky forcings RF * AS = (1 − CLT) · RF CS . To compute forcing with arbitrary cloud fields (option 1), we added a routine in the model that reads daily fields of cloud optical depths and cloud fractions of any origin.
To deactivate the aerosol feedback on meteorology (option 2), we call the radiation computations twice: once with the aerosol fields (to diagnose forcings) and once without any aerosol (to compute the feedback of default cloud radiative fluxes on meteorology). The latter means that we neglect all aerosol feedback on meteorology and climate, which would appear through modification of the radiative budget or the indirect/semi-direct effect.
Concerning cloud feedback on meteorology, we cannot simply "switch them off" as we do for aerosols. Cloud impacts on the thermodynamical balance of the atmosphere are important and we have to take them into account to have realistic temperature and humidity fields. Nevertheless, we do not wish to get a different cloud feedback for each configuration we use. In the three configurations default, reading LMDz and reading SPRINTARS, three different cloud fields are used for diagnostic flux computations: the online cloud field produced by default by the model, the daily averaged cloud field as output from the default configuration, and the SPRINTARS daily averaged cloud field, respectively.
To avoid three different feedbacks on meteorology, we introduced a double call to the radiation scheme in the model in order to compute all-sky fluxes, one used for meteorology, the other used for forcing computations: the first call uses the optical properties of the clouds that are produced interactively by the model in combination with zero aerosol. These clouds are the same for all the configurations/experiments, as the host model LMDz remains unchanged. The second call to the radiation scheme for cloudy-sky fluxes is done with the optical properties of the read-in cloud fields. The fluxes obtained as such are representative of the particular configuration, and we use these fluxes to diagnose all forcings.
With the implementation of these new options in the host model, all the meteorological fields are identical in the 21 runs we perform, but we can still diagnose different forcings due to different clouds and aerosols fields. We checked that "interactively computed" cloud fields, as well as temperature and humidity fields, are exactly the same for all of our runs (not shown). 
Results
Clear-sky and cloudy-sky TOA forcing in the reference simulation
In this section we discuss the TOA forcing and forcing efficiencies obtained for the full model run in the default configuration, our reference simulation. Table 2 shows the average values of optical depth, burden and clear-, cloudy-and all-sky TOA forcings, while Fig. 2 shows the spatial distribution of these latter forcings and the cloud fraction. Note again that, for simplicity and to limit the numbers of experiments, we have defined and computed forcing here as the sum of anthropogenic and natural direct aerosol radiative effects measured against a zero aerosol background in the radiative computations. The total aerosol TOA forcing using the total aerosol optical properties (AER) is −2.39 W m −2 in clear-sky conditions and −1.19 W m −2 in all-sky conditions. All of the species except for BC exhibit negative top-of-the-atmosphere forcing. Total sulfate all-sky forcing is −0.47 W m −2 , which is in the range of the anthropogenic forcing values recently found by Myhre et al. (2013) Table 2 also reveals the importance of the cloudy-sky TOA forcing (RF CL ), in particular for BC, reflected by its magnitude and forcing efficiency. Cloudy-sky forcings are quite different from the corresponding clear-sky values for all species. If the clouds had no effect on the aerosols forcing, then the clear-sky and cloudy-sky aerosol forcings would be the same. Note that the cloudy-sky forcings reported in Table 2 are always more positive (or less negative) than the corresponding clear-sky forcings. POM cloudy-sky forcing even changes sign with respect to the clear-sky value. Table 2 shows the all-sky TOA forcing estimated with a simple "cloud mask" hypothesis. Here we use annual fields of clear-sky forcing and cloud fraction: RF * AS = (1 − CLT # )RF CS . The simple cloud-mask approximation gives all-sky forcing values that differ significantly from the "true" ones. In particular, a value of BC positive forcing that is 
TOA forcing contributions from below, above and within clouds
Where is the redistribution of radiative energy located within the vertical column of the cloudy sky? Further insight into the question comes from the results of the experiments AIB, ABV, IN and BLW using the default configuration. Table 3 gives the values of AOD * , TOA forcings and forcing efficiencies for these experiments. The cloud level information in each column at any given moment is used to obtain global averages. Note again that we have excluded the grid columns in which no clouds are present from the averages (see Sect. 3). Excluding these columns has a small impact on the results. In Table 2 , aerosol optical depths in the full-scale reference simulation are compared to the AOD * of the AIB experiment, i.e. the aerosol optical depth obtained when excluding completely clear columns. They are only about 10 % higher, except for dust, where the difference is found to be 31 %. This is due to high dust loads appearing in very dry regions, where even our coarse GCM simulates no clouds and where thus the corresponding AOD is excluded from being taken into account for a global average AOD * . The example of BC allows the effect of the vertical position of aerosol on clear-sky forcing efficiency to be appreciated. The horizontal distribution of BC optical depth and the fractions of BC above, inside and below clouds are given in Fig. 3 . BC clear-sky forcing efficiency (NRF CS ) equals on average 118 W m −2 per unit optical depth in the AIB experiment (Table 3) . It varies from 82 to 126 W m −2 when passing from the experiment BLW to ABV. In the BC ABV experiment, absorption of shortwave radiation is therefore 54 % stronger than in the BC BLW experiment. One reason is that at higher altitudes, atmospheric molecules intercept less of the incoming radiation before it can interact with BC. This model behaviour is in agreement with Haywood and Ramaswamy (1998) and Samset and Myhre (2011) , but we quantify here the effect for three distinct portions of the column. For comparison with cloudy sky, it is interesting to note from Table 3 that cloudy-sky forcing efficiency (NRF CL ) is 178 W m −2 per unit optical depth in the AIB experiment, and varies from 44 to 333 W m −2 when passing from below to above clouds; that is, BC ABV is 650 % more efficient than the BC BLW in absorbing incoming shortwave radiation when clouds are present. Notice that the hygroscopic growth of the aerosols may be responsible for an increased optical depth and forcing (see Sect. 3.1), while the forcing efficiency should remain unaffected. The higher contribution to forcing from aerosols near the surface (where humidity is generally higher) has potentially influenced the difference in the values of RF from below, inside and above clouds. As we are interested in the actual aerosols' optical properties and forcings (i.e. accounting for hygroscopicity), this does not constitute a problem in the analysis. We further inspect the cloudy-sky forcing and forcing efficiency and compare them to the clear-sky counterparts. The relative difference (RF CL − RF CS )/|RF CS | in Table 3 quantifies the enhancement (if it has the same sign as RF CS ) or attenuation (if opposite sign) of the aerosol forcing due to the presence of clouds. This relative difference has the advantage of being weakly sensitive to aerosol horizontal distribution, as cloudy-and clear-sky forcings are similarly influenced by surface albedo.
As for the reference simulation (see Sect. 4.1), for the AIB, ABV and IN experiments, the relative differences (RF CL − RF CS )/|RF CS | are positive for all aerosol species (see Table 3 ). This means that all aerosol forcings are attenuated except for BC, since the clear-sky forcing is positive for BC and negative for all the other species. Except for sulfate, these relative differences in the ABV experiment are much more important than in AIB. For black carbon, for example, the forcing enhancement by clouds is 52 % for the AIB and 163 % for the ABV experiments. This signifies that the region above the clouds dominates the cloudy-sky forcing. In the ABV experiment, POM, DUST and SS even change sign (become positive) when passing from clear to cloudy sky. This positive cloudy-sky forcing reflects that even if the considered species is not absorbing at all (such as sea salt), more incoming shortwave radiation is trapped in between the aerosol and the cloud layer by the slightly absorbing air molecules. In the BLW experiment, all RF CL − RF CS differences are positive except for BC, meaning that all forcings are attenuated below clouds. Interestingly the cloudy-sky aerosol forcing below clouds does not become zero, indicating that thin clouds and cloud overlap assumptions in the model allow for an aerosol effect even when present below the lowest cloud layer. For black carbon, the TOA forcing below clouds is attenuated by 47 % with respect to its clear-sky counterpart (Table 3 , (RF CL − RF CS )/|RF CS | for BLW experiment). For the experiment IN (BC between the lowest and the highest cloudy levels) the two effects of TOA forcing attenuation and enhancement coexist, but the second one is prevailing. The relative difference (RF CL − RF CS )/|RF CS | is indeed 64 % for BC in the IN experiment, and the cloudy-sky forcing efficiency increases from 44 to 171 W m −2 τ −1 when passing from BLW to IN experiments (see Table 3 , NRF CL rows). This enhancing effect for BC within clouds may depend on the specific configuration of the clouds: for example, low clouds of high albedo superposed by high optically thin clouds, and BC between them. Zarzycki and Bond (2010) have shown that cloud type is an important factor in the enhancement of BC forcing.
The three experiments seen together clearly show that the cloudy-sky forcing efficiencies are much more sensitive to the vertical position of the aerosol than their clear-sky counterpart. Cloudy-sky BC forcing efficiency ABV versus BLW is different by a factor of 8, while clear-sky forcing ABV versus BLW is only enhanced by a factor of 1.5.
BC TOA forcing sensitivity to variable black carbon and cloud fields
This section is dedicated to the application of our method to the interpretation of inter-model spread in black carbon forcing estimates. We compare four possible different configurations and compute from monthly aerosol and daily cloud fields the black carbon radiative forcing. For this we use LMDz and SPRINTARS model outputs as described above and can be found as section headers in Table 4 . The different experiments AIB, IN, BLW and ABV have been performed for all four configurations. Only results for black carbon are analysed because it gives the largest contribution to cloudysky aerosol forcing and shows the largest variation of forcing and forcing efficiency passing from clear to cloudy sky and from below to above clouds. The configuration reading LMDz and the configuration used in Sect. 4.2 differ in that daily mean cloud fields from the LMDz reference simulation are used here instead of the instantaneous model cloud fields (see Sect. 3.4.1). There are more partially cloudy areas in daily mean fields. As a result, small differences appear for all parameters (compare BC column of Table 3 with "Reading LMDz configuration" of Table 4). The differences in cloudy-sky BC forcing are of the order of 5 % and less than 1 % in clear-sky conditions. Such small differences even exist for global mean AOD, which is derived excluding completely cloud-free columns by setting AOD to zero there. As cloud fields for the default and reading LMDz configurations are instantaneous and daily averaged, respectively, aerosol optical depths are not exactly identical. The difference in optical depths between default and reading LMDz configurations amounts to about 4 %. This difference is small enough to consider the reading LMDz configuration representative of the default one, with the advantage of being unequivocally comparable to that of reading SPRINTARS. For SPRINTARS, only daily mean cloud fields were available.
A direct comparison of the two model inputs can be found in Table 4 as global averages of TOA forcings and forcing efficiencies for the reading LMDz and reading SPRINT-ARS configurations. We will denote as "relative difference": (SPRINTARS value -LMDz value)/LMDz value. With this notation, in the case of the AIB experiment the two models differ by −5 % for BC optical depth, by −3 % in clear-sky forcing, by −0.6 % in cloudy-sky forcing and by −6 % in allsky forcing. Regionally the differences are much larger and can exceed 100 % (Fig. 5) . Figure 4 represents the BC optical depths from reading LMDz and the differences to reading SPRINTARS, for the experiments AIB, ABV, IN, BLW. Black carbon in SPRINTARS is less present at ground level and in continental regions, and has a higher fraction of total AOD BC in the in-cloud region except in a region in the Atlantic Ocean off Angola, where important negative differences of AOD BC (SPRINTARS value -LMDz value) are observed. AOD BC differences are in general positive for the experiment ABV, meaning that more BC is present above clouds for SPRINTARS. As a global average, the vertical profiles of BC and clouds are given in Fig. 6 for reading LMDz and reading SPRINTARS configurations, and AIB, ABV, IN and BLW experiments. Figure 5 shows the corresponding horizontal distribution patterns of clear-, cloudy-and all-sky forcings. Figure 5 illustrates that the regional differences between the two configurations can be very large, with larger differences for cloudy sky than for clear sky. This is not reflected by the abovementioned globally averaged differences. The differences in clear-sky forcings (Fig. 5, top right) closely reflect the differences in BC optical depth (Fig. 4, top right) : SPRINTARS clear-sky forcing and optical depth is greater in eastern Asia and Indonesia and weaker in Africa and South America. Allsky forcing differences (Fig. 5, bottom right) are quite similar to the clear-sky ones, with larger positive differences. As regards cloudy-sky forcings, the highest positive values of the difference are found over the coast of western Africa, in eastern Asia and Indonesia, and over the seas they are more important than their clear-sky counterparts. The split of BC optical depth in the ABV, IN and BLW experiment (Fig. 4) helps in understanding this behaviour: SPRINTARS exceeds the LMDz cloudy-sky forcing in regions where BC optical depth above and within clouds are also higher in SPRINT-ARS, such as over eastern Asia and over the Atlantic Ocean far from the Angolan coastline. Near this coastline, SPRINT-ARS shows a significantly lower BC fraction within clouds (Fig. 4, IN row) , which is producing the negative differences in cloudy-sky forcings observed in Fig. 5 (middle right-hand  panel) . This is in agreement with the prevailing enhancement effect when BC is found within clouds, as discussed in the previous section.
In general, regions with negligible clear-sky TOA forcing differences and important cloudy-sky forcing differences are related to a BC vertical distribution with the same load but a different vertical pattern. For SPRINTARS, a large part of the BC load is situated above the cloud top (see the positive values in Fig. 4, middle right-hand panel) .
In the reading LMDz and reading SPRINTARS configurations, BC optical depth above clouds represents 29 and 32 % of the total, respectively, and its contribution to the total cloudy-sky BC TOA forcing amounts in both cases to 54 % (Table 4 ). This reflects a significant nonlinearity between forcing and optical depth as a function of vertical position of BC with respect to clouds. For comparison, in clear sky, the BC of the ABV experiment contributes 33 % to the clearsky forcing for LMDz and 31 % for SPRINTARS. Overall the efficiency NRF CL for the AIB experiment is greater for SPRINTARS than for LMDz (190 compared to 179; see Table 4). The larger fraction of BC optical depth above but also within clouds for SPRINTARS is responsible for this difference. Altogether it appears that even if the two all-sky forcings are not so different, the contributions from different regions and height levels are composed in a complex manner.
We also have performed the two "crossed simulations" corresponding to the configurations reading LMDz aerosols -SPRINTARS clouds and reading SPRINTARS aerosolsLMDz clouds (results are also shown in Table 4 ). Comparisons are in this way possible for two configurations of, for instance, reading LMDz aerosols. The changes in AOD values for corresponding experiments indicate that the clouds determine where aerosol is counted in our diagnostics, which excludes completely cloud-free columns. The overall BC cloudy-sky forcing efficiency is the highest for the reading (Table 4 , AIB column). This behaviour seems to be related to the vertical distribution of BC and clouds rather than to clouds characteristics. Indeed, SPRINTARS clouds are optically thicker (see Table 5 ), and thus they have higher albedo (Twomey, 1974) . If the clouds' albedo was the main reason for the model differences, BC aerosols above SPRINTARS clouds (optically thicker) would always have greater forcing efficiency than above LMDz clouds (optically thinner). Nevertheless, the two highest cloudy-sky normalized radiative efficiencies appear for LMDz aerosols above SPRINTARS clouds (333 W m −2 ) and above LMDz clouds (328 W m −2 ; see Table 4, ABV column). On the other hand, the overall NRF CL for the different configuration has the same behaviour as the fraction of BC above and within clouds. The two configurations reading SPRINT-ARS and reading LMDz aerosols -SPRINTARS clouds, for which the NRF CL is the highest, are also the ones that have the largest fraction of BC above and within clouds: 85 and 88 % respectively, compared to 66 and 69 % for the two other configurations.
We conclude that, for the range of clouds optical depths considered here, the enhancement of BC forcing by clouds is not primarily sensitive to cloud characteristics but instead much more to the fraction of BC above and within clouds. Note again that the BC optical properties are the same for both models since we are reading concentrations and compute optical properties during model run.
Discussion
Role of clouds and aerosol vertical positions for black carbon TOA forcing
The effects of clouds and BC-relative positions on BC forcing can be physically understood in the following way: when absorbing aerosols such as BC are above clouds, underlying clouds are more reflective than the underlying surface, so that their presence amplifies the positive forcing. For scattering aerosols, the fact that clouds are more reflective than the underlying surface determines a reduction of their negative forcing with respect to the clear-sky value. When aerosols are below clouds, the effect that prevails is the "cloud mask": aerosols intercept less incoming radiation, thus reducing the magnitude of the forcing, regardless of sign.
With the results of Sect. 4, we showed how clouds enhance or attenuate BC forcing when BC is found above or below them, respectively. The portion of the BC total optical depth that is found above clouds (see Table 4 ) is about 30 %, but it is responsible of about 55 % of the cloudy-sky forcing: the contribution of BC above clouds to the forcing is almost twice its contribution to the total optical depth. This has to be taken into account in comparisons amongst different models: a given increment of the ratio AOD BC (ABV)/AOD BC (AIB) means approximatively twice that increment for the cloudysky forcing from BC above clouds. This factor is slightly lower than the one found by Zarzycki and Bond (2010) for low clouds, where BC above clouds accounts for about 20 % of the global burden and for 50 % of the forcing.
Using a single-column model, Zarzycki and Bond (2010) also studied the sensitivity of BC forcing to its position relative to clouds (above or below). Important differences between the two studies are that we split the BC vertical profile into three parts instead of "moving" the same aerosol burden from below to above clouds, and thus the "BC below/above clouds" of the two studies does not have the exact same meaning. Moreover, we do not separate forcing computations on the basis of cloud type, as is done in Zarzycki and Bond (2010) . As concerns the forcing efficiency, if we scale our NRF CL (RF CL per unit optical depth) by the BC optical depth divided by the burden, we obtain a forcing efficiency in terms of forcing per unit mass of BC. Our cloudy-sky forcing efficiency results to be 412 W g −1 when BC is below clouds and 3120 W g −1 when BC is above clouds. These values are comparable to the ones found in Zarzycki and Bond (2010) for low, medium and high clouds. Furthermore, the enhancement factor of the forcing efficiency when passing from below to above clouds is NRF CL (ABV)/NRF CL (BLW) = 7.5 in our case (44 to 333 W m −2 per unit optical depth), of the same order of magnitude of the enhancement factor found in Zarzicky and Bond (2010) for low, medium and high clouds, which ranges from 5 to 13. The enhancement factor for deep convective clouds, which cover only 2.6 % of the sky in Zarzycki and Bond (2010) , is much higher (240); however, in our model the deep convection scheme was not activated. This enhancement factor of forcing efficiency is important in the sense that it gives the information about how much an error in the vertical distribution of BC optical depth propagates to the forcing. With an enhancement factor of 7.5, an equal amount of BC optical depth below and above clouds would give rise to a forcing of BC above clouds 7.5 times larger than the forcing from BC below clouds, while if the ratio of the optical depths were exactly 1 : 7.5, the forcing from BC below and above clouds would be the same. In order to explore the role of the vertical position of clouds for BC forcing at the regional scale, we now look at the increment in BC forcing when passing from clear sky to cloudy sky, dRF = RF CL (BC) − RF CS (BC). In Fig. 7 , we report the horizontal distribution of yearly averaged dRF as well as the relative altitude of BC with respect to clouds, computed for each month j as
where COD is the cloud optical depth and z i the height from the ground to the ith model level. We multiply by the monthly values of the product of BC optical depth and cloud fraction as a measure of the coexistence of BC and clouds in the same atmospheric column. This weighting does not change the sign of the difference in characteristic heights. We see from Fig. 7 that the differences of cloudy-minus clear-sky forcings (Fig. 7 -left ) usually correspond to regions where the position of BC is below cloud (Fig. 7 -right) . These regions are generally land regions and also mainly emission regions for BC (central Africa, northern India, eastern Asia and South America). However, the regions where clouds enhance BC forcing and make it very positive (dRF > 0) are mainly over the ocean downwind from source regions (especially western Africa and eastern Asia). In these regions BC is mainly at an altitude higher than clouds. This correspondence validates our simple approximation (Eq. A6) that predicts that the dominant term of the nonlinearity dRF is opposite to the forcing of the underlying species; that is, the nonlinearity arising when BC is above clouds is mainly due to the change in the underlying albedo, due to the presence of clouds, when computing the forcing of the overlying BC. This encourages further exploration of the correlation of BC forcing enhancement or attenuation with the relative altitude of BC with respect to clouds (Eq. 3), the goal of this being the development of a predictive model of the dRF in terms of the relative altitude of BC with respect to clouds and cloud characteristics.
Nonlinear combination of species forcing to total aerosol forcing
In this section we discuss the TOA forcing effect of the presence, in the same atmospheric column, of layers of different aerosol species, neglecting the effect of clouds. In general, the total aerosol forcing RF CS (AER) differs from the sum of the forcings from individual species, as already pointed out in other studies (e.g. Boucher and Haywood, 2001; . We analyse the behaviour of the total clear-sky aerosol forcing and the forcings per species, in connection with the aerosol vertical distribution, for the default configuration and AIB experiment. Consider the difference between the forcing of all aerosol components AER and the sum of the individual forcings:
The horizontal distribution of this difference, or nonlinearity, is shown in Fig. 8 (left) . As a global average, dRF amounts to about 14 % (see Table 2 , AER and SUM columns for RF CS ), but it can reach values of 100 % regionally (compare Fig. 8 left to Fig. 2 top left) . The difference is due to the superposition of several aerosol layers, and not due to an internally mixed aerosol, as the approach taken in these simulations is to treat the aerosol as an external mixture. Note that the computation of RF of each species is done independently of that of the others by double calls to the radiation code. The total aerosol AER RF is computed with the fluxes that account for the volume-weighted single-scattering albedo and asymmetry factor, for each model layer. Also, the hygroscopic growth computations for the total aerosol is linear with respect to the individual components (see Sect. 3.1), meaning that the aerosol optical depth of the ensemble aerosol is simply the sum of the optical depths of the components after the hygroscopic growth has been taken into account in the computation of the individual optical depths. Thus, hygroscopic growth does not affect the nonlinearity of forcing. In analogy to Fig. 7 , Fig. 8 shows the horizontal distribution of the nonlinearity term dRF opposite the difference of the characteristic height of BC optical depth and that of the AOD sum of the other species (SCAT=SO 4 +POM+DUST+SS). The latter are assembled as they all have a prevailing scattering behaviour and negative forcings. We are testing the hypothesis that the main contribution to the nonlinearity is the effect of the vertical superposition of components with different optical properties (i.e. with prevailing scattering or absorption).
The monthly height differences are multiplied by the product of the vertically integrated AOD BC and AOD SCAT to give more importance to the regions where significant amounts of BC and the other species are found in the same atmospheric columns. Similar to the analysis in Sect. 5.1, the regions with negative (positive) dRF usually correspond to regions where BC is lower (higher) in the atmosphere than the scattering aerosols associated with other species. This corroborates the hypothesis that in the vertical superposition of different aerosol species, analogously to what happens with the ensemble "aerosols and clouds", the factor that determines the sign of the nonlinearity is which component (scattering or absorbing) is below and which one is above. Our test implies that, for values of optical depths that comparable to ours per species, the error on the forcing due only to lacking vertical superposition can be as high as 100 %. This corresponds to a situation where all the aerosols are horizontally juxtaposed instead of vertically superposed.
Conclusions
This study allowed for evaluating the importance of the vertical distribution of aerosols and clouds in the estimation of aerosol radiative TOA forcing with a general circulation model. We have developed a method to study and quantify the contribution of different parts of the atmospheric column to the aerosol radiative forcing in the presence of clouds. We contrast the contribution from the different components of the aerosols from below, inside and above clouds to that forcing. Two different three-dimensional fields of aerosols and clouds -coming from the LMDz and SPRINTARS model, respectively -were used to investigate the potential impact of vertical distribution on inter-model forcing differences. We used a general circulation model with a radiation module for the aerosols to simultaneously study the physical mechanisms of the interaction of light with several superposed layers, and their importance on the global scale.
This study illustrates the importance of the nonlinearity that arises from the vertical superposition of different atmospheric components by quantifying the difference between the total TOA forcing and the sum of the forcings, and the dependency of a single-component forcing on the presence and vertical distribution of the others. We investigated this phenomenon for the superposition of both aerosols (primarily BC) and clouds, as well as of different aerosol species together or computed separately. We have shown that nonlinear effects when superposing several aerosol species are not negligible, especially when considered regionally: the total aerosol forcing, computed assuming that the individual forcings sum up linearly, can differ from the actual value up to 100 %, and the difference amounts to 14 % as a global average. A simple approximation to zero order in the transmittances of the atmospheric components allows for predicting the sign of this nonlinearity according to which species is lower in the atmospheric column. The nonlinearity is partly explained by the respective position of BC and the scattering part of the aerosol. In turn this means that BC forcing should not be computed alone. BC forcing might be considerably overestimated in case of scattering aerosols being overestimated below the BC-rich layers.
These nonlinear effects are even more important when superposing aerosols (in particular absorbing aerosols) and clouds. For example, the BC cloudy-sky forcing differs from its clear-sky counterpart by +52 % as a global average. The experiments performed by splitting the realistic aerosol distribution in three parts (above, within and below clouds) allowed for this increment to be attributed to the different regions of the atmospheric column, simultaneously quantifying the global-scale effect. In this way, the differences between cloudy-and clear-sky BC forcings amount to +163, +64 and −47 % of their clear-sky counterparts when BC is found above, within and below clouds, respectively. These results reflect a strong enhancement of the forcing for BC above clouds, attenuation for BC below clouds, and a moderate enhancement when BC is found within clouds. Accordingly, BC forcing efficiency amounts to 44, 171, 333 and 178 W m −2 per unit optical depth for BC below, within and above clouds and for the 3-D BC distribution, respectively. The overall contribution from BC within clouds (as defined in our model setup) is as important as that of BC above clouds.
Differences between aerosol forcings from different models can have several causes (e.g. different radiation computations, surface albedo, meteorology, etc.). In particular, the different behaviour of forcing nonlinearities for the regions above, within and below clouds, documented by our experiments, suggests that an important reason for differences between cloudy-sky aerosol forcings may ultimately come from different treatments of wet scavenging. Here we propose a method to investigate model differences and to isolate the effect of aerosol and cloud radiative interactions only by running one model in five different configurations. First, we run our model LMDz in the default configuration. We then read the aerosol and cloud fields in output from LMDz itself and from the model SPRINTARS into our model and subsequently compare results. The differences can be attributed to clouds and aerosols fields of the two models because the "host model" is the same and we ruled out any feedback of read aerosols and clouds fields on meteorology. The differences between cloudy-sky forcings as a global average are quite small, but can exceed 100 % of the "LMDz values" regionally. These differences for cloudy skies show a regional pattern that can be interpreted with the aid of the split of the full BC distribution into three components. Indeed, in the regions where SPRINTARS exceeds the LMDz cloudysky forcing, BC optical depth above and inside clouds is also higher in SPRINTARS. To validate our results, we perform two "crossed experiments" by reading aerosols from one model and clouds from the other. The method of splitting aerosol distribution into the three components "above", "inside" and "below" clouds helps in the interpretation of the differences among the runs. The greater cloudy-sky forcing efficiencies are observed for the two configurations reading SPRINTARS and reading LMDz aerosols -SPRINTARS clouds, with values of 190 and 227 W m −2 per unit optical depth. These configurations correspond to the maximum fraction of BC above and within clouds: 85 and 88 %, respectively, compared to 66 and 69 % for the two other configurations. Our analysis shows that the different amount of black carbon above and within clouds in the two models is the main reason for the difference in the cloudy-sky forcing efficiency, while in the range of clouds parameters considered here, the different cloud characteristics play a minor role. Myhre et al. (2013) have reported large differences between the two models, i.e. an all-sky forcing efficiency per unit optical depth of BC of 122 W m −2 (LMDz-INCA) and 171 W m −2 (SPRINTARS) from fossil and biofuel. Here we find corresponding values for all-sky forcing efficiency of total black carbon of approximately 151 W m −2 for both the LMDz and SPRINTARS configurations using the same host model. Although the BC fields used here are not exactly comparable to the ones used in Myhre et al. (2013) , it is very likely that the larger differences in all-sky forcing efficiency in the original models are also caused by host model characteristics and not only by differences in vertical superposition of aerosol and clouds.
We have not yet characterized the nonlinear coupling terms for aerosol forcing, nor have we for pre-industrial and anthropogenic aerosols. It is difficult to predict even the sign of such coupling because it depends on covariations of aerosol species and clouds as well as their respective vertical position. However, we suggest that total aerosol forcing should be systematically compared to the sum of the forcing from its components in order to better understand any nonlinearities.
Appendix A Derivation of sign of total forcing minus the sum of individual forcings
Consider two generic absorbing/scattering short-lived atmospheric components (they can be two different aerosol layers or an aerosol and a cloud layer) "B" and "C"; we use "A" to refer to the clear-sky atmosphere. We are interested in the difference between the forcing when B and C are superposed and when they are juxtaposed. In a plane-parallel atmosphere approximation, the forcings can be expressed in terms of the bulk transmittance, reflectance and absorbance of the components , and the fluxes computed by the "adding-doubling" method (e.g. Liu and Weng, 2006) . The upward TOA flux coming from the agent B alone to the lowest order in the transmittances can be written as 
where F is the incoming solar flux; R A and R B indicate the atmosphere and the component B reflectances, respectively; and T A and T A are the transmittances of the atmosphere above B for the incoming and outgoing radiation, respectively (the transmittances depend on the spectral distribution of the radiation). Figure 1 (centre) describes this situation. In Eq. (A1) we neglected the terms of order aT 2 B (a is the surface albedo) as well as higher-order terms; as a < 1, T B < 1, we expect these higher-order terms to be less important than the ones in Eq. (A1); nevertheless, this approximation will be quite rough for optically thin atmospheric agents (large T B ) and high surface albedo. Analogously, the outgoing flux in clear-sky conditions can be written as
(see Fig. 1 , left) where a is the surface albedo and t and t are the transmittances in clear-sky conditions. Equation (A1) can be approximated assuming that the two-way atmospheric transmittance is a constant (Corti and Peter, 2009) 
This expression implies that the forcing is proportional to the change in reflectivity with respect to the surface albedo, due to the presence of B.
In the case where the B layer is found above C (see Fig. 1 , right), and still neglecting second-order terms in the transmittances of B and C, we can approximate the upward flux with the expression (A1) and the total forcing with the expression (A3); that is, 
where the subscript "s" denotes that B and C are superposed. As shown in Fig. 1 (right) , in this way we neglect the terms of order R C T 2 B (R C is the reflectance of the underlying component C) and higher-order terms (analogously with the approximation of Eq. (A1) with respect to terms of order aT 2 B and higher). Thus, this approximation will be rough for optically thin atmospheric components superposed to highreflectance ones.
If we define the nonlinearity (or coupling term) as in Sect. 2,
we get, in the case where B is above C,
that is, the main contribution to the nonlinearity is the opposite of the forcing of the underlying species (C in this case). Like Eq. (A4), this approximation will be quite rough if B is optically thin and C highly reflective. Here, however, we are only interested in the dominant behaviour and investigating how useful the approximation (Eq. A6) is in interpreting the results of a GCM. If the species B and C are aerosols and clouds without dynamical-microphysical interactions, the difference described by Eq. (A6) corresponds to the difference between cloudy-sky and clear-sky forcings, as explained in Sect. 2. Thus, if clouds are below the aerosol B, the approximation (Eq. A6) implies that the difference between the cloudy-and the clear-sky forcing will generally be positive, as it is dominated by the opposite forcing from clouds (i.e. mainly negative).
