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Kurzfassung
Die Gestaltung von Arbeitsplätzen in Mensch-Maschine-Systemen ist noch immer durch ein tech-
nikzentriertes Vorgehen geprägt, welches sich an der technischen Realisierbarkeit orientiert. Die
Unterstützung der Operateure ist durch partielle Automatisierung von Einzelfunktionen gekenn-
zeichnet. Die daraus resultierenden Änderungen in den Arbeitsabläufen des Bedieners führen häu-
fig zu Inkonsistenzen im Gesamtsystem. Probleme werden oft erst in kritischen Arbeitssituationen
festgestellt, in denen Störungen in der Mensch-Maschine-Interaktion auftreten.
Die vorliegende Arbeit stellt einen modellbasierten Ansatz zur ganzheitlichen Betrachtung von
Mensch-Maschine-Systemen vor. Die als menschzentrierte Modellierung bezeichnete Vorgehens-
weise ermöglicht eine differenzierte Beschreibung menschlicher Informationsverarbeitungspro-
zesse, ohne dabei die ganzheitliche Betrachtungsweise des Mensch-Maschine-Systems aufzuge-
ben. Sie dient als Unterstützung bei der Gestaltung der Arbeitsabläufe von Operateuren.
Das im Rahmen der Arbeit entwickelte Formale Kognitive Ressourcen (FCR)-Modell berücksich-
tigt als herausragende Eigenschaft die Beschränktheit der Verarbeitungsleistung des menschlichen
Bedieners, aus der sich die Notwendigkeit der Integration und Organisation verschiedener Hand-
lungsfolgen zu einem Arbeitsprozess ableitet. Die damit verbundene Beschreibung des motiva-
torischen Charakters kognitiver Systeme ermöglicht die Darstellung zielgerichteten Handelns in
Mehraufgabensituationen und geht damit über den Darstellungsumfang klassischer kognitiver Mo-
dellarchitekturen hinaus.
Als Beschreibungsmittel finden Farbige Petrinetze Anwendung. Im Modell wird eine direkte Zu-
ordnung zwischen den Darstellungselementen der Farbigen Petrinetze und den Komponenten kog-
nitiver Systeme hergestellt. Dadurch finden die Komponenteneigenschaften inhärent in der Modell-
architektur Berücksichtigung.
Durch die Anwendung formaler Analysemethoden können charakteristische Eigenschaften des
kognitiven Systems, wie die zielgerichtete Handlungsausführung oder die Ressourcenbeschrän-
kung, überprüft werden. Dazu werden die analysierbaren Netzeigenschaften mit den Eigenschaf-
ten des kognitiven Systems in Beziehung gesetzt und interpretiert.
In einem ersten Validierungsschritt wird eine qualitative Überprüfung der Abbildung der Hand-
lungsabläufe im Modell durch den Vergleich mit empirisch erfassten Verhaltensdaten bei der Be-
dienung einer Mikrowelt vorgenommen. Durch den Abgleich des Bedienverhaltens konnten indi-
viduelle Unterschiede der Operateure bei der Bearbeitung von Mehraufgabensituationen durch das
FCR-Modell abgebildet werden. Durch die Variation kognitiver Modulationsparameter wurden die
modellierten Ergebnisse mit den experimentellen Verhaltensdaten qualitativ in Übereinstimmung
gebracht.
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Das Modell im derzeitigen Entwicklungsstand dient zur Analyse menschlicher Informationsver-
arbeitung und ermöglicht somit das Aufdecken kritischer Situationen bzw. das Feststellen von
Ursachen für Fehlverhalten. Es können ungünstige Prozessverkettungen innerhalb des Mensch-
Maschine-Systems festgestellt werden und daraus Erklärungsansätze für ein bestimmtes Entschei-
dungsverhalten abgeleitet werden.
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1 Einleitung
1.1 Problemstellung
Die wissenschaftlich-technische Entwicklung in der heutigen Zeit ist von einer stetig zunehmen-
den Automatisierung technischer Systeme, wie z.B. Luftverkehrssysteme, geprägt. Dies liegt vor
allem in der exponentiell wachsenden Leistungsfähigkeit der Informationsverarbeitungssysteme
begründet, aus der sich vielseitig neuartige Anwendungsperspektiven ableiten. In der Luftfahrt
wurden häufig routinemäßige Navigations- oder komplexe Planungsaufgaben automatisiert. Die
Einführung von Assistenten- und Automatisierungssystemen zur Unterstützung und Optimierung
des Flugverkehrsmanagements ist jedoch vorwiegend durch die technisch motivierte partielle Au-
tomatisierung von Einzelkomponenten geprägt, welche zur Erhöhung der Komplexität des Ge-
samtsystems führt. Für Menschen als Entwickler wie auch als Bediener wird es immer schwieriger,
die Systemabläufe in ihrer Komplexität und Vernetztheit zu durchschauen. Die Einführung neuer
Systemkomponenten kann somit verstärkt zu Inkonsistenzen im Gesamtsystem führen, die sich
vor allem in kritischen Situationen durch die Störung der Mensch-Maschine-Interaktion zeigen.
So können mehr als 70% der Unfälle im Luftverkehr auf menschliches Versagen zurückgeführt
werden. Unter Berücksichtigung von Entwicklungsfehlern ist der menschliche Fehler nahezu die
einzige Ursache für Systemunfälle [Giesa und Timpe, 02]. Wie in [Dörner, 97] dargestellt, besteht
die Welt aus interagierenden Teilsystemen, die nicht isoliert betrachtet werden dürfen. Die Pro-
blematik für Menschen besteht in der Konfrontation mit der daraus resultierenden Komplexität,
Vernetztheit, Dynamik, Intransparenz und Unbestimmtheit des Systems.
Daraus lassen sich zwei Schlüsse ableiten. Zur Überwindung der Inkonsistenzen zwischen Sys-
temkomponenten muss eine ganzheitliche Betrachtungsweise von Systemen angestrebt werden.
Ein Beispiel dafür ist der konzeptionelle Entwurf des Total Airport Management (TAM)-Systems
[Meier, 01]. Die ganzheitliche Betrachtungsweise kann aufgrund der Komplexität und Vernetztheit
nur durch rechnergestützte modellbasierte Entwicklung von Systemen erfolgen [Schnieder, 99].
Weiter lässt sich daraus ableiten, dass in komplexen Mensch-Maschine-Systemen das Gesamtver-
halten maßgeblich durch das menschliche Verhalten geprägt wird [Hanson et al., 02]. Der Mensch
als zentraler Bestandteil des Systems muss somit ebenfalls durch ein quantitatives Modell beschrie-
ben werden. Aufgrund der Automatisierung von Systemen verschiebt sich die Tätigkeit des Ope-
rateurs (Lotse, Pilot) vom aktiv Eingreifenden immer mehr in die Rolle des passiven Überwachers.
Daher ist es nicht mehr ausreichend, das Verhalten des Menschen allein auf ein regelungstechni-
sches Modell zu reduzieren. Es müssen auch seine kognitiven Leistungen, wie Problemlösungs-
und Entscheidungsverhalten, im Modell Berücksichtigung finden.
Die Nachbildung menschlichen Verhaltens und menschlicher Leistungsfähigkeit stellt die Voraus-
setzung für die valide Vorhersage des Gesamtverhaltens des Systems dar.
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1.2 Ziel der Arbeit
In den verschiedenen Wissenschaftsdisziplinen wurden kognitive Modelle mit unterschiedlichen
Zielsetzungen entwickelt. Zum einen lässt sich eine Unterscheidung nach Verständnis- bzw. Er-
klärungsmodellen, als qualitative Modelle, und Modellen zur Nachbildung konkreten menschli-
chen Verhaltens, als quantitative Modelle, vornehmen. Zum anderen gibt es Differenzierungen in
Abhängigkeit von der Anwendungsdomäne, für welche die Modelle entwickelt wurden. Die ko-
gnitive Modellierung zur Weiterentwicklung psychologischer Theorien wird vor allem im Bereich
der Kognitionswissenschaften angestrebt. Dazu wird die Entwicklung von allgemeinen kognitiven
Modellen, die nicht an spezielle Anwendungen gebunden sind, zur Vereinheitlichung der psycho-
logischen Theorie verfolgt. Im Gegensatz dazu ist die ingenieurwissenschaftliche Modellbildung
stark auf ein spezielles Anwendungsfeld ausgerichtet und dient der Vorhersage von Verhaltenswei-
sen oder der Bewertung menschlicher Verlässlichkeiten.
Im Rahmen dieser Arbeit wird der Versuch unternommen, auf der Grundlage der Systemtheorie
einen Ansatz zur modellbasierten Entwicklung von Mensch-Maschine-Systemen zu entwerfen; da-
bei aber von Anfang an den Faktor Mensch in das Zentrum des Entwicklungsprozesses zu stellen.
Dementsprechend wird der vorgestellte Ansatz als menschzentrierte Modellierung von Mensch-
Maschine-Systemen bezeichnet. Die Beschreibung des menschlichen Verhaltens ist durch die Be-
strebung gekennzeichnet, die verschiedenen Herangehensweisen an die kognitive Modellbildung
einander anzunähern. Das in der Arbeit vorgestellte Formale Kognitive Ressourcen (FCR)-Modell
soll nicht nur auf eine Anwendung reduziert entwickelt werden, sondern eine allgemeine kognitive
Architektur zur Verfügung stellen, welche adaptiv auf spezielle Problemstellungen anwendbar ist.
Im Folgenden werden zentrale Aspekte herausgestellt, welche den Rahmen für die kognitive Mo-
dellbildung abstecken:
• Koordination und Organisation zielgeführter Handlungen,
• Explizite Darstellung kognitiver Verarbeitungsprozesse durch Zerlegung,
• Berücksichtigung der Beschränktheit menschlicher Ressourcen,
• Integrationsfähigkeit in komplexe technische Prozessmodelle,
• Formale Analysierbarkeit der Abläufe innerhalb des Gesamtsystems.
Das Ziel der Arbeit liegt in der Entwicklung eines einheitlichen Beschreibungsmodells, durch wel-
ches das Mensch-Maschine-System ganzheitlich beschrieben und analysiert werden kann, aber
trotzdem die Besonderheiten der verschiedenen Teilsysteme in ausreichendem Maß Berücksichti-
gung finden.
1.3 Aufbau der Arbeit
Das Kapitel 2 stellt den Gegenstandsbereich vor, in den das FCR-Modell eingebettet ist. Es werden
modellbasierte Beschreibungs- und Analysemöglichkeiten komplexer Mensch-Maschine-Systeme
betrachtet. Aus der Problemstellung wird die Idee der Menschzentrierten Modellierung herausge-
arbeitet. Das Aufzeigen der Problematik der Modellierung kognitiver Prozesse zur Beschreibung
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menschlichen Verhaltens leitet auf das nachfolgende Kapitel über.
Im Kapitel 3 werden Ansätze zur kognitiven Modellierung aus verschiedenen wissenschaftlichen
Bereichen dargestellt und verglichen. Auf dieser Grundlage wird eine Anforderungssammlung er-
stellt, die entsprechend der Anwendungsperspektive maßgebliche Aspekte zusammenfasst.
Im Kapitel 4 wird ein kognitives Operateurmodell vorgestellt, dessen Entwicklung den Kern der
Arbeit repräsentiert. Ausgehend von einem modularen Konzept erfolgt die Realisierung des Mo-
dells unter Verwendung Farbiger Petrinetze als Beschreibungsmittel.
Die Modellverifikation in Kapitel 5 beschreibt das Vorgehen zur Überprüfung der korrekten Ent-
wicklung des Modells. Dazu bedarf es einer anwendungsbezogenen Analyse der Netzwerkeigen-
schaften.
In Kapitel 6 werden Validierungsergebnisse anhand eines implementierten Anwendungsbeispiels
vorgestellt.
Problem
Ergebnis
Kap.6
Validation
Anforderung
Modell
Kap.4
Kognitives
Operateurmodell
Kap.3
Methoden der
kognitiven Modellierung
Kap.5Verifikation
IdeeKap.2
Beschreibung von
Mensch-Maschine
Systemen
Theorie
Formale BeschreibungAnwendung
Bild 1.1: Schematischer Aufbau der Arbeit.
Im Bild 1.1 ist der Aufbau der Arbeit veranschaulicht. Die Kapitel können den drei Teilen Theorie,
formale Beschreibung und Anwendung zugeordnet werden. Durch die Definition von Teilzielen
(Ellipsen) werden inhaltliche Abhängigkeiten zwischen den Kapiteln hergestellt, die sich im Gan-
zen zu einem Entwicklungszyklus zusammenschließen.
Den Abschluss bildet die Zusammenfassung der Arbeit im Kapitel 7, die einen Ausblick auf wei-
terführende Anwendungsperspektiven aufzeigt.
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2 Beschreibung von Mensch-Maschine-Systemen
In diesem Kapitel soll die Anwendungsumgebung des im Rahmen der Arbeit entwickelten kogni-
tiven Modells vorgestellt werden. Es wird darauf verwiesen, dass dem kognitiven Modell, als Teil-
modell eines Mensch-Maschine-Modells, ein integrativer Ansatz der Entwicklung von Mensch-
Maschine-Systemen zu Grunde liegt.
Die Begriffsbildung „Mensch-Maschine-System“ unterstreicht den interdisziplinären Beschrei-
bungsgegenstand, der über die technische Orientierung bei der Entwicklung von komplexen Syste-
men, wie z.B. Produktionsanlagen oder Verkehrssystemen, hinausgeht. Darin verdeutlicht sich die
Zusammenarbeit von Mensch und Maschine im Verbund zur Erfüllung eines fremd- oder selbst-
gestellten Auftrages. Ein maßgeblicher Aspekt dabei ist der Wandel der Rolle des Menschen im
Arbeitsprozess durch Übertragung von Aufgaben, die bisher von Menschen erfüllt wurden, an Ma-
schinen. So ist auch der Begriff Automatisierung eng an die Entwicklung von Mensch-Maschine-
Systemen gebunden.
Bei der Entwicklung von Mensch-Maschine-Systemen gilt es daher, die Stärken verschiedener For-
schungsgebiete zu bündeln. Eine methodische Systementwicklung auf der Basis von Modellen,
wie sie sich in der Automatisierungstechnik durchgesetzt hat, bietet eine ganzheitliche Betrach-
tung von komplexen Systemen und macht die Systeme und Prozesse überhaupt erst handhabbar.
Modelle bieten eine Unterstützung in allen Phasen der Systementwicklung, vom Entwurf über die
Realisierung bis hin zum Betrieb [Schnieder, 99]. In den letzten Jahren wurden fundierte Metho-
den, Beschreibungsmittel und Werkzeuge zur Systementwicklung erarbeitet und etabliert.
Der Beitrag der Kognitionswissenschaften wird in der Erarbeitung lauffähiger quantitativer Mo-
delle zur Beschreibung menschlicher Informationsverarbeitung gesehen. Die Psychologie liefert
empirische Untersuchungsmethoden zur Validierung menschlichen Verhaltens.
Beim Systementwurf von Mensch-Maschine-Systemen erscheinen vier Aspekte von zentraler Be-
deutung:
• Systementwicklung auf der Basis von Modellen,
• Ganzheitliche Betrachtung des Mensch-Maschine-Systems,
• Berücksichtigung der Besonderheiten der Teilsysteme,
• Adaptierbarkeit des Beschreibungsmodells an spezifische Problemstellungen.
Im Folgenden werden die angesprochen Punkte im Detail diskutiert.
2.1 Modellbasierte Systementwicklung
Wie schon in der Einführung dieses Kapitels angesprochen, soll bei der Beschreibung des Mensch-
Maschine-Systems auf eine fundierte Grundlage der modellbasierten Systementwicklung zurück-
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gegriffen werden. Nur so ist die Beherrschung komplexer Systeme überhaupt vorstellbar. Die com-
putergestützten Modellierungs- und Entwurfsmethoden haben sich bei der Entwicklung von tech-
nischen Systemen durchgesetzt [Schnieder, 99]. Diese Tatsache liegt vor allem darin begründet,
dass durch die Simulation von Komponentenverhalten innerhalb des Gesamtsystems schon in der
Entwurfsphase, vor der physikalischen Realisierung des Systems, quantitative Vorhersagen über
ihr Verhalten gemacht werden können und somit schon frühzeitig korrigierend in den Entwick-
lungsprozess eingegriffen werden kann. Zum anderen können einmal entwickelte formale Modelle
flexibel für ähnliche Entwicklungsaufgaben eingesetzt werden. Außerdem wird auch eine zukünf-
tige Weiterentwicklung von Systemen beschleunigt und erfordert deutlich weniger Aufwand. So
wird in [Schnieder, 99] eine abstrakte und neutrale Darstellung von Modellen für den System-
und Softwareentwurf vorgeschlagen. Auf der Basis von Petrinetzen als Beschreibungsmittel kön-
nen durchgängig Modellierungs- und Beschreibungskonzepte von der Problemstellung bis hin zur
Implementierung und Überprüfung geschaffen werden. Sämtliche Ausprägungen der Systemaxio-
matik und Objektorientierung lassen sich grafisch, aber vor allem auch mathematisch exakt, be-
schreiben.
Im weiteren Verlauf des Kapitels werden zunächst Methoden zur Beschreibung von Systemen
erörtert. Im Anschluss daran sollen Petrinetze als netzartiges Repräsentationskonzept vorgestellt
werden und auf dieser Grundlage Stärken und Schwächen gegenüber anderen Beschreibungsmit-
teln diskutiert werden.
2.1.1 Methodische Konzepte zur Systementwicklung
Um in der Arbeit auf eine einheitliche Begriffstruktur zurückgreifen zu können, sollen zunächst
grundsätzliche Definitionen, wie sie im Rahmen der Systemtechnik und Informatik Anwendung
finden, in Anlehnung an [Schnieder, 99] und [Schnieder, 86] vorgenommen werden. Somit wird
eine Basis gelegt, die es ermöglicht, Begriffswelten anderer Wissenschaftsbereiche, wie Kogniti-
onswissenschaften oder Psychologie, in Beziehung zu setzen.
Ein System besteht aus einer Menge von Teilen, die durch Abgrenzung von ihrer Umgebung als Ge-
samtheit zusammengefasst werden. Die Teile stehen untereinander und mit der Systemumgebung
in Wechselwirkung. Sie können in Unterteile zerlegt werden, die wiederum im Detail betrachtet
allgemeine Systemmerkmale aufweisen. Das Verhalten des Systems kann als Folge von Zustands-
übergängen dargestellt werden, die sich aus kausalen Wirkungszusammenhängen und zeitlichen
Änderungen (Temporalität) ableiten. Eine Folge von Übergängen, d.h. ein spezieller Verlauf, wird
als Prozess bezeichnet. Die Prozessbeschreibung kann auf verschiedenen Detaillierungsebenen der
Verhaltensdarstellung erfolgen.
Die Funktion eines Systems wird durch den angestrebten Zielzustand definiert. Zur Erreichung
des Zielzustands muss ein mehr oder weniger klar vorgegebener Zustandsverlauf, vom Ausgangs-
punkt ausgehend, innerhalb des Zustandsraums festgelegt werden. Für die Realisierung der Funk-
tion wird ein Funktionsträger benötigt, der als Ressource bezeichnet wird.
Ein Modell kann als abstraktes Abbild eines realen Systems angesehen werden. Ein Modell kann
jedoch ebenso als ein ‚reales System‘ aufgefasst werden und wiederum durch ein Modell auf einem
höheren Abstraktionsniveau beschrieben werden. Mit der Modellbildung geht die Reduktion eines
Systems auf eine bestimmte Sichtweise einher. Dies führt dazu, dass sich nur bestimmte Aspekte
des betrachteten Systems und seines Verhaltens im Modell widerspiegeln. Die Ergebnisse der Ent-
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wicklungsphasen von Systemen werden hauptsächlich als Modelle, z. B. Funktions-, Architektur-
oder Realisierungsmodelle, repräsentiert [Schnieder, 99]. Im weiteren Verlauf werden verschiede-
ne Strukturkonzepte vorgestellt und anschließend der Prozess der Modellbildung diskutiert.
2.1.1.1 Schichtenmodelle
Schichtenmodelle ermöglichen eine hierarchische Strukturierung von Systemen. Alle Teilfunktio-
nen, die zur Beschreibung des Modells nötig sind, werden jeweils einer der Schichten zugeordnet.
In Anlehnung an das leittechnische Schichtenmodell von [Erdmann et al., 94] wird in [Schnieder,
99] ein Vierschichtenmodell für die Systembeschreibung vorgeschlagen.
STRATEGISCH
DISPOSITIV
TAKTISCH
OPERATIV
Steuerung Prozess
funktionell
physikalisch
MENSCH
LEIT-
SYSTEM
AN-
LAGE
LEITTECHNISCHE
SCHICHT
AUTOMATISIERUNGS-
GRADE
Bild 2.1: Anpassung des Schichten-Modells an die Struktur von (Automatisierungs-) Systemen
(nach [Schnieder, 99]).
Es werden die strategische, die dispositive, die taktische und die operationelle Ebene unterschie-
den. Jede Schicht kann wiederum gemäß dem Schichtenmodell rekursiv dekomponiert werden.
Das Schichtenmodell ermöglicht eine lineare Strukturierung zur Reduzierung der Komplexität
von Systemen. Mit Hilfe des Schichtenmodells kann eine Beziehung zwischen der funktionalen
und physikalischen Sicht von Automatisierungssystemen und der Beschreibung von Leitsystemen
hergestellt werden (Bild 2.1). Der Prozess ist nur operativ implementiert (im Bild 2.1 schwarz ge-
kennzeichnet), während Leitfunktionen (dunkelgrau) und humane Ressourcen (hellgrau) auf allen
Ebenen des Schichtenmodells repräsentiert sind. Das dargestellte Diagramm ermöglicht außerdem
die Formalisierung eines ebenenspezifischen Automatisierungsgrades, der die Funktionsteilung
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zwischen Mensch und Maschine (Leitsystem) beschreibt.
Unter dem Aspekt der Analogieerstellung zu Operateur und Leitsystem sollen nachfolgend die vier
Ebenen des Modells anwendungsneutral vorgestellt werden.
Die strategische Ebene enthält alle strategischen und informellen Funktionen zum Führen des Sys-
tems. Es werden die Ziele des Gesamtsystems festgelegt und überprüft.
Die dispositive Ebene umfasst die Festlegung und Zuweisung von Aufgaben als Mittel zur Zieler-
reichung, d.h. es folgt noch nicht die Konkretisierung der Systemfunktionen, algorithmisch oder
gerätetechnisch, so dass verschiedenartiges Lösen der Aufgabe bzw. Erreichen des Ziels möglich
ist.
Auf der taktischen Ebene erfolgen die Festlegung der Funktionen und die Koordinierung der zur
Verfügung stehenden Funktionsträger, im Sinne eines planvollen Ausnutzens der Gegebenheiten
zur Erreichung eines Ziels.
Die operationelle Ebene beschreibt die Ausführung mit Hilfe der Funktionsträger als Mittel zur
Funktionserbringung. Dies umfasst beispielsweise die Manipulation von Größen und Werten.
2.1.1.2 Ressourcenmodelle
Während beim Schichtenmodell ausgehend von einer ganzheitlichen Betrachtung eines Systems
zunehmend eine Dekomposition und Verfeinerung der Abläufe vorgenommen wird, erfolgt beim
Ressourcenmodell ein modularer Aufbau des Gesamtsystems aus einzelnen Modellen zur Be-
schreibung der Teilsysteme (Bild 2.2).
Prozess-
Objekt
Objekt-
Prozess
Prozess-
Ressource
Objektorientierung
Bild 2.2: Grundkonzept des Ressourcen-Modells (nach [Schnieder, 99]).
Das Ressourcen-Modell besteht aus drei interagierenden Elementen: Prozessobjekt, Objektprozess
und Prozessressource. Die Prozessressource wirkt durch den Objektprozess auf das Prozessobjekt
ein. Das Prozessobjekt repräsentiert das Objekt, welches verarbeitet werden soll. Der Objektpro-
zess beschreibt die Verarbeitung des Objektes und die Prozess-Ressource steuert die Verarbeitung.
Derartige generische Ressourcen-Modelle ermöglichen ganzheitliche Simulation, Konfiguration
sowie ein Zeit- und Ressourcenmanagement. Dieses modulare Modellkonzept unterstützt die Va-
riation unterschiedlicher Konfigurationen sowie deren Untersuchung bzw. Bewertung [Schnieder,
99].
2.1.2 Phasen der Modellbildung
Die Modellierung von realen Systemen erfolgt in mehreren Phasen. Das Ergebnis jeder Entwick-
lungsphase kann als eine spezielle Form des Modells angesehen werden.
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Wie in [Bub und Lugner, 92] dargestellt beginnt der Modellbildungsprozess auf der Grundlage der
analysierten Problemstellung mit der konzeptuellen Modellbildung (siehe Bild 2.3). Als Ergeb-
nis dieser Phase kann das Modellkonzept angesehen werden. Das Modellkonzept, welches einer
Gültigkeitsüberprüfung anhand der Problemstellung unterzogen wird, kann anschließend in der
nächsten Phase in ein mathematisches Modell überführt werden. Nach der Modellverifikation er-
folgt die Programmerstellung. Die Überprüfung des implementierten Modells wird anhand des
mathematischen Modells vorgenommen. Die durch Simulation auf dem Rechner erzeugten Ergeb-
nisse werden zum einen zur Überprüfung der Simulation verwendet, zum anderen werden sie zur
Validierung des gesamten Modellbildungsprozesses herangezogen, in dem die Simulationsergeb-
nisse anhand der Problemstellung überprüft werden. Wie beschrieben, wird nach jeder Modellbil-
dungsphase eine Überprüfung des weiterentwickelten Modells vorgenommen.
Problem-
stellung
Ergebnisse
Validierung
Modell-
konzept
Mathem.
Modell
Programm
Programm-
Erstellung
Mathematische
Modellbildung
Simulation
Konzeptionelle
Modellbildung
Modell-
Verifikation
Konzept-
Verifikation
Programm-
Verifikation
Ergebnis-
Verifikation
Bild 2.3: Phasen der Modellbildung (in Anlehnung an [Bub und Lugner, 92]).
Aus Gründen der Effizienz, wie auch zur Vermeidung von Konvertierungsfehlern, ist eine durch-
gängige Methodik der Modellierung über alle Entwicklungsphasen zu wählen. Von daher ist ein
Beschreibungsmittel von zentraler Bedeutung, welches das Modell für die verschiedenen Entwick-
lungsphasen adäquat abbilden kann und somit den Verifikationsprozess maßgeblich unterstützt.
In [Schnieder, 99] werden aus den vorgestellten Anforderungen heraus Petrinetze als Darstellungs-
form der Phasenergebnisse vorgeschlagen, da sie aufgrund ihrer grafischen wie auch formalen, d.h.
mathematisch exakten, Darstellungsmöglichkeit die Modellbildung in ihrer Gesamtheit unterstüt-
zen. Aus deren Anwendung ergeben sich die nachfolgend aufgeführten Vorteile (vgl. [Schnieder,
99]):
1. Frühestmögliche Präzisierung und Formalisierung von Anforderungen,
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2. Gewährleistung eines einheitlichen Werkzeugeinsatzes und eine formalbasierte Qualitätssi-
cherung,
3. Vermeidung von Konvertierungsverlusten zwischen den Phasen durch Bruch des Beschrei-
bungsmittels,
4. Automatische Umsetzung in formale Implementierungen in den späten Phasen.
2.2 Petrinetze als Beschreibungsmittel
Petrinetze finden derzeit als Modellierungsmethodik für dynamische Systeme vorwiegend im Be-
reich des Softwareengineering sowie in der Automatisierungstechnik Anwendung und erweisen
sich auch für die modellbasierte Entwicklung und Beschreibung von komplexen Verkehrssyste-
men als geeignet [Huck, 93]. Sie bieten neben der transparenten grafischen Darstellungsform eine
mathematisch fundierte Beschreibungsmöglichkeit. Besonders eignen sie sich für die Darstellung
und Analyse nebenläufiger nicht-deterministischer Vorgänge.
Im Folgenden werden zunächst die theoretischen Grundlagen der Petrinetztheorie vorgestellt. Im
Anschluss daran werden einige spezielle Petrinetzklassen stärker im Detail betrachtet. Abschlie-
ßend erfolgt ein Vergleich mit anderen möglichen Beschreibungsmitteln.
2.2.1 Allgemeine Grundbegriffe
Petrinetze wurden mit der Zielsetzung entwickelt, Prozesssysteme als Vernetzung elementarer
„Prozessatome“ zu beschreiben [Petri, 62]. Die auf dieser Grundlage entwickelten Netze N sind
durch zwei verschiedene Mengen von Knoten gekennzeichnet, die als Stellen S und Transitionen
T bezeichnet werden. Die Flussrelation F umfasst die Menge der Kanten als Verbindungsstruktur
des Netzes. Die statische Struktur des Netzes kann als Tripel N = (S,T,F) dargestellt werden, falls
gilt:
1. S und T sind disjunkte Mengen, S∩T = /0.
2. F ∈ (S×T )∪ (T ×S) ist die Flussrelation von N.
Die Elemente der Netzstruktur werden nun auf systemtheoretischer Grundlage interpretiert (vgl.
Bild 2.4):
Stellen, auch als Plätze bezeichnet, veranschaulichen diskrete lokale Zustände innerhalb des zu be-
schreibenden Systems und werden als Kreise dargestellt. Sie stellen die passiven informationsspei-
chernden Elemente des Netzes dar.
Transitionen repräsentieren die lokalen Zustandsübergänge im System und werden als Rechtecke
abgebildet. Sie sind die aktiven informationsverarbeitenden Netzelemente.
Kanten stellen die kausalen Relationen zwischen den beiden Arten von Knotenelementen dar. Es
können immer nur Knotenelemente verschiedenen Typs miteinander verbunden werden. Daraus
folgt, dass zwei Zustände durch einen Zustandsübergang verbunden sein müssen. Die Kanten sind
gerichtet und werden transitionsbezogen kategorisiert. So werden die Kanten von einer Stelle zu
einer Transition hin als Prekanten und von der Transition hin zur Stelle als Postkanten bezeichnet.
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Die Beschreibung der Dynamik eines Systems wird durch die Einführung von Markierungen in
das Netz ermöglicht, die als Marken m bezeichnet werden.
Marken symbolisieren den aktuellen Zustand des Netzes. Dementsprechend dürfen Marken nur
Stellen nicht aber Transitionen belegen. Je nach Netzsemantik drücken Marken beispielsweise die
Erfülltheit eines Zustandes oder die Verfügbarkeit einer Ressource aus. Sie werden als schwarze
Punkte grafisch dargestellt.
t3t1
p1
p3
p5
p2
t2
p4
t4
t5
Transition
Stelle, Platz
Prekante
Postkante
Marke
Bild 2.4: Elemente von Petrinetzen (links) und ein Petrinetz-Beispiel (rechts).
Die Markierung eines Netzes ist wie folgt definiert:
M =
(
m1,m2, ...,m|P|
)
, mit mi ∈ {0,1}. (2.1)
|P| ist dabei die Anzahl der Plätze. Für das in Bild 2.4 dargestellte Netzwerk kann die Anfangs-
markierung wie folgt angegeben werden:
M(0) = M0 = (1,0,0,0,1) . (2.2)
Es existieren Schaltregeln für Transitionen, die den Übergang der Marken zwischen benachbar-
ten Stellen entlang der gerichteten Kanten beschreiben. Diese sind in allgemeiner Form wie folgt
definiert, können aber je nach Netzklasse variieren:
• Eine Transition kann schalten, wenn alle Eingabestellen mit Marken belegt und alle Ausga-
bestellen frei sind.
• Schaltet eine Transition, wird jeweils eine Marke von jeder Eingabestelle entfernt und zu
jeder Ausgabestelle eine Marke hinzugefügt.
Stellen, die durch eine Prekante mit der Transition verbunden sind, werden als Eingabestellen
dieser Transition bezeichnet. Die Menge aller Eingabestellen heißt Vorbereich der Transition.
Dementsprechend umfasst der Nachbereich alle benachbarten Ausgabestellen, die mit ihr über die
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Postkanten verbunden sind. Durch die dynamische Erweiterung der Netzstruktur kann das Netz
durch den 4-Tupel N = (S,T,F,M) definiert werden.
Die formale Darstellung der Struktur von Petrinetzen erfolgt durch das Aufstellen der Inzidenzma-
trix N. In dieser Matrix repräsentieren die Zeilen die Stellen und die Spalten die Transitionen. Die
Matrixelemente werden folgendermaßen bestimmt:
n−i j =
{ −1, falls (pi, t j) ∈ (P×T )
0, sonst, (2.3)
n+i j =
{
1, falls (t j, pi) ∈ (T ×P)
0, sonst. (2.4)
Die Elemente n−i j repräsentieren im Netz die Prekanten, während n
+
i j die Postkanten erfassen. Die
beiden Matrizen N− und N+ werden zur Inzidenzmatrix zusammengefasst:
N = N+ + N−. (2.5)
Die Matrixdarstellung für das Netzwerk in Bild 2.4 hat entsprechend die Form:
N =

−1 −1 0 0 1
0 0 1 1 −1
1 0 −1 0 0
0 1 0 −1 0
−1 −1 1 1 0
 . (2.6)
Mit Hilfe der Inzidenzmatrix können Folgezustände berechnet werden. Für das dargestellte Bei-
spielnetz kann der Folgezustand entsprechend der Gleichung:
M′ = M(0) + N v (2.7)
berechnet werden. Der Vektor v enthält die schaltenden Transitionen.
2.2.2 Analyse von Petrinetzen
Zur Analyse von Petrinetzen finden Methoden der Graphentheorie wie auch der linearen Algebra
Anwendung.
Als eine algebraische Analysemöglichkeit können durch die Bestimmung von Invarianten struktu-
relle Aussagen über das dem Netzwerk zu Grunde liegende System gemacht werden. Die Analyse-
methode ist unabhängig vom dynamischen Verlauf und kann somit nur notwendige Bedingungen
für die Erreichbarkeit von Zuständen liefern. Da in der vorliegenden Arbeit diese Analysemetho-
de keine Anwendung findet, sei an dieser Stelle auf weiterführende Literatur verwiesen ( [Abel,
90], [Reisig, 86], [Starke, 90]).
Eine weitere Möglichkeit bildet die Berechnung des Erreichbarkeitsgraphen. Er veranschaulicht
die vollständige Dynamik des Petrinetzes durch die Abbildung aller Folgemarkierungen aus ei-
ner Anfangsmarkierung. Die Knoten des Erreichbarkeitsgraphen repräsentieren die erreichbaren
Markierungen. Die schaltbaren Transitionen werden durch Verbindungen zwischen den Knoten
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B’t3 1: {p=1}
5:4->1
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Bild 2.5: Erreichbarkeitsgraph des Beispielnetzes (links), in der Notation von Design CPN (rechts).
als gerichtete Kanten dargestellt. Wie Bild 2.5 zeigt, enthält jeder Knoten die vollständige Markie-
rung des Netzes. Den Kanten werden die Namen der jeweils schaltenden Transitionen zugeordnet.
Es gilt zu berücksichtigen, dass andere Anfangsmarkierungen zu anderen Erreichbarkeitsgraphen
führen.
Aus dem Erreichbarkeitsgraphen lassen sich verschiedene globale Netzeigenschaften ableiten. Die
wichtigsten Typen sind Beschränktheit und Sicherheit sowie Lebendigkeit und Reversibilität.
Beschränktheit: Ein Netz ist dann beschränkt, wenn es eine endliche Menge von globalen Zu-
ständen annehmen kann. Das bedeutet, dass die Markenanzahl auf keiner Stelle des Netzwerkes
unendlich anwachsen darf.
Sicherheit: Die Sicherheit ist ein Spezialfall der Beschränktheit. Darunter wird verstanden, dass
bei jeder beliebigen Netzmarkierung maximal eine Marke auf jeder Stelle vorhanden sein darf.
Lebendigkeit: Die Lebendigkeit eines Netzes liegt vor, wenn alle Transitionen unter allen Fol-
gemarkierungen einer Anfangsmarkierung wieder aktivierbar sind. In differenzierteren Betrach-
tungen können auch Teile von Netzen oder Netzelemente auf Lebendigkeit untersucht werden.
Markierungen sind dann lebendig, wenn sie von allen in den Erreichbarkeitsgraphen auftreten-
den Markierungen wieder erreicht werden können. Entsprechend sind Transitionen dann lebendig,
wenn sie aus allen Markierungen heraus aktivierbar sind. Im Gegensatz dazu wird eine Markie-
rung als tot bezeichnet, wenn von ihr aus keine Transition mehr aktivierbar ist. Sie bildet einen
Endknoten des Erreichbarkeitsgraphen. Äquivalent dazu sind Transitionen dann tot, wenn sie von
keiner Markierung aus aktivierbar sind. Bezogen auf das gesamte Netz wird der Zustand, bei dem
keine Transition mehr schalten kann, als totale Verklemmung bezeichnet. Von einer partiellen Ver-
klemmung spricht man, wenn nur eine Teilmenge von Transitionen schaltbar ist. Je nach Untersu-
chungsgegenstand kann Lebendigkeit erwünscht oder unerwünscht sein.
Reversibilität: Ein Netz wird als reversibel bezeichnet, wenn aus jeder erreichbaren Markierung
die Anfangsmarkierung wieder erreicht werden kann.
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Mit Hilfe der globalen Analysemethoden können grundlegende Entwicklungsfehler im Rahmen
der Modellbildung aufgedeckt werden. Bei der Verifikation der Umsetzung spezifischer Syste-
meigenschaften im Modell rückt zunehmend die Frage der Erreichbarkeit von Markierungen ins
Zentrum der Betrachtung. Typische Interessengebiete sind dabei:
• Erreichbarkeit vorgegebener Markierungen,
• Feststellung nicht erreichbarer vorgegebener Markierungen,
• Folgen des Erreichens bestimmter Markierungen für den weiteren Verlauf.
Durch Einteilung in Netzklassen ist es möglich, Unterscheidungen in Struktur und Markenfluss
vorzunehmen. Daraus leiten sich zum einen die Analysemöglichkeiten und zum anderen auch die
Anwendungsbereiche ab. Im Folgenden soll nun die in dieser Arbeit verwendete Netzklasse der
Farbigen Petrinetze vorgestellt und ihre Eignung für die vorgestellte Problemstellung diskutiert
werden.
2.2.3 Farbige Petrinetze
Farbige Petrinetze werden der Klasse der höheren Petrinetze zugeordnet. Sie wurden vor allem mit
dem Ziel entwickelt, eine kompaktere Form der Modellierung zu ermöglichen. In Anlehnung an
die Definition von Kurt Jensen ( [Jensen, 92], S. 70) wird das Tupel CPN = (Σ,P,T,A,N,C,G,E, I)
als ein Farbiges Petrinetz bezeichnet, falls gilt:
• Σ ist die endliche Menge von Farbtypen, Colour Sets, als eine beliebige nichtleere Menge.
• P,T und A sind die endlichen Mengen der Plätze (entspricht den Stellen), Transitionen und
Kanten, die paarweise disjunkt sind: P∩T = P∩A = T ∩A = /0.
• N ist eine Knotenfunktion und dient der Zuordnung eines Anfangs- bzw. Endknotens zu
jeder Kante: N : A→ P×T ∪T ×P.
• C ist eine Funktion, welche jeder Stelle einen Farbtyp zuordnet: C : P→ Σ.
• G als Guard-Funktion weist jeder Transition zusätzliche Bedingungen zu, unter welchen die
Transition aktiviert ist.
• E ist eine Funktion, die jeder Kante aus A zugeordnet wird.
• I ist die Initialisierungsfunktion, die die Anfangsmarkierung der Stellen beschreibt.
Im weiteren Verlauf sollen typische Eigenschaften von Farbigen Petrinetzen, angelehnt an [Jensen,
92], vorgestellt werden.
Attributierung: Eine maßgebliche Erweiterung der Petrinetz-Architektur bei Farbigen Petrinetzen
stellt die Attributierbarkeit der Marken dar. Alle Marken auf einer Stelle müssen ihrem zugeord-
neten Farbtyp entsprechen. Die Farbtypen der Plätze sind vergleichbar mit den Typendefinitionen
bei Programmiersprachen.
Guard-Bedingungen: Neben der Forderung nach einer ausreichenden Markierung im Vorbereich
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hängt die Aktivierung von Transitionen bei Farbigen Petrinetzen von der Guard-Bedingung ab.
Eine Transition ist erst dann aktiviert, wenn die Guard-Bedingung für die beteiligten Marken wahr
ist.
Einfügen von Programmcode: Die Zuordnung einer Code-Region zu jeder Transition bietet die
Möglichkeit, Programm-Code beim Schalten der Transition ausführen zu lassen. Es können eben-
falls Funktionen den Postkanten zugeordnet werden, die beim Schalten der Transition ausgeführt
werden und somit die Eigenschaften der über die Kante fließenden Marken ändern.
Zeitbewertung: In Farbigen Petrinetzen können problemlos zeitliche Abläufe dargestellt werden.
Dies ist durch zeitbewertete Postkanten wie auch durch zeitbewertete Transitionen möglich. Die
Bewertung einer Postkante bedeutet, dass nach Schalten der Transition erst eine entsprechende
Zeitspanne vergehen muss, bis der Nachplatz wieder markiert wird. Die zeitliche Bewertung einer
Transition stellt einen Spezialfall dar, bei dem alle Postkanten eine entsprechende Zeitverzögerung
berücksichtigen.
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Bild 2.6: Strukturierung von Netzen durch Einführung von Fusion-Places (nach [Jensen, 92]).
Zerlegung in Teilnetze: Globale Plätze, Fusion-Places, ermöglichen die mehrmalige Darstellung
eines Platzes innerhalb einer Netzebene bzw. auf verschiedenen hierarchischen Ebenen. Dies er-
höht maßgeblich die Übersichtlichkeit von größeren Netzen, da diese in Teilnetze zerlegt werden
können und außerdem Kantenkreuzungen vermieden werden können (Bild 2.6).
Hierarchiebildung: Durch die Hierarchiebildung ist eine Strukturierung von großen Netzwer-
ken möglich. Dies wird durch Einführung von Substitutions-Transitionen realisiert. Die Idee der
Substitutions-Transition basiert auf der Ersetzung eines transitionsumrandeten Teilnetzes durch
eine Pseudo-Transition. Diese Transition wird formal gesehen nicht durch die Eigenschaften ‚nor-
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maler‘ Transitionen beschrieben, sondern fasst allein das Verhalten des Teilnetzes auf einer hierar-
chisch höher gelegenen Ebene zusammen (Bild 2.7). Das hierarchisch tiefer angesiedelte Teilnetz
stellt eine Verfeinerung des durch die Substitutions-Transition beschriebenen Sachverhalts dar.
Die linke Grafik stellt die Einführung von Stellvertretertransitionen in das Netz aus Bild 2.6 dar.
Das mittlere Netz veranschaulicht die hierarchische Zerlegung des dargestellten Petrinetzes in das
Hauptnetz HN0 und in die transitionsumrandeten Teilnetze T N1 und T N2. Die rechte Grafik prä-
sentiert die Teilnetze (vergleiche [Jensen, 92]).
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Bild 2.7: Hierarchiebildung bei Farbigen Petrinetzen.
2.2.4 Vergleich mit anderen Beschreibungsmitteln
Mit dem Ziel, dass Beschreibungsmittel die Konkretisierung mentaler Vorstellungen unterstützen
sollen, haben sich in letzter Zeit auch bei der Entwicklung von technischen Systemen Forderungen
nach kognitionskonformen Beschreibungsmethoden stärker durchgesetzt. Ein derartiger Ansatz
strebt nach der Korrespondenz zwischen dem Modell, welches das zu entwickelnde System be-
schreibt, und den mentalen Prozessen des zukünftigen Benutzers wie auch des Entwicklers und
Anwenders. Der vom Arbeitsbereich Human Factors geprägte Begriff der ‚kognitionskonformen
Systemgestaltung‘ hält somit verstärkt Einzug in den Bereich der Systementwicklung.
In verschiedenen Arbeiten wurden eine Vielzahl von Beschreibungsmitteln auf deren Eignung für
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die Darstellung mentaler Prozesse und Wissensstrukturen untersucht ( [Ruckdeschel, 97], [Jan-
hsen, 98], [Fay, 99]). Als Beispiele aus dem Bereich der Kognitionswissenschaften lassen sich
Semantische Netze, Regelbasierte Modelle, Rahmen oder Skripte nennen. Ebenso finden auch
Methoden der Systementwicklung, wie durch Zustandsautomaten, Statecharts, temporale Logik
oder Petrinetze repräsentiert, Berücksichtigung. Zur Bewertung der Beschreibungsmittel werden
Qualitätsmerkmale wie
• Vollständigkeit der Sprachelemente,
• Formale Sprachbasis,
• Graphische Darstellbarkeit
herangezogen. Entsprechend der Anwendungsdomänen, in denen das jeweilige Beschreibungsmit-
tel Anwendung findet, standen entweder die Repräsentation des dynamischen Verhaltens oder die
Strukturierung des Wissens im Zentrum der Betrachtung. Diese Lücke zwischen Dynamik und
Strukturierbarkeit schließen höhere Petrinetze, da sie die Fähigkeit der Beschreibung dynamischer
nebenläufiger Prozesse mit der Möglichkeit der Strukturierung von Wissen durch Hierarchiebil-
dung verbinden.
Zum anderen bieten Farbige Petrinetze die Vorteile einer formalen mathematischen Beschreibung,
welche vielseitige Analysemöglichkeiten implizit zur Verfügung stellt. Die formale Analysefähig-
keit ist bei Farbigen Petrinetzen gewährleistet, erweist sich jedoch gegenüber klassischer Petrinetze
als schwieriger und die Simulation von Modellen ist mit einem höheren Aufwand verbunden. Diese
Nachteile gegenüber klassischen Petrinetzen werden jedoch durch die Mächtigkeit des Beschrei-
bungsmittels, wie oben dargestellt, mehr als kompensiert (vgl. [Schnieder, 99], S.63):
„Insbesondere sind Farbige Petrinetze mit ihren Attributierungsmöglichkeiten in der
Lage, sämtliche Ausprägungen der Systemaxiomatik und Objektorientierung anschau-
lich graphisch sowie formal, d.h. mathematisch exakt und präzise zu denieren!
2.3 Faktor Mensch in der Systementwicklung
Bei der Repräsentation eines Systems in abstrakter Form kann zwischen Funktionen zur Abbil-
dung des physikalischen Prozesses sowie den Steuerungs- und Leitfunktionen unterschieden wer-
den. Das menschliche Verhalten wird maschinenäquivalent durch Prozesssteuerungsfunktionen
beschrieben. Dies ermöglicht einerseits eine ganzheitliche Betrachtungsweise des Systems, zum
anderen wird der Mensch auf sein reaktives Verhalten beschränkt. Die Gleichbehandlung von
Mensch und Maschine ist zwar nützlich für die Berechnung und Beurteilung des Gesamtsystems.
Das menschliche Verhalten unterscheidet sich aber in vielerlei Hinsicht von dem technischer Sys-
teme.
Gerade die Einführung technischer Systeme zur Unterstützung und Entlastung des Menschen ist
von einer zunehmend stärkeren Übernahme von kognitiven Tätigkeiten durch die Maschine ge-
prägt. Beispiele dafür sind Planungswerkzeuge oder Werkzeuge zur Unterstützung bei der Ent-
scheidungsfindung. Als Folge davon erweitern sich Möglichkeiten des Interagierens zwischen
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Mensch und Maschine auf verschiedene Abstraktionsebenen. Dies eröffnet zum einen neue Per-
spektiven der Mensch-Maschine-Kommunikation, stellt zum anderen aber auch hohe Anforderun-
gen an deren Gestaltung. In der Literatur werden eine Vielzahl von Problemen aufgeführt, die sich
durch Automatisierung ergeben können ( [Hacker, 86], [Billings, 97]).
2.3.1 Arbeitsteilung zwischen Mensch und Maschine
Um den Anforderungen an die Systemgestaltung gerecht zu werden, die sich aus der Automati-
sierung einer Vielzahl von Arbeitsprozessen ergeben, wird die Interaktion zwischen Teilmodellen
beim Systementwurf stärker ins Zentrum der Betrachtungen gerückt [Cacciabue, 98]. Dieser Vor-
schlag umfasst zwei grundlegende Gedanken:
1. Interaktionen zwischen Mensch und Maschine werden durch ein spezifisches Teilmodell
beschrieben.
2. Mensch und Maschine agieren temporal unabhängig voneinander mit diesem Teilmodell.
Diese Art der Beschreibung von Mensch-Maschine-Systemen beinhaltet die Loslösung von se-
quentiellen Aktions-/Reaktionsketten. So laufen separate Zeitzyklen für die Mensch- bzw. Ma-
schinesimulation ab. Das Interaktionsmodell beschreibt den Datenaustausch zwischen den ande-
ren Modellen. Als Elemente des Interaktionsmodells werden das Zeitmanagement, die auf Logik
basierende Mensch-Maschine-Interaktion und die dynamische Zuverlässigkeit angeführt.
Bei einer weiteren Zerlegung des Maschine-Modells in Prozess- und Leitebene (Automaten-Modell)
kann das in Bild 2.8 dargestellte Modell als grundlegende Architektur für die Beschreibung eines
Bild 2.8: Allgemeine Strukturierung von Mensch-Maschine-Systemen.
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Mensch-Maschine-Systems angesehen werden. Diese Darstellungsweise ermöglicht eine kogniti-
onskonforme Entwicklung von Assistenten- und Automatisierungssystemen im Sinne von ( [Bil-
lings, 97], S.39):
„Every intelligent system element must know the intent of other intelligent system ele-
ments.
Durch explizite Darstellung der Automatisierungsfunktionen, wie Informations-, Kontroll- und
Managementautomation, in einem separaten Teilmodell werden Nebenläufigkeiten in der Mensch-
Maschine-Interaktion transparent. Sie werden als zentraler Faktor für die Verursachung von Pro-
blemen in sicherheitskritischen Systemen, die zu Störfällen oder Unfällen führen, angesehen [Her-
czeg, 02].
Technische Systeme sind typischerweise Ergebnisse von Syntheseprozessen. Sie sind in Teilsys-
teme zerlegbar und damit getrennt funktionell beschreibbar und ihr Verhalten ist reproduzierbar.
Diese Eigenschaft ermöglicht überhaupt erst komplexe Systeme ganzheitlich zu betrachten, sie zu
modellieren und so Aussagen über ihr Verhalten zu treffen.
Eine derartige Dekomposition von biologischen Systemen erweist sich als problematisch, da häufig
nur ein Ein-Ausgabe-Verhalten erfassbar ist. So können kleine Unterschiede in den Aufgabenbe-
dingungen unter Umständen zu wesentlichen Änderungen im Verhalten führen. Selbst bei gleichen
Ausgangsbedingungen sind völlig verschiedene Verhaltensweisen möglich.
In diesem Sinne können Modelle zur Beschreibung menschlichen Verhaltens, und dabei vor al-
lem kognitiver Prozesse, nur rationell-strukturelle Eigenschaften abbilden. Damit wird klar, dass
kognitive Modelle als Hilfsmittel zum Verständnis und zur Analyse menschlichen Verhaltens die-
nen sollen und auf dieser Grundlage die Gestaltung von Mensch-Maschine-Systemen unterstützen
können.
Eine typische Fähigkeit von Maschinen ist die präzise Ausführung und Wiederholung von Tä-
tigkeiten. Die auszuführenden Aktionen greifen in Form eines Wirkgefüges deterministisch in-
einander. Durch die Fähigkeit der quasisimultanen Verarbeitung von Informationen liegt die Be-
schränkung der Leistungsfähigkeit allein im aktuellen technischen Entwicklungsstand begrenzt.
Die Leistungsfähigkeit von Maschinen liegt vor allem in deren Ausrichtung auf spezielle Funk-
tionen begründet, die schnell und präzise ausgeführt werden können. Die Vorgehensweisen und
Funktionen werden formal durch den Entwickler festgelegt und stehen damit meistens explizit zur
Verfügung. Die sich daraus ableitenden nebenläufigen Verarbeitungsstrukturen erlauben umfang-
reiche Analysen für komplexe Probleme (Planungs- und Entscheidungsunterstützung).
Die Stärke menschlichen Verhaltens liegt in der flexiblen Zielerreichung auf unterschiedlichen
Wegen. Durch Abstraktions- und Generalisierungsmechanismen kann der Mensch auch domänen-
fremdes Wissen für die Lösung spezifischer Probleme heranziehen. Das Wissen ist nicht an eine
spezielle Problemstellung gebunden. Die Fähigkeit der Selbstreflexion ermöglicht eine kritische
Auseinandersetzung mit Arbeitssituationen und somit die Änderung oder den Abbruch des Vorge-
hens. Dazu muss der Mensch immer über Kenntnisse und Vorstellungen über die Vergangenheit,
Gegenwart und Zukunft verfügen. Grenzen menschlichen Tuns liegen in der Beschränktheit der
Verarbeitungsgeschwindigkeit wie auch der Verarbeitungsgenauigkeit, die gerade in kritischen Ar-
beitssituationen zum Fehlverhalten führen kann.
Bei der Funktionsteilung zwischen Mensch und Maschine darf jedoch die Zuweisung der Funk-
tion, entweder an Mensch oder Maschine, nicht allein auf der Grundlage von Leistungsvergleichen
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vorgenommen werden. Eine flexible Automatisierung auf der Grundlage menschlicher Stärken er-
weist sich als günstigerer Weg der Systementwicklung. Dies unterstützt die Motivation des Men-
schen. So sollten Verantwortung und Kontrolle eines Mensch-Maschine-Systems beim Menschen
liegen und seine langfristige Zielorientiertheit und seine sozialen Eigenschaften berücksichtigen.
Der Mensch passt sich häufig in seinem Verhalten an Maschinen an. Dies zeigt sich gerade bei
einer technikzentrierten Maschinenentwicklung. Aufgrund seiner biologischen autonomen Struk-
tur sind jedoch gerade im Bereich der Informationsverarbeitung Grenzen gesetzt. Der Gedanke
der ‚kognitionskonformen‘ Maschinenentwicklung weist im Gegensatz zur klassischen Sicht völ-
lig neue Perspektiven auf. Die damit verbundene Annäherung innerhalb der Tätigkeitsfelder und
Verarbeitungsstrukturen zwischen Mensch und Maschine schaffen völlig neue Möglichkeiten der
Kooperation durch Kommunikation zwischen Mensch und Maschine.
Gerade bei sicherheitskritischen Mensch-Maschine-Systemen findet deshalb die redundante Au-
tomatisierung Anwendung. Mensch und Maschine (Computer) steuern gleichzeitig den Prozess.
Dabei erfolgt eine simultane Überwachung des Computers durch den Menschen, aber auch des
Menschen durch den Computer. Bei Abweichungen der Prozessdaten von den Standardwerten
können sich Mensch und Computer gegenseitig auf Fehlsteuerungen aufmerksam machen.
In dieser Hinsicht ist kognitive Modellierung nicht allein zur Beschreibung psychologischer Ver-
arbeitung mit dem Ziel des Verständnisses bzw. der Erklärung sowie der Abbildung menschlichen
Verhaltens zu sehen, sondern gewinnt auch beim Entwurf von Unterstützungs- und Automatisie-
rungssystemen zunehmend an Bedeutung.
2.3.2 Eigenschaften menschlichen Verhaltens
Die zwei zentralen Tätigkeitsfelder von Operateuren im Bereich der Luftverkehrssysteme werden
durch den Lotsen- und den Pilotenarbeitsplatz repräsentiert.
Lotsen haben die Aufgabe der sicheren Lenkung und Koordination des Flugverkehrs. Dabei ste-
hen sie im direkten Kontakt mit den Piloten. Das Ausmaß der Kontrolle hängt von der Art des
Luftraums ab, in dem sich ein Flugobjekt gerade befindet. Lufträume werden nach verschiedenen
Kriterien unterteilt, wie z.B. Höhe des Flugobjekts oder Nähe zum Flughafen. Dementsprechend
ist der Luftraum in verschiedene Sektoren unterteilt, die verschiedenen Kontrollstellen, wie Flug-
platzkontrolle, Anflugkontrolle oder Bezirkskontrolle, unterstehen.
Wie in verschiedenen Anforderungsanalysen dargestellt, liegen die bedeutendsten Anforderungen
der Tätigkeiten von Fluglotsen im Bereich der kognitiven Fähigkeiten [Heintz, 98]. Als zentrale
Anforderungen werden mathematisches und schlussfolgerndes Denken, Wahrnehmungsgeschwin-
digkeit, kognitive Mehrfacharbeit, Entscheidungsfindung und mündliche Kommunikation genannt.
Weitere notwendige Fähigkeiten sind räumliches Vorstellungsvermögen, Orientierungsfähigkeit
sowie Merkfähigkeit. In letzter Zeit wurden auch soziale Kompetenzen in höherem Maße als ein
Kriterium herangezogen. Bei der Betrachtung von Aufgaben der einzelnen Lotsenarbeitsplätze
wurden durchaus deutliche Unterschiede identifiziert [Cox, 94].
Piloten haben die Aufgabe der sicheren und ökonomischen Führung des Flugzeugs gemäß den
Anweisungen der Flugverkehrskontrolle (Air Trafc Control) und geltender Flugverfahren. Die
Führung des Flugzeugs erfordert die Aneignung einer Menge hochspezialisierter Fertigkeiten, die
über rein manuelle Leistungen hinausgehen. Durch die Überwachung sich kontinuierlich ändern-
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der Daten müssen Piloten ein genaues ganzheitliches Bild über die aktuelle Situation entwickeln
und permanent aktualisieren, auf dessen Grundlage sie im Bedarfsfall schnell und umsichtig Ent-
scheidungen treffen und in die Prozessabläufe eingreifen [Endsley, 95].
Es zeigt sich, dass die kognitiven Anforderungen an Lotsen wie auch an Piloten Ähnlichkeiten
aufweisen. Im Folgenden sollen kurz allgemeine Anforderungen an Operateure im Bereich der
Luftfahrt zusammengestellt werden:
• Zeitkritische Aufgabenbearbeitung,
• Simultane Bearbeitung von Aufgaben,
• Beobachtung mehrerer Verkehrsobjekte,
• Überwachung verschiedener Informationsquellen,
• Antizipierung zukünftiger Situationen.
Die aufgeführten Aspekte beschreiben, obwohl sie hier aus den Tätigkeiten der Operateure im Be-
reich der Luftfahrt abgeleitet wurden, allgemeine Merkmale menschlichen Handelns in komplexen
Mensch-Maschine-Systemen.
2.4 Menschzentrierte Modellierung
Beim Entwurf des Mensch-Maschine-Systems besteht die Anforderung einer ganzheitlichen Sicht-
weise unter Verwendung eines einheitlichen Beschreibungsmittels mit flexibler Anpassbarkeit an
spezifische Problemstellungen. Dies erleichtert zum einen die Validation und die Verifikation der
Modelle in den verschiedenen Entwicklungsphasen, zum anderen wird das Modell robuster und
weniger fehleranfällig, da die Konvertierungsproblematik umgangen wird.
Wie oben dargestellt kann ein Mensch-Maschine-System in der allgemeinsten Form in vier Typen
von Teilsystemen zerlegt werden. Die Beschreibung erfolgt mit dieser Zerlegung korrespondierend
anhand verschiedener Teilmodelle. Es handelt sich dabei um Mensch-, Automaten-, Prozess- und
Interaktions-Modelle (Bild 2.8).
Die Strukturierung des Systems, Mensch wie auch Maschine einbezogen, kann durch Dekom-
position in Teilsysteme wie auch durch Abstrahierung der Funktionen erfolgen. Die funktionelle
Hierarchiebildung ermöglicht eine Systemstrukturierung auf verschiedenen Abstraktionsebenen.
Diese Betrachtungsweise ist gerade bei der Entwicklung von Unterstützungs- bzw. Assistenzsys-
temen von Bedeutung, da die Arbeitsteilung zwischen Mensch und Maschine auf verschiedenen
Ebenen der Handlungsregulierung betrachtet werden kann (siehe Bild 2.1). Das Interaktionsmo-
dell stellt die Verbindung zwischen diesen Ebenen her, beschreibt somit die Kommunikation.
Die Systemstrukturierung ermöglicht die Vergröberung durch Zusammenfassung von Teilsystemen
wie auch die Verfeinerung durch Dekomposition. Daraus lassen sich verschiedene Sichtweisen des
Systems ableiten (Bild 2.9). In einer prozesszentrierten Sichtweise werden die Prozesse, die vom
Mensch-Maschine-System ausgeführt werden sollen, in Teilprozesse und diese wiederum in Funk-
tionen strukturiert (Bild 2.9, links). Durch Darstellung und Organisation zielgeleiteter Funktionen
kann der Prozessverlauf beschrieben werden. Der Mensch wird auf ein behavioristisches Verhalten
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Bild 2.9: System-Modell in prozess- (links) und menschzentrierter Sichtweise (rechts).
reduziert berücksichtigt.
Die Idee der menschzentrierten Modellierung (Bild 2.9, rechts) liegt in der Fokussierung der
Systembeschreibung auf den Menschen, ohne dabei eine ganzheitliche Betrachtungsweise des
Mensch-Maschine-Systems aufzugeben [Werther und Lorenz, 03a]. Sie berücksichtigt die kogni-
tiven Prozesse bei der Beschreibung der menschlichen Informationsverarbeitung und geht damit
über die Modellierung von funktionellem und sensomotorischem Verhalten hinaus. Eine derartige
Sichtweise wird häufig auch als Kognitive Bedienermodellierung bezeichnet [Jürgensohn, 02]. Or-
ganisation, Funktion und Ressourcenlimitation des kognitiven Apparates werden stärker im Detail
betrachtet. Die Teilmodelltypen Automat, Prozess und Interaktion werden im Umgebungsmodell
zusammengefasst (Bild 2.9).
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Die im letzten Kapitel vorgestellte menschzentrierte Sichtweise soll nachfolgend weiter vertieft
werden. Ausgehend von den Besonderheiten des Systems Mensch in einer ganzheitlichen System-
betrachtung wird die kognitive Modellierung aus der Sicht der psychologischen Theoriebildung
wie auch aus der anwendungsorientierten Sicht der Arbeits- und Ingenieurwissenschaften vorge-
stellt. An die kognitive Modellierung lässt sich über zwei mögliche Wege herangehen [Görz et
al., 03]. Der erste Weg repräsentiert die Möglichkeit menschliches Verhalten anwendungsbezogen
abzubilden. Vorteile liegen in der schnelleren Realisierbarkeit von kognitiven Modellen und der
praxisnäheren Entwicklung. Das Modell kann direkt aus der Aufgabenanalyse abgeleitet werden.
Von daher finden derartige Modelle häufig in ingenieurwissenschaftlichen Arbeitsbereichen An-
wendung.
Anderseits kann die Modellierung auf der Grundlage einer so genannten kognitiven Architektur
erfolgen oder an eine derartige angelehnt sein. Diese kognitive Architektur wird nicht speziell an
einer bestimmten Problemstellung orientiert, die es zu entwickeln gilt. Es fließen allgemein aner-
kannte Annahmen über die menschliche Informationsverarbeitung ein. Der Entwicklungsaufwand
für dieses Herangehen ist jedoch deutlich höher. Vorteile liegen jedoch in einer stärkeren All-
gemeingültigkeit der abgebildeten Prozesse und in der Möglichkeit, verschiedene interagierende
Operateure mit einem durchgehenden Modellkonzept abzubilden. Dieser Weg wird in der vorlie-
genden Arbeit verfolgt. So werden in den nächsten Abschnitten vorwiegend Methoden kognitiver
Modellierung auf der Grundlage allgemeiner Architekturen diskutiert und die zentralen Eigen-
schaften und Anforderungen an derartige Modelle abgeleitet.
Aus dem Bereich der Kognitionswissenschaften und der kognitiven Psychologie fließen im ho-
hen Maße die Erkenntnisse, die in der Entwicklung allgemeiner kognitiver Architekturen auf der
Grundlage von Produktionssystemen gemacht wurden, ein. Beispiele hierfür sind Act-R (Adaptive
Control of Thought-Rational [Anderson und Lebiere, 98]), SOAR (State, Operator And Result [Ne-
well, 90]) oder EPIC (Executive-Process Interactive Control [Kieras et al., 97]). Eine umfangreich
ausgearbeitete formalisierte psychologische Theorie repräsentiert das von Dörner entwickelte PSI-
Modell [Dörner, 01]. Im Zentrum der Betrachtungen stehen Problemlösen und Handlungsregulie-
rung auf der Grundlage von Emotion und Motivation. Somit geht diese Theorie über die Beschrei-
bung der reinen Kognition hinaus und liefert Ansätze, die für das Verhalten von Menschen vor
allem in komplexen Situationen von maßgeblicher Bedeutung sind.
In dem Bereich der Arbeitswissenschaften und der Mensch-Maschine-System-Theorie sind Bedie-
nermodelle häufig als Ressourcen-Modelle konzipiert, um den Anforderungen dynamischer Ar-
beitssituationen gerecht zu werden [Cacciabue, 98]. Beispiele hierfür sind COCOM (Contextual
Control Model, [Hollnagel, 93]), CAMEO (Cognitive and Action Modelling of an Erring Opera-
tor, [Fujita et al., 93]) und COSIMO (Cognitive Simulation Model, [Cacciabue et al., 92]).
Die Darstellung soll dabei nicht nur auf die quantitative Modellbildung im Sinne lauffähiger Com-
putersimulationen, die als kognitive Modellierung angesehen wird, beschränkt bleiben, da qua-
litative Erklärungsmodelle die quantitative Modellentwicklung maßgeblich unterstützen und vor
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allem in der arbeitswissenschaftlichen Systemgestaltung eine lange Tradition haben. Die Konzep-
te vieler Computersimulationen gehen auf derartige Modelle zurück. Hierbei seien vor allem die
Arbeiten von Rasmussen ( [Rasmussen, 83], [Rasmussen, 86]) im Bereich der Arbeitswissenschaf-
ten erwähnt.
Die verschiedenen Sichtweisen können jedoch nicht isoliert betrachtet werden. So bildet z.B. die
Arbeitsanalyse die Grundlage jeder kognitiven Modellentwicklung, da durch sie die Anforderun-
gen an Menschen in Arbeitssituationen erfasst und untersucht werden. Da psychologische und
physische Messtechniken nur bedingt Informationen über das kognitive Verhalten liefern, ist die
Erfassung und Analyse des beobachtbaren Verhaltens, unter Berücksichtigung psychologischer
Theorien, eine wichtige Grundlage für die kognitive Modellbildung.
3.1 Kognitive Aufgabenanalyse
Aufgabenanalysen wurden mit dem Ziel der Beschreibung menschlichen Verhaltens durch Zerle-
gung in Folgen elementarer Informationsverarbeitungsprozesse entwickelt [Skinner, 57]. Sie die-
nen zur Abschätzung der Mensch-Maschine-Interaktion in Arbeitsumgebungen. Die Charakterisie-
rung menschlichen Verhaltens wurde auf der Basis formaler Beschreibungsmethoden entwickelt.
Der Mensch wurde auf eine behavioristische Betrachtungsweise reduziert.
Aufgrund des Wandels der Rolle des menschlichen Operateurs im Arbeitsprozess vom aktiven
Eingreifer zum Überwacher entwickelte sich ein zunehmend stärkeres Interesse an der expliziten
Darstellung der kognitiven Leistungen des Operateurs in der Arbeitssituation. Entsprechend der
Änderung der Ausrichtung wurde die Bezeichnung Kognitive Aufgabenanalyse geprägt.
Nach Bonar ist die Kognitive Aufgabenanalyse (CTA-Cognitive Task Analysis) wie folgt definiert
(vgl. [Cacciabue, 98], S.81):
„Cognitive Task Analysis is a method that attempts to specify the interaction of mental
procedures, factual knowledge and task objectives in the process of job performance.
Die Kognitive Aufgabenanalyse bietet die Wissensbasis zur Modellierung von Arbeitsabläufen
und versucht dabei vor allem die mentalen Prozesse des Menschen explizit zu machen. Mit Hilfe
typischer Erhebungsmethoden, wie
• ‚Lautes Denken‘,
• Befragungen, Interviews,
• Videos, Beobachtung,
• Checklisten, Dokumentenanalysen,
• Fragebogen, Selbstaufschreibung
werden Informationen über Arbeitsituationen und die damit verbundene Tätigkeiten gesammelt.
Zur Strukturierung und Formalisierung von Arbeitsabläufen wurde eine Vielzahl von Methoden
im Bereich der Arbeitswissenschaften entwickelt.
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Sie bieten die Möglichkeit einer normativen Beschreibung von Arbeitsabläufen. Es können ex-
terne Einflüsse auf das Arbeitsverhalten untersucht und Formen von Fehlverhalten identifiziert
werden. Durch die Überführung in quantitative Flussgraphen lassen sich temporale und kausa-
le Eigenschaften von Arbeitsabläufen analysieren und damit Prozessverläufe unter verschiedenen
Arbeitssituationen beschreiben.
Zum anderen können die explizit herausgearbeiteten mentalen Wissenszustände und -prozesse und
deren Abhängigkeiten in die Wissensbasis von kognitiven Modellen überführt werden. Die Simu-
lation der Arbeitsabläufe kann so unter Berücksichtigung der Beschränkung der Verarbeitungsleis-
tung der kognitiven Architektur aber auch unter Einbeziehung der zielgeführten Organisation der
Verarbeitungsprozesse realisiert werden. Auf dieser Grundlage lassen sich beispielsweise Abschät-
zungen über menschliches Fehlverhalten, aber auch über den Grad der kognitiven Beanspruchung
bzw. Kontrolle machen [Hollnagel, 98].
3.1.1 Methoden
Die von [Card et al., 83] entwickelte GOMS-Methode (Goals-Operations-Methods-Selection-Rules)
bildete einen Anfangspunkt im Bereich der kognitiven Aufgabenanalysen und ist in verschiedenen
Forschungsbereichen weit verbreitet. Die Beschreibung erfolgt auf der Basis formaler Grammati-
ken [Naur, 63]. Es werden vier verschiedene Komponenten unterschieden.
Die zu beschreibenden Arbeitsabläufe sind auf die Erreichung von Zielen ausgerichtet. Ziele sind
hierarchisch strukturiert. Operationen umfassen die elementaren sensorischen, kognitiven und mo-
torischen Verarbeitungstätigkeiten. Methoden fassen elementare Operationen zusammen. Es sind
erlernte, prozedurale Lösungswege zur Erreichung spezieller Ziele. Sie können hierarchisch struk-
turiert sein. Die Auswahlregeln legen die Methode, die angewendet werden soll, fest. Sie dienen
auch zur Konfliktlösung, falls mehrere Methoden anwendbar sind. Die Ausführungszeit einer Auf-
gabe wird durch Summation der Verarbeitungszeiten der elementaren sensorischen, kognitiven und
motorischen Prozesse ermittelt. Auf diese Art und Weise ist eine Beschreibung serieller fehlerfrei-
er Arbeitsabläufe möglich.
Die Bedeutung derartiger Methoden liegt in der transparenten formalen Darstellung der Aufgaben-
struktur und der damit verbundenen Überführung in Flussgraphen, die es ermöglichen, bestimmte
Arbeitsverläufe zu simulieren und Folgerungen für die Arbeitsgestaltung abzuleiten. In neueren
Arbeiten wurden Analysemethoden stärker auf bestimmte Probleme ausgerichtet. Als Beispiel las-
sen sich die GDTA Goal Directed Task Analysis von [Endsley, 00] und die GMTA Goal Means
Task Analysis von [Hollnagel, 98] anführen.
Bei der GDTA erfolgt eine hierarchische Zerlegung mit einer stärkeren Ausrichtung der Analy-
se auf das Entscheidungsverhalten und damit verbunden die Erfassung der erforderlichen Infor-
mationen und Kenntnisse, die zur Erreichung der Ziele nötig sind. Dazu werden zunächst die
Hauptziele bestimmt, diese in Unterziele zerlegt, denen die Entscheidungen, die es im Sinne der
Zielerreichung zu treffen gilt, zugeordnet sind. Die Strukturierung des Wissens, welches zur Ent-
scheidungsfindung benötig wird, erfolgt in Anlehnung an Endsleys „Situation Awareness (SA)“-
Modell [Endsley, 95a]. Die Zerlegung beginnt rekursiv mit der dritten Modellebene, der Projektion
der Situation in die Zukunft. So muss zunächst bestimmt werden, welche Situation eintreten soll.
Die zweite Ebene, Verständnis der aktuellen Situation, umfasst die Kenntnisse, die zur Entschei-
dungsfindung benötigt werden. Die erste Ebene, Informationserfassung, liefert die benötigten Da-
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ten und Informationen, die aus der Arbeitsumgebung aufgenommen werden müssen. Die GMTA
bietet eine elegante und einfache Beschreibungsmethode zur rekursiven Zerlegung von Aufgaben
(Bild 3.1). Es wird grundlegend zwischen Zielen, die es zu erreichen gilt, und den Mitteln, die zur
Zielerreichung zur Verfügung stehen, unterschieden. Ziele enthalten die erwünschten Systemzu-
stände. Die Mittel repräsentieren Funktionen bzw. Aktivitäten und die zugehörige Mechanismen.
Die Entwicklung der GMTA ist vor allem auf die Bestimmung der Anforderungen und Bedin-
gungen zur Erbringung der erwünschten Leistungen und die Untersuchung von Zielauswahl- und
Planungsaktivitäten ausgerichtet. Ein zentraler Aspekt ist die Bestimmung von Kriterien, die zu
Fehlverhalten führen. Dazu wird angestrebt, die erfassten Daten der Anforderungsanalyse in ein
kognitives Modell zu überführen.
GOAL
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TASK_STEPS
     POST-
CONDITION
   SIDE-
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produces
may
produce
may
produce
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by
Bild 3.1: Abhängigkeiten zwischen den Modellkomponenten der GMTA (nach [Hollnagel, 93]).
Eine effiziente operationelle Anwendung kognitiver Modelle setzt die Orientierung an den forma-
len Beschreibungsstrukturen kognitiver Aufgabenanalysen voraus. So kann eine schnelle Anpas-
sung der allgemeinen kognitiven Modellarchitektur an das Bedienerverhalten erfolgen, indem die
durch die kognitive Aufgabenanalyse erhobenen Daten in die Wissensbasis des Operateurmodells
einfließen (vgl. Abschnitt 3.2.2.1).
3.1.2 Strukturelle Beschreibungskonzepte
Die vorgestellten Methoden repräsentieren trotz verschiedener Begrifflichkeiten ähnliche struk-
turelle Konzepte. Anhand der verschiedenen Methoden sollen daher typische Beschreibungskon-
zepte von Aufgaben vorgestellt werden. Entsprechend der Differenzierung zwischen Zuständen
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(Zielen) und Prozessen (Aufgaben) lassen sich auch zwei grundlegende Strukturelemente unter-
scheiden, welche die Kenntnis über das System und die damit verbundene Arbeitssituation mental
repräsentieren.
Ein Ziel wird nach Hollnagel wie folgt definiert (in [Hollnagel, 93], S.211):
„A goal is a specied condition or state of the system which signies the accomplish-
ment of a task or a task step. A goal is what the person intends to do or achieve. A
description of the goal usually includes or implies the criteria of achievement, i.e., the
conditions that dene when the goal has been reached.
Die Ziele werden anhand verschiedener Kriterien beschrieben, die es zu erreichen gilt. Diese kön-
nen als Bedingungen den Zielen zugeordnet werden (vergleiche Bild 3.1, Post-Conditions). Es
erfolgt eine rekursive Zerlegung derart, dass die Bedingungen der höheren Ebene die Ziele einer
tiefer gelegenen Ebene sind (in Bild 3.1, Pre-, Execution-Conditions).
Den Zielen werden Aufgaben zugeordnet. Hollnagel definiert die Aufgaben folgendermaßen (in
[Hollnagel, 93], S.211):
„A task is an organised collection of actions carried out by a person in order to achie-
ve a goal or an objective. The actions are referred to as task steps. The set of task
steps need have only a single member. The organisation of the actions may be deri-
ved from the fact that the individual actions together serve to accomplish the goal or
may be prescribed by a procedure - either a predened sequence of steps, a predened
organisations principle, or specied dependencies between steps.
Wie auch bei den Zielen erfolgt bei den Aufgaben ebenfalls eine hierarchische Strukturierung.
Die Ebenen sind über verschiedene Typen von Bedingungen miteinander verknüpft (Bild 3.1). Der
Unterschied zwischen Vor- und Ausführungsbedingung liegt darin, dass die einen erfüllt sein müs-
sen, damit die Aufgabe ausgeführt werden kann, währenddessen die anderen erst im Laufe der
Aufgabenerledigung greifen. Nachbedingungen und Nebeneffekte beschreiben die Ergebnisse der
Aufgabenbearbeitung mit dem Unterschied, dass Nachbedingungen im Sinne der Zielerreichung
erwünscht sind, währenddessen Nebeneffekte nicht über das Ziel definiert sind.
Die hierarchische Strukturierung von Aufgaben zeigt sich auch in GOMS durch die Zerlegung in
Methoden, die sich aus elementaren Operationen zusammensetzen. Ebenso erfolgt die Teilzielbil-
dung.
Die Vor- bzw. Ausführungsbedingungen repräsentieren die Wissenszustände, die sich aus der ers-
ten und zweiten Ebene des SA-Modells von Endsley [Endsley, 00] ableiten. Die Nachbedingungen
der GMTA umfassen die erwarteten Systemzustände der dritten Ebene des SA-Modells.
Im Anschluss an die dargestellte statische Zerlegung von Aufgaben soll nun das Ineinandergrei-
fen der Prozesse, d.h. die Abbildung des dynamischen Verhaltens innerhalb der Arbeitssituation,
betrachtet werden.
3.1.3 Dynamische Beschreibungskonzepte
Mit der vorgestellten Struktur ist der Grundstein für eine Beschreibung von kausalen und tempo-
ralen Aspekten von Arbeitssituationen gelegt. Die zeitlichen und kausalen Anforderungen an die
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Aufgabenerledigung erfolgen durch die Anknüpfung von Bedingungen.
Ausführungsbedingungen repräsentieren somit typischerweise benötigte Ressourcen zur Ausfüh-
rung von Verarbeitungsschritten oder Bedingungen, die sich aus der Ausführung anderer Aufga-
benschritte ergeben. So sind die Nachbedingungen des einen Aufgabenschrittes die Ausführungs-
bedingungen des anderen Aufgabenschrittes. Auf diese Art und Weise kann zwischen reihenfol-
genunabhängigen bzw. parallelen Aufgabenschritten unterschieden werden. Andererseits gibt es
auch Aufgabenfolgen, die eine Bearbeitung in fester Reihenfolge erfordern.
Zeitbeschränkungen können durch Angabe von Intervallen bei der Festlegung von Bedingungen
Berücksichtigung finden. So führt Hollnagel beispielsweise den frühsten bzw. spätesten Zeitpunkt
für den Beginn wie auch das Ende eines Verarbeitunsgschrittes an. Auch maximale Verarbeitungs-
zeiten können in die Bedingungen einfließen.
3.2 Kognitive Modelle
Die Untersuchung menschlicher psychischer Prozesse kann durch verschiedene Herangehenswei-
sen erfolgen. In [Strube, 90] wird die nachfolgende Unterteilung vorgenommen. Neben der Unter-
scheidung nach empirischer Untersuchung der Organisation, Funktion und Ressourcenlimitation
des kognitiven Apparates wird außerdem die theoretische Analyse kognitiver Funktionsbereiche
angeführt. Qualitative Modelle können bei derartigen Analysen als Erklärungshilfe dienen. Sie er-
möglichen die Veranschaulichung komplexer Zusammenhänge.
Als weitere Möglichkeit wird die Modellierung kognitiver Strukturen und Prozesse durch die Kon-
struktion virtueller kognitiver Maschinen angesehen. Die als kognitive Modellierung bezeichnete
Nachbildung psychologischer Prozesse mittels Computerprogrammen dient im Bereich der Kog-
nitionswissenschaften vor allem der Weiterentwicklung psychologischer Theorien. Eine derartige
Überführung psychologischer Theorien in ein quantitatives Modell ermöglicht neben der vollstän-
digen Formalisierbarkeit der Theorie vor allem auch eine höhere Transparenz der Vorgänge. Sie
erweitert maßgeblich die Theoriebildung durch die Möglichkeiten der Simulation und Analyse.
Durch Generierung synthetischer Verhaltensdaten lassen sich Wege erschließen, die Theorie auf
die Wirklichkeit zu beziehen.
Die Vorteile derartiger formaler Modelle liegen nach Wallach in der Aufdeckung inkonsistenter
Annahmen bzw. im Nachweis unvollständiger Annahmen sowie in der Identifikation überflüssiger
Annahmen (vgl. [Wallach, 98] S. 40). Weiterhin gestatten Modelle präzisere empirische Vorher-
sagen und erleichtern das Aufdecken impliziter Vorannahmen. Dies ist gerade im Bereich der
kognitiven Modellierung ein zentraler Aspekt, da menschliche Informationsverarbeitungsprozesse
häufig implizit ablaufen.
Empirie, qualitative und quantitative Modellierung sind jedoch nicht getrennt von einander zu be-
trachten, sondern unterstützen einander integrativ. So können empirische Studien Theoriebildun-
gen vorantreiben und fundamentieren. Die daraus abgeleiteten qualitativen Erklärungsmodelle die-
nen als Grundlage für Computersimulationen. Durch quantitative Modelle können wiederum em-
pirische Daten interpretiert werden. Bei der kognitiven Modellentwicklung lassen sich nach [Wal-
lach, 98] vier grundlegende Phasen unterscheiden:
• Aufgabenanalyse,
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• Durchführung empirischer Untersuchungen,
• Modellimplementierung,
• Validierung der Modellierung.
Die Phasen laufen bei der Modellbildung nicht streng in einer linearen Folge ab, sondern stellen in
der Praxis eher einen dialektischen Spiralprozess dar [Dörner, 89].
Im Rahmen der Aufgabenanalyse werden zum einen die für die Aufgabenbewältigung notwen-
digen Wissensvoraussetzungen erfasst. Zum anderen werden modellrelevante Eigenschaften der
kognitiven Architektur als Rahmenstruktur des kognitiven Apparates herausgearbeitet.
Die zweite Phase der Modellentwicklung stellt einen Unterschied zwischen der Modellbildung von
technischen Systemen und der kognitiven Modellbildung zur Erklärung und Analyse menschlicher
kognitiver Strukturen dar. Da kein elaboriertes Original (Mensch) zur Verfügung steht, ist die Em-
pirie als maßgebliches Bewertungskriterium für kognitive Modelle von Bedeutung. Von zentraler
Relevanz für empirische Untersuchungen als Grundlage der kognitiven Modellierung erweist sich
nach [Wallach, 98] die temporal möglichst dichte Aufzeichnung von Indikatoren kognitiven Ge-
schehens.
Die Implementierung umfasst die Formalisierung einer natürlichsprachlich formulierten Theorie
und die Umsetzung in ein Computermodell unter Verwendung eines geeigneten Beschreibungs-
mittels. Bei der Verwendung von schon vorhandenen allgemeinen kognitiven Architekturen sind
die Modellstrukturen zur Repräsentation, Organisation und zur Anwendung von Wissen schon vor-
gegeben, d.h. die kognitive Rahmenstruktur steht zur Verfügung.
Die Adäquatitätsprüfung des kognitiven Modells ist vor allem dem Identifikationsproblem ausge-
setzt. Es wird die Problematik umschrieben, dass verschiedene Prozesse bei gleichen Anfangsbe-
dingungen zu gleichen Ergebnissen führen, jedoch verschiedene Informationsverarbeitungsschritte
umfassen. Für die kognitive Modellierung sind jedoch auch die Prozessverläufe von Bedeutung.
Im Rahmen der empirischen Adäquatheit kann die Betrachtung der Korrespondenz zwischen Ori-
ginal und Modell unter verschiedenen Auflösungsgraden der Prozesse erfolgen. Die Suffizienz
einer Modellierung kann nach Wallach (vgl. [Wallach, 98], S. 55) nach den folgenden Aspekten
bewertet werden:
• Produkt-Korrespondenz: Rekonstruierbarkeit des Endprodukts,
• Korrespondenz von Zwischenschritten: Modellierung der Prozessverläufe,
• Temporale Korrespondenz: Nachweis der Rekonstruierbarkeit von Latenzzeiten,
• Lern-Korrespondenz: Berücksichtigung von Mechanismen zum Wissenserwerb,
• Fehler-Korrespondenz: Modellierung spezifischer Fehler bzw. Fehler-Verteilungen.
Im Gegensatz zur kognitiven Modellierung mit dem Ziel der Theoriebildung ist die Bediener-
modellierung, als ingenieur- bzw. arbeitswissenschaftlicher Ansatz in hohem Maße an der ope-
rationellen Anwendung orientiert, so z.B. in der Analyse menschlichen Verhaltens (HRA-Human
Reliability Analysis) oder in der Integration von Mensch-Modellen in Simulationen von Arbeits-
abläufen.
28
3.2 Kognitive Modelle
Daraus leitet sich die Forderung nach einer minimalen Modellierungsarchitektur zur Beschreibung
menschlichen Verhaltens ab, wie in ( [Hollnagel, 93a], s. 379) durch das ‚Minimal Modelling Ma-
nifesto‘ formuliert ist:
„A Minimal Model is a representation of the main principles of control und regulation
that are established for a domain-as well as for the capabilities and limitations of the
controlling system.
Bedienermodelle sind häufig direkt an der Anwendung orientiert und der Anspruch an das Mo-
dell kann häufig als ‚so genau wie nötig‘ bezeichnet werden [Engell, 92]. Ein zentraler Aspekt,
der sich ebenfalls aus der Anwendungsorientierung ableitet ist die Berücksichtigung des dynami-
schen menschlichen Verhaltens, eingebunden in das Gesamtsystem. Dementsprechend kommen
die Beschreibungsmittel auch häufig aus der technischen Systementwicklung. Beispiele sind Dif-
ferenzialgleichungen, Fuzzy-Methoden, Zustandsraummodelle oder Petrinetze.
Neben der Beschreibung von standardmäßigen Arbeitsabläufen wird vorwiegend das Augenmerk
auf Ausnahmesituationen und Notfälle gelegt. Aus Wahrscheinlichkeiten von Fehlverhalten wer-
den menschliche Verlässlichkeiten abgeleitet. In neueren Arbeiten wird im stärkeren Maße der
Handlungskontext in die Verlässlichkeitsanalyse einbezogen (z.B. in [Hollnagel, 93]). Damit er-
langt auch in der Bedienermodellierung die Beschreibung kognitiver Prozesse stärkere Bedeutung.
3.2.1 Vereinheitlichung kognitiver Architekturen
Probleme der quantitativen Modellbildung liegen darin, dass neben theorierelevanten Annahmen
und Aussagen auch theorie-irrelevante Annahmen, die nur für die Implementierung des Modells
nötig sind, in die Modellarchitektur einfließen können. Newell bezeichnet dies als „irrelevant spe-
cification“ [Newell, 90]. Als weiteres Problem der kognitiven Modellierung kommt die Frage nach
der Übereinstimmung der Annahme des Modells mit dem zu modellierenden Prozess hinzu, da
Modelle psychologischer Prozesse fast immer Annahmen über nicht beobachtbare Prozesse ent-
halten. Dementsprechend unterscheidet [Zinterhof, 87] zwischen der menschlichen Psyche und der
auf dem Computer implementierten Simulation. Das Computerprogramm bildet daher eine unbe-
kannte Binnenstruktur der menschlichen Psyche durch eine bekannte Binnenstruktur innerhalb des
Programms ab. Binnenstruktur beschreibt die Relation zwischen Eingabe und Ausgabe des realen
Systems bzw. des Modells. Die Angemessenheit des Modells kann bei Identität der Eingangsbe-
dingungen nur durch Vergleich der Ausgangsbedingungen überprüft werden.
Zur Lösung des Identifikationsproblems wie auch als Ansatz zur Reduzierung der Probleme der
Modellbildung schlägt [Newell, 90] die Entwicklung und Verwendung allgemeiner kognitiver Ar-
chitekturen (Unied Theories) vor, mit dem Ziel der Vereinheitlichung von Theorie und Modell-
bildung. Derartige Architekturen beinhalten die Zerlegung von komplexen Prozessen bis hin zu
elementaren kognitiven Operationen für die keine weitergehende Prozesserklärung geliefert wird.
Aus diesen elementaren Operationen werden kognitive Prozesse entwickelt. Eine grundlegende
These der Kognitionswissenschaft besteht darin, dass alle geistigen Prozesse als Informationsver-
arbeitungsprozesse angesehen werden können [Neisser, 76]. Die Informationsverarbeitung wird
daraus resultierend durch formale Prozesse, also durch Algorithmen, beschrieben, die auf der Ba-
sis von mentalen Repräsentationen operieren. Die kognitiven Prozesse werden durch die Eigen-
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schaften der kognitiven Architektur, welche die Speicherstrukturen, Verarbeitungsmechanismen
und Ressourcenbegrenzungen umfasst, beschränkt.
Die meisten bisher entwickelten Modellierungsumgebungen im Bereich der Kognitionswissen-
schaften zur Beschreibung einer allgemeinen kognitiven Architektur sind die so genannten Pro-
duktionssysteme. Beispiele sind ACT-R [Anderson und Lebiere, 98], SOAR [Newell, 90] oder
EPIC [Kieras et al., 97]. Am Beispiel von ACT-R (siehe Bild 3.2) sollen kurz typische Architek-
turmerkmale kognitiver Systeme dargestellt werden.
Aktivierungs-
ausbreitung
deklarativer
  Speicher
Arbeits-
speicher
ErkennenSpeicherung
Lernen
Umwelt
prozeduraler
  Speicher
Abruf
Wahrnehmung
Ausfuehren
Verhalten
ACT-R
Bild 3.2: Architektur des menschlichen kognitiven Apparates (in Anlehnung an [Anderson, 83],
S.19) als Petrinetz realisiert.
Das Wissen des Systems ist in Form von Fakten (deklarativ) und Regeln (prozedural) kodiert. Die
Produktionsregeln (Produktionen) haben einen Bedingungs- sowie einen Aktionsteil und werden
im Regelspeicher (prozeduraler Speicher) aufbewahrt. Die Fakten werden in Form von semanti-
schen Netzen strukturiert und im deklarativen Speicher abgelegt.
Die „äußere Welt“, d.h. den Zustand der wahrgenommenen Aufgabenumgebung, repräsentieren
Werte und Variablen im Arbeitsspeicher. Auf Basis von Produktionen erfolgt die Aktualisierung
der Zustände im Arbeitsspeicher oder ein Eingreifen in die Arbeitsumgebung (vgl. Bild 3.2). Der
Interpreter steuert die Verarbeitungsprozesse durch Verbindung der Regel- und Datenbasis. Es
kommt zur Ausbildung von mehrstufigen Verarbeitungszyklen, welche die Funktionsweise des
Produktionssystems charakterisieren.
Zusammenfassend können die Komponenten als Basiselemente einer kognitiven Architektur an-
gesehen werden:
• Langzeitspeicher als Wissensbasis,
• Arbeitsspeicher für aktuell aktives Wissen,
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• Verarbeitungsstruktur,
• Steuerungsmechanismus.
Wie aus der Architektur ersichtlich (vgl. auch Bild 3.2) wird der Repräsentation, dem Erwerb und
der Speicherung von Wissen eine zentrale Rolle zugeordnet. Der Wissenserwerb umfasst auch die
Entwicklung kognitiver Fertigkeiten [Card et al., 83].
Die vorgestellten kognitiven Architekturen bilden überwiegend den Bediener in elementaren la-
borbezogenen Aufgabensituationen ab. Sie können jedoch nicht den Anforderungen, welche die
Komplexität realer Arbeitssituationen an die Modellierung stellt, genügen.
In Bedienermodellen, eingebunden in ein Mensch-Maschine-Modell, steht stärker das mensch-
liche Verhalten innerhalb einer dynamischen komplexen Arbeitsumgebung im Mittelpunkt. Dies
umfasst eine fortlaufende zyklische Informationsverarbeitung. Ferner muss die Bearbeitung ver-
schiedener Aufgaben simultan koordiniert und organisiert werden. Es bedarf einer Steuerung der
Kognitionsprozesse, die über die Auswahl einer passenden Regel hinausgeht. Die Einführung ko-
gnitiver Ressourcen, die häufig mit einer Aufmerksamkeitsausrichtung in Verbindung gebracht
werden, ermöglicht die Beschreibung multipler Aufgabensituationen.
Interpretation
Perception
Planning
Execution
    Memory/
Knowledge Base
Allocation of
 Resourcesstimuli responsesHuman Model
Bild 3.3: Minimalmodell menschlicher Informationsverarbeitung in Anlehnung an [Cacciabue,
98]. Das Mensch-Modell unterteilt sich in Informationsverarbeitungsebene (schwarz),
Wissensbasis (grau) und Ressourcenzuweisung (hellgrau).
Cacciabue schlägt eine allgemeine kognitive Architektur vor, die besser den Anforderungen rea-
ler Arbeitssituationen genügen soll [Cacciabue, 98]. Auf der Grundlage dieser Betrachtungsweise
lassen sich drei grundlegende Komponenten für ein kognitives Modell unterscheiden (Bild 3.3):
• Informationsverarbeitungsebene,
• Wissensbasis,
• Ressourcenzuweisung.
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Die Informationsverarbeitungsebene umfasst alle mentalen Verarbeitungsprozesse. Die Wissens-
basis stellt das für die Informationsverarbeitung benötigte Wissen durch Aktivierung von Wissens-
schemata zur Verfügung. Die Ressourcenzuweisungsebene begrenzt die Menge der Informations-
verarbeitungsprozesse anhand der gestellten Ziele, aber auch in Abhängigkeit der Einflüsse aus der
Arbeitsumgebung.
3.2.2 Wissensrepräsentation und Gedächtnis
Die Informationsverarbeitung kognitiver Systeme ist an das Vorhandensein einer Struktur zur Spei-
cherung der Informationsinhalte gebunden. Im Folgenden sollen die statischen und die dynami-
schen Eigenschaften dieser Speicherungsstruktur diskutiert werden.
3.2.2.1 Statische Wissensstrukturen
Die Gedächtnisstrukturen können als Datenbanken aufgefasst werden, die Informationen für die
Prozessinstanzen des kognitiven Apparates bereithalten bzw. neugenerierte Informationen aufneh-
men [Strohschneider und Tisdale, 87]. Klassische Strukturen der Wissensrepräsentation im Bereich
der Kognitionswissenschaften sind Semantische Netze [Quillan, 68], Rahmen [Minsky, 75], Skrip-
te [Schank und Abelson, 77] und Regelsysteme [Anderson und Lebiere, 98], [Newell, 90].
Semantische Netze und Rahmen dienen zur Repräsentation von deklarativem Wissen. Semantische
Netze eignen sich dann zur Repräsentation von Wissen, wenn dieses verbalisierbar ist. Die grafi-
sche Darstellungsmöglichkeit unterstützt das Verständnis der Zusammenhänge zwischen den Wis-
sensstrukturen. Schematheoretische Ansätze, wie z.B. Rahmen, eignen sich zur Strukturierung von
Wissen in Anlehnung an die Objektorientierung. Die verallgemeinerte Darstellungsform, welche
durch die Definition abstrakter Datentypen sowie generischer Operationen möglich wird, unter-
stützt die modulare Beschreibung kognitiver Systeme [Opwis, 92]. Regelbasierte Repräsentations-
systeme ermöglichen die Darstellung von operativem bzw. prozeduralem Wissen. Die Regeln bzw.
Produktionen dienen zur Verarbeitung der statischen Wissensstrukturen. Die Beschreibung ko-
gnitiver Verarbeitungsprozesse erfordert die Berücksichtigung struktureller deklarativer wie auch
prozeduraler Aspekte.
Im Rahmen von Arbeiten zur Erklärung menschlichen Handelns in komplexen Situationen wur-
de ein kognitiv-emotional-motivationales System (PSI) entwickelt [Dörner, 96], [Schaub, 95]. Die
Organisation und hierarchische Strukturierung des Wissens soll nachfolgend am Beispiel der PSI-
Gedächtnisstruktur vorgestellt werden.
In frühen Ansätzen wurde das Wissen in der Form eines hierarchischen Tripelnetzwerkes struktu-
riert (Bild 3.4). Die so beschriebene Gedächtnisstruktur besteht aus den sensorischen, motorischen
und motivatorischen Teilnetzen. Das sensorische Netzwerk speichert Schemata und Bilder von
Sachverhalten, Situationen und Gegenständen. Derartige Objekte, als Knoten in der Netzstruktur
dargestellt, sind durch Teil-Ganzes- sowie raum-zeitliche Relationen unterschiedlicher Abstrakt-
heit miteinander verbunden. Dies ermöglicht zum einen die Differenzierung von Objekten in seine
Teile. Zum anderen können so Ereignisfolgen dargestellt werden.
Das motorische Netzwerk setzt sich aus komplexen Handlungen auf den höheren Abstraktionsebe-
nen zusammen, die auf den darunter liegenden Ebenen immer weiter zerlegt werden. Die unterste
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Motivatorische Hierarchie
Sensorische Hierarchie Motorische Hierarchie
Interner
Input
Externer
Input
Externer
Output
Bild 3.4: Gedächtnisstruktur als Tripelnetzwerk nach [Dörner et al., 88]. Die Elemente der Teilnet-
ze werden durch verschiedene Symbole repräsentiert. Die grauen Kreise repräsentieren
das motivatorische, die weißen Kreise das sensorische und die Rechtecke das motorische
Netzwerk. Die Pfeile deuten mögliche Verknüpfungen zwischen den Netzwerken an.
Abstraktionsebene repräsentiert einzelne Operationen. Durch die Hierarchie wird somit ein unter-
schiedlicher Auflösungsgrad der Aktionen beschrieben.
Das motivatorische Netzwerk enthält die potentiellen Mangelzustände des Systems. Die hierar-
chisch angeordneten Mangelzustände werden wiederum durch eine Teil-Ganzes-Relation mitein-
ander verbunden. Mangelzustände können als Sollwertabweichungen interpretiert werden. Die
Elemente der Teilnetze stehen in vielfältigen Beziehungen zueinander. In neueren Arbeiten wird
die motivatorische Struktur durch Bedarfsindikatoren dargestellt, die auf sensorische Schemata
zugreifen [Dörner, 02]. Derartige sensorische Schemata können als Zielvorstellungen interpretiert
werden.
In diesem Sinne sind auch die von [Johnson-Laird, 83] konzipierten mentalen Modelle zur Reprä-
sentation menschlichen Wissens zu sehen. Der Mensch baut interne mentale Modelle der äußeren
und inneren Realität auf. Die Struktur des mentalen Modells stellt eine Analogie zur Struktur des
korrespondierenden Sachverhalts dar. In Arbeiten von [De Kleer und Brown, 84] wird die Erstel-
lung von mentalen Modellen in Orientierung an den Methoden der qualitativen Physik vorgenom-
men. Der gedankliche Ansatz besteht in der Annahme, dass sich Menschen qualitativer Größen
zur Beschreibung physikalischer Sachverhalte bedienen, um Schlüsse über Funktionsweisen von
Systemen zu ziehen. So werden diese Sachverhalte auf der Basis kausaler kognitiver Prozesse
betrachtet. Dies umfasst die Zerlegung des physikalischen Systems in Komponenten, die durch
qualitative Zustände charakterisiert werden können, und die Beschreibung der funktionellen Ab-
hängigkeiten durch qualitative Relationen.
Durch Schlussfolgerungsprozesse werden die qualitativen Zustände ineinander überführt und so
das Verhalten des physikalischen Systems erschlossen. Das Gesamtsystem kann so durch Zustän-
de und Zustandsänderungen seiner Systemkomponenten in einem kausalen mentalen Modell be-
schrieben werden. Die formale Beschreibung erfolgt durch eine quasi-numerische Darstellung: die
Variablen werden qualitativ skaliert. In der Theorie von De Kleer und Brown kann die qualitative
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Variable drei verschiedene Werte annehmen:
(O) = normal, null oder Referenzwert,
(−) = negativer oder kleinerer Wert als Referenzwert,
(+) = positiver oder größerer Wert als Referenzwert.
In anderen Arbeiten erfolgt eine weitere Differenzierung der qualitativen Variablen [Cacciabue,
98]. Durch die Kombination von Wirkungen werden Schlüsse über das Verhalten gezogen. Wir-
ken beispielsweise zwei Variablen auf eine dritte und sind diese unabhängig voneinander, so wird
die Schlussfolgerung gezogen, dass wenn die eine Wirkung einen positiven Effekt und die andere
keinen negativen Effekt zeigt, die Gesamtwirkung positiv ist. Auf diese Art und Weise werden
mathematisch formale Gleichungen durch Prozesszustandsvariablen beschrieben [Cacciabue, 98].
Mit Hilfe der qualitativen Modellierung lassen sich dynamische komplexe Systeme und Prozes-
se sowie deren Abhängigkeiten untereinander beschreiben. Es besteht dabei eine enge Bindung
zwischen Zuständen und Änderungen. Da derartige Modelle vorwiegend im Bereich der künst-
lichen Intelligenz und in den Ingenieurwissenschaften Anwendung fanden, besteht jedoch noch
ein Bedarf an empirischer Überprüfung auf die Eignung für die Beschreibung menschlicher Wis-
sensrepräsentationen.
3.2.2.2 Dynamische Wissensrepräsentationen
Der Begriff des „mentalen Modells“ wurde bereits im vorherigen Abschnitt mit dem im Langzeit-
gedächtnis gespeicherten statischen Wissen assoziiert. In einer anderen Sichtweise passen sich die
als mentale Modelle bezeichneten Wissensstrukturen adaptiv einer dynamischen Umwelt an und
repräsentieren so das dynamische Wissen im Arbeitsspeicher. In diesem Sinne wurde der Begriff
des Situationsmodells von [Van Dijk und Kintsch, 83] eingeführt, der die dynamischen Änderun-
gen einer Situation erfasst. Hinter den Ansätzen steht der Gedanke die Gesamtheit der kognitiv
verfügbaren Objekte und deren Beziehungen zu einem bestimmten Zeitpunkt in einem Modell ab-
zubilden. So verbindet sich aktuell verwendetes Wissen aus dem Langzeitgedächtnis mit den aus
der Umwelt erfassten Daten und Informationen.
In Arbeiten von Endsley [Endsley, 95] wird der in der Luftfahrt geprägte Begriff Situations-
bewusstsein (Situation Awareness) mit dem Situationsmodell in Verbindung gebracht als ein men-
tales Modell der den Operateur umgebenden Welt. Zur Beschreibung von Situationsbewusstsein
werden die nachfolgenden drei Stufen unterschieden [Endsley, 95]:
1. Informationserfassung,
2. Situationsbewertung,
3. Projektion dieser Situation in die Zukunft.
Damit umfasst das Erklärungsmodell vorwiegend die Wahrnehmung und Antizipation von Situa-
tionen.
Das aktuell vorhandene Wissen über die Arbeitssituation muss jedoch mit den zu erreichenden
Zielen in Beziehung gesetzt werden, um aus der Einschätzung der Situation Konsequenzen für das
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weitere Handeln abzuleiten.
In der PSI-Theorie [Dörner, 01] wird das Absichtskonzept vorgestellt, welches das aktuell vor-
handene zeitlich veränderliche Wissen als eine Art innere Begleitung oder innere Kontrolle einer
Handlung beschreibt. Das Konzept bildet sich aus dem Vorhandensein von Problemen, d.h. aus
Abweichungen zwischen aktuellen System- und Zielzuständen, und führt zum aktiven Eingreifen
zur Behebung der Abweichungen. Es kann als das Bindeglied zwischen Wahrnehmen, Denken
und Handeln angesehen werden. Das Absichtskonzept repräsentiert Situationen der Vergangen-
heit, Gegenwart und Zukunft. Es beinhaltet auch die Pläne, wie das Ziel erreicht werden kann
und welche Kompetenz für die Erledigung einer Absicht vorliegt oder Gründe wozu das Ziel er-
reicht werden soll. Weitere Komponenten des Konstruktes können temporale Aspekte umfassen,
wie Erledigungstermine oder geschätzte Zeitspannen, die zur Absichtserledigung notwendig sind.
Zusammenfassend kann man sagen, Absichten organisieren das Verhalten auf ein Ziel hin.
Die vorgestellten Modelle (Situationsmodelle, Situationsbewusstsein, Absichtskonzept) repräsen-
tieren das zu einem Zeitpunkt aktive Wissen innerhalb der kognitiven Architektur und können als
das aktuelle Wissen im Arbeitsgedächtnis angesehen werden. In diesem Sinne repräsentiert das
Arbeitsgedächtnis den aktuell aktiven Teil des Langzeitgedächtnisses.
3.2.3 Informationsverarbeitungsprozesse
In [Card et al., 83] werden drei verschiedene Dimensionen kognitiven Verhaltens unterschieden:
• Aufgaben- bzw. Zieldimension,
• Verarbeitungsdimension,
• Fertigkeitsdimension.
Im Folgenden werden die grundlegenden Prozesse und das Ineinandergreifen der Dimensionen
anhand psychologischer und arbeitswissenschaftlicher Theorien diskutiert.
3.2.3.1 Ziele und Problemlösungsprozesse
Das menschliche Handeln ist auf das Erreichen von Zielen ausgerichtet. Ziele repräsentieren dabei
nicht nur erstrebenswerte Zustände, sondern auch Zustände, die es zu vermeiden gilt. Die Bedeu-
tung der Zielbildung zeigt sich in den Worten von Dörner ( [Dörner, 97], S.74):
„Eine wichtige Station beim Problemlösen und beim Planen des Handelns ist der Um-
gang mit Zielen. Ziele braucht man; an Zielen orientiert sich das Handeln. Wie soll
man über Maßnahmen nachdenken oder sich entscheiden, wenn nicht aufgrund von
Zielen? Ziele sind gewissermaßen die Leuchtfeuer für das Handeln; sie geben ihm die
Richtung. 
Darin zeigt sich auch die Notwendigkeit der Zielbildung für das Handeln und Problemlösen. Die
Fähigkeit des Problemlösens ist für Analyse und Steuerung von komplexen technischen Prozessen
von zentraler Bedeutung. Nach [Dörner, 87] ist ein Problem durch die folgenden Eigenschaften
gekennzeichnet:
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• Unerwünschter Ausgangszustand,
• Erwünschter Zielzustand,
• Eine Barriere zwischen den beiden Zuständen.
Die Barriere verhindert momentan den Übergang vom Ausgangszustand zum Zielzustand. Dör-
ner [Dörner, 87] klassifiziert Probleme nach dem Vorliegen verschiedener Barrieretypen (Tabelle
3.1).
Tabelle 3.1: Eigenschaften der Barrieretypen.
Interpolationsproblem Syntheseproblem Dialektisches Problem
Ausgangs- und Zielzustand
bekannt
Ausgangs- und Zielzustand
bekannt
Ausgangszustand bekannt,
Zielzustand unbekannt
Bekannte Operatoren Unbekannte Einzeloperato-
ren
Bekannte Operatoren
Lösung durch Suche nach
der ‚richtigen‘ Kombination
Finden geeigneter Operato-
ren
Entwurf und Überprüfung
von Zielzuständen
Hochgeübte Operateure, wie Lotsen und Piloten, sehen sich vorwiegend Interpolationsproblemen
ausgesetzt, denen sie mit Vorwärtssuche, d.h. vom Ausgangszustand her suchend, begegnen. Pro-
blemlösen ist in dieser Sichtweise das Finden eines Pfades im Problemraum vom Ausgangszustand
zum Zielzustand. Der Problemraum ist nach ( [Card et al., 83], S. 364) durch Wissenszustände und
Operatoren zur Umwandlung von Zuständen definiert. Graphisch dargestellt sind die Wissenszu-
stände die Knoten und die Operatoren die Verbindungen zwischen den Knoten, welche als Kanten
bezeichnet werden können. Durch hierarchische Strukturierung des Problemraums ist die Betrach-
tung eines Problems auf verschiedenen Abstraktionsebenen möglich. Der Problemlösungsvorgang
ist gekennzeichnet durch einen Denkvorgang als Abfolge unterscheidbarer geistiger Operatoren
zur Umwandlung von Informationen bzw. zur Bildung von Hypothesen. Die Teilprozesse sind
nicht willkürlich aneinandergereiht. Einem Veränderungsprozess folgt bevorzugt ein Prüfprozess.
Die Konstruktionsverfahren zur Generierung von Problemlösungsmethoden werden als Heurismen
(Findeverfahren) bezeichnet.
Erste Modelle zur Beschreibung des Problemlösungsverhaltens gehen auf die Arbeiten von [Mil-
ler et al., 60] zurück. Die TOTE-Einheit (‚Test-Operate-Test-Exit‘) stellt die kleinste Einheit des
Problemlösens dar. Die Beschreibung entspricht einem einfachen Regelkreis. Es greifen zwei Ope-
rationen ineinander. Die eine Operation überprüft das Erreichen des Zielzustandes durch Vergleich
mit dem aktuellen Zustand. Die zweite Operation verändert den aktuellen Zustand. Durch Rück-
kopplung der Operationen erfolgt ein zyklischer Ablauf bis Ist- und Sollwert übereinstimmen. Die
TOTE-Einheit beschreibt einen vorwärtsgerichteten Suchvorgang nach der Strategie „Versuch und
Irrtum“.
Eine Erweiterung des vorgestellten Ansatzes stellt die Mittel-Ziel-Analyse dar ( [Newell und Si-
mon, 72]). Sie besteht im wesentlichen aus drei rekursiv ineinander greifenden TOTE-Einheiten
zur:
• Transformation,
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• Reduktion,
• Operatorausführung.
Die erste Einheit umfasst den Vergleich des aktuellen Zustandes mit dem Zielzustand und führt
zur Feststellung einer Menge von Unterschieden. Die Zweite sucht einen Operator mit dem Ziel
der größtmöglichen Reduzierung der Unterschiede und die Dritte überprüft den Operator auf seine
Anwendbarkeit und führt bei Eignung den Operator aus [Dörner, 87].
Wie in [Rasmussen, 86] vorgestellt kann die Ziel-Mittel-Analyse auf verschiedenen Betrachtungs-
ebenen erfolgen. Diese Abstraktionshierarchie umfasst fünf Ebenen, die nach der mentalen Re-
präsentation der Systemeigenschaften unterschieden werden und damit verschiedene Grade der
Verständnistiefe eines Systems reflektieren. Die Ebenen werden nach Rasmussen folgendermaßen
unterschieden [Rasmussen, 86]:
1. Funktionaler Zweck,
2. Abstrakte Funktion,
3. Verallgemeinerte Funktion,
4. Physikalische Funktion,
5. Physikalische Form.
Der Mensch kann sich auf den verschiedenen Abstraktionsebenen gedanklich mit dem technischen
System auseinandersetzen und zwischen den Ebenen hin- und herbewegen [Johannsen, 93].
Die beschriebene Struktur ermöglicht eine Bearbeitung verschiedener Teilziele. Jedoch erfolgt die
Verarbeitung nach einer festgelegten Reihenfolge, wobei immer nur ein aktuelles Ziel bearbeitet
wird. Die parallele Verfolgung von Zielen und ein Zielwechsel vor der Erreichung des aktuellen
Ziels ist nicht möglich.
Die experimentellen Studien in [Dörner et al., 83] verweisen auf die Notwendigkeit der Teilziel-
bildung auf der Grundlage von Komponenten- und Abhängigkeitsanalysen. Die Strukturierung in
hierarchische Zielbäume veranschaulicht Zusammenhänge zwischen Teilzielen. Probleme können
auf einfachere Teilprobleme zurückgeführt werden. Da die Teilziele explizit zur Verfügung ste-
hen, besteht die Möglichkeit verschiedene Ziele gleichzeitig zu verfolgen. Gleichzeitig bedeutet
es, dass ein aktuell bearbeitetes Ziel bei Bedarf vorübergehend gegen ein anderes ausgetauscht
werden kann. Dieser Bedarf ergibt sich aus der Dynamik der Problemsituation [Dörner et al., 83].
3.2.3.2 Wahrnehmung und Handlungsregulierung
Nachdem im vorherigen Abschnitt das Problemlösen als produzierender Verarbeitungsprozess vor-
gestellt wurde, soll nun das Augenmerk auf reproduzierende Prozesse gelegt werden. Im Bereich
der Arbeitswissenschaften wird dabei normalerweise von Kontroll- und Entscheidungstätigkeiten
gesprochen [Johannsen, 93]. Im Unterschied zum Problemlösen sind die Operationen und Proze-
duren direkt aus dem Gedächtnis abrufbar.
Im Kern der Betrachtungen steht dabei das Handeln. Handlungen werden durch die Absicht ein
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Ziel zu erreichen ausgelöst. Der Prozess der Handlungsregulierung kann in folgende Phasen unter-
teilt werden:
1. Richten: Stellen bzw. Übernehmen der Aufgabe,
2. Orientieren: Ausgangsbedingungen untersuchen, Zielvorstellungen entwickeln,
3. Entscheidung: Auswahl aus Vorgehensvarianten,
4. Kontrolle: Handlungsvollzug, dabei Vergleich erreichter Ist-Zustand mit als Ziel gespeicher-
tem Sollzustand.
Handlungen setzen sich aus Aktionsschemata zusammen und schließen motorische, aber auch
sensorische Prozesse ein. Ein Aktionsschema nach [Dörner, 01] ist eine sensorisch-motorisch-
sensorische Einheit bestehend aus einem Bedingungs-, Effektor- und Erwartungsschema (Bild
3.5).
Wahrnehmung
Muster
Aktion
Objekt Bedingung
Manipulation
ErwartungA B
Bild 3.5: Beziehung zwischen Wahrnehmungsschema (A) und Aktionsschemata (B).
Das bedeutendste Modell zur Handlungsregulierung im Bereich der Arbeitswissenschaften wurde
von Rasmussen entwickelt. Durch die Beschreibung menschlichen Handelns in Form von Infor-
mationsverarbeitungsprozessen wurde eine schematische Darstellung in Form einer Leiterstruktur
entwickelt [Rasmussen, 76], woraus die Dreiebenenstruktur der Handlungsregulierung, auch als
SRK (skill-, rule-, knowledge-based)-Modell bezeichnet, abgeleitet wurde [Rasmussen, 83], [Ras-
mussen, 86]. Die so genannte Rasmussenleiter berücksichtigt dabei eine Menge von Zuständen
des Wissens im Entscheidungsprozess. Die Zustände sind durch eine Menge von Informations-
verarbeitungsprozessen verbunden. Die Anordnung ist gekennzeichnet durch eine aufsteigende
Prozessfolge, welche die wissensbasierte Analyse beschreibt. Sie beginnt mit der Aktivierung ei-
nes Handlungsbedarfs und geht über in die Beobachtung der Information und Daten. Es folgt die
Identizierung des gegenwärtigen Zustandes. Dem handlungshierarchischen Aufstieg der Leiter
folgend schließt sich ein Überwachungs- bzw. Kontrollzyklus mit den Verarbeitungsstufen Inter-
pretieren und Bewerten in Form einer Mittel-Ziel-Struktur an (vgl. Abschnitt 3.2.3.1, S.35), welche
der wissensbasierten Regulierungsebene zugeordnet wird.
Der Abstieg, als wissensbasierte Planung, erfolgt über die Prozessfolge Denieren der Aufgabe,
Formulieren des Vorgehens bis hin zu Ausführen der Manipulationen.
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Durch das Zwischenschalten von Zuständen des Wissens können jeweils die Ergebnisse der Infor-
mationsverarbeitungsprozesse explizit gemacht werden. Menschliches Handeln ist durch Erlangen
von Kenntnissen und Erfahrungen einem stetigen Wandel ausgesetzt. Diese Veränderungen im
Verarbeitungsprozess werden in der Rasmussenleiter durch Abkürzungen veranschaulicht (Bild
3.6). Es wird zwischen regelbasierten Abkürzungen und assoziativen Wissensverknüpfungen un-
terschieden. Die Handlungsfolgen, die aufgrund dieser herausgebildeten Verbindungen die Mittel-
Ziel-Struktur nicht durchlaufen müssen, werden der regelbasierten Regulierungsebene zugeordnet.
Die Abkürzung auf der untersten Ebene der Leiter zwischen Aktivierung und Ausführen, in [Jo-
hannsen, 93] durch Auslösen der voreingestellten Antwort beschrieben, wird als fertigkeitsbasierte
Ebene bezeichnet. Gemeint sind damit die sensomotorischen Fertigkeiten. Auf dieser Grundlage
kann bei der Ausführung von Handlungen die kognitive Inanspruchnahme differenziert dargestellt
werden.
System
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TaskSet of
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Target
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Interpretation
Task
DefinitionIdentification
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goal
Activation
Alert
Execution
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Bild 3.6: Das Leitermodell und die Ableitung der Ebenen der Handlungsregulierung (nach [Ras-
mussen, 86]).
Ebenenmodelle ermöglichen die Abbildung von Handlungen auf verschiedenen Abstraktions- und
Komplexitätsebenen. Die Regulierung erfolgt sequenziell und zyklisch. Die hierarchische Struktu-
rierung in Ebenen ist gekennzeichnet durch Determiniertheit der untergeordneten durch die über-
geordnete Ebene. Teilhandlungen werden auf untergeordnete Regulierungsebenen delegiert. Die
Rückwirkung der Handlungen ist heterarchisch geprägt.
Die dargestellten Ausführungen zur Handlungsregulierung zeigen die enge Bindung an die Wahr-
nehmung. Nach [Neisser, 74] lassen sich zwei Prozesse bei der Wahrnehmung unterscheiden. Es
39
3 Methoden der kognitiven Modellierung
werden reizgesteuerte bottom-up Prozesse und schemageleitete top-down Prozesse differenziert.
Der zweite Prozess wird von dem sensorischen Erwartungsschema geprägt (Bild 3.5).
3.2.4 Kognitive Ressourcen und verteilte Verarbeitungsstrukturen
Die menschliche Informationsverarbeitung unterliegt strukturellen Beschränkungen, die sich vor
allem im seriellen Ablauf einer Vielzahl kognitiver Prozesse äußern. Aus dieser Begrenzung der
Verarbeitungsleistung ergibt sich je nach Perspektive die „selektive Aufmerksamkeit“ oder die
„beschränkte Verarbeitungskapazität“ des kognitiven Systems. Die Aufmerksamkeit wird dabei
als kognitive Ressource betrachtet [Kahneman, 73].
Ein Zitat von Anderson beschreibt den Zusammenhang zwischen Aufmerksamkeit und Informati-
onsverarbeitung ( [Anderson, 01], S.105):
„Das Gehirn besteht aus einer Reihe von parallel verarbeitenden Systemen, die zu-
ständig sind für die verschiedenen perzeptuellen Systeme, motorischen Systeme und
zentrale Kognition. Jedes dieser parallelen Systeme wird durch einen Flaschenhals
eingeschränkt, wodurch es seine Verarbeitung auf einen einzelnen Sachverhalt fokus-
sieren muss. Aufmerksamkeit begreift man am besten als einen Prozess, durch den
jedes dieser Systeme den möglicherweise konkurrierenden Anforderungen der Infor-
mationsverarbeitung zugeordnet wird. Die Höhe der Interferenzen zwischen Aufgaben
ist eine Funktion der Überlappung der Anforderungen, die diese Aufgabe an dasselbe
System richten.“
Für die Informationsverarbeitung des Menschen wird als maßgeblicher Aspekt herausgestellt, wie
parallele und serielle Prozesse (Flaschenhals) zusammenwirken. Ein zentrales Problem liegt aber
in der experimentellen Erfassung der parallelen Prozesse, um somit psychologische Theorien zu
begründen.
3.2.4.1 Ressourcenmodelle und der Erwerb kognitiver Fertigkeiten
Die psychologische Theoriebildung ist häufig auf die Entwicklung von Erklärungsmodellen aus-
gerichtet. In Arbeiten von [Shiffrin und Schneider, 77] werden zwei Kategorien von Prozessen un-
terschieden. Kontrollierte Prozesse erfordern Bewusstsein und gebrauchen Ressourcen. Sie laufen
seriell ab und sind relativ zeitaufwendig, d.h. sie sind maßgeblich für den zeitlichen Ablauf der In-
formationsverarbeitung. Kontrollierte Prozesse treten dann auf, wenn neue, ungeübte und schwie-
rige Aufgaben abgearbeitet werden. Im Gegensatz dazu kommen automatische Prozesse außerhalb
des Bewusstseins vor, können jedoch auch als bewusste Prozesse ablaufen. Automatische Prozesse
laufen parallel ab und sind relativ schnell, d.h. sie sind in einer vereinfachten Betrachtungsweise
nur unwesentlich für den zeitlichen Verlauf des gesamtheitlichen Informationsverarbeitungspro-
zesses von Bedeutung. Diese Prozesse bilden bekannte, viel geübte und leichte Aufgaben der In-
formationsverarbeitung ab. Durch Übung, Routine und konsequentes Vorgehen können kontrol-
lierte Prozesse automatisiert werden. In anderen Erklärungsmodellen der Arbeitswissenschaften
wird auch zwischen bewusstseinspflichtigen, bewusstseinsfähigen und nicht bewusstseinsfähigen
Prozessen unterschieden [Luczak, 98].
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Alle kognitiven Architekturen setzen sich mit dieser Problematik nicht abschließend auseinander.
So gibt es entweder Architekturen, die die Ziele in statischer Reihenfolge seriell abarbeiten oder
Architekturen die überhaupt keine Ressourcenbeschränkungen vorsehen.
Der Haupteinwand gegenüber zentralisierten kognitiven Architekturen, die interpretergesteuert
sind, liegt darin, dass nur die bewusste, aufmerksame Kontrolle einer zentralen Steuerung un-
terliegt, es daneben aber auch zahlreiche teilautonome Subsysteme gibt [Görz et al., 03]. Damit
wird nur von einer rein kontrollierten Verarbeitung ausgegangen, in der keine Dringlichkeit der
mentalen Operationen berücksichtigt wird, wie sie sich in dynamischen Situationen durch die Ver-
folgung mehrerer Ziele darstellt [Wallach, 98].
Im Abschnitt 3.2.3.2 wurden Ebenenmodelle der Handlungsregulierung vorgestellt, die sich durch
den Erwerb kognitiver Fertigkeiten herausbilden (regelbasierte Abkürzungen und assoziative Ver-
knüpfungen). Dies führt zur Reduzierung der kognitiven Beanspruchung. In der Betrachtung der
kognitiven Architektur als Ressourcen-Modell bedeutet die Delegation von Verarbeitungsprozes-
sen auf hierarchisch tiefer gelegene Regulierungsebenen eine Reduzierung des Ressourcenbedarfs
auf der höher gelegenen Ebene (vgl. Abschnitt 3.2.4).
In Produktionssystemen, wie z.B. ACT [Anderson und Lebiere, 98], wurden verschiedene Pro-
zesse implementiert, die den Erwerb kognitiver Fertigkeiten berücksichtigen. Man unterscheidet
dabei zwischen Verkettung und Prozeduralisierung [Keller, 00].
Verkettung tritt dann auf, wenn Produktionen in einer festen Sequenz abgearbeitet werden. Die
Sequenz wird zu einer Produktion zusammengefasst, die den Effekt der gesamten Produktion ver-
körpert. Die Produktionen der Sequenz müssen durch eine gemeinsame Zielsetzung miteinander
verbunden sein. Die zusammengesetzte Produktion enthält in ihrem Bedingungsteil alle Bedingun-
gen der einzelnen Produktionen. Die Teilergebnisse, die bei der Ausführung der einzelnen in der
Sequenz zusammengefassten Produktionen vorlagen, finden keine Berücksichtigung mehr.
Durch die Prozeduralisierung werden spezielle Produktionen erzeugt. Das deklarative Wissen wird
direkt den Produktionen zugeordnet. Somit wird jedoch die allgemeine Anwendbarkeit der Produk-
tion eingeschränkt, aber die Entwicklung größerer spezifischer Produktionen unterstützt.
3.2.4.2 Verteilte Verarbeitungsstrukturen
Mit der Bestrebung, sich an der parallelen und verteilten Arbeitsweise des menschlichen Ge-
hirns zu orientieren, haben konnektionistische Modelle zur Beschreibung psychischer Prozesse
zunehmend an Bedeutung gewonnen. Als Beispiel dafür lassen sich Arbeiten von Grossberg an-
führen [Grossberg, 82]. Konnektionistische Ansätze berücksichtigen im höheren Maße die bei
der menschlichen Informationsverarbeitung ablaufenden biologischen Prozesse durch Anwendung
von neuronalen Netzen. Sie nähern sich damit im Gegensatz zur Symbolverarbeitung, der z.B. Pro-
duktionssysteme zugeordnet werden können, von der subsymbolischen Ebene an die psychischen
Verarbeitungsprozesse an. Aufgrund der Struktur sind konnektionistische Systeme durch eine Rei-
he von spezifischen inhärenten Eigenschaften gekennzeichnet, die gegensätzlich zu Symbolverar-
beitungssystemen sind.
Die Arbeitsweise konnektionistischer Netze lässt einen gewissen Grad an Fehlertoleranz zu [Ru-
melhart und McClelland, 86]. Ein konnektionistisches Netzwerk bricht bei fehlerhaften Eingaben
nicht einfach ab, sondern erzeugt eine Ausgabe, die in Beziehung zur Eingabe steht. Ein grundle-
gender Unterschied zu den meisten anderen psychologischen Modellen liegt in der Repräsentation
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von Wissen. Anders als bei Produktionssystemen, Rahmen oder Semantischen Netzen, steckt das
Wissen in den Aktivitätsmustern des Netzes. Somit ist das Wissen nicht lokal gespeichert, sondern
im gesamten Netz verteilt. Es wird auch die für andere kognitive Modelle typische Unterscheidung
in deklarative und prozedurale Strukturen aufgehoben. Ein Vorteil neuronaler Netze zur Abbildung
psychischer Prozesse liegt auch darin, dass die Aktivierungsausbreitung und Lern- sowie Gedächt-
nisprozesse implizit Bestandteile des Netzwerkes sind und nicht nachträglich eingebaut werden
müssen. Aus diesen Vorteilen können sich jedoch anwendungsspezifisch auch Nachteile entwi-
ckeln, weil sich dadurch die funktionelle Dekomposition als deutlich schwieriger erweist, da die
Einzelelemente erst durch ihre Verknüpfung bedeutungstragend werden [Görz et al., 03]. Dieses
Problem stellt sich vor allem, wenn das Wissen explizit zur Verfügung stehen soll. Als weiteres
Problem wird eine fehlende Transparenz der Netzinhalte angeführt. So ist es schwierig bestimm-
ten theoretischen Konstrukten Aktivierungsmuster zuzuordnen. Somit ist nur das Ein-Ausgabever-
halten auf theoretische Begriffe zu beziehen [Schaub, 95].
Einen Weg, den Vorteil einer grafischen Netzdarstellung zur Beschreibung verteilter Verarbei-
tungsstrukturen auszunutzen, ohne den Nachteil impliziter Wissensrepräsentation neuronaler Net-
ze zu haben, ermöglicht die Verwendung von Petrinetzen. In einem Modell zur Beschreibung des
Pilotenverhaltens werden Handlungsfolgen unter Verwendung einer expliziten Wissensbasis (Pi-
lotenwissen, z.B. aus Handbüchern und Luftverkehrsregeln) als ereignisgesteuerte nebenläufige
Prozesse abgebildet [Ruckdeschel und Onken, 93]. Dafür erweisen sich Petrinetze als geeignetes
Beschreibungswerkzeug. Die Beschreibung des Verhaltens erfolgt in Form von Flussfolgen, die
jedoch nicht an eine kognitive Architektur gebunden sind. Es wird jedoch eine Erweiterung des
Modells vorgeschlagen, die die Begrenztheit der Pilotenressourcen (Pilotenbelastung) berücksich-
tigt. Durch die Verwendung Farbiger Petrinetze und der damit verbundenen kompakteren Darstel-
lungsform ließe sich so eine kognitive Architektur entwickeln.
In Arbeiten von Levis finden Farbige Petrinetze zur Modellierung verteilter Verarbeitungsstruk-
turen Anwendung ( [Weingaertner und Levis, 89], [Perdu und Levis, 91 ]). In einer ganzheitli-
chen Betrachtungsweise des Mensch-Maschine-Systems werden Menschen wie auch Maschinen
als Agenten betrachtet, die gemeinschaftlich Aufgaben ausführen. Ein Ziel der Modellanalyse ist
die Beschreibung von im Team arbeitenden Operateuren (Bild 3.7). Als Leistungsmaße wurden
dabei Genauigkeit, Antwortzeit und Zeitangemessenheit herangezogen.
Das von Hollnagel [Hollnagel, 93] entwickelte Contextual Control Model (COCOM), als quanti-
tatives Modell, beinhaltet eine Ausrichtung auf die zentralen Prinzipien der Kontrolle und Regu-
lierung unter Berücksichtigung von menschlichen Kapazitäten und Ressourcen. In diesem Sinne
nimmt Hollnagel bei der Entwicklung der kognitiven Modellarchitektur eine Dekomposition in
Kontrollmodell und Kompetenzmodell vor. Das Kompetenzmodell enthält die kognitiven Basis-
funktionen der Informationsverarbeitung (Informationsverarbeitungsebene). Die Menge von Ver-
arbeitungsmöglichkeiten wird präsentiert durch die vorhandenen Verarbeitungsschemata (Wis-
sensbasis) und kann sich, z.B. durch Training oder Lernen, erweitern oder verringern. Durch In-
teraktion (Reflexion und Steuerung) mit dem Kontrollmodell bilden sich Handlungssequenzen,
welche durch den Grad der Kontrolle beschrieben und charakterisiert werden können. Obwohl
der Grad der Kontrolle als Kontinuum angesehen wird, erfolgt eine Unterteilung in vier verschie-
dene Kontrollmodi, strategische Kontrolle, taktische Kontrolle, angepasste Kontrolle und diffuse
Kontrolle, um so kognitive Anforderungsprofile für Operateure in Mensch-Maschine-Systemen zu
erstellen. Eine Unterscheidung der Modi erfolgt beispielsweise nach Bestimmtheit der kognitiven
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Bild 3.7: Modellierung des Entscheidungsprozesses bei der Zusammen-
arbeit von zwei Operateuren DM1,DM2 (vgl. [Lu und Levis,
91]).
Verarbeitung, Einschätzung der zur Ausführung notwendigen Zeit, Menge berücksichtigter Ziele,
Vorhandensein eines Plans und Bewertung des Ereignishorizonts. Situationsabhängig kommt es zu
Übergängen zwischen den Modi.
3.3 Zusammenfassung
Abschließend sollen im Sinne einer Vereinheitlichung kognitiver Architekturen dafür notwendi-
ge Komponenten und deren Eigenschaften zusammengestellt werden. Die Koordination und Or-
ganisation zielgeführter Handlungen in Mehraufgabensituationen, die explizite Darstellung der
Prozesse menschlicher Informationsverarbeitung durch Zerlegung in kognitive Verarbeitungspro-
zesse und die Berücksichtigung der Beschränktheit menschlicher Ressourcen stellen die zentralen
Aspekte dar, die bei der Konzipierung eines kognitiven Modells berücksichtigt werden müssen.
Zur Beschreibung der Veränderbarkeit kognitiver Prozesse muss eine Zerlegung dieser in Elemen-
tarprozesse der Informationsverarbeitung erfolgen. Ein Bezug zu arbeitswissenschaftlichen Struk-
turierungsansätzen, wie sie typischerweise in kognitiven Arbeitsanalysen erhoben werden, ist zu
favorisieren, da somit auf einen umfangreichen Erfahrungsschatz an explizitem Expertenwissen
zurückgegriffen werden kann.
Den Prozessen der Informationsverarbeitung müssen Wissensstrukturen zugeordnet werden auf
deren Grundlage die Informationsverarbeitung ausgeführt werden kann. Um Aussagen über Wis-
senszustände des kognitiven Modells machen zu können, sollte das Wissen explizit zur Verfügung
stehen. Ein Arbeitsgedächtnis dient als Speicher des aktuellen Wissens über die Arbeitsumgebung,
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welches mit den Zielen und den beabsichtigten Systemzuständen in Verbindung steht (Tabelle 3.2).
Tabelle 3.2: Zu berücksichtigende Komponenten einer allgemeinen kognitiven Architektur und
ihre Eigenschaften.
Informationsverarbeitung
Verarbeitungstyp Verarbeitungstiefe Verarbeitungsleistung
Wahrnehmung, Interpretation, wissens-, regel-, niedrig (kontrolliert),
Planung, Ausführung fertigkeitsbasiert hoch (automatisch)
Speicher
Speichertyp Speicherinhalte Speicherorganisation
Wissensspeicher, Ziel-, Systemzustände, hierarchisch, vernetzt
Langzeitgedächtnis Prozeduren, Fakten
Arbeitsspeicher, Motive, Absichten, temporal, kausal
Arbeitsgedächtnis Situationen
Ressourcen
Ressourcentyp Einfluss auf Verarbeitung
Aufmerksamkeitsressource Beschränkung der Verarbeitungsmenge
Verarbeitungsressource Beschränkung der Verarbeitungsgeschwindigkeit
Die Auffassung des kognitiven Modells als Ressourcenmodell dient zur Erfassung der Beschrän-
kungen in der Verarbeitungsleistung. Nur so sind die Grenzen bzw. Leistungsschwankungen bei
der Bewältigung von Mehraufgabensituationen beschreibbar. Als zentraler Aspekt menschlichen
Handelns ist sein motivatorisches Vorgehen zu sehen. Zudem müssen fertigkeitsabhängige Diffe-
renzierungen bei der Ausübung einer Tätigkeit und deren Folgen für die Erledigung der Arbeits-
aufgaben abgebildet werden. Als Ressourcen sind die Aufmerksamkeit und die Verarbeitungszeit
zu berücksichtigen (Tabelle 3.2). Die Aufmerksamkeit berücksichtigt die Fokussierung der ko-
gnitiven Verarbeitungsressourcen auf eine bestimmte Tätigkeit. Die Verarbeitungszeit erfasst die
zeitliche Bindung der kognitiven Ressourcen an einen bestimmten Prozess. Durch das Binden
und Freigeben der kognitiven Ressourcen ist eine fortlaufende zielgetriebene Überwachung der
Arbeitsumgebung gewährleistet, die somit bottom-up wie auch top-down Prozesse der Informati-
onsverarbeitung berücksichtigt.
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Die kognitive Modellierung aus der Sicht der psychologischen Grundlagenforschung und Theori-
enbildung nimmt vorwiegend Bezug auf die im Labor erforschten Aufgabensituationen. Die Be-
trachtung sich dynamisch verändernder Situationen tritt dabei in den Hindergrund. Die entwickel-
ten Konzepte umfassen häufig eher statische Aufgaben des Problemlösens und Denkens auf der
Grundlage hierarchischer Zielstrukturen.
Im Gegensatz dazu berücksichtigen die Bedienermodelle aus dem Bereich der Ingenieurswissen-
schaften eher die Dynamik der Arbeitssituation. Das menschliche Verhalten wird dabei häufig auf
reaktive Tätigkeiten reduziert. Ziel der vorliegenden Arbeit ist die Vereinigung der beiden Ansätze.
In diesem Kapitel wird ein formales kognitives Ressourcen (FCR)-Modell auf der Grundlage gra-
fischer und formaler Beschreibungsstrukturen Farbiger Petrinetze entworfen. Zunächst wird der
konzeptionelle Modellansatz vorgestellt. Es schließt sich die Modellformulierung an, welche die
Komponenten der kognitiven Architektur vorstellt. Zum Abschluss wird die Formalisierung und
Überführung in eine Petrinetzstruktur beschrieben.
4.1 Konzeptioneller Modellansatz
Betrachtet man kognitive Systeme als Informationsverarbeitungsstrukturen, wie sie in klassischen
Ansätzen der kognitiven Modellierung typisch sind, so setzen diese sich aus der Verarbeitungs-
struktur, dem Wissensspeicher und dem Steuermechanismus zusammen.
Der hier vorgestellte Ansatz lässt als zentralen Aspekt den motivatorischen Charakter menschli-
chen Handelns in das FCR-Modell einfließen. Parallel dazu findet die Beschränktheit menschlicher
Informationsverarbeitung im vorgestellten Modell Berücksichtigung.
Die Komponenten der kognitiven Architektur sollen unter der Verwendung der Methoden der Sys-
temtheorie beschrieben werden.
4.1.1 Beschreibung der Informationsverarbeitung durch ein Ressourcenmodell
Die Informationsverarbeitung, als zentrale Komponente, erfasst die kognitiven Funktionen, als
Verarbeitungsprozesse des kognitiven Apparates. Sie wird daraus resultierend durch formale Pro-
zesse, also durch Algorithmen beschrieben, die auf mentalen Repräsentationen operieren. Die men-
talen Repräsentationen, als Kenntnis des Operateurs über seine Arbeitsumgebung, sind in der Wis-
sensbasis gespeichert.
Zur Bearbeitung einer speziellen Aufgabe muss das dafür relevante Wissen aus der Wissensbasis
aktiviert werden. Durch Verarbeitung der wahrgenommenen Informationen (extern) mit den akti-
ven Repräsentationen der Wissensbasis (intern) wird ein Abbild der gegenwärtigen Situation im
Arbeitsspeicher aufgebaut.
Die Steuerung der Verarbeitungsprozesse erfolgt durch Zuweisung von kognitiven Ressourcen. Die
dadurch realisierte Begrenzung der Verarbeitungsleistung ergibt je nach Perspektive die „selektive
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Aufmerksamkeit“ oder die „beschränkte Verarbeitungskapazität“ des kognitiven Systems.
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Bild 4.1: Komponenten der kognitiven Architektur.
Auf der Grundlage dieser Betrachtungsweise lassen sich vier grundlegende Komponenten für ein
kognitives Modell ableiten (Bild 4.1):
• Wissensbasis,
• Informationsverarbeitung,
• Arbeitsspeicher,
• Ressourcenzuweisung.
Tabelle 4.1: Überführung der Komponenten des kognitiven Systems in die formale Darstellung
von Ressourcenmodellen und deren Repräsentation als Farbiges Petrinetz.
Elemente des kognitiven Systems Beschreibungselement
im Modell
Darstellung im Petri-
netz
Informationsverarbeitung Prozess Transition
Wissenselemente (Situationsbilder,
Fakten, Regeln)
Prozessobjekt Attributierte Marke
Gedächtnis (Arbeits-, Langzeit-) Objektspeicher Platz
Steuermechanismus Prozess Transition
kognitive Ressource Ressource Marke
Die Tabelle 4.1 stellt die Beziehung zwischen den identifizierten Komponenten des kognitiven
Modells und den systemtheoretischen Beschreibungselementen für den Modellentwurf her. Die
Informationsverarbeitungs- wie auch die Steuer- oder Zuweisungsmechanismen werden als Pro-
zesse repräsentiert. Das Arbeits- wie auch das Langzeitgedächtnis sind die Speicherstrukturen des
Systems. Dem entsprechend sind die Speicherinhalte, als Wissenselemente bezeichnet, die Prozes-
sobjekte in der Modellbeschreibung. Die Beschränkungen der Informationsverarbeitung, typischer
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Weise anhand von Ressourcen beschrieben, finden durch die kognitiven Ressourcen Berücksichti-
gung.
Die Verwendung Farbiger Petrinetze zur Beschreibung des kognitiven Systems liefert neben der
formalen Analysierbarkeit, als die herausragende Eigenschaft der Petrinetze, auch aufgrund der
grafischen Darstellung einen direkten Zusammenhang zwischen den Modellelementen und den zu
modellierenden Komponenten (Tabelle 4.1). Dabei lassen sich den Komponenten des kognitiven
Systems direkt Beschreibungselemente der Petrinetze zuordnen. Die grafische Darstellungsmög-
lichkeit der Petrinetze unterstützt zudem maßgeblich das Verständnis der ablaufenden Prozesse
sowie die Art und Weise des Ineinandergreifens der Systemkomponenten (Bild 4.2). Die Eigen-
schaften der Elemente des kognitiven Systems spiegeln sich daher inhärent in der Petrinetzstruktur
wider.
Ressourcen-
zuweisung
Wissens-
  basis
Arbeits-
speicher
Informations
verarbeitung
AktivierungSteuerung
Situations-
    bild
Fakten kognitive 
Ressource Regeln
Arbeitsumgebung
KOGNITIVES
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Bild 4.2: Korrespondenz zwischen den Komponenten der kognitiven Systeme und den
formalen Beschreibungselementen der Farbigen Petrinetze.
Zur Veranschaulichung der Korrespondenz zwischen den Komponenten der kognitiven Architektur
und den Elementen der Farbigen Petrinetze werden im weiteren Verlauf die attributierten Marken
durch grau gefärbte Ellipsen dargestellt. Die farblosen Ellipsen repräsentieren die Plätze. Die Tran-
sitionen werden als Rechtecke abgebildet.
4.1.2 Organisation der Handlungsregulierung durch ein Schichtenmodell
In Abschnitt 2.1.1.1 wird ein Schichtenmodell zur Beschreibung von Leitsystemen vorgestellt. Es
erfolgt die Unterscheidung von vier Schichten. In Anlehnung an dieses Schichtenmodell soll die
Handlungsregulierung im FCR-Modell auf vier Ebenen verteilt beschrieben werden. In der stra-
tegischen Schicht erfolgt die Festlegung und Überarbeitung der Ziele auf Grundlage der erfassten
Zustandsinformationen.
Die dispositive, taktische und operative Ebene sind auf die Definition und Ausführung von Auf-
gaben als Mittel zur Zielerreichung ausgerichtet. Die Unterscheidung erfolgt in Abhängigkeit der
Konkretisierung der Handlungsplanung und -analyse. Bezug nehmend auf die im Abschnitt 3.2.3.2
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von Rasmussen vorgenommene Strukturierung der Informationsverarbeitung können den Ebenen
die in der Tabelle 4.2 aufgeführten Informationsverarbeitungsprozesse zugeordnet werden. Auf je-
der Ebene wird ein Prozess zur Handlungskonstruktion und zur Handlungsanalyse unterschieden.
Der motivatorische Charakter spiegelt sich in der Verfolgung von Zielen, die von der derzeitigen
Situation abweichen, wider. Auf den verschiedenen Ebenen erfolgen Regulierungsaktivitäten die
dazu dienen, den derzeitigen Zustand an den Soll-Zustand anzunähern.
Tabelle 4.2: Die Dekomposition und Strukturierung der Prozesse der Informationsverarbeitung.
Schicht Funktion Verarbeitungstyp
Konstruktion Analyse
A strategisch Organisation und Überprüfung
der Zielverfolgung
Zielauswahl Interpretation der
Situation
B dispositiv Festlegung der Mittel zur Zieler-
reichung
Definieren der
Aufgabe
Identifizieren von
Ereignissen
C taktisch Koordination der Aufgabener-
füllung
Planung der
Handlung
Erfassen von In-
formationen
D operativ Steuerung der Handlungsaus-
führung
Manipulation Erkennen eines
Handlungsbedarfs
In Tabelle 4.2 ist eine Unterteilung nach Verarbeitungsebenen und Verarbeitungstypen in Anleh-
nung an das Schichtenmodell in Verbindung mit Rasmussens Leitermodell vorgenommen wurden.
4.2 Formulierung des FCR-Modells
Der Aufbau und die Funktionsweise der Komponenten der kognitiven Architektur sollen nach-
folgend im Detail beschrieben werden. Zunächst wird ein kurzer allgemeiner Überblick über die
Funktionsweise des FCR-Modells gegeben.
4.2.1 Beziehungen zwischen den Komponenten
Das FCR-Modell setzt sich aus den Komponenten Wissensbasis, Informationsverarbeitung, Ar-
beitsgedächtnis und Ressourcenzuweisung zusammen. Die Wissensbasis liefert Wissensschemata,
die den kognitiven Prozessen der Informationsverarbeitung zur Verfügung gestellt werden. Ent-
sprechend der vorgestellten vier Schichten des Modells stehen jeweils Konstruktions- und Ana-
lyseeinheiten zur Verfügung. Die Ergebnisse der Informationsverarbeitungsaktivitäten, d.h. die
überarbeiteten Wissenselemente, werden im Arbeitsspeicher abgelegt. Durch die Ressourcenzu-
weisung werden Verarbeitungsbeschränkungen der kognitiven Architektur berücksichtigt. So wird
die Begrenztheit der Informationsverarbeitungsgeschwindigkeit sowie der -menge abgebildet. Die
Ressourcenzuweisungsmechanismen ermöglichen zielgerichtetes Mehrfachhandeln. Im Bild 4.3
sind die Beziehungen zwischen den Komponenten grafisch veranschaulicht.
48
4.2 Formulierung des FCR-Modells
WISSENSBASIS
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Analyse B
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Bild 4.3: Die Architektur des kognitiven Modells. Die Darstellung der Komponenten ori-
entiert sich an den Elementen der Petrinetze. Die grau gefärbten Ellipsen reprä-
sentieren Marken, die weißen Ellipsen stellen Plätze dar. Die Rechtecke finden
als Transitionen Berücksichtigung.
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4.2.2 Wissensbasis
Die Struktur der Wissensbasis des FCR-Modells orientiert sich an der formalen Darstellungsform
der Ergebnisse kognitiver Aufgabenanalysen [Werther und Lorenz, 03b]. Die formale Beschrei-
bungsstruktur, die die Eigenschaften verschiedener Analysemethoden ( [Vicente, 99], [Hollnagel,
98]) berücksichtigt, ermöglicht die Abbildung der Wissensbasis, losgelöst von einer spezifischen
Anwendung. Dadurch ist eine schnelle Adaptierbarkeit des Modells auf verschiedene Problemstel-
lungen möglich. Ferner kann auch die Modellierung der Zusammenarbeit mehrerer Operateure in
einer einheitlichen Beschreibungsarchitektur erfolgen.
Die Analyse und Beschreibung von Aufgaben bzw. Arbeitssituationen folgt der Annahme, dass ei-
ne komplexe Arbeitstätigkeit wie auch die zugehörigen Situationen in elementare Aktivitäten und
Zustände zerlegbar sind.
Ressourcenzuweisung
Informationsverarbeitung
Arbeitsumgebung
Kognitives
Modell
Sensorischer 
Wissensbaum
 Motorischer 
Wissensbaum
Aktivierung
Wissens-
schemata
Motivatorischer 
Wissensbaum
Bild 4.4: Der Aufbau der Wissensbasis.
Die Wissensbasis besteht aus dem Speicher, der das Wissen über die Arbeitsumgebung in Form
von Baumstrukturen enthält (Bild 4.4). Im Sinne einer Aktivierungsausbreitung greift eine Aktivie-
rungstransition auf den Speicher zu und stellt bestimmte Bereiche der Bäume in Form aktivierter
Wissensschemata der Informationsverarbeitung zur Verfügung.
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4.2.2.1 Struktur der Wissensbasis
Im vorgestellten Beschreibungsmodell besteht der Wissensspeicher aus drei Gedächtnisstruktu-
ren, der Motivatorischen, der Sensorischen und der Motorischen (vgl. Abschnitt 3.2.2.1, S. 32).
Die Strukturen beinhalten Wissenselemente, die aus den Ergebnissen kognitiver Aufgabenanaly-
sen abgeleitet werden. Die Beziehungen zwischen den Wissenselementen können in Form einer
Baumstruktur beschrieben werden.
Der motivatorische Unterbaum, als horizontale Komponente der Wissensbasis, enthält als Wissens-
inhalte die Zustände, die ein Arbeitssystem annehmen kann und deren Beziehungen untereinander.
In Abhängigkeit von der Arbeitssituation kann es sich um angestrebte Zielzustände und aktuelle
Systemzustände handeln. Die motivatorische Baumstruktur kann als Problemraum [Card et al., 83]
aufgefasst werden.
Die Organisation der Zustände ist durch das Aufspannen von Unterräumen möglich. Die hierarchi-
sche Strukturierung erfolgt durch Abstraktion der Systembetrachtung sowie durch Differenzierung
der Systemteile (vgl. Abschnitt 3.2.3.1, S. 35). So können beispielsweise Zielzustände durch zu
erfüllende Bedingungen beschrieben werden (vgl. Abschnitt 3.1.2). Diese Bedingungen sind wie-
derum Zielzustände auf niedrigeren Ebenen innerhalb der Baumstruktur. Überführbare Zustände
sind innerhalb der motivatorischen Baumstruktur miteinander verknüpft.
Der motivatorische Wissensspeicher ist mit dem sensorischen strukturell eng verwandt und kann
in der Handlungsabstraktion als höchste Ebene des sensorischen Speichers angesehen werden. Die
vorgenommene Trennung zwischen beiden Speicherstrukturen liegt in der Unterscheidung der Di-
mensionen (horizontal, vertikal) begründet.
Zustand Zustand
Zustand ZustandZustand
Zustand ZustandZustand Zustand ZustandZustand
Zustand
Ereignis Ereignis
Info InfoInfo
Daten DatenDaten Daten DatenDaten
Info
Motivatorischer Wissensbaum
Sensorischer Wissensbaum
Aufgabe Aufgabe
Prozedur ProzedurProzedur
Aktion AktionAktion Aktion AktionAktion
Prozedur
 Motorischer  Wissensbaum
horiz.
vert.
Bild 4.5: Darstellung des Wissens in einer motivatorischen (horizontal, hellgrau), senso-
rischen (vertikal, links, weiß) und motorischen (vertikal, rechts, grau) Tripel-
baumstruktur. Die Beziehungen zwischen den Bäumen sind durch gestrichelte
Kanten dargestellt.
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Der sensorische und der motorische Wissensbaum repräsentieren die vertikale Komponente der
Wissensbasis. Die sensorische Wissensstruktur enthält als Wissensinhalte das Faktenwissen über
Sachverhalte und Gegenstände des Arbeitssystems auf verschiedenen Ebenen der Systemabstrak-
tion. In Anlehnung an die Ebenen der Handlungsregulierung kann eine Unterscheidung der Tiefe
der Informationsanalyse vorgenommen werden (vgl. Abschnitt 3.2.3.2, S.37).
Die unterste Ebene der sensorischen Wissensstruktur enthält die Daten, die aus der Arbeitsum-
gebung aufgenommen werden können (Bild 4.5). Sie können als sinnvoll kombinierte Zeichen
verstanden werden, die noch keine Verwendungshinweise enthalten. Die nächst höhere Ebene re-
präsentiert die Informationen, die aus den Daten abgeleitet werden. Somit beginnt die Stellung der
Daten in den Problemzusammenhang. Durch die Integration der Informationen werden Ereignisse
abgebildet.
Im Gegensatz dazu erfolgt die Planung der Handlung auf der Grundlage der Wissensrepräsenta-
tion der hierarchisch strukturierten motorischen Baumstruktur (Bild 4.5). In der obersten Ebene
sind die Aufgaben enthalten. Die Aufgaben beschreiben die Handlung in abstrakter Form, noch
losgelöst vom konkreten Vorgehen. Die nächst tiefere Ebene speichert die Repräsentationen von
Methoden und Vorgehensweisen (Prozeduren) zur Erfüllung der Aufgaben. Die unterste Ebene
enthält die Aktionen, als kleinste im Modell enthaltene Handlungsschritte.
Die dargestellten drei Baumstrukturen der Wissensbasis sind zudem auch untereinander verbun-
den (Bild 4.5). So bestehen zum Beispiel Verbindungen zwischen Zielzuständen und Aufgaben, die
zur Erreichung der Ziele ausgeführt werden können bzw. zwischen Ereignissen, die auf bestimmte
Systemzustände schließen lassen. Die Bezeichnung der Wissenselemente und deren Zuordnung in
das Strukturmodell ist in Tabelle 4.3 zusammengefasst.
Tabelle 4.3: Einordnung typischer Wissenselemente aus Arbeitsanalysen in
das Gedächtnisstrukturmodell.
motivatorisch
horizontal Systemzustände Zielzustände
sensorisch motorisch
Ereignisse Aufgaben
vertikal Informationen Prozeduren
Daten Aktionen
4.2.2.2 Aktivierung von Wissensschemata
Zwischen den Wissensinhalten, als Knoten innerhalb der Baumstruktur, bestehen räumliche, struk-
turelle, aber auch kausale oder temporale Beziehungen. Beispiele dafür sind Methoden zur Kate-
gorisierung, Reduktion bzw. Integration von Wissen oder auch strukturelle Zerlegungen.
Die strukturelle Differenzierung von Systemteilen und -zuständen auf der einen Seite umfasst vor-
wiegend temporale und kausale Abhängigkeiten zwischen Wissenszuständen. Beispiele sind die
Zusammenfassung von Aktionen zu Prozeduren oder das Setzen von Zwischenzielen.
Die Informationsanalyse auf der anderen Seite repräsentiert die Integration und Kategorisierung
von Wissen. Beispiele hierfür sind die Kategorisierung von erfassten Displaydaten oder die Inte-
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gration verschiedener Systemzustände zu einer Arbeitssituation. Die Beziehungen werden grafisch
durch die Kanten zwischen den Knoten in der Baumstruktur dargestellt.
Aktivierung
Wissens-
schemata
Bild 4.6: Aktivierung eines Wissensschemas (dick markiertes Rechteck). Durch die ge-
strichelt markierten Rechtecke sind mögliche weitere Schemata veranschaulicht.
Wissensschemata sind mentale Strukturen zur Beschreibung von Beziehungen zwischen den ver-
schiedenen Wissenselementen des Tripelbaumes. Auf ihnen operieren die Informationsverarbei-
tungsprozesse. Die Aktivierung der Wissensschemata erfolgt durch Herausgreifen von miteinander
in Beziehung stehenden Wissenselementen aus dem Baumtripel (Bild 4.6). Die aktiven Wissens-
schemata werden den Prozessen der Informationsverarbeitung zur Verfügung gestellt.
4.2.3 Informationsverarbeitung
Die Informationsverarbeitung umfasst die Gesamtheit der kognitiven Prozesse. Sie wird in die
Kontroll- und die Handlungsebene unterteilt. Die Kontrollebene steuert und überwacht die Hand-
lungen im Gesamtkontext der Arbeitssituation. Die Handlungsebene ermöglicht die Realisierung
der erwünschten Handlungen und die Überprüfung der korrekten Ausführung bzw. die Überwa-
chung der sich ändernden Arbeitsumgebung.
In Anlehnung an das vorgestellte Schichtenmodell (Abschnitt 2.1.1.1) kann die strategische Schicht
der Kontrollebene zugeordnet werden. Die Handlungsebene wird durch dispositive, taktische und
operative Ebenen repräsentiert.
Eine derartige Unterteilung wird vorgenommen, um den Anforderungen, die sich aus der Abbil-
dung von Mehraufgabensituationen ergeben, gerecht zu werden. In einer komplexen Arbeitsum-
gebung besteht die Notwendigkeit einer gleichzeitigen Verfolgung verschiedener Ziele. Dies er-
fordert eine simultane Bearbeitung mehrerer Aufgaben. Die Kontrollebene steuert die Auswahl
der aktuell zu bearbeitenden Ziele. Die Prozesse der Handlungsebene sind auf die Erfüllung ei-
ner speziellen Aufgabe zur Zielerreichung ausgerichtet. Die in der Handlungsebene identifizierten
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Systemzustände werden in der Kontrollebene temporal integriert und bzgl. der komplexen Ziel-
setzung interpretiert. Die Zielverfolgung innerhalb der Arbeitsumgebung umfasst eine Vielzahl
von Teilproblemen, welche im Gesamtprozess der Handlungsregulation betrachtet werden müs-
sen [Werther, 03].
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Bild 4.7: Der Aufbau der Informationsverarbeitungskomponente.
Im Folgenden sollen die beiden Ebenen im Detail betrachtet werden.
4.2.3.1 Kontrollebene
Die Prozesse der Kontrollebene arbeiten auf der Basis des Wissens der motivatorischen Wissens-
struktur. Die Bewertungseinheit überwacht die globale Situation des Mensch-Maschine-Systems
unter Berücksichtigung der verschiedenen Aspekte (Teilziele) der Zielsetzung (Bild 4.7). Die Ge-
nerierungseinheit greift einen speziellen Aspekt, der einen Mangelzustand repräsentiert, heraus,
generiert eine Absicht und stellt diese der Handlungsebene zur Verfügung. Das Absichtskonzept
strukturiert das zur Ausführung und Überprüfung der Handlung benötigte Wissen (vgl. Abschnitt
4.2.4.2). Durch die Generierung mehrerer Absichten in die Handlungsebene wird eine Bearbeitung
verschiedener Aufgaben, welche auf die Erreichung multipler Ziele ausgerichtet sind, möglich.
Die Interpretationseinheit überprüft die Erreichung des aktivierten Zielzustandes durch Vergleich
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Tabelle 4.4: Zuordnung der Verarbeitungsprozesse zur Kontrollebene.
Schicht Interpretation der Arbeitssituation Organisation der Ziele
A Integration der Systemzustände Überarbeitung von Zielen
A Interpretation des Systemzustandes Generierung einer Absicht
mit dem wahrgenommenen Systemzustand. Neben der Interpretation des aktuellen Systemzustands
bzgl. des angestrebten Zielzustandes erfolgt außerdem die Integration des erfassten Systemzu-
stands in das mentale Modell der Arbeitssituation (Tabelle 4.4). Die Arbeitssituation repräsentiert
die Menge aller Systemzustände, die aufgrund der Zielverfolgungen aus der Umwelt identifiziert
wurden. Durch Ausführen der Bewertungseinheit erfolgt wiederum eine Überarbeitung der Ziele
entsprechend der Arbeitssituation.
4.2.3.2 Handlungsebene
Die Handlungsebene umfasst, wie im Bild 4.7 dargestellt, die Mechanismen zur Planung der Hand-
lung (Planungseinheit) und zur Wahrnehmung der Arbeitssituation (Wahrnehmungseinheit). Bei-
spiele hierfür sind die Planung von Eingriffen in die Arbeitsumgebung wie die Beeinflussung von
diskreten und kontinuierlichen Systemzustandsgrößen, als motorische Prozesse, oder das visuelle
Suchen und das Aufnehmen von Informationen sowie das Identifizieren von Ereignissen als Wahr-
nehmungsprozesse.
Ausgehend von der Initialisierung eines Zielzustandes in die Handlungsebene (Absichtsgenerie-
rung) erfolgt die Planung und Ausführung der Handlung. Andererseits laufen Prozesse der Re-
zeption und Wahrnehmung von Informationen aus der Arbeitsumgebung ab. Die Prozesse müssen
nicht in strenger Reihenfolge nacheinander ausgeführt werden. Dieser Vorstellung folgend wird ei-
ne Dekomposition der Handlungsregulierung in Anlehnung an die von Rasmussen vorgeschlagene
Kategorisierung von Informationsverarbeitungstätigkeiten (vgl. Abschnitt 3.2.3.2) vorgenommen
(Tabelle 4.5).
Tabelle 4.5: Zuordnung der Verarbeitungsprozesse zur Handlungsebene.
Schicht Wahrnehmung von Informationen Planung von Handlungen
B Identifizieren des Systemzustandes Definieren der Aufgabe
C Beobachtung der Informationen Formulieren des Vorgehens
D Entdecken relevanter Daten Auswahl der Aktion
Die Prozesse der Planung arbeiten auf den Wissensschemata der motorischen Wissensstruktur.
Die Wahrnehmungsprozesse verarbeiten die Wissensschemata der sensorischen Wissensstruktur.
Die Rezeptor- sowie die Manipulationseinheit stellen die Verbindung zur Arbeitsumgebung her.
4.2.4 Arbeitsgedächtnis
Die Inhalte des Arbeitsgedächtnisses, auch als Arbeitsspeicher bezeichnet, bilden die mentale Re-
präsentation der aktuell interessierenden Arbeitssituation ab. Mit dem Versuch der Beschreibung
55
4 Formales Kognitives Ressourcen-Modell
und Charakterisierung der sich dynamisch ändernden Wissensinhalte des Arbeitsgedächtnisses
durch die Entwicklung mentaler Modelle liegt das Hauptaugenmerk vorwiegend auf der Repräsen-
tation der Aufgabenumgebung unter Verwendung der Elemente des sensorischen Wissensbaums
(vgl. Abschnitt 3.1). Typischerweise werden die mentalen Strukturen entsprechend als Situations-
modell oder Situationsbild bezeichnet.
In Anlehnung an das von Dörner vorgeschlagene Absichtskonzept soll eine Bündelung der aktiven
Elemente aller drei Wissensstrukturen zu einer zeitweiligen Strukturierung von Gedächtnisinhal-
ten erfolgen (vgl. Abschnitt 3.2.2.2). So fließen auch motorische Schemata, wie Aktionsketten,
oder motivatorische Schemata zur Beschreibung von Wichtigkeiten und Zeitperspektiven in die
aktive mentale Struktur ein.
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Bild 4.8: Unterteilung des Arbeitsspeichers in Motivspeicher und Absichtsspeicher.
Das Arbeitsgedächtnis enthält die aus der Wissensbasis aktivierten Wissenszustände und die aus
der Arbeitsumgebung aufgenommenen Informationen. Entsprechend der Zuordnung zu den In-
formationsverarbeitungsebenen, Kontroll- und Handlungsebene, werden auch zwei Speichertypen
unterschieden.
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4.2.4.1 Motive
Das Arbeitsgedächtnis der Kontrollebene wird als Motivspeicher bezeichnet und enthält die Men-
ge aktiver Ziele und die Repräsentation der Arbeitssituation (Bild 4.8). Die Zielmenge umfasst
die Menge der erwünschten Zielzustände. Die Arbeitssituation setzt sich aus der Menge der wahr-
genommenen Systemzustände zusammen. Die Systemzustände repräsentieren einen bestimmten
Aspekt der Arbeitsumgebung und stehen mit einem Zielzustand in Beziehung (Tabelle 4.6). Das
Bedürfnis, den aktuellen Zustand in einen erwünschten Zustand umzusetzen, kann als Motiv be-
zeichnet werden. Dementsprechend enthält das Arbeitsgedächtnis der Kontrollebene die aktuellen
Motive, die handlungsleitend sind bzw. werden können.
Tabelle 4.6: Aufbau des Arbeitsspeichers und die Zuordnung der Elemente
der Wissensbasis.
Arbeitsspeicher Wissenselemente
motivatorisch
Motivspeicher Ziel Situation
Unterziele Systemzustände
motorisch sensorisch
Aufgaben Ereignisse
Absichtspeicher Handlungsfolgen Informationen
Aktionen Daten, Signale
Die Motive resultieren aus der Feststellung eines Handlungsbedarfs bei der zielgerichteten Bewer-
tung der Arbeitssituation. Es lassen sich die nachfolgenden Arten von Motiven eines Operateurs
unterscheiden:
• Aufrechterhaltung von Systemzuständen (Regulation)
• Vermeidung von kritischen Systemzuständen innerhalb der Arbeitsumgebung (Vermeidungs-
ziele)
• Erreichung von erwünschten Systemzuständen (positive Ziele)
Die Umsetzung der Motive in Absichten stellt die Verbindung zu der Handlungsebene her.
4.2.4.2 Absichten
Absichten lenken das Handeln in eine bestimmte Richtung und dienen so der Beseitigung oder der
Vermeidung von Mangelzuständen bzw. der Erreichung von erwünschten Zuständen [Dörner, 96].
Die Wissenselemente des Arbeitsgedächtnisses der Handlungsebene dienen dementsprechend der
Handlungsplanung und der Handlungsanalyse. In [Schaub, 95] wird dementsprechend von einer
Art der „inneren Handlungsbegleitung“ gesprochen.
Bei der Überführung eines Motivs in die Handlungsebene werden dem angestrebten Zielzustand
Wissenszustände aus der motorischen Wissensstruktur hinzugefügt und damit die Handlung kon-
kretisiert. Bei den Wissenszuständen handelt es sich um Aufgaben, Prozeduren und Aktionen so-
wie deren Abhängigkeiten untereinander (Tabelle 4.6). Damit verbunden sind die Erwartungen
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über Entwicklungen in der Zukunft innerhalb der Arbeitsumgebung, die sich aus der Zerlegung des
erwünschten Zielzustandes ergeben. Diese Annahmen können durch Antizipation von Zuständen,
Ereignissen, aber auch einzelnen Informationen vorliegen, sind daher Elemente des sensorischen
Speichers.
Zu den die Planung und die Erwartung beschreibenden aktiven Wissenselementen kommen die aus
der Arbeitsumgebung abgeleiteten Zustandsinformationen hinzu.
4.2.5 Ressourcenmodell
Nach der Vorstellung der grundlegenden Verarbeitungsprozesse kann prinzipiell eine zielgerichte-
te wissensbasierte Verarbeitung von Informationen erfolgen. Bei der Beschreibung der kognitiven
Prozesse finden jedoch noch keine Leistungsbeschränkungen des kognitiven Apparates Berück-
sichtigung. Des Weiteren ist der Umgang mit Schaltungskonflikten noch nicht geklärt. Zur Lösung
dieses Problems wird ein Ressourcenmodell in die kognitive Architektur eingeführt (Bild 4.9).
Wissens-
     basis
Informations-
verarbeitung
Arbeitsumgebung
Kognitives
Modell
Ressourcenzuweisung
Aufmerksamkeit
Verarbeitung
Bild 4.9: FCR-Modell als Ressourcenmodell.
Eine Beschreibung kapazitiv begrenzter Systeme wird durch die Verwendung von Ressourcen-
modellen ermöglicht. Konkurrieren mehrere verschiedene Prozesse um die gleiche Ressource,
dann wird ein Zuteilungsmechanismus benötigt (Bild 4.9). Von der Art und Weise der Ressour-
cenzuweisung hängt die Qualität der erbrachten Leistung ab. Die benötigte beschränkte Ressource
wird zeitversetzt den konkurrierenden Prozessen zugewiesen. Erfolgreiches Handeln ist durch ei-
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ne den Anforderungen der Prozesse angepasste Zuweisung gekennzeichnet. Die Ressourcenbean-
spruchung ist jedoch nicht statisch, sondern kann sich unter wechselnden Arbeitsbedingungen mit
unterschiedlich komplexen Handlungsanforderungen ändern. Die ressourcenadaptive Gestaltung
der Informationsverarbeitung ist somit maßgeblich für erfolgreiches Handeln.
4.2.5.1 Kognitive Ressourcen
Die Ressourcen kognitiver Modelle, auch als kognitive Ressourcen bezeichnet, dienen zur Darstel-
lung der Beschränkungen bei einer gleichzeitigen Ausführung verschiedener Prozesse sowie zur
Beschreibung der Begrenztheit der Verarbeitungsgeschwindigkeit. Aus dieser Sichtweise lassen
sich mindestens zwei Typen von Ressourcen ableiten. Es soll zwischen Aufmerksamkeitsressour-
cen und Verarbeitungsressourcen unterschieden werden.
Im Bezug auf die Aufmerksamkeitsressource lassen sich drei Typen von Informationsverarbei-
tungsprozessen unterscheiden: ressourcenpflichtige Prozesse, ressourcenfähige Prozesse und res-
sourcenfreie Prozesse.
Die Prozesse der Kontrollebene werden im Modell zunächst als ressourcenpflichtig angenommen.
Somit ist gewährleistet, dass die Mechanismen, die die Ziele überarbeiten und die Arbeitssituation
aktualisieren nur seriell ablaufen.
Die Handlungsebene ist so realisiert, dass Verarbeitungsprozesse parallel ablaufen können. Dazu
sind die Verarbeitungszyklen der Handlungsebene in zwei Unterebenen mit identischer Verarbei-
tungsstruktur unterteilt. Den als kontrolliert bezeichneten Prozessen stehen von der Kontrollinstanz
losgelöst ablaufende Prozesse gegenüber. Diese werden als automatische Prozesse bezeichnet.
Die Unterscheidung von kontrollierten und automatischen Prozessen wird in der Literatur häufig
mit dem Begriff „Bewusstsein“ in Verbindung gebracht. In dieser Arbeit soll jedoch keine weitere
Diskussion dieses Begriffs vorgenommen werden. Es soll lediglich unterschieden werden zwi-
schen Prozessen, die Aufmerksamkeitsressourcen verwenden und Prozessen die keine Aufmerk-
samkeitsressourcen gebrauchen.
Die Herstellung zeitlicher Bezüge zwischen Arbeitsprozessen ist für die Modellierung menschli-
cher Informationsverarbeitung von zentraler Bedeutung. Der Erfolg von Arbeitstätigkeiten hängt
häufig von der zeitlichen Organisation der Handlungen ab. Durch die Einführung der Verarbei-
tungsressource ist es möglich, temporale Aspekte der Informationsverarbeitung zu berücksichti-
gen. Jedem Verarbeitungsschritt wird somit eine Verweildauer zugeordnet, in der die verwendeten
Situationsmarken keinem anderen Verarbeitungsprozess zur Verfügung stehen.
Wie in den vorherigen Abschnitten vorgestellt wurde, berücksichtigen die Ressourcen die Be-
schränkung der kognitiven Architektur hinsichtlich der Verarbeitungsgeschwindigkeit sowie des
Verarbeitungsniveaus. Die resultierenden Beschränkungen in der Verarbeitungsleistung machen
die Organisation der Ressourcenzuweisung nötig.
4.2.5.2 Zuweisungsmechanismen
Die gleichzeitige Verfolgung mehrerer Ziele in komplexen Arbeitssituationen führt dazu, dass auch
mehrere Motive im Arbeitsspeicher der Kontrollebene vorhandenen sind, welche nicht alle gleich-
zeitig handlungsleitend werden können. Die Begrenztheit der Ressourcen macht eine Motivaus-
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wahl notwendig. Aus den aktivierten Motiven werden Absichten generiert, die ein zielgerichtetes
Handeln ermöglichen. Die Aktivierung mehrerer Absichten in der Handlungsebene erfordert eine
zeitbezogene Verteilung der kognitiven Ressourcen auf verschiedene Verarbeitungstätigkeiten zur
Absichtsregulierung. Aus dieser Darstellung resultierend lassen sich zwei Zuweisungsmechanis-
men unterscheiden: die Motivauswahl und die Absichtsregulierung.
Motivauswahl Die Auswahl und Aktivierung von Motiven kann psychologisch als ein Be-
dürfnis zur Erreichung eines Ziels interpretiert werden. In [Dörner et al., 97] werden verschie-
dene Modulationsparameter und Einflussfaktoren der Handlungsregulation vorgeschlagen. Im hier
vorgestellten Modell soll die Betrachtung auf einige für die spätere Anwendung wichtig erschei-
nende Faktoren begrenzt werden. So ist ein typisches Merkmal der Arbeit in Mensch-Maschine-
Systemen, dass die Ziele in Form übertragener Aufträge vorliegen und die Motive im hohen Maße
aus den externen Systemzuständen der Arbeitsumgebung abgeleitet werden. Nachfolgend sollen
Kriterien zur Motivauswahl vorgestellt werden:
Die Auswahl erfolgt im vorgestellten Modell in Abhängigkeit von der Stärke der Abweichung zwi-
schen Soll-Zustand (Zielzustand) und gegenwärtigem Ist-Zustand (Systemzustand). Des Weiteren
wird eine Gewichtung nach Motivbedeutung im Gesamtkontext vorgenommen.
Neben den vorgestellten Faktoren fließen noch Kriterien ein, die eine zeitliche Bindung berück-
sichtigen. Es handelt sich dabei um den Zeitpunkt der Zielerreichung und die Zeitspanne der Erle-
digung.
Als weiteres Kriterium fließt in die Motivauswahl die Erfolgschance mit der ein Ziel erreicht wer-
den kann ein.
Tabelle 4.7: Kriterien zur Motivauswahl und -überarbeitung.
Einflussfaktoren Beschreibung
Wichtigkeit allgemeine Bedeutung
Soll-Istwertabweichung
Dringlichkeit Zeitpunkt der Zielerreichung
Zeitspanne der Erledigung
Vertrauen Erfolgschancen bei der Mo-
tivverfolgung
Die Tabelle 4.7 stellt die berücksichtigten Einflussfaktoren zusammen.
Absichtsregulierung Die Absichtsgenerierung beschreibt die Überführung des aktiven Mo-
tivs in die Handlungsebene. Die Häufigkeit der Absichtsgenerierung erhöht sich mit den mittleren
Aktivierungsstärken aller Motive und führt zur Erhöhung des Handlungsdruckes.
Die Generierung einer neuen Absicht ist auch dann möglich, wenn sich noch nicht komplett be-
arbeitete Absichten im Arbeitsspeicher der Handlungsebene befinden. Aus dem Vorhandensein
verschiedener Absichten ergibt sich die Notwendigkeit der Organisation der Bearbeitung der ver-
schiedenen Absichten.
Es kann nur eine Absicht handlungsleitend sein. Dieser als aktiv bezeichneten Absicht stehen Auf-
merksamkeitsressourcen zur Verfügung. Die Aktivierung einer Absicht kann motivgesteuert erfol-
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gen. Die Absicht des Motivs mit der höchsten Aktivierungsstärke wird somit handlungsleitend.
Ändert sich das aktive Motiv so führt dies auch zur Änderung der Handlungsausrichtung (kontrol-
liert).
Die Aktivierung einer passiven Absicht in der Handlungsebene kann auch automatisch erfolgen.
Diese Möglichkeit der Aktivierung tritt auf, wenn Aufmerksamkeitsressourcen zur Verfügung ste-
hen. Das ist beispielsweise der Fall, wenn der Zielzustand der aktiven Absicht als erreicht gilt und
somit die handlungsleitende Absicht aufgelöst wird oder die aktive Absicht einen Automatismus
auslöst, d.h. die weitere Verarbeitung dieser Absicht kann ohne Verwendung von Aufmerksam-
keitsressourcen erfolgen.
Die Bearbeitung einer Absicht variiert situationsabhängig. So kann die Verarbeitung einer Absicht
auf verschiedenen kognitiven Niveaus ablaufen. Das kognitive Niveau ist ein Maß für die Auflö-
sung der Handlung wie auch der Verarbeitungstiefe der wahrgenommenen Informationen. Durch
Delegation von Prozessen auf hierarchisch tiefer gelegene Verarbeitungsebenen nimmt das kogni-
tive Niveau der Verarbeitung ab. Die Tabelle 4.8 führt Einflussfaktoren auf, die zur Änderung des
Verarbeitungsniveaus führen.
Tabelle 4.8: Kriterien zur Absichtsregulierung und Bestimmung des kognitiven Verarbeitungsni-
veaus.
Einflussfaktoren Beschreibung
Kompetenz Kognitive Fertigkeiten
Menge an Vorgehensmöglichkeiten
Wichtigkeit Allgemeine Bedeutung des angestrebten
Ziels
Dringlichkeit Zeitspanne bis zur Erledigung
Belastung Menge der zu bearbeitenden Absichten
4.2.5.3 Ableitung kognitiver Modulationsparameter
Aus den Einflussfaktoren bei der Motivauswahl und der Absichtsregulierung werden vier psycho-
logische Modulationsparameter für das kognitive Modell abgeleitet. Diese werden hier zunächst
allgemein vorgestellt. In Abschnitt 6.3.2.2 erfolgt eine detaillierte Vorstellung am Anwendungs-
beispiel.
Die Motivstärke wird über die Abweichung zwischen Ist- und Sollzustand definiert. Sie lässt sich
psychologisch als die Stärke der Fokussierung der Aufmerksamkeit auf ein bestimmtes Motiv be-
schreiben. In die Motivstärke fließen Faktoren wie Dringlichkeit und Wichtigkeit eines Motivs ein.
Die Aktivierungsrate wird über die Gesamtheit der Motivstärken definiert. Sie kann psychologisch
als Arousal interpretiert werden und repräsentiert die Energie, die das kognitive System in die Er-
ledigung der Aufträge investiert.
Die Kompetenz repräsentiert die vorhandenen kognitiven Fertigkeiten zur Ausführung einer Hand-
lung und damit verbunden das Vertrauen in die Zielerreichung. Zudem fließt auch der Umfang an
Vorgehensmöglichkeiten in die Kompetenz ein.
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Die Barrierenhöhe repräsentiert das allgemeine Vertrauen in den Erfolg der aktuell auszuführen-
den Aufgaben und die damit verbundenen erwarteten Ergebnisse.
Tabelle 4.9: Modulationsparameter des kognitiven Modells und ihre psychologische Interpretation.
Modulationsparameter psychologische Interpretation
Motivstärke Stärke der Fokussierung der Auf-
merksamkeit auf ein bestimmtes
Motiv
Aktivierungsrate Generierungshäufigkeit von Ab-
sichten in der Handlungsebene
Kompetenz spezifische Kompetenz zur Ausfüh-
rung einer Aufgabe
Barrierenhöhe Allgemeines Vertrauen in den Er-
folg der auszuführenden Hand-
lungsfolgen
In Tabelle 4.9 sind die Modulationsparameter und deren Interpretation zusammengefasst darge-
stellt. Die ersten beiden Parameter modulieren die Bewältigung der Mehraufgabensituation und
die damit verbundene Arbeitsbelastung. Die Motivstärke beeinflusst ein spezielles Motiv und das
damit verbundene Ziel, während die Aktivierungsrate die Gesamtheit der Arbeitssituation berück-
sichtigt und somit die Kopplung zwischen den kognitiven Prozessen moduliert.
Analog zum Zusammenhang zwischen Motivstärke und Aktivierungsrate lässt sich auch eine Be-
ziehung zwischen Kompetenz und Barrierenhöhe herstellen. Die Kompetenz repräsentiert die sub-
jektiv eingeschätzte Fähigkeit eine spezifische Aufgabe erfolgreich zu erfüllen, während die Bar-
rierenhöhe als allgemeines Vertrauen an die erfolgreiche Bewältigung einer Arbeitssituation zu
interpretieren ist.
4.3 Formalisierung des FCR-Modells mit Farbigen Petrinetzen
Die formale Beschreibung des FCR-Modells soll mittels Farbiger Petrinetze erfolgen. Die stati-
sche Netzstruktur verbunden mit der impliziten Modellierung der Dynamik durch die Marken des
Netzes bietet die Möglichkeit der geschlossenen Beschreibung von nebenläufigen modularen Sys-
temen. Auf diese Art und Weise ist eine ganzheitliche Betrachtung komplexer Mensch-Maschine-
Systeme gewährleistet. Zudem bietet sich die Integration einer Vielzahl anderer Beschreibungsme-
thoden in die Petrinetzstruktur an, ohne die konsistente Abbildung zu zerstören.
Im Folgenden wird die Formalisierung der kognitiven Architektur im Detail betrachtet.
4.3.1 Wissensbasis
Die Wissensbasis setzt sich aus drei Wissensstrukturen zusammen, dem sensorischen, dem motori-
schen und dem motivatorischen Unterbaum. Die Knoten der Bäume werden als Wissenselemente
z bezeichnet und enthalten die Zustände des Wissens. Die Verbindungen zwischen den Knoten
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beschreiben die funktionelle Abhängigkeiten f ,g zwischen den Wissenselementen. Sie dienen zur
Repräsentation kausaler und temporaler Zusammenhänge. Verbindungen bestehen innerhalb der
drei Baumstrukturen sowie zwischen den Unterbäumen.
4.3.1.1 Beschreibung der Wissensstruktur
Die hierarchische Strukturierung der Wissensbäume orientiert sich an den Methoden der Abstrak-
tion und der Systemdifferenzierung. Die in der Wissensbasis gespeicherten Zustände des Wissens
werden als Wissenselemente bezeichnet und deren funktionelle Abhängigkeiten durch Wissensre-
lationen beschrieben.
Darstellung der Wissenselemente Die formale Beschreibung der Wissenszustände z er-
folgt durch Objekte o. Denen werden Attribute a mit Werten, in Listen aL zusammengefasst, zu-
geordnet:
z = (o,aL) . (4.1)
Die Objekte, als die wesentlichen Elemente der Wissensrepräsentation, können in Abhängigkeit
der Betrachtungskonzepte einer Vielzahl von Strukturierungen unterliegen. So kann es sich bei
Objekten beispielsweise um Anzeigen, wie z.B. Displays oder Kontrollkonsolen, oder deren Infor-
mationsinhalte, wie z.B. Graphen, aber auch um abstrakte Objekte wie „Anomalie“ oder „Fehler“
handeln. Attribute beschreiben die Eigenschaften, durch die Objekte charakterisiert werden, in
Form von Wertzuweisungen oder qualitativen Aussagen. Beispiele aus der sensorischen Wissens-
struktur sind für das Objekt Display „ist aktiviert“ oder für das Objekt Graph „steigt an“.
Quantitative Systemgrößen aus der Umgebung werden in diskrete qualitativ unterscheidbare Attri-
bute von Objekten umgesetzt und mit denen zu Wissenszuständen zusammengefasst.
Die Wissenselemente des sensorischen Speichers werden ebenso wie die des motivatorischen Spei-
chers mit x bezeichnet, da sie strukturell vergleichbar sind. Den motorischen Wissenselementen
wird y zugeordnet. Daraus folgt:
x,y ∈ Z. (4.2)
Z ist die Menge der Wissenszustände. Innerhalb der Wissensstruktur werden die Wissenselemente
als Knoten abgebildet. Kontroll- und Faktenwissen wird durch Ellipsen dargestellt, Handlungswis-
sen durch Rechtecke (Bild 4.10).
Wie die Tabelle 4.10 zeigt, lassen sich die hierarchisch strukturierten Wissenselemente den Schich-
ten der Informationsverarbeitung zuordnen, in denen sie verarbeitet werden. Bezugnehmend auf
die Schichten werden die Wissenselemente mit den Indizes A,B,C,D bezeichnet.
Beschreibung der Wissensrelationen Die Verbindungen zwischen den Wissenselementen,
als Knoten der Wissensstruktur, beschreiben funktionelle Abhängigkeiten zwischen den Wissens-
inhalten. Es werden konstruierende Abbildungen g und analytische Abbildungen f unterschieden.
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X_B1 X_B2
X_C12 X_C22X_C11
X_D111 X_D121X_D110 X_D221 X_D223X_D220
X_C21
Motivatorischer Wissensbaum
Sensorischer Wissensbaum  Motorischer  Wissensbaum
horiz.
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Y_D100 Y_D101 Y_D200 Y_D210 Y_D211 Y_D212
Y_C10 Y_C11 Y_C20 Y_C21
Y_B1 Y_B2
Bild 4.10: Strukturierung der Wissensrepräsentation von Mensch-Maschine-Systemen in Zu-
stände (motivatorischer Speicher als Problemraum, horizontal; sensorischer und mo-
torischer Speicher als Handlungsraum, vertikal).
Tabelle 4.10: Zuordnung der Hauptwissenselemente der Baumstrukturen zu den Verarbeitungs-
schichten.
Schichten Baumstruktur
motivatorisch
strategisch A Zielzustände XA Systemzustände XA
motorisch sensorisch
dispositiv B Aufgaben YB Ereignisse XB
taktisch C Prozeduren YC Informationen XC
operativ D Aktionen YD Daten XD
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Die Abbildungen können formal wie folgt beschrieben werden:
fi : Xi→ Xi−1, (4.3)
gi : Xi→ Xi+1, (4.4)
f j : X j→ X[ j]−1, (4.5)
g j : Yj→ Y[ j]+1 (4.6)
mit i, j als Ebenenindex (horizontal: i ∈ (1,2, ..); vertikal: j ∈ [A,B,C,D]). Mit der Definition von
Zuständen, welche die statische Struktur des Wissens beschreiben, und von Übergängen, für die
dynamische Struktur, sind die grundlegenden Elemente der Wissensbasis festgelegt. Im weiteren
Verlauf soll nun die Organisation des Wissens und die Beziehung zwischen den drei Baumstruktu-
ren diskutiert werden.
4.3.1.2 Konstruktion mentaler Wissensschemata
Auch zwischen den Unterbäumen erfolgt eine Verknüpfung von Wissenszuständen (x,y) mit funk-
tionellen Abhängigkeiten ( f ,g). Die Wissensschemata stellen eine Beziehung zwischen den Wis-
senszuständen her. Dies kann zum einen mit dem Ziel der Konstruktion einer Absicht bzw. Hand-
lung erfolgen (Schematatyp Tg). Zum anderen dienen die Schemata zur Analyse und Bewertung
von Informationen und Zuständen (Schematatyp T f ). Dementsprechend kann die folgende Unter-
scheidung vorgenommen werden:
Tf : Z×X f→ X, (4.7)
Tg : Z×X g→ Z. (4.8)
Im Folgenden sollen die verschiedenen Typen von Wissensschemata, auf deren Grundlage die
Informationsverarbeitung erfolgt, vorgestellt werden.
Beziehungen zwischen Unterbäumen Die Wissensschemata Tg ermöglichen die Beschrei-
bung hierarchischer Übergänge zwischen den Ebenen, wie für den Übergang von A nach B bei-
spielhaft dargestellt (Bild 4.11):
TgAB : XA×XA
gAB−→ YB , (x′A,xA) 7→ yB. (4.9)
Dieser Schematyp ermöglicht die Definition der Aufgaben yB. Die Definition erfolgt in Abhän-
gigkeit vom aktuellen Systemzustand xA und dem festgelegten Zielzustand x′A. Die Schemata
TgAB,TgBC ,TgCD ermöglichen die Zerlegung der Handlung und damit die Delegation von Teilpro-
zessen auf Unterebenen.
Es können durch die Wissensschemata Tg auch Übergänge zwischen den Ebenen des Problem-
raums realisiert werden. Dadurch kommt es beispielsweise zur Festlegung von Unterzielen bzw.
Zwischenzielen, wie durch die nachfolgende Abbildung beschrieben:
Tg12 : X1×X1
g12−→X2 , (x1,x′1) 7→ x′2. (4.10)
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        Wissen
Bild 4.11: Strukturelle Bezie-
hungen innerhalb
der Wissensbasis.
Der Schematyp Tf ermöglicht die Variation der Verarbeitungstiefe von Informationen durch heter-
archische Übergänge wie beispielhaft in der folgenden Form:
TfBA : XA×XB
fBA−→ XA , (x′A,xB) 7→ xA. (4.11)
Durch Herstellung des Zusammenhangs zwischen dem Zielzustand x′A und dem aktuell erfassten
Ereignis xB erfolgt die Ableitung des Systemzustandes xA. Die Elemente des motorischen Netz-
werks der Handlungsebenen B,C,D sind im Sinne einer Erwartungskopplung an Elemente des
sensorischen Netzwerks gebunden. Dementsprechend haben die Verarbeitungsschemata die nach-
folgende Form:
TfCB : XB×XC
fCB−→ XB , (x′B,xC) 7→ xB. (4.12)
Die mit einem Strich gekennzeichneten Elemente repräsentieren die Erwartung. In Analogie zu
den konstruierenden Verarbeitungsschemata sind auch analytische Übergänge innerhalb des Pro-
blemraums möglich:
Tf21 : X1×X2
f21−→ X1 , (x′1,x2) 7→ x1. (4.13)
Auf diese Art und Weise werden kausale Beziehungen zwischen Zuständen beschrieben. Derartige
Schemata beschreiben eine hypothesengeleitete Informations- bzw. Zustandsanalyse.
Verkettung der Schemata Durch die Verkettung dieser elementaren Verarbeitungsschemata
können feste Verhaltenstrukturen gespeichert werden. Die Konstruktion derartiger Verhaltenspro-
gramme dient der Reduzierung kognitiver Verarbeitungsleistung. Die Herausbildung dieser Verar-
beitungsketten erfolgt durch stetige Wiederholung gleicher Verarbeitungsfolgen. Dabei muss die
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Stabilität der Ausführungsbedingungen der einzelnen Verarbeitungsschemata gewährleistet sein.
Die Bindungen zwischen den Schemata stehen im Kontext zwischen Situationsabbildungen und
Aktionsprogrammen:
h = g◦ f . (4.14)
Aufgrund derartiger Verkettungen können direkte Übergänge auf einer Handlungsebene erzeugt
werden. Aus den Gleichungen (4.11) und (4.9) ergibt sich dann das Verarbeitungsschema:
ThB : XA×XB
fB−→ YB , (x′A,xB) 7→ yB. (4.15)
Dies führt zur Entlastung der Verarbeitungsebene A indem auf den Vergleich zwischen Systemzu-
stand und Zielzustand verzichtet wird. Beispiele für komplexere Verkettungen auf den verschiede-
nen Handlungsebenen sind Bewegungsentwürfe, Handlungsschemata, Pläne oder Strategien.
i,j
i+1,
[j]+1
g_ng_3g_2g_1
1 2 3 n
k
Bild 4.12: Formale Darstellung der Abhängigkeiten zwischen den Wissensknoten durch
gefärbte Kanten.
4.3.1.3 Darstellung von Wissensschemata in Petrinetzen
Wissensschemata werden im Farbigen Petrinetz als attributierte Marken dargestellt. Die Marken
sind dabei vom Typ:
mTk = (zk, [(zk1,g1),(zk2,g2),(zk3,g3), . . . ,(zkn,gn)]) . (4.16)
Ein Wissensschema umfasst einen Wurzelknoten zk und die Liste der mit ihm verknüpften Unter-
knoten [zk1,zk2,zk3, . . . ,zkn]. Die Knoten repräsentieren Wissenszustände. Die Kanten des Baums
sind mit der Relation g bzw. f gefärbt (Bild 4.12).
Die formale Beschreibung für ein Schema zur Handlungskonstruktion soll beispielhaft am Über-
gang zwischen Ebene A und B dargestellt werden:
yBk = gAB(x
′
Ak ,xA) =

gAB1(x′Ak), für xA = xA1
gAB2(x′Ak), für xA = xA2
gAB3(x
′
Ak), für xA = xA3
...
gABn(x′Ak), sonst
. (4.17)
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Die Relation gAB stellt den funktionellen Zusammenhang zwischen dem Zielzustand x′Ak und den
zur Zielerreichung anwendbaren Aufgaben yBk her. Die Auswahl der Aufgabe hängt dabei von dem
wahrgenommenen Systemzustand xA ab.
Die Relation kann im einfachsten Fall den Verweis auf eine bestimmte Aufgabe bzw. Aufgaben-
folge beinhalten. In komplexeren Arbeitssituationen sind differenzierte Aufgabenbeschreibungen
unter Berücksichtigung zeitlicher und kausaler Abhängigkeiten möglich.
Die zugehörige attributierte Wissensmarke kann in der nachfolgenden Form dargestellt werden:
mABk = (yAk , [(xA1,gAB1),(xA2,gAB2),(xA3,gAB3), . . . ,(xAn,gABn)]) . (4.18)
Äquivalent zu den konstruktiven Wissensschemata erfolgt auch die Verknüpfung des analytischen
Wissens:
xCk = fDC(x′C,xDk) =

fDC1(xDk), für x′C = xC1
fDC2(xDk), für x′C = xC2
fDC3(xDk), für x′C = xC3
...
fDCn(xDk), sonst
. (4.19)
Die erfassten Daten xD werden in den Kontext x′C der Handlung gesetzt und daraus Informationen
xC über die Umwelt abgeleitet. Das entsprechende Wissensschema hat die folgende Form:
mDCk = (xDk , [(xC1 , fDC1),(xC2, fDC2),(xC3, fDC3), . . . ,(xCn, fDCn)]) . (4.20)
Entsprechende Schemata lassen sich auch zur Beschreibung der Beziehungen der Elemente der
horizontalen Komponente der Wissensbasis entwickeln.
0
1 0
1 2 0 1
2
0
aktivierter
Zielzustand
aktive
Aufgaben
aktivierte
Aufgabe
aktive
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Bild 4.13: Aktivierungsausbreitung innerhalb des Handlungsbaums (links) und Überfüh-
rung in die Petrinetzstruktur.
Die Bereitstellung des Wissens aus dem Tripelnetzwerk für die Informationsverarbeitung folgt dem
Prinzip der Aktivierungsausbreitung von Wissenszuständen aus der Wissensbasis. Ein aktivierter
Zustand führt zur Aktivierung benachbarter Zustände. Es werden somit die Schemata aktiviert,
welche die Beziehungen zwischen dem aktuell aktiven Zustand und den im Netzwerk benachbar-
ten Zuständen herstellen.
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Im Bild 4.13 ist die Darstellung der Aktivierungsausbreitung innerhalb der Petrinetzarchitektur am
Beispiel des motorischen Netzwerkes dargestellt. Ein aktiver Zielzustand ist mit einer Menge von
Aufgaben verknüpft, durch die das Ziel erreicht werden kann. In der Informationsverarbeitungs-
ebene erfolgt die Auswahl einer geeigneten Aufgabe. Nach der Festlegung der auszuführenden
Aufgabe werden wiederum die der Aufgabe zugeordneten Vorgehensweisen aktiviert.
4.3.2 Informationsverarbeitung und Arbeitsspeicher
Die Informationsverarbeitungsprozesse greifen auf die komplexen Wissenselemente im Arbeits-
gedächtnis zu. Nach der Ausführung der Verarbeitung werden die überarbeiteten Wissenselemente
wiederum im Arbeitsspeicher abgelegt. Aufgrund dieser engen Bindung soll die Formalisierung
der beiden Komponenten in einer gemeinsamen Betrachtung erfolgen. Der Informationsverarbei-
tungsprozesse werden mit dem Arbeitsspeicher und den darin enthaltenen Wissensmarken zur In-
formationsverarbeitungsebene zusammengefasst (Bild 4.14).
t3,t5,t7
p1
t1
t4,t6,t8
t2a
m_M1
m_M2
m_M3
p2
m_A1
m_A3
t2b
Arbeitsumgebung
N1
N2
Ressourcenzuweisung Wissensbasis
Informations-
verarbeitung
KOGNITIVES MODELL
t9a t9b
Bild 4.14: Komponenten der kognitiven Architektur.
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4.3.2.1 Komponentendarstellung im Petrinetz
In der formalen Darstellung mit Petrinetzen werden die Informationsverarbeitungsprozesse als
Transitionen t ausgeführt und beschreiben den Übergang zwischen den Wissenszuständen p. Die
Plätze im Petrinetz repräsentieren den Arbeitsspeicher (Bild 4.14). Durch gerichtete Kanten, wel-
che die Plätze mit den Transitionen verbinden, entsteht der Informationsverarbeitungszyklus.
Die Marken m repräsentieren das im Arbeitsspeicher gespeicherte Wissen, welche durch die Pro-
zesse der Informationsverarbeitung einer stetigen Modifikation ausgesetzt sind.
Prozesse der Informationsverarbeitung Die Informationsverarbeitungsprozesse werden
als Transitionen beschrieben. Transitionen können als diskretes individuelles Ereignis bzw. als Zu-
standsübergang im kognitiven System betrachtet werden. Durch die Ausführung der Transitionen
erfolgt eine Transformation des Wissens im Arbeitsspeicher. Die Transitionsmenge T der Infor-
mationsverarbeitung umfasst die Menge der Informationsverarbeitungsmechanismen der Kontroll-
und Handlungsebene:
T = {t1, t2, t3, ..., t9} . (4.21)
In jeder Verarbeitungstransition werden ein oder mehrere Elemente des Arbeitsspeichers verarbei-
tet oder modifiziert. Dabei finden die Wissensschemata der Wissensbasis Anwendung.
Die Darstellung der Zusammenhänge ist im Sinne der Übersichtlichkeit auf wesentliche Aspekte
beschränkt.
Aufbau des Arbeitsspeichers Plätze beschreiben einzelne denkbare individuelle Zustände
im abgebildeten System. Auf der Ebene der Informationsverarbeitung repräsentieren Plätze mögli-
che Zustände des Wissens. In einer kompakteren Beschreibungsform, wie durch Farbige Petrinetze
möglich, werden Zustände des Wissens zu Farbmengen (Color Sets) zusammengefasst. Die Platz-
menge P der Informationsverarbeitungsebene lässt sich wie folgt beschreiben:
P = {p1, p2} . (4.22)
Die Plätze als Arbeitsspeicher des kognitiven Modells sind die Träger der aktuell aktiven Wissens-
zustände. Die Strukturierung der aktiven Wissenszustände erfolgt durch die Definition der Color
Sets.
Die auf dem Platz p1 gespeicherte Menge von Motiven wird als Liste kartesischer Produkte beste-
hend aus einem Zielzustand (y ∈ Z) und einem Systemzustand (x ∈ Z) dargestellt. Die Farbmenge
ist dementsprechend in der folgenden Form definiert [Jensen, 92]:
color ZxZ = product Z*Z;
color list_ZxZ = list ZxZ;
Der Speicher der Handlungsebene enthält die Wissenszustände strukturiert nach den vier Ebenen
der Handlungsregulierung. Sie werden als kartesische Produkte zusammengefasst. So hat die Farb-
menge des Platzes p2 die nachfolgende Form:
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color Z_A = subset Z;
color Z_B = subset Z;
color Z_C = subset Z;
color Z_D = subset Z;
color Z_ABCD = product Z_A*Z_B*Z_C*Z_D;
Marken als Träger mentaler Modelle Neben der so beschriebenen statischen Struktur der
Informationsverarbeitung erfolgt durch die Einführung von attributierten Marken die Beschreibung
der dynamischen Abläufe der Informationsverarbeitung. Derartige Marken, als Flusselemente der
Informationsverarbeitungsebene, repräsentieren den aktuellen Kenntnisstand des Operateurs über
seine Arbeitsumgebung. Die Netzmarkierung in der Arbeitssituation i wird beschrieben durch:
M(i) = Mi = (m1(i),m2(i)) , (4.23)
wobei m1 die Menge von Marken auf den Platz p1 vom Typ ZxZ umfasst. In Analogie enthält
m2 die Menge der Marken vom Typ Z_ABCD. Nach Jensen werden die Marken als Multi Sets in
Summen zusammengefasst [Jensen, 92]:
m1 =
∑
s∈ZxZ
m(s)′s, (4.24)
m2 =
∑
s∈Z_ABCD
m(s)′s. (4.25)
Es beschreibt m1 die Menge der Motivlisten, während jede Marke von m2 eine Absicht repräsen-
tiert. m gibt die Anzahl der auf dem Platz vorhandenen Marken s an.
Die Marken s auf den Plätzen p1, p2 haben die nachfolgend dargestellte Form
s =
{
[(x′,x1),(x′,x2), . . . ,(x′n,xn)] , für p = p1
(zA,zB,zC,zD) , für p = p2
. (4.26)
entsprechend der Definition der den Plätzen zugeordneten Color Sets.
Im weiteren Verlauf sollen die Marken als Situationsmarken bezeichnet werden, da sie das Wissen
über die Arbeitsumgebung zu einem bestimmten Zeitpunkt bzw. Verarbeitungszustand repräsen-
tieren.
4.3.2.2 Abbildung von Informationsverarbeitungsprozessen
Nachdem die Elemente der Informationsverarbeitung in eine Petrinetzstruktur überführt wurden,
sollen nachfolgend die ablaufenden Prozesse im Detail beschrieben werden.
Zur besseren Veranschaulichung der in diesem Abschnitt abgebildeten Petrinetze werden die Über-
tragungsfunktionen in der nachfolgenden Form vereinfacht:
z(n + 1) = f (z(n)), (4.27)
z(n + 1) = g(z(n)). (4.28)
Das bedeutet, die Anwendung der Übertragungsfunktionen führt jeweils genau auf einen Folgezu-
stand.
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Bild 4.15: Aufgefaltetes Petrinetz zur Modellierung der Zielüberarbeitung (Integration, Zerlegung
und Austausch von Teilzielen).
Bewertung der Arbeitssituation Die Situationsmarken der Kontrollebene enthalten die Mo-
tive in Listen zusammengefasst:
s =
[
(x′1,x1),(x
′
2,x2), . . . ,(x
′
n,xn)
]
. (4.29)
In den Transitionen t1, t2 werden die Marken modifiziert und verarbeitet. Die Bewertung der Ar-
beitssituation erfolgt durch die Transition t1 (Bild 4.14). Sie führt zur Überarbeitung der Ziele.
Dabei werden drei Mechanismen unterschieden:
• Integration von Zielen,
• Zerlegung von Zielen,
• Austausch von Zielen.
Zur Veranschaulichung der drei Mechanismen wurde die Transition t1, wie in Bild 4.15 dargestellt,
aufgefaltet. Der Zyklus ca realisiert den Austausch von Zielen, cb ermöglicht die Integration und
cc repräsentiert die Zerlegung. Die Zusammenfassung der Motive in eine Liste ermöglicht die
Komposition der drei Verarbeitungsmechanismen in einer Transition und damit eine kompaktere
Darstellung.
Die vorgestellten Verarbeitungsprozesse laufen unter Verwendung der Wissensschemata T f der
horizontalen Ebene der Wissensbasis ab (vgl. Bild 4.10). Die Verarbeitungsfunktion der Transition
t1 kann in der folgenden Form dargestellt werden:
X ′(n + 1) = gt1
(
X ′(n),X(n)
)
. (4.30)
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In der Menge der Systemzustände X(n), welche die aktuell erfasste Arbeitssituation beschreibt,
werden bzgl. der Zielzustände X ′(n) Abhängigkeiten zwischen den Systemzuständen gesucht und
daraus möglicherweise neue Zielzustände generiert (X ′(n + 1)).
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Bild 4.16: Vereinfachte Darstellung der Verarbeitungsprozesse Interpretation und Generierung.
Dabei findet auch die Kopplung zwischen Kontrollebene und Handlungsebene Berück-
sichtigung.
Interpretation der Arbeitssituation und Absichtsgenerierung Die Transition t2a um-
fasst die analytischen Verarbeitungsprozesse der Kontrollebene. Die Interpretation der Arbeits-
situation berücksichtigt zum einen die Aktualisierung der Arbeitssituation und zum anderen die
Interpretation des Systemzustandes durch den Vergleich des erfassten Systemzustandes mit dem
angestrebten Zielzustand. Die Interpretation erfolgt über den Vergleich der Attribute von Wissens-
objekten, die die Zustände repräsentieren (vgl. Abschnitt 4.3.1.1).
Durch die Transition t2b erfolgt die Auswahl eines zu erreichenden Zielzustandes und daraus re-
sultierend die Generierung einer Absicht in der Handlungsebene. Formal können die Prozesse
folgendermaßen beschrieben werden:
X(n + 1) = ft2a (X(n),x(n)), (4.31)
x′(n + 1) = gt2b
(
X ′(n),x(n)
)
. (4.32)
In den aufgeführten Gleichungen repräsentieren X(n+1) die neu erfasste Arbeitssituation, dement-
sprechend X(n) das vorliegende Arbeitssituationswissen, X ′(n) die aktuelle Zielmenge, x(n) den
aktuell erfassten Systemzustand und x′(n + 1) den neu festgelegten Zielzustand, welcher eine Ab-
sicht in der Handlungsebene generiert. Das Netz in Bild 4.16 dient zur Veranschaulichung der
vorgestellten Prozesse. Zur Vereinfachung wird auf die Verknüpfung der Wissenselemente der Ab-
sicht in der Darstellung verzichtet. Aus der Vereinfachung resultierend wird der Absichtsspeicher
durch mehrere Plätze (p21, p22, p23, p24) repräsentiert. Die Absicht wird beschrieben durch eine Si-
tuationsmarke, in der zunächst nur das angestrebte Ziel x′n belegt wird. Sie ist in der nachfolgenden
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Form strukturiert:
s(n) =
(
x′A(n),zB(n),zC(n),zD(n)
)
. (4.33)
Entsprechend der hierarchischen Verarbeitungstiefe der aufgenommenen Informationen können
die Regulierungsmechanismen der Kontrollebene auf den verschiedenen Handlungsebenen grei-
fen.
Planung Bei der wissensbasierten Planung, als konstruktiver Teil der Handlung, werden die ver-
schiedenen Handlungsebenen durchlaufen. Die Verbindung zwischen den Ebenen A und B ist im
Bild 4.17 dargestellt. Wenn ein bestimmter Zielzustand in eine Absicht überführt wird, erfolgt die
Initialisierung einer Situationsmarke in der Handlungsebene. Auf der Grundlage dieses Zielzustan-
des x′A(n) wird eine Aufgabe definiert (t3), die geeignet erscheint den Zielzustand zu erreichen. Die
Auswahl erfolgt unter Berücksichtigung der Kenntnis über den aktuellen Systemzustand xA(n). In
einer formalen Darstellung kann der Prozess durch die folgende Abbildung beschrieben werden:
yB(n + 1) = ft3
(
x′A(n),xA(n)
)
. (4.34)
Der Zielzustand repräsentiert den erwarteten Systemzustand. Der Zustand yB wird in die Situati-
onsmarke s eingefügt.
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Bild 4.17: Ausschnitt aus dem Netzwerk zur Konstruktion der Handlung. Es wird der Übergang
zwischen den Ebenen A und B dargestellt.
Im Anschluss an die Definition der Aufgabe erfolgt die Formulierung einer Vorgehensweise (Pro-
zedur), die geeignet erscheint die Aufgabe zu erfüllen. In die Auswahl können Kenntnisse über
schon erfasste Informationen xB(n) einfließen. Die Prozedur wird durch die nachfolgende Abbil-
dung festgelegt:
yC(n + 1) = ft5 (yB(n),xB(n)) . (4.35)
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Als Ergebnis der Schaltung der Transition t5 fließt der Wissenszustand yC in die Situationsmar-
ke ein. Besteht eine Erwartungskopplung zwischen dem motorischen und sensorischen Netzwerk
wird ebenfalls ein zu erwartender Zustand x′B in die Situationsmarke eingefügt.
Nach der Formulierung des Vorgehens erfolgt nun die Auswahl der auszuführenden Aktion durch
Schalten der Transition t7. In die Auswahl fließt die Kenntnis über schon erfasste Daten xD(nD)
ein. Die Verarbeitung hat die nachfolgende Form:
yD(n + 1) = ft7 (yC(n),xC(n)) . (4.36)
Dabei kann wiederum eine Erwartungsrückkopplung erfolgen, so dass x′C festgelegt wird.
Interaktion mit der Arbeitsumgebung Die Schaltung der Interaktionstransition (t9), die die
Ausführung der Manipulationen mit der Umwelt und die Aufnahme von Daten aus der Umwelt
zusammenfasst, liefert externe Daten aus der Arbeitsumgebung und kann durch die beiden Abbil-
dungen
y(n + 1) = gt9 (yD(n)) , (4.37)
xD(n + 1) = ft9 (x(n)) , (4.38)
beschrieben werden.
Wahrnehmung und Handlungsanalyse Beim Übergang von der untersten Ebene D auf
Ebene C beginnt durch Schalten der Transition t8 die Analysephase der Handlung mit der Ab-
leitung von Informationen XC(n) aus der vorhandenen Datenmenge. Die Daten werden so in den
Handlungskontext, durch x′C repräsentiert, eingebettet. Es erfolgt die nachfolgende Verarbeitung:
xC(n + 1) = ft8
(
x′C(n),xD(n)
)
. (4.39)
Eine tiefergreifende Analyse wird durch das Schalten der Transition t6 ermöglicht. Dabei kommt
es zum Übergang von Ebene C auf B zur Integration von temporal bzw. kausal verknüpften Infor-
mationen im Kontext der zu erwartenden Ereignisse x′B(n). Formal wird dieser Prozess wie folgt
beschrieben:
xB(n + 1) = ft6
(
x′B(n),xC(n)
)
. (4.40)
Aus den beobachteten Ereignissen kann nun die Identifizierung des aktuellen Zustandes durch
Schalten der Transition t4 erfolgen (vgl. Bild 4.18):
xA(n + 1) = ft4
(
x′A(n),xB(n)
)
. (4.41)
Die Transition t2 verbindet die Mechanismen der Handlungsanalyse mit denen der Handlungs-
konstruktion und der Kontrollebene. Derartige Verbindungen können auch auf den niedrigeren
Handlungsebenen auftreten. Auf diese Art und Weise werden Handlungszyklen komplett auf nied-
rigere Verarbeitungsebenen delegiert und hier autonom ausgeführt. Dies führt zur Entlastung der
Informationsverarbeitung, hat aber auch eine geringere Verarbeitungstiefe der aufgenommenen In-
formationen zur Folge.
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Bild 4.18: Ausschnitt aus dem Netzwerk zur Wahrnehmung und Analyse. Es wird der Übergang
zwischen Ebene B und A dargestellt, welcher der Identifikation des Systemzustandes
entspricht.
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Bild 4.19: Schematische Umsetzung des Ressourcenmodells im Petrinetz.
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4.3.3 Ressourcenmodell
Im Petrinetz werden die Ressourcen als Marken abgebildet (Bild 4.19). Dabei stellen sie zunächst
nur die natürliche Beschränkung des kognitiven Systems dar. Durch die Ressourcenzuweisungs-
mechanismen wird dann erst ein gezieltes Vorgehen realisiert. Ohne diese Mechanismen würde
ein zufälliges Ablaufen der Informationsverarbeitungsprozesse erfolgen. Die Zuweisungsmecha-
nismen werden als Transitionen im Petrinetz realisiert. Die Mechanismen werden anhand der ko-
gnitiven Modulationsparameter gesteuert.
4.3.3.1 Darstellung der Ressourcenbeschränkung
Die Ressourcenbeschränkung äußert sich darin, dass den Informationsverarbeitungstransitionen
Aufmerksamkeitsressourcen zur Verfügung stehen müssen, um den Verarbeitungsprozess ausfüh-
ren zu können. Zudem wird durch jeden Informationsverarbeitungsschritt die Ressource für einen
bestimmten Zeitraum belegt und steht solange keinen anderen Prozessen zur Verfügung.
Darstellung der Aufmerksamkeitsausrichtung Zur Realisierung der Ressourcenbeschrän-
kung in der Informationsverarbeitung werden in der Handlungsebene die Verarbeitungsmechanis-
men jeweils doppelt ausgeführt, um so entweder eine ressourcenpflichtige oder ein ressourcenfreie
Bearbeitung zu ermöglichen. Dazu werden die Transitionen parallel verschaltet (Bild 4.20). Zur
Unterscheidung der Prozesse wird an die Bezeichnung der Transitionen ein K für ressourcen-
pflichtige Prozesse und ein A für ressourcenfreie Prozesse angefügt. Die benötigten Aufmerksam-
keitsressourcen werden im Petrinetz als Marken vom Typ:
color R_A = with ra;
repräsentiert. Die in Bild 4.20 dargestellte Verschaltung lässt nur die Aktivierung einer Situations-
marke zu. Diese Marke wird aus dem passiven in den aktiven Arbeitsspeicher überführt und kann
unter Verwendung der Aufmerksamkeitsressource verarbeitet werden. Der dargestellte Vorgang
repräsentiert die Ausrichtung der Aufmerksamkeit auf eine bestimmte Absicht. Zum Aufmerk-
samkeitswechsel auf eine andere Absicht wird die aktive Situationsmarke der Handlungsebene
deaktiviert. Die Aufmerksamkeitsressource ra steht wieder zur Verfügung und kann eine andere
Situationsmarke aktivieren.
Ressourcenpflichtige Prozesse benötigen auf jeden Fall Aufmerksamkeitsressourcen und können
nur auf Ebene K ablaufen (Bild 4.20). Ressourcenfähige Prozesse können Ressourcen verwenden,
müssen es aber nicht. Somit können die Prozesse auf beiden Ebenen ausgeführt werden. Die Aus-
führung der ressourcenfreien Prozesse beschränkt sich allein auf die Ebene A.
Diese Beschreibung ermöglicht die Darstellung von Nebenläufigkeiten. So gibt es einerseits Pro-
zesse, die einer seriellen Verarbeitung unterliegen (Ebene K), andererseits können auch Prozesse
unter bestimmten Bedingungen parallel ablaufen (Ebene A).
Die Bedingungen für die Ausführbarkeit von Verarbeitungen in der jeweiligen Ebene sollen im
weiteren Verlauf diskutiert werden. Zunächst wird der Begriff der Verarbeitungsressource einge-
führt und somit im Netzwerk ein zeitlicher Bezug zwischen den Verarbeitungsprozessen herge-
stellt.
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Bild 4.20: Ressourcenbezogene Zerlegung einer Verarbeitungsstufe der Handlungsebene.
Darstellung der Verarbeitungszeit Die Verarbeitungsressourcen repräsentieren die tempo-
ralen Aspekte, die bei der Informationsverarbeitung auftreten. Jeder Verarbeitungsprozess kann
nur in einer begrenzten Verarbeitungsgeschwindigkeit ausgeführt werden. Die Verarbeitungsres-
sourcen werden im Petrinetz in der nachfolgenden Form definiert:
color R_P = with rp timed;
Die Form der Realisierung (wie in Bild 4.21 dargestellt) ermöglicht eine Entkopplung der Steuer-
mechanismen der Ressourcenebene von den Prozessen der Verarbeitungsebene. So kann auf eine
ak_Prozess deak_Prozess
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Bild 4.21: Zeitbewertung der Informationsverarbeitung in Anlehnung an die Implementierung
von Design CPN [Jensen, 92].
Zeitbewertung der Situationsmarken verzichtet werden. Dies erweist sich bei der Analyse der Pe-
trinetze als nützlich, da es die modulare Zerlegbarkeit des Netzwerks unterstützt, aber auch die
Anwendung von Analyseverfahren, bei denen die Zeit keine Berücksichtigung findet, ermöglicht.
Außerdem unterstützt es die Anschaulichkeit der Modellarchitektur. So kann zum einen das zeitbe-
wertete Teilnetz des Ressourcenmodells zum anderen auch die Informationsverarbeitungsprozesse
losgelöst von den Steuermechanismen betrachtet werden.
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4.3.3.2 Mechanismen der Ressourcenzuweisung
Zur Ressourcenzuweisung werden die Motivauswahl und die Absichtssteuerung unterschieden.
Während die Motivauswahl zur Beschreibung der Zielverfolgung dient, ist die Absichtssteuerung
auf die Organisation und Integration parallel ablaufender Handlungsfolgen ausgerichtet.
Motivauswahl Die Umsetzung der Motivauswahl im Modell erfolgt durch die Zuordnung des
Attributes Aktivierungsstärke (as) zu jedem Zielzustand. Die Änderung der Aktivierungsstärke des
Motivs mm setzt sich aus einer statischen und einer dynamischen Komponente zusammen:
∆asm = asstat,m ∗ (1 + asdyn,m). (4.42)
Der statische Wert repräsentiert das Bedürfnis, sich regelmäßig Informationen über die Arbeitssi-
tuation zu verschaffen. Er leitet sich aus den übertragenen Arbeitsaufträgen ab und kann je nach
der Bedeutung der Arbeitsaufträge gewichtet sein. So können Ziele eine unterschiedliche Gewich-
tung erhalten und werden dementsprechend häufiger oder weniger häufig handlungsleitend.
Tabelle 4.11: Beispiele für Bewertungsskalen der Einflussfakto-
ren Wichtigkeit und Dringlichkeit.
Wichtigkeit Dringlichkeit
sehr niedrig [-2] niedrig [-1]
niedrig [-1] normal [0]
normal [0] mäßig [1]
hoch [1] hoch [2]
sehr hoch [2] sehr hoch [3]
Der dynamische Wert berücksichtigt die Dringlichkeit bzw. die Wichtigkeit durch Erforschung der
Arbeitsumgebung und die damit verbundene qualitative Bewertung des aktuell erfassten System-
zustandes. Die qualitative Bewertung ist in der Tabelle 4.11 am Beispiel einer fünfwertigen Skala
dargestellt. Sie erfolgt bei jedem Schaltvorgang der Transition t2a (Bild 4.14, S.69).
Die Aktivierungsstärke eines Motivs (Motivstärke) kann folgendermaßen bestimmt werden:
asm,neu = asm,alt + ∆asm. (4.43)
Die Motive der Kontrollebene konkurrieren um die Überführung in die Handlungsebene. Zur Mo-
tivauswahl wird in die Ressourcenzuweisungsebene eine Transition eingeführt, welche die Akti-
vierungsstärken kontinuierlich aktualisiert und miteinander vergleicht.
Das Motiv, welches die höchste Aktivierungsstärke aufweist, wird auf aktiv gesetzt. Aus diesem
Motiv kann eine Absicht generiert werden, falls es noch keine zum Motiv zugehörige Absicht in
der Handlungsebene gibt. Im Bild 4.22 ist das vereinfachte Petrinetz zur Beschreibung der Motiv-
auswahl dargestellt.
Absichtsregulierung Falls mehrere Absichten in der Handlungsebene vorhanden sind, kon-
kurrieren diese um eine weitere Fortsetzung ihrer Bearbeitung. Die Auswahl der Absicht, welche
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MOxAS
AS_neu
t_nK
Interpretation
aktiv_MO
MOxAS
MOxASAS_alt
Verarbeitung
(m,as_dyn)
1‘(m,as_dyn)++
1‘(m,as_stat)
if ((as_0+as_stat+as_dyn)>as)
then
1‘(m,(as_0+as_stat+as_dyn))
else
1‘(m0,as0)
(m,as)
(m,as) 1‘(m,(as+as_stat+
as_dyn))
1‘(m,as_konst) (m0,as0)
Bild 4.22: Die Aktivierungsstärke zur Steuerung der Motivauswahl (Petrinetz in einer verein-
fachten Darstellung).
weiter bearbeitet wird, erfolgt in Abhängigkeit von den Motivstärken. Es besteht daher eine Kor-
respondenz zwischen den Absichten und den zuordenbaren Motiven. Dieser als aktiv bezeichneten
Absicht stehen die Aufmerksamkeitsressourcen zur Verfügung. Dazu wird die Absichtsmarke in
p_nK
Zaktiver
Arbeitsspeicher
t_r2K AKTIVIERUNG
p_nA
ZpassiverArbeitsspeicher
t_r2ADEAKTIVIERUNG
ABxkL
aktiv_AB
ABxkL
passiv_AB
zz
zz
(ab,kont_auto) 1‘(ab,auto)
1‘(ab,kont) (ab,kont_auto)
Bild 4.23: Die Absichtsaktivierung in der Handlungsebene.
die Ebene K durch schalten der Transition tr2K überführt (Bild 4.23). Dieser Schaltvorgang kann
nur dann erfolgen, wenn sich keine weitere Absichtsmarke in der Ebene K befindet. Ist dies jedoch
der Fall, muss die Absichtsmarke durch Schalten der Transition tr2A deaktiviert werden, um die
Aufmerksamkeitsressourcen zur Verfügung zu stellen.
Die Absichtsaktivierung erfolgt in Abhängigkeit vom Attribut kl, welches jeder Absicht ab zuge-
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ordnet wird. Die Definition wird in der nachfolgenden Form vorgenommen:
color kL = with inak | kont | auto | kont_auto;
var kl, kl0: kL;
color ABxkL = product AB*kL;
Das Attribut kl leitet sich aus der Organisation der Schemata in der Wissensbasis ab und ist ein
Indikator für Kompetenz. Bei der Aktivierung geeigneter Wissensschemata (vgl. Abschnitt 4.3.1.3,
S. 67) erfolgt die Festlegung von kl in der Form:
kl Verarbeitungsebene Zustandsübergänge
kont K mehrere möglich
auto A fest verknüpft (Verhaltensprogramme)
kont_auto K, A mehrere fest verknüpft
inak keine aktivierten Wissensschemata
Die Prozesse der Ebene K koppeln wie in Bild 4.22 (S. 80) dargestellt auf die Motivauswahl
zurück. Die Prozesse der Ebene A laufen autonom ab.
4.3.3.3 Ankopplung der Ressourcenzuweisung
Zum Abschluß des Kapitels soll die Ankopplung des Ressourcenmodells an die Informationsverar-
beitung und an die Wissensbasis vorgestellt werden. Die Bilder 4.24 und 4.25 stellen die Mechanis-
men dar, die die Informationsverarbeitung in der Handlungsebene (schwarz) und die Aktivierung
der Schemata der Wissensbasis (grau) steuern. Durch diese Mechanismen erfolgt die Ankopplung
an das Ressourcenmodell.
Die dick umrandeten Transitionen WB und IV sind Substitutionstransitionen und stellen die Ver-
bindung zur Wissensbasis und zur Informationsverarbeitungsebene her. Durch das Schalten der
Transitionen akW SA/akW SK werden die Schemata der Wissensbasis aktiviert. Nachdem die Akti-
vierung der Schemata abgeschlossen ist (durch Schalten der Transition deakW BA bzw. deakW BK ),
kann nun der Informationsverarbeitungsprozess aktiviert werden (durch Schalten der Transitio-
nen akProzessA/akProzessK ). Nach der Ausführung der Verarbeitungsprozesse in der Informationsver-
arbeitungsebene wird der Verarbeitungsschritt durch das Schalten der Transitionen deakProzessA/
deakProzessK abgeschlossen. Die Plätze abpa und abpk sind Fusionsplätze und damit über das Netz-
werk in Bild 4.25 miteinander verkoppelt.
4.4 Zusammenfassung
Zum Abschluss des Kapitels soll die Struktur des FCR-Modells zusammengefasst werden. Die
kognitive Architektur ist als Ressourcenmodell realisiert und unterteilt sich in die Komponenten
Wissensbasis, Informationsverarbeitung, Arbeitsspeicher und Ressourcenzuweisung. Die Informa-
tionsverarbeitung umfasst die kognitiven Prozesse. Die Wissensbasis und das Arbeitsgedächtnis
dienen als Speicher des kognitiven Systems. Die Beschränkungen in der Informationsverarbeitung
werden durch den Gebrauch von Ressourcen dargestellt. Die Eigenschaften der Komponenten der
kognitiven Architektur werden inhärent in den Beschreibungselementen der Farbigen Petrinetze
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ABxkL
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Bild 4.24: Steuerung der Informationsverarbeitung und Wissensaktivierung.
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ABxkL
ab_p_k
F
Gaktiv_AB
ak_Res_At
R_A
AKTIVIERUNG
ABxkL
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F
G
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R_A
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Bild 4.25: Ressourcenzuweisungsmechanismen der Handlungsebene.
berücksichtigt.
Das Wissen wird im Modell durch eine Baumstruktur beschrieben. Die Struktur setzt sich aus
drei Unterbäumen zusammen, dem Sensorischen, dem Motorischen und dem Motivatorischen.
Die Knoten der Baumstruktur werden als Wissenselemente bezeichnet und enthalten Zustände
des Wissens. Die Verbindungen zwischen den Knoten repräsentieren die funktionellen Abhängig-
keiten zwischen den Wissenselementen. Somit können kausale und temporale Zusammenhänge
veranschaulicht werden. Aus der beschriebenen Wissensstruktur werden Schemata generiert, die
im Farbigen Petrinetz als Marken abgebildet werden. Die Wissensbasis stellt die Wissensschemata
den Prozessen der Informationsverarbeitung zur Verfügung.
Die Informationsverarbeitung umfasst die kognitiven Prozesse. In Anlehnung an ein Schichten-
modell erfolgt die Unterteilung in strategische, dispositive, taktische und operative Schicht. Alle
Schichten bestehen aus Konstruktions- und Analysemechanismen, die aufeinander rückkoppeln.
Dadurch können die Informationen auf verschiedenen Abstraktionsebenen verarbeitet werden. Die
strategische Schicht, als Kontrollebene, dient zur gerichteten Verfolgung mehrerer gleichzeitig ak-
tiver Ziele. Die dispositive, taktische und operative Schicht, als Handlungsebene zusammengefasst,
beschreiben die Handlungsausführung und -überprüfung auf verschiedenen Abstraktionsebenen
der Informationsverarbeitung.
Im Arbeitsspeicher sind die aktiven Wissenselemente enthalten. Sie werden in Form attributierter
Marken strukturiert. Der Arbeitsspeicher unterteilt sich in den Motivspeicher, der mit der Kontroll-
ebene korrespondiert, und den Absichtsspeicher, der der Handlungsebene zugeordnet wird. Das
dadurch dargestellte Motivkonzept stellt die Bedürfnisse in der Form erwünschter Zustände und
aktueller Repräsentation der Arbeitsumgebung dar. Auf diesem Weg wird die angestrebte Abbil-
dung motivierten Handelns realisiert. Das Absichtskonzept beschreibt das gerichtete Vorgehen auf
ein Ziel hin, anhand von Plänen, Informationen und Erwartungen.
Die Ressourcenzuweisung berücksichtigt die Verarbeitungsbeschränkungen der kognitiven Ar-
chitektur. Es wird zwischen Aufmerksamkeits- und Verarbeitungsressourcen unterschieden. Die
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Ressourcen werden im Farbigen Petrinetz als attributierte Marken dargestellt. Die Aufmerksam-
keitsressourcen beschreiben die Beschränkungen der kontrollierten Informationsverarbeitung. Die
Verarbeitungsressourcen berücksichtigen die begrenzte Verarbeitungsgeschwindigkeit. Die Res-
sourcenzuweisungsmechanismen ermöglichen zielgerichtetes Mehrfachhandeln. Durch die Motiv-
auswahl wird festgelegt, welches Ziel handlungsleitend werden soll. Durch die Absichtssteuerung
können Handlungen auf verschiedenen kognitiven Verarbeitungsniveaus ausgeführt werden.
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Die Verifikation dient zur Überprüfung der formalen Korrektheit eines Modells. Sie steht im Ge-
gensatz zum konventionellen Testen, bei dem nur spezielle Testfälle generiert und diese auf fehler-
freie Bearbeitung untersucht werden. Mit dieser Vorgehensweise lassen sich nur Fehler nachwei-
sen. Ziel von Verifikationsverfahren ist der Beweis der Fehlerfreiheit. Obwohl diesem Anspruch
Grenzen gesetzt sind, kommt der Entwicklung von Verifikationsverfahren für den Entwurf kom-
plexer Systeme eine hohe Bedeutung zu.
Formale Modelle ermöglichen die Überprüfung von Eigenschaften durch Anwendung mathemati-
scher Analyseverfahren. Die Analyse von Petrinetzen kann auf der Basis der Graphentheorie wie
auch der linearen Algebra erfolgen. Wie in Abschnitt 2.1.2 (S.7) dargestellt, korrespondieren die
verschiedenen Phasen der Modellbildung mit unterschiedlichen Verifikationsaspekten. Es besteht
die Anforderung, die Verifikationsaspekte miteinander in Verbindung zu setzen, um so eine an-
wendungsbezogene Interpretation der analysierten Netzeigenschaften zu realisieren [Abel, 90].
Die in Kapitel 3 vorgestellten Anforderungen an die kognitive Architektur werden zunächst mit
den Eigenschaften der Petrinetze in Beziehung gesetzt. Durch die Anwendung von computerge-
stützten Analysemethoden kann dann die Überprüfung der Eigenschaften erfolgen. Die Verifika-
tion dient somit der formalen Überprüfung der korrekten Modellierung der geforderten Architek-
tureigenschaften. Typische Verifikationskriterien sind beispielsweise Sicherheit, Beschränktheit,
Rücksetzbarkeit oder Lebendigkeit (siehe Abschnitt 2.2.2, S.11). In dieser Arbeit erfolgt die Ve-
rifikation des Modells auf der Basis der Erreichbarkeitsanalyse der farbigen Petrinetze. Die in der
Arbeit verwendete Software Design CPN [Jensen, 92] stellt ein Tool zur Berechnung des Erreich-
barkeitsgraphen zur Verfügung.
Die Anwendung der formalen Analysemethoden ist jedoch nicht auf die Überprüfung allgemei-
ner Eigenschaften der kognitiven Architektur beschränkt, sondern kann auch die Implementierung
spezifischer Anwendungen unterstützen. So werden Methoden vorgestellt, die die Anpassung der
kognitiven Architektur an ein spezielles Bedienermodell unterstützen und die Korrektheit überprü-
fen.
In diesem Kapitel werden zunächst Teilnetze, aus denen sich das Modell zusammensetzt, im Ein-
zelnen einer strukturellen Analyse unterzogen und mit geforderten Modelleigenschaften in Verbin-
dung gesetzt. Es schließt sich eine Analyse der Kopplungsmechanismen der Teilmodelle an. Diese
Vorgehensweise folgt den Methoden der Systementwicklung, wie in [Spillner, 92] vorgestellt.
Die Erreichbarkeitsanalyse stützt sich auf die Betrachtung von Markierungen. Durch Markierungs-
änderungen werden Pfade konstruiert. Von daher können die statischen Netzstrukturen nur in Ver-
bindung mit dem dynamischen Verhalten analysiert werden. Die Verifikation der kognitiven Mo-
dellstruktur ist somit an die zu modellierende spezifische Problemstellung gebunden. Im weiteren
Verlauf sollen Verifikationsmöglichkeiten vorgestellt werden, welche die Anpassung des kogniti-
ven Modells an eine spezielle Problemstellung unterstützen und überprüfen.
85
5 Verifikation
5.1 Partielle Netzwerkanalyse
Der Erreichbarkeitsgraph enthält alle Zustände, die von einer Initialisierungsmarkierung aus er-
reicht werden können. Petrinetze, die durch eine starke Nebenläufigkeit gekennzeichnet sind, kön-
nen schnell zu einer kombinatorischen Explosion des Erreichbarkeitsgraphen führen. Durch Zerle-
gung in Teilnetze kann die Analyse überschaubarer gehalten strukturiert werden. Durch die Faltung
von Netzteilen ähnlicher oder gleicher Strukturen entstehen Teilnetze, die bestimmte Eigenschaf-
ten eines Systems abbilden. Durch Kopplung der Teilnetze werden die Eigenschaften in Beziehung
gesetzt.
Die kompakte Darstellung Farbiger Petrinetze führt zur Reduzierung der Menge an Knotenele-
menten (Transitionen, Plätze) durch Faltung vergleichbarer Strukturen. Dies ermöglicht zwar eine
kompaktere, übersichtlichere Darstellung der Petrinetze, führt jedoch nicht zur Vereinfachung des
Erreichbarkeitsgraphen. Die Verschiedenheit der gefalteten Netzteile wird durch die Unterschei-
dung der Inhalte der Marken berücksichtigt. Werden nur begrenzte Typen von Color-Sets zuge-
lassen, was eine Beschränkung der Markenvielfalt zur Folge hat, dann ist eine Überführung der
Farbigen in elementare Petrinetze möglich.
AK
DEAK
WB_IV
IV
IV
WB
Wissensaktivierung und
Informationsverarbeitung
Ressourcenmanagement
Kopplung
Bild 5.1: Entkopplung der Teilnetze.
Das in dieser Arbeit vorgestellte kognitive Modell wurde so entwickelt, dass Teilnetze die In-
formationsverarbeitungsprozesse beschreiben, während andere Unternetze die Steuerung der In-
formationsverarbeitung darstellen (Bild 5.1). So können die Informationsverarbeitungsprozesse
zunächst ohne Ressourcenbeschränkungen syntaktisch und semantisch analysiert werden. Zum
anderen kann das Ineinandergreifen von Steuermechanismen losgelöst von der Informationsver-
arbeitung auf Konsistenz überprüft werden. Im weiteren Verlauf sollen die beiden Typen von
Teilnetzen zunächst isoliert analysiert werden. Durch die Einführung von Ersatznetzen werden
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die Kopplungsmechanismen modelliert. Diese partielle Analyse erleichtert die Überprüfung der
Netzeigenschaften und fördert die Anschaulichkeit der Prozesse. So können bereits lokale Fehler
aufgedeckt werden.
5.1.1 Teilnetze zur Steuerung der Informationsverarbeitung
Die Betrachtung der Prozesse der Informationsverarbeitung soll losgelöst von dem Ressourcenma-
nagement erfolgen. Deshalb wird eine Entkopplung, wie im Bild 5.1 dargestellt, vorgenommen.
Das Modell arbeitet so, als ständen unendlich viele Ressourcen zur Verfügung.
Das entkoppelte Teilnetz enthält nur Marken, die sich aus Wissenszuständen zusammensetzen
(Wissensschemata, Situationsschemata) und unterliegt somit keiner Zeitbewertung. Das erleichtert
einerseits die Analyse des Erreichbarkeitsgraphen, da zyklische Abläufe zusammengefasst werden
und unterstützt so das Erkennen typischer Prozessfolgen. Andererseits werden auch Prozessab-
läufe generiert, die unter den Bedingungen der Ressourcenbeschränkung nicht auftreten würden.
Diese Eigenschaft kann sich aber gerade bei der Auslegung von Arbeitsplätzen als nützliches Ana-
lysewerkzeug erweisen (siehe Kapitel 7).
Im weiteren Verlauf werden typische Verifikationskriterien der Netztheorie mit den Anforderungen
an die kognitive Architektur in Beziehung gesetzt. Durch die Untersuchung auf die Beschränktheit
kann die Überprüfung der formalen Korrektheit der hierarchischen Wissensstrukturierung erfol-
gen. So werden beispielsweise Wissenszustände aufgedeckt, die bei der hierarchischen Zerlegung
auf sich selbst zurückkoppeln. Die Beschränktheitsanalyse dient der Suche nach semantischen
Fehlern bei der Konstruktion und Organisation der Wissensschemata.
Die Lebendigkeit widmet sich der Untersuchung, ob die Verarbeitungsfunktionen beliebig oft hin-
tereinander ausführbar sind und beschreibt so die ständige Steuerbarkeit von Prozessen. Es handelt
sich dabei um eine notwendige Bedingung, durch die ein permanentes Interagieren des Kognitiven
Modells mit der modellierten Arbeitsumgebung gewährleistet wird. Die Lebendigkeit stellt eine
Anforderung an die Kontrollebene dar, da diese Eigenschaft eine permanente Überprüfung der
Motive gewährleistet. Sie ist damit eine Grundanforderung für zielgerichtetes Handeln.
Die Prozesse der Handlungsebene müssen nur eine schwache Lebendigkeit gewährleisten, da sie
auf das Erreichen eines bestimmten Zielzustands ausgerichtet sind. Mit dessen Erreichen bzw.
Nichterreichen endet der Prozess. Somit sind derartige Prozesse auch immer an Abbruchbedin-
gungen gebunden, die ein Nichterreichen eines Zustandes definieren. Die Lebendigkeitsanalyse
deckt somit fehlerhafte Verarbeitungsprozesse auf.
Die Reversibilität oder auch Rücksetzbarkeit beschreibt die Eigenschaft, dass ein System nach der
Ausführung von Aktivitäten wieder den Anfangszustand erreichen kann. Dies ist ein wichtiger
Aspekt, um Handlungsabläufe, die nicht zum Ziel führten, zurückverfolgen zu können. In der Ta-
belle 5.1 sind noch einmal die Verifikationskriterien und ihre anwendungsbezogen Interpretation
zusammengefasst.
Im weiteren Verlauf werden auf der Grundlage der Erreichbarkeitsanalyse Vorgehensweisen zur
Überprüfung von Modelleigenschaften vorgestellt.
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Tabelle 5.1: Beziehung zwischen Netzeigenschaften und Modellanforderungen für die
Informationsverarbeitungsebene und Wissensbasis.
Netzeigenschaft Erreichbarkeitsanalyse Interpretation im Mo-
dell
Modul
Beschränktheit endliche Knotenmenge Begrenzung der Spei-
cherinhalte
Arbeitsspeicher
korrekte hierarchische
Wissensstrukturierung
Wissensbasis
Lebendigkeit
zyklisch alle Transitionen leben-
dig
kontinuierliches Über-
wachungsverhalten
Kontrollebene
schwach definierte Endknoten im
Erreichbarkeitsgraph
zielgerichtetes Vorge-
hen
Handlungsebene
Rücksetzbarkeit Anfangsknoten von je-
dem Knoten aus erreich-
bar
Zielwechsel, Bedürf-
nisbefriedigung
Informations-
verarbeitungsebene
5.1.1.1 Formale Korrektheit der hierarchischen Wissensstrukturierung in der
Kontrollebene
Als Beispiel soll die formale Korrektheit der Zielzerlegung anhand der Erreichbarkeitsanalyse de-
monstriert werden. Die Informationsverarbeitung arbeitet auf den Schemata der Wissensbasis. Die
Wissensschemata sind maßgeblich für die Informationsverarbeitungsprozesse. Zur Überprüfung
der korrekten Konstruktion muss ein Ersatznetz entwickelt werden, welches für jeden Verarbei-
tungsschritt alle aktivierbaren Schemata zur Verfügung stellt. Zur Anschaulichkeit des Erreich-
barkeitsgraphen wird nur ein Ausschnitt eines Zielbaums aus der motivatorischen Wissensstruk-
tur herausgegriffen und die damit korrespondierenden Verarbeitungsschemata aktiviert (siehe Bild
5.2, unten links). Das Ziel 1 wird durch die Unterziele 2,3 bzw. 3,4 beschrieben. Das Ziel 2 kann
wiederum in die Unterziele 5,6 zerlegt werden. Die Verfolgung von Ziel 1 kann somit auf verschie-
denen Abstraktionsebenen bzw. Dekompositionsebenen erfolgen. Im Bild werden die Ebenen 1, 2,
3 unterschieden.
Überprüft werden soll die korrekte Zerlegung und Verknüpfung der Ziele. Dazu sind nicht Verar-
beitungsprozesse der Handlungsebene zur Bearbeitung der Absichten von Bedeutung, sondern nur
die Ergebnisse der Verarbeitungsprozesse. Die Handlungsebene wird durch ein Ersatznetz EN1
ersetzt, welches die Ergebnisse der Handlungsausführung generiert (Bild 5.3, linker Graph). Es
werden alle absichtsgeleiteten Handlungen als ausführbar angenommen. Ausführbar bedeutet in
dem Zusammenhang, dass die Absichtsbearbeitung in der Handlungsebene immer auf definierte
Knoten führt. Die Knoten fassen die Menge der erwünschten wie auch der unerwünschten System-
zustände zusammen.
Die Korrektheit der hierarchischen Wissensstrukturierung lässt sich anhand der Netzeigenschaf-
ten Beschränktheit und zyklische Lebendigkeit überprüfen. Die Forderung nach Beschränktheit
besteht darin, dass die aktive Zielmenge begrenzt werden muss durch die Zielzerlegung und die
Menge unabhängiger Ziele. Durch Bestimmung der k-Sicherheit, welche durch die maximale An-
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1:2
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1‘4
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2:3
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2:2
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1:2
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1:1
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1:1
6
N1’p1 1: 1‘3
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7 
1:1
7
N1’p1 1: 1‘4
N1’p2 1: 1‘3
13 
2:1
14 
1:3
12 
2:1
11 
2:1
11
N1’p1 1: empty
N1’p2 1: 1‘3++ 
1‘4
16 
1:2
17 
1:2
15 
2:2
20 
2:2
19 
2:1
18 
2:1
21 
3:1
Ebene1
Ebene2
Ebene3
Ebene2
2
65
34
1Ebene1
Ebene2
Ebene3
3:2->4
N1’T1c 1: 
{y1=3,
11:6->11
N1’T2a 1: 
{y=3,x0=3}
18:11->1
N1’T1b 1: 
{y0=1,
7:4->7
N1’T2a 1: 
{y=3,x0=3}
6:4->6
N1’T2a 1: 
{y=4,x0=4}
12:7->11
N1’T2a 1: 
{y=4,x0=4}
Bild 5.2: Beispiel für einen zyklischen endlichen Erreichbarkeitsgraphen. Die Verarbei-
tungszyklen sind den Zielebenen zugeordnet. Das zugehörige Petrinetz ist in
Bild 4.15 (S. 72) dargestellt.
89
5 Verifikation
zahl k an Marken auf einem Platz vorgibt, kann die maximal aktive Zielmenge bestimmt werden.
Der Erreichbarkeitsgraph muss eine begrenzte Menge an Knoten umfassen.
Die zyklische Lebendigkeit dient dem Nachweis, dass bei jedem beliebigen Systemzustand das
Fortsetzen der Zielverfolgung möglich ist. Im Erreichbarkeitsgraphen bilden sich Verlaufspfade,
die auf die Anfangssituation zurückführen (Bild 5.2). Die zyklische Lebendigkeit weist somit nach,
dass jede Zielverfolgung entweder erfolgreich ausgeführt werden kann oder bei Bedarf (z.B. Miss-
erfolg) auch zurückgesetzt und durch ein anderes Vorgehen ersetzt werden kann.
Durch computergestützte Erreichbarkeitsanalyse können so semantische Fehler in der Zielstruktu-
rierung aufgedeckt werden.
t3t4
t6
t8 t7
t5p2
p1
t1
t2a
t9
N1
N2
p2a
p1a
t2b
p1
EN2
EN3
EN1
Bild 5.3: Zerlegung der Informationsverarbeitungsebene durch Einführung von Ersatznet-
zen.
5.1.1.2 Nachweis einer zielgerichteten Handlungsausführung
Im Folgenden sollen nun die Prozesse der Handlungsebene anhand der Netzanalyse auf Korrekt-
heit überprüft werden. Die Verbindung mit der Kontrollebene wird wiederum durch ein Ersatznetz
EN2 realisiert (Bild 5.3, rechter Graph). Es dient zur Aktivierung verschiedener Absichten. Diese
werden darauf überprüft, ob sie zu definierten Ergebnissen führen.
Ein weiteres Ersatzmodell EN3 stellt alle Typen von Daten zur Verfügung, die bei der Interaktion
mit der Arbeitsumgebung auftreten können. Dadurch wird die Menge möglicher Ereignisse be-
schrieben, die in der Arbeitsumgebung auftreten können.
Die Handlungsausführung ist auf das Erreichen von Wissenszuständen ausgerichtet. Es müssen
dabei erwartete Zustände berücksichtigt werden, aber auch Zustände, die ein Erreichen der er-
warteten Zielzustände unmöglich machen und zum Abbruch der Handlungsfolge führen. Im Bild
5.4 ist ein Erreichbarkeitsgraph zur Veranschaulichung dargestellt. Die Aktivierung einer Absicht
kann zur Erreichung des erwarteten Systemzustandes führen. Es können jedoch auch verschiedene
Ereignisse auftreten, die zum Abbruch der Handlungssequenz führen. Um syntaktische Fehler zu
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Bild 5.4: Erreichbarkeitsgraph zur Beschreibung einer zielgerichteten Handlungsausfüh-
rung.
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vermeiden, sollte bei der Definition der Farbmengen alles, was nicht explizit festgelegt ist, ausge-
schlossen werden.
Die Entwicklung des Erreichbarkeitsgraphen ermöglicht eine graphentheoretische Analyse der
korrekten Abbildung der Verarbeitungssequenzen. Die grundlegende Forderung nach Endlichkeit
des Erreichbarkeitsgraphen erbringt den Nachweis, dass nur eine begrenzte Anzahl von Wissens-
zuständen auftreten kann. Durch eine Überprüfung der Endknoten des Erreichbarkeitsgraphen (tote
Markierungen) kann festgestellt werden, ob nur erwünschte Wissenszustände erreichbar sind und
ob alle erwünschten Zustände erreicht werden können.
Des Weiteren lassen sich auch nebenläufige und zyklische Prozesse ermitteln (Bild 5.4). Die zy-
klischen Prozesse sind unerwünscht und dürfen nur aufgrund der fehlenden Ressourcenbeschrän-
kung entstehen. Sie stellen Endlosschleifen in der Handlungsausführung dar. Nebenläufige Prozes-
se beschreiben Verarbeitungsalternativen und repräsentieren so das Vorhandensein verschiedener
Verhaltensprogramme zur Absichtsausführung. Derartige Untersuchungen lassen sich computer-
gestützt durch Entwicklung des SCC (Strongly Connected Components)-Graphen aus dem Er-
reichbarkeitsgraphen durchführen [Jensen, 92].
Die in den beiden Teilnetzen dargestellten Abläufe stellen eine obere Grenze möglicher Verarbei-
tungsprozesse dar. Diese Menge an Verarbeitungsprozessen erfährt durch die Ankopplung an das
Ressourcenmodell eine weitere Einschränkung. Zunächst wird jedoch erst einmal überprüft, ob die
Ressourcenbeschränkungen durch das Ressourcenmodell gewährleistet werden.
5.1.2 Abbildung der Ressourcenbeschränkung
Bei der Modellierung der Ressourcenbeschränkung fließt das temporale Verhalten der Informa-
tionsverarbeitung mit ein. Die zeitbewertete Erreichbarkeitsanalyse wird mit der Zunahme der
Komplexität des Petrinetzes schnell sehr umfangreich. So werden alle Zeiten auf eine normierte
Zeitbasis zurückgeführt. Je feiner die Auflösung der Zeitbasis ist, umso aufwendiger wird die Ana-
lyse.
Ein zentraler Aspekt bei der Analyse zeitbewerteter Netze ist deshalb die modular dekomposito-
rische Untersuchung zur Begrenzung des Umfangs des Erreichbarkeitsgraphen. Dies zieht jedoch
immer eine Konsistenzprüfung nach sich [Lemmer, 95]. Aus den dargestellten Gründen wurde im
kognitiven Modell die Zeitbewertung auf die Verarbeitungsressource beschränkt. So werden den
Verarbeitungsprozessen der Informationsverarbeitungsebene in der Ressourcenzuweisungsebene
Zeitfenster zugeordnet.
Im weiteren Verlauf soll bei der Vorstellung von Kriterien zur Verifikation der Ressourcenebene
zunächst auf eine Zeitbewertung verzichtet werden. Die so nachprüfbaren Eigenschaften charakte-
risieren die kausalen Abhängigkeiten zwischen den abgebildeten Tätigkeitsfolgen. Im Anschluss
daran fließen die temporalen Aspekte mit in die Analyse ein.
5.1.2.1 Rücksetzbarkeit des Ressourcenmodells
Zur Entkopplung der Ressourcenebene werden die transitionsumrandeten Teilnetze zur Beschrei-
bung der Wissensaktivierung wie auch der Informationsverarbeitung durch einfache Transitionen
ersetzt (vgl. Bild 4.24, S. 82). Somit werden die Absichtsmarken der Ressourcenebene von den
eigentlichen Informationsverarbeitungsprozessen entkoppelt.
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Durch diese Entkopplung stehen die Steuerungsmechanismen der Motivauswahl und der Absichts-
regulierung, als Rückkoppelmechanismen der Informationsverarbeitungsebene und der Wissens-
basis nicht mehr zur Verfügung und müssen durch ein Ersatznetz generiert werden. Das Ersatznetz
ist so realisiert, das es alle möglichen Attribute zur Steuerung alternativ zur Verfügung stellt. So fin-
den im Erreichbarkeitsgraphen alle möglichen Steuervarianten Berücksichtigung. Netzwerktheo-
retische Verifikationskriterien zur Überprüfung der korrekten Entwicklung des Ressourcenmodells
sind in der Tabelle 5.2 zusammengestellt und werden im Folgenden im Detail diskutiert.
Tabelle 5.2: Beziehung zwischen den Netzeigenschaften und Modellanforderungen für das Res-
sourcenmodell.
Netzeigenschaft Erreichbarkeitsanalyse Interpretation im Modell Modul
Sicherheit Markenmenge max. 1 aktive Absicht Ebene K (kontrol-
lierte Prozesse)
Beschränktheit Markenmenge begrenzt passive Absichten Ebene A (Auto-
matismen)
Lebendigkeit
schwach definierte Endknoten im
Erreichbarkeitsgraphen
zielgerichteter Ablauf ei-
ner Verarbeitungsfolge
Ebene K (kontrol-
lierte Prozesse)
schwach definierte Endknoten im
Erreichbarkeitsgraphen
Verhaltensprogramme Ebene A (Auto-
matismen)
Rücksetzbarkeit Anfangsknoten von je-
dem Knoten aus erreich-
bar (nur im zeitunabhän-
gigen Netz)
Verarbeitungsschritt
(Wissensaktivierung und
Informationsverarbei-
tung)
Ebene A und Ebe-
ne K
Die Zeit ist als Attribut jeder zeitbewerteten Marke zugeordnet. Somit führen Zeitänderungen zu
einem ständigen Fortschreiten der Erreichbarkeitssequenz. Zur Überprüfung des zyklischen Ver-
haltens innerhalb des Erreichbarkeitsgraphen muss somit auf die Zeitbewertung verzichtet werden.
Ein Auftreten zyklischer Abläufe im Erreichbarkeitsgraphen kann als zeitversetztes Wiederholen
gleicher Abläufe interpretiert werden.
Die Untersuchung auf Rücksetzbarkeit soll anhand des Erreichbarkeitsgraphen im Bild 5.5 vor-
genommen werden. Das Ressourcenmodell ermöglicht ein zyklisches Ansteuern von Wissensak-
tivierung und Informationsverarbeitung. Es können drei Typen von Zyklen unterschieden werden.
Es gibt Zyklen, die nur in der Ebene A und andere die nur in der Ebene K ablaufen. Durch die
Änderung der Attributierung der Absicht kann ein Wechsel des kognitiven Niveaus erfolgen. Dies
führt zu Übergängen zwischen den Ebenen, wie im Bild 5.5 dargestellt, die wiederum durch zy-
klisches Verhalten gekennzeichnet sind. Werden alle möglichen Attributierungen der Absicht im
Ersatznetz generiert, kann durch die Überprüfung der Rücksetzbarkeit des Erreichbarkeitsgraphen
der Nachweis der formalen Korrektheit der Ressourcenzuweisung erbracht werden.
Durch Motivwechsel kommt es zur Deaktivierung der Absicht (Bild 5.5). Die Deaktivierung wur-
de hier als Endknoten definiert, ist jedoch bei der Anwendung des kognitiven Modells nur eine
vorübergehende Eigenschaft, da die Absicht im weiteren Verlauf entweder gelöscht wird oder zu
einem späteren Zeitpunkt weiter bearbeitet wird. Die Definition derartiger Endknoten ermöglicht
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die detaillierte Untersuchung einzelner Sequenzen (schwache Lebendigkeit). So können Untersu-
chungen auf die Erreichbarkeit bestimmter Zustände durchgeführt werden.
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Bild 5.5: Der dargestellte Erreichbarkeitsgraph zeigt alle möglichen Verarbeitungsse-
quenzen zur Bearbeitung einer Absicht und repräsentiert die Verarbeitungspro-
zesse der verkoppelten Netze aus Bild 4.23 (S. 80) und 4.24 (S. 82). Die Wech-
selmechanismen werden über Ersatznetze, welche die Attributierung der Ab-
sicht ändern, realisiert.
5.1.2.2 Temporale Aspekte
Für die Zeitbewertung von Petrinetzen muss eine normierte Zeitbasis festgelegt werden. Für die
Betrachtung temporaler Aspekte der ressourcenabhängigen Informationsverarbeitung wird die Zeit-
basis auf die Zeitdauer τ eines Verarbeitungsschrittes bezogen. In Tabelle 5.3 sind strukturelle und
zeitliche Aspekte der Informationsverarbeitung unter Berücksichtigung der Ressourcenbeschrän-
kung in Beziehung gesetzt.
Es bestehen die folgenden Anforderungen an die ressourcengesteuerte Informationsverarbeitung
in der Ebene K:
• Es darf nur eine Verarbeitung pro Zeitfenster ablaufen.
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Tabelle 5.3: Organisation von Mehrfachhandeln (Verfol-
gung mehrerer Absichten, hier 2).
Verarbeitungstyp Ebene(n) Zeitbedarf
parallel A & K τ
parallel A τ
seriell K 2τ
• Ein Verarbeitungsschritt benötigt für diese Zeitdauer eine Aufmerksamkeitsressource.
Der Nachweis der Sicherheit des aktiven Absichtsspeichers liefert die netztheoretische Überprü-
fung dieser Forderung.
Analog dazu muss gewährleistet werden, dass in der Ebene A nur eine begrenzte Menge von Ver-
arbeitungen pro Zeitfenster erfolgen. Die Überprüfung ist durch den Nachweis der Beschränktheit
des Absichtenspeichers der Ebene A möglich.
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Bild 5.6: Der Erreichbarkeitsgraph zeigt alle möglichen Kopplungen zwischen zwei Ab-
sichten bei der Ausführung von jeweils einem Verarbeitungsschritt.
Das Bild 5.6 beschreibt die Gesamtheit aller möglichen Verarbeitungsfolgen beim Ablauf je eines
Informationsverarbeitungsschrittes zweier Absichten. Der Anfangsknoten repräsentiert den Zu-
stand, bei dem sich beide Absichtsmarken in der Ebene A befinden. Wenn beide Prozesse in der
Ebene K (vgl. Bild 4.20, S.78) ablaufen, wird der Knoten 77 erreicht. Dabei werden zwei Zeit-
schritte (2τ) benötigt. Die beiden Sequenzen, die zu diesem Knoten führen, repräsentieren die
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möglichen Reihenfolgen. Wenn beide Prozesse in der Ebene A ablaufen, wird der Knoten 61 er-
reichtet. Gemischte Abläufe, die in der Ebene A und K ablaufen führen auf Knoten 64. Alle diese
Sequenzen werden innerhalb eines Zeitschrittes τ erreicht. Durch die Definition von Endknoten
und die Überprüfung von deren Erreichbarkeit kann der Nachweis erfolgen, ob zeitliche Anfor-
derungen der Informationsverarbeitung erfüllt werden. Es kann auch überprüft werden, ob nach
Einführung der Zeitbewertung nur erwünschte Zustände erreicht werden (Knoten 61, 64, 77 im
Bild 5.6).
5.2 Grenzen der Erreichbarkeitsanalyse
Die Grenzen der Erreichbarkeitsanalyse zeigen sich vor allem anhand zweier Probleme:
1. Umfang des Erreichbarkeitsgraphen
2. Bindung an spezielle Anfangsmarkierung
Mit dem Umfang des Erreichbarkeitsgraphen steigt der Analyseaufwand. Dadurch wird die Er-
reichbarkeitsanalyse zunehmend schwerer handhabbar. Durch die Bindung des Erreichbarkeits-
graphen an eine spezielle Anfangsmarkierung ist eine allgemeine Strukturanalyse nur begrenzt
möglich.
Ein Ansatz zur Lösung der angesprochenen Probleme schafft die Zerlegung des Modells in Teil-
netze. Die so entwickelbaren einfacheren Erreichbarkeitsgraphen machen häufig schon spezifische
Eigenschaften sofort transparent. Probleme ergeben sich dabei aber in einer konsistenten Abbil-
dung der Teilnetze ihrer Funktionsweise im Gesamtmodell entsprechend. So werden zur Berück-
sichtigung der Kopplung der Teilnetze Ersatznetze eingeführt, die die Kopplung des betrachteten
Teilnetzes zu den anderen Netzteilen repräsentieren. Dies erfolgt durch Generierung relevanter
Marken, die mögliche Interaktionen zwischen den Teilnetzen repräsentieren. So lassen sich in ge-
wissem Umfang auch allgemeine Struktureigenschaften ableiten.
Anwendbare Verifikationskriterien sind die Untersuchung auf Sicherheit, Beschränktheit, Rück-
setzbarkeit oder Lebendigkeit. Die Analyse muss dabei an die Interpretation der Ergebnisse der
Netzanalyse im Kontext des kognitiven Modells gebunden sein.
Die Betrachtung temporaler Aspekte macht die Erreichbarkeitsanalyse sehr aufwendig. Von daher
ist das Netz so zu entwickeln, dass nur Prozesse, deren zeitliche Verläufe relevant für die darzustel-
lenden Problemstellungen sind, zeitlich bewertet werden. Zum anderen ist darauf zu achten, dass
eine Entkopplung der zeitlich relevanten bzw. nicht relevanten Prozesse möglich ist. Dabei ist zu
berücksichtigen, dass diese Entkopplung nicht zu Konsistenzverletzungen im Modell führt.
Die Erreichbarkeitsanalyse ist nicht auf die Verifikation des zu entwickelnden Modells beschränkt,
sondern kann auch für die Modellvalidierung von Nutzen sein. Durch die Anpassung des kogni-
tiven Modells an eine spezielle Problemstellung werden die Markierungen, die das Wissen spei-
chern, aber auch die Anfangsmarkierung einer Arbeitssituation definiert. Dadurch werden Bedin-
gungen geschaffen, die die Verwendung der Erreichbarkeitsanalyse noch deutlich wirkungsvoller
machen.
Gerade bei der Analyse kritischer Systemzustände, die an eine spezielle Situation gebunden sind,
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bietet die Überprüfung der Erreichbarkeit, z.B. eines Zustandes innerhalb eines bestimmten Zeit-
fensters von einer bestimmten Ausgangssituation ausgehend, eine ideale Möglichkeit zur Untersu-
chung kritischer Handlungsabläufe.
In diesem Sinne sollen im folgenden Kapitel einige Validierungsansätze zur Überprüfung der kor-
rekten Darstellung von Aspekten menschlichen Verhaltens durch das kognitive Modell vorgestellt
werden.
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Das im Rahmen dieser Arbeit entwickelte FCR-Modell soll anhand der Bedienung einer Mikro-
welt exemplarisch validiert werden. Anhand von Korrespondenzuntersuchungen (vgl. 3.2, S.27)
werden Übereinstimmungen im Bedienverhalten von Modell und Operateur überprüft.
Abschnitt 6.2
Abschnitt 6.3
Abschnitt  6.1
Validation
FCR-Modell
Methodischer
Ansatz
Bedienung
CAMS
Analyse
Laborexperimente
(6.3.1)
Simulation-
Experimente
(6.3.2)
Modell
Modellierung
Bedienerverhalten
(6.2.1)
Modellierung 
Arbeitsumgebung
(6.2.2) 
Empirische
Studie
Experimentelle
Daten
ErgebnisseErgebnisse
Vergleich und
Interpretation
(6.3.3)
Interpretierte
Ergebnisse
Bild 6.1: Übersicht über Kapitel 6.
Nach der Vorstellung des methodischen Ansatzes wird die Umsetzung der Bedienung der Mikro-
98
6.1 Methodischer Ansatz
welt im FCR-Modell wie auch die Modellierung der Arbeitsumgebung vorgestellt (Bild 6.1). Es
schließt sich die Analyse der Ergebnisse einer an der Mikrowelt durchgeführten Studie an. Diese
dienen als Grundlage zur Bewertung und Interpretation der mit dem FCR-Modell durchgeführten
Simulationen.
6.1 Methodischer Ansatz
Die Validation dient zum Nachweis, dass sich vergleichbare Verhaltenweisen zwischen dem FCR-
Modell und menschlichen Operateuren nachweisen lassen.
Um die allgemeine Gültigkeit eines Modells sicherzustellen darf die Validierung auf keine spezi-
elle Problemstellung beschränkt durchgeführt werden. Diese Forderung stellt jedoch für die Nach-
bildung menschlicher Kognitionsprozesse ein Problem dar, da die kognitiven Informationsverar-
beitungsprozesse des Menschen nicht explizit erfassbar sind und somit nur aus dem beobachtbaren
Verhalten abgeleitet werden können. Folglich ist auch nur eine Überprüfung an spezifischen An-
wendungsfällen durchführbar.
Die Validation des FCR-Modells soll deshalb exemplarisch am Beispiel einer spezifischen Arbeits-
situation vorgenommen werden. Dazu muss zunächst ein geeignetes Anwendungsbeispiel ausge-
wählt werden. Für die Auswahl werden die folgenden Kriterien herangezogen:
1. Mehraufgabensituation mit einer hierarchischen Zielstruktur
2. Erfassbarkeit von Verhaltensdaten die auf kognitive Verarbeitungstätigkeiten schließen las-
sen
3. Verfügbarkeit experimenteller Daten zur Überprüfung der modellierten Ergebnisse
4. Umsetzbarkeit der Arbeitsumgebung in ein Petrinetz für eine ganzheitliche formale Analy-
sierbarkeit
Auf der Grundlage der aufgeführten Kriterien fiel die Auswahl auf die Bedienung der Mikrowelt
CAMS (Cabin Air Management System) [Wastell et al., 03]. Bei CAMS handelt sich um die Simu-
lation des Lebenserhaltungssystems einer Raumkapsel.
Die Bedienung der Mikrowelt umfasst die Bearbeitung mehrerer Aufgaben, die in Abhängigkeit
von der Zielsetzung teils seriell teils parallel ausgeführt werden müssen (erstes Kriterium). Die
resultierende Arbeitssituation zeichnet sich trotz der begrenzten Menge von Tätigkeitsabläufen
durch eine hohe Komplexität aus, die neben hierarchischen Zielstrukturen und simultaner Mehr-
aufgabenbearbeitung auch ein hohes Maß an Vernetztheit bietet. Außerdem liegen auch zeitliche
Abhängigkeiten im Arbeitsprozess vor. So können eine Vielzahl von Arbeitsabläufen untersucht
werden, die auch typisch für reale Arbeitssituationen sind.
Die Mikrowelt CAMS ist derart konzipiert, dass kontinuierlich Interaktionen vom Operateur durch-
geführt werden müssen und somit eine dichte Aufzeichung des Bedienverhaltens möglich ist (zwei-
tes Kriterium). Eine derartige Konzeption unterstützt maßgeblich die Analyse. Durch die Erfassung
der Interaktionen können so Annahmen über die aktuelle Zielausrichtung des Operateurs gemacht
werden. Es ist möglich neben der Überprüfung von Tätigkeiten auch Vergleiche der Zielausrich-
tung durchzuführen.
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Maßgeblich für die Auswahl von CAMS ist zudem die Verfügbarkeit experimentell erhobener Da-
ten (drittes Kriterium), die im Rahmen einer Studie am Cognitive Science Lab (CSL) der Catholic
University of America aufgenommen wurden [Lorenz et al., 02]. Die experimentell erfassten Daten
geben detailliert Auskunft über die Manipulationen, die vom Operateur am Lebenserhaltungssys-
tem vorgenommen wurden.
Dadurch, dass die dokumentierte Software zur Verfügung steht ist zudem eine einfache Umsetz-
barkeit der Arbeitsumgebung in eine Petrinetzarchitektur gegeben (viertes Kriterium).
Im Rahmen der exemplarischen Validation werden die nachfolgend aufgeführten Korrespondenz-
untersuchungen durchgeführt (vgl. 3.2, S.27):
• Korrespondenz in den Prozessabläufen
• Korrespondenz in der Fehlerdiagnose
• Temporale Korrespondenz
Die Betrachtung der Korrespondenz in den Prozessabläufen liegt in der Überprüfung, ob die trai-
nierten Überwachungsaufgaben und Handlungsfolgen vom Modell vergleichbar ausgeführt wer-
den.
Die Korrespondenz in der Fehlerdiagnose umfasst die Untersuchung, ob ein vergleichbares Dia-
gnoseverhalten bei den Operateuren und dem FCR-Modell auftreten.
Durch temporale Korrespondenzuntersuchungen kann festgestellt werden, ob vergleichbare Ein-
flüsse zwischen den auszuführenden Aufgaben in Mehraufgabensituationen festzustellen sind.
Zunächst soll die Umsetzung der Bedienung der Mikrowelt CAMS (Bild 6.2) in ein Petrinetzmodell
vorgestellt werden. Die Realisierung des Bedienverhaltens mit Hilfe des FCR-Modells wird in Ab-
schnitt 6.2.2 vorgestellt. Es schließt sich in Abschnitt 6.2.1 die Modellierung der Arbeitsumgebung
an.
6.2 Anwendungsbeispiel: Bedienung der Mikrowelt CAMS
Die Darstellung des Aufbaus und der Funktionsweise des Lebenserhaltungssystems soll auf die
für die Validierung wesentlichen Aspekte fokussiert werden. Für tiefgreifendere Informationen sei
auf [Wastell et al., 03] verwiesen.
Die Mikrowelt CAMS ist eine Laborsimulation eines Lebenserhaltungssystems zur automatischen
Regulierung der Atemluft in einer Raumkapsel. Die Eigenschaften der Luft werden durch fünf Pa-
rameter beschrieben. Die zu überwachenden Parameter sind der Sauerstoff- und der Kohlenstoffan-
teil der Luft, der Druck, die Temperatur und die Luftfeuchtigkeit. Die Parameter sind abhängig von
einander. Unter normalen Bedingungen erfolgt eine automatische Regelung der fünf Subsysteme.
In einem Hauptdisplay sind die grundlegenden Elemente des Erhaltungssystems, wie Tanks, Zu-
leitungen, Entlüfter und Mischer dargestellt (Bild 6.2). Sie dienen zur Veranschaulichung der phy-
sikalischen Form des Lebenserhaltungssystems. Des Weiteren gibt es ein Bedienmenü, durch wel-
ches Eingriffe in das System vorgenommen werden können. Durch die Aktivierung von Buttons
ist es möglich, Displays und Konsolen vorübergehend zu aktivieren und so Informationen über den
Systemzustand zu sammeln.
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Nach einer vordefinierten Zeitsspanne schließen sich die Anzeigen automatisch. Als zentrale Ei-
genschaft des CAMS-Systems ist anhand der durchzuführenden Aktivierungen eine Aufmerksam-
keitsausrichtung des Operateurs beobachtbar.
Die drei wichtigsten Anzeigen sind der Verlaufsgraph, die Kontrollkonsolen und die Durchfluss-
anzeigen. Der Verlaufsgraph trägt die fünf Zustandsparameter über der Zeit ab. Ein durch grüne
Linien eingeschlossener Bereich repräsentiert den standardmässigen Toleranzbereich (Normalbe-
reich), in dem sich die Parameter befinden müssen. Rote Linien stellen das obere und untere Limit
des Zielbereiches dar.
Jedem der fünf Untersysteme ist eine Kontrollkonsole zugeordnet. Im Gegensatz zum Verlaufs-
graphen, der alle Parameter gleichzeitig abbildet, kann hier nur jeweils eine Konsole aktiv sein.
In der Konsole wird der aktuelle Wert des aktivierten Parameters angezeigt. Zudem sind Bereiche
angegeben, innerhalb derer sich der Wert befinden sollte. Durch Änderung der Einstellungen ist
ein Wechsel in die manuelle Regelung möglich.
Bild 6.2: Bedienoberfläche des Lebenserhaltungssystems CAMS.
Der Button „flowrates“ bringt die Durchflussraten in den Rohrleitungen und die Tankfüllstände zur
Anzeige (Bild 6.2). Alle Informationen werden im Sekundenintervall aktualisiert.
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6.2.1 Modellierung der Arbeitsumgebung
Das Modell der Arbeitsumgebung umfasst das Interaktions- und das Maschine-Modell. Das Ma-
schine-Modell enthält eine reduzierte Abbildung des CAMS-Systems. Das Interaktions-Modell
bildet die Kommunikation zwischen dem Mensch-Modell und dem Maschine-Modell ab und be-
schreibt somit die Elemente der Bedienoberfläche der CAMS-Mikrowelt zum Einen und die Bedi-
enaktivitäten zum Anderen (Bild 6.3).
Das Maschine-Modell enthält für die verschiedenen Untersysteme Regelkreise, die die Systempa-
rameter in ihren Zielbereichen halten. Die Änderung erfolgt in diskreten Zeitschritten. Mit Hilfe
eines Fehlergenerators werden bestimmte Regelungsmechanismen deaktiviert, so dass dadurch ge-
zielt ein Fehlverhalten generiert werden kann. Die Systemparameter werden in die Anzeigewerte
umgesetzt und können im Bedarfsfall dem Modell der Bedienoberfläche zur Verfügung gestellt
werden.
Das Modell der Bedienoberfläche umfasst die Eingabe- sowie die Anzeigeelemente. Die Einga-
beelemente werden durch Transitionen dargestellt. Durch die Aktivierung der Anzeigeelemente
werden die angeforderten Anzeigewerte für ein bestimmtes Zeitintervall zur Verfügung gestellt.
Die meisten Anzeigewerte, wie die Durchflussraten, die Tanklevels oder die Zeitangaben, werden
als diskrete Zahlenwerte zur Verfügung gestellt. Die Repräsentation der Graphen sowie der Kon-
trollkonsolenwerte erfolgt durch eine fünfstufige qualitative Skalierung des aktuellen Wertes. Zur
Darstellung des Graphen wird zusätzlich ein zweiter qualitativer Wert zugeordnet, der den Verlauf
charakterisiert.
FCR
Modell
Maschine
Modell
Mensch
Modell
Modell der
Arbeitsumgebung
Interaktions
Modell
CAMS
Bediener
Bild 6.3: Modellbasierte Repräsentation des Mensch-Maschine-Systems.
Die Darstellung der Arbeitsumgebung ist auf die Betrachtung der Fehlerdiagnose ausgerichtet. Das
Interaktions-Modell realisiert den Austausch der Daten zwischen dem kognitiven Operateurmodell
und dem Maschine-Modell. Die beiden Austauschmaßnahmen, die durch das FCR-Modell ange-
stoßen werden, sind die Informationsaufnahme und die Bedienaktionen. Beide Maßnahmen sind
mit der Aufnahme und Abgabe von Daten an das Interaktions-Modell verbunden. Das Maschine-
Modell stellt dem Interaktions-Modell die Parameterwerte der aktiven Anzeigeelemente zur Ver-
fügung und bekommt die ausgeführten Manipulationen vom Interaktions-Modell zugeführt. In der
Tabelle 6.1 sind die durch das Interaktions-Modell ausgetauschten Daten und Informationen zu-
sammengefasst.
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Tabelle 6.1: Informationsaustauschaktivitäten des Interaktions-Modells.
Modell Input Output
Operateur
Informationsaufnahme Anzeigedaten Fixierung der Informations-
quelle
Bedienaktionen aktives Display, eingegebener
Wert
Ausführung der Manipulation
Maschine
Überwachung und Dia-
gnose
Aktivierung der Anzeigeele-
mente
Ausgabe und Update der Dis-
playwerte, Deaktivierung der
Anzeigeelemente
Stabilisierung Aufnahme der Regelungsan-
weisungen
Anzeige der Konsoleneinstel-
lung
6.2.2 Modellierung des Bedienerverhaltens
Die Umsetzung des Bedienverhaltens im FCR-Modell erfolgt in Anlehnung an die im Rahmen
der Studie trainierten Tätigkeitsabläufe und Vorgehensweisen. Das Bedienverhaltens ist durch die
Erfüllung einer Hauptaufgabe geprägt. Hinzu kommen temporär zu erfüllende Nebenaufgaben.
Im folgenden wird zunächst die Modellierung der Zielverfolgung als Grundlage motivatorischen
Handelns des FCR-Modells veranschaulicht. Es schließt sich die Umsetzung der Verfolgung von
Absicht und die Repräsentation der damit verbundenen Handlungen im FCR-Modell an.
6.2.2.1 Modellierung der Zielverfolgung
Das Ziel der Hauptaufgabe ist es, eine stabile Versorgung der Raumkapsel mit Atemluft mit Hilfe
des Lebenserhaltungssystem zu gewährleisten. Dazu müssen die Systemparameter innerhalb der
Toleranzgrenzen gehalten werden. Im Normalbetrieb erfolgt die Regelung der Luftzusammenset-
zung automatisch. Der Operateur befindet sich in der passiven Rolle des Überwachers.
Im Folgenden soll die Betrachtungsweise des Lebenserhaltungssystems anhand der Zielzerlegung
bei der Fehlerdiagnose, wie im FCR-Modell umgesetzt, veranschaulicht werden. Die beiden be-
rücksichtigten Dimensionen der Zielzerlegung sind die Systemdifferenzierung und -abstrahierung.
Eine weitere Aufgabe, hier als Nebenaufgabe bezeichnet, ist die Registrierung des Sauerstoffvor-
rats. In periodischen Abständen muss der Inhalt des Sauerstofftanks erfasst und in ein dafür vor-
gesehenes Eingabefeld eingetragen werden. Die Nebenaufgabe dient dem Ziel der rechtzeitigen
Identifikation von Sauerstoffengpässen.
Repräsentation der Ziele im FCR-Modell Die Repräsentation des Systems CAMS erfolgt
auf verschiedenen Abstraktions- und Differenzierungsebenen. Das Operateurverhalten ist im Nor-
malbetrieb des Lebenserhaltungssystems auf die Erfassung von Anomalien ausgerichtet. Die Re-
präsentation des Lebenserhaltungssystems erfolgt zunächst auf einer abstrakten Betrachtungebene.
Dies äußert sich anhand der Überprüfung, ob sich alle Systemparameter in den vorgegebenen To-
leranzbereichen befinden. Die Informationen über die Systemparameter können am einfachsten
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durch die Betrachtung der Verlaufsgraphen gewonnen werden. Die Darstellung der Verlaufsgra-
phen bietet die Möglichkeit der Betrachtung aller Systemparameter in einem Anzeigefeld. Diese
Arbeitsphase ist dementsprechend durch die gleichzeitige Überwachung der Subsysteme gekenn-
zeichnet.
Bei der Feststellung einer Anomalie erfolgt eine Fokussierung auf den zeitlichen Verlauf des ab-
weichenden Parameters, um so aus den erfassten Informationen schnellstmöglich ableiten zu kön-
nen, ob ein Störfall vorliegt oder nicht. Dadurch erfolgt die Ausrichtung der Aufmerksamkeit auf
das interessierende Untersystem. Im FCR-Modell wird diese Ausrichtung durch einen Übergang
in der Differenzierungsdimension umgesetzt, unter Wahrung der Abstraktionsebene.
Wird ein Störfall erkannt, dann erfolgt die Einleitung der Diagnose des Fehlers. Die Fehlerdiagno-
se orientiert sich im stärkeren Maße am physikalischen Aufbau des Lebenserhaltungssystems und
wird dementsprechend mit einem Übergang in eine niedrigere Abstraktionsebene im FCR-Modell
repräsentiert. In der Tabelle 6.2 sind die Zusammenhänge zwischen den Regelungsmechanismen
und deren technischer Umsetzung am Beispiel des Sauerstoff- und Stickstoffsubsystems darge-
stellt. Auf diese Weise sind verschiedene Abstraktionsebenen in der Betrachtung der Mirkowelt
CAMS darstellbar.
Tabelle 6.2: Die Änderung der Systemparameter und ihr physikalischer Bezug im Lebenserhal-
tungssystem CAMS am Beispiel von Druck und Sauerstoffanteil.
Parameteränderung Physikalische Interpretation
Sauerstoffanteil steigt Öffnen des Sauerstoffventils
Sauerstoffanteil fällt Öffnen des Stickstoffventils, Sauerstoffventil ist geschlossen
Druckanstieg Sauerstoff- und/oder Stickstoffventil geöffnet
Druckabfall Öffnen der Entlüftung
Im CAMS-System können 18 Fehler simuliert werden. Die Fehler können speziell ein Subsystem
betreffen oder aber auch systemübergreifend Störfälle abbilden.
Die Umsetzung der Zielverfolgung erfolgt anhand der vorgestellten Betrachtungsebenen der Mi-
krowelt CAMS. Im Bild 6.4 sind die Zerlegungsebenen für das Sauerstoff- und das Stickstoff-
System, wie im FCR-Modell realisiert, dargestellt. Die Plätze repräsentieren die Zielzustände, die
Transitionen die Zielaktivierung. Die Werte an den Kanten definieren die Übergangsbarrieren. Die
grau dargestellten Knoten und Kanten beschreiben die zielgeführte Diagnose im Stickstoffsystem.
Analog dazu können die schwarzen Netzelemente dem Sauerstoffsystem zugeordnet werden. Die
hellgrauen Elemente beschreiben einen systemübergreifenden Fehlerzustand.
Da die Nebenaufgabe periodisch ausgeführt werden muss, ist sie an eine kontinuierliche Zeitüber-
prüfung gebunden. Sie unterliegt keiner hierarchischen Zerlegung, sondern kann in zwei Phasen
unterteilt werden. Die erste Phase ist durch eine fortlaufende Zeitablesung geprägt. Die zweite
umfasst den Registrierungsprozess.
Zielverfolgung bei der Fehlerdiagnose Anhand der Diagnose eines Lecks im Sauerstoff-
system soll eine mögliche Arbeitsweise des FCR-Modells beschrieben werden. Zur Veranschauli-
chung wird die Zielverfolgung anhand des im Bild 6.4 dargestellten Zielbaums erklärt.
In der Phase der allgemeinen Überwachung des Lebenserhaltungssystems (gs0) wird abwechselnd
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die Ausrichtung der Betrachtung auf verschiedene Systemparameter gelenkt (G0). Im Bild wird zur
Überprüfung des schwarz dargestellten Unterbaums die Transition G10 geschaltet. Befinden sich
die Parameter innerhalb des Toleranzbereiches, erfolgt ein Rücksetzen in die allgemeine Überwa-
chungsebene über die Kante mit dem Attribut 0.
Die Attribute 1,∼ 1 repräsentieren Schwellen (Barrieren). Das Überschreiten der Schwelle ist da-
her nicht nur an eine Handlungsfolge gebunden, sondern erfolgt über die Interpretation der Ergeb-
nisse verschiedener Handlungsfolgen.
Wird eine Anomalie im Sauerstoffsystem erkannt (Übergang gs10→ gs11, Kantenattribut 1) wird
nun überprüft, ob wirklich ein Störfall vorliegt. Handelt es sich bei dem Überschreiten der Tole-
ranzgrenzen nur um einen Einzelfall und bewegt sich der Wert im Anschluss daran wieder inner-
halb der Toleranzgrenzen, kann wiederum ein Rücksetzen auf gs10 erfolgen. Wird ein dauerhaft
anomales Verhalten festgestellt, kommt es zum Übergang in die nächst tiefere Diagnoseebene.
Das Vorliegen eines Störfalls wird nun angenommen. In dem hier beschriebenen Fall ließe sich
ein Absinken des Sauerstoffanteils in der Luft feststellen (Übergang gs11→ gs120, Kantenattribu-
te ∼ 1). Durch Überprüfung der Durchflussraten kann nun festgestellt werden, ob ein Leck im
Sauerstoffsystem vorliegt (Übergang gs120→ gs141, Kantenattribute 1).
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Bild 6.4: Der Graph zeigt die Zielzerlegung zweier abhängiger Untersysteme (Sauerstoff,
Stickstoff) im FCR-Modell.
Überlagerung von Zielen Wie der Graph in Bild 6.4 darstellt, können die Subsysteme nicht
isoliert voneinander betrachtet werden. Das betrifft zum einen die Störfälle im Mixer (gs240,gs241),
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zum anderen koppelt auch ein Störfall im dem einen System auf andere Subsysteme (z.B. gs31→
G100). Die Fehlerdiagnose ist somit nicht nur auf eine auszuführende Aufgabe reduziert, sondern
es werden mehrere Tätigkeiten angestoßen. So werden an bestimmten Stellen innerhalb des Ziel-
baums mehrere Marken generiert. An anderen Stellen fließen Marken wiederum zusammen (vgl.
Abschnitt 4.3.2.2, S.72).
Parallel zur Fehlerdiagnose besteht die Anforderung, das System bei Bedarf manuell zu stabilisie-
ren. Bestimmte Diagnoseabläufe werden dabei gestört. Andere sind dadurch erst möglich. Zudem
konkurriert das Motiv zur Ausführung der Nebenaufgabe mit den Zielen der Hauptaufgabe.
In Bild 6.5 ist der typische Verlauf einer Diagnosephase dargestellt. An dem dargestellten Verlauf
soll das Ineinandergreifen von Tätigkeitsabläufen als Resultat der Überlagerung verschiedener Zie-
le veranschaulicht werden.
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Bild 6.5: Der Verlauf einer vom FCR-Modell durchgeführten Diagnose einer Sauerstoff-
Leckage (NA-Nebenaufgabe, HA1-Hauptaufgabe 1, HA2-Hauptaufgabe 2).
Die mit NA gekennzeichneten Symbole beschreiben die Bearbeitung der Nebenaufgabe. Für die
Beschreibung der Hauptaufgabe HA wird eine Differenzierung in Sauerstoffuntersystem 1 und
Stickstoffuntersystem 2 vorgenommen. Der temporale Verlauf wird durch diskrete Schritte, Time
Steps (TS), im Modell abgebildet.
Im oberen Diagramm des Bildes sind die Übergänge zwischen den Zustandsräumen dargestellt.
Für die Diagnose der Sauerstoff-Leckage beschreibt der Übergang in den Zustandsraum 1 das
Feststellen einer Anomalie im Sauerstoffsystem. Der Übergang in Zustandsraum 2 kennzeichnet
das Identifizieren eines Störfalls und das Erreichen des Zustandsraums 3 geht mit der Diagnose
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der Sauerstoff-Leckage einher.
Das untere Diagramm beschreibt den Vorgang der Überwindung der Barriere zwischen den Zu-
standsräumen. Die Bewertung des erfassten Systemzustandes im Bezug auf den angestrebten Ziel-
zustand erfolgt über den Vergleich der Attribute von Wissensobjekten, die die Zustände reprä-
sentieren (vgl. Abschnitt 4.3.1.1, S. 63). Durch das Sammeln von Zustandsinformationen aus der
Arbeitsumgebung werden Vertrauenswerte zur Charakerisierung der aktuellen Situation festgelegt.
Der Grad des Erreichens eines Zustandes wird durch die Überlagerung der gesammelten Vertrau-
enswerte realisiert. Überschreiten die Vertrauenswerte einen bestimmten Schwellwert so ist die
Barriere zwischen den Zustandsräumen überwunden. Die Barrieren sind auf die Werte −1,1 nor-
miert. Dies entspricht den Schwellen ∼ 1,1 im Bild 6.4.
Die Überprüfung des Stickstoffuntersystems (HA 2) führt zu keiner Detektion von Anomalien.
Deshalb wird der Zustandsraum 0 in der dargestellten Diagnosephase nicht verlassen.
Für die Nebenaufgabe „Registrierung des Tankfüllstandes“ lassen sich die dargestellten Diagram-
me wie folgt interpretieren. Der Übergang von Zustandsraum 0 in Zustandsraum 1 repräsentiert die
Feststellung, dass demnächst ein Handlungsbedarf besteht. Diese schlägt sich in einer verstärkten
Zeitüberprüfung nieder. Der Übergang in Zustandsraum 2 führt dazu, dass der Registrierungspro-
zess ausgeführt wird.
Die Vertrauenswerte wie auch die Zustandsraumebenen fließen in die Motivaktivierung ein und
legen somit fest, welches Motiv aktiviert und als Absicht handlungsleitend wird (vgl. Abschnitt
4.2.5.2, S.59)
Die Zustandsinformationen werden durch die Ausführung von Handlungszyklen erfasst. Auf die
Ausführung der Handlungszyklen wird im weiteren Verlauf eingegangen.
6.2.2.2 Modellierung der Systemüberwachungstätigkeiten
Die Überwachung des Lebenserhaltungssystems erfolgt über verschiedene Anzeigen, wie Ver-
laufsanzeigen, Kontrollkonsolen, Durchfluss- und Füllstandsanzeigen. Die Tätigkeiten zur Erfas-
sung relevanter Informationen bzw. zur Ausführung der Aufgaben stellen dabei unterschiedliche
Anforderungen an den Operateur. Nachfolgend sollen drei typische Tätigkeitsabläufe vorgestellt
werden, die vom Operateur bei der Bedienung des Lebenserhaltungssystems vorgenommen wer-
den. Anhand der Prozedur Überprüfung der Durchussraten wird die Arbeitsweise des FCR-
Modells veranschaulicht.
Beschreibung typischer Tätigkeitsabläufe Durch das Ablesen der Verlaufsanzeige kön-
nen zwei typische Arten von Informationen über das System gewonnen werden. So kann zunächst
einmal der aktuelle Systemparameterwert entnommen werden. Durch die Kennzeichnung der To-
leranzbereiche ist es sofort möglich, den Wert zu kategorisieren und so auf einen bestimmten Sys-
temzustand zu schließen. Durch die Analyse des zeitlichen Verlaufs können zudem noch typische
Eigenschaften der Regelung erfasst und überprüft werden. Die dadurch mögliche Überwachung
der Systemparameter findet vorwiegend in den Zuständen normal und anomal Anwendung. Da
der Verlaufsgraph sich automatisch schließt, muß er im Bedarfsfall erneut aktiviert werden.
Die Überprüfung der Durchussraten macht es möglich, einzelne Komponenten der Subsysteme,
wie beispielsweise Ventile, Leitungsabschnitte oder den Mixer auf ihre korrekte Funktion zu über-
prüfen. Diese Tätigkeiten können vorwiegend der Diagnosephase zugeordnet werden. Im Vergleich
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zum Ablesen des Verlaufsgraphen stellen diese Tätigkeiten eine höhere kognitive Anforderung dar.
Es müssen diskrete Werte zeitlich versetzt erfasst, zwischengespeichert und analysiert werden. Die
Überprüfung kann auch nicht permanent durchgeführt werden, sondern nur bei geöffneten Zulauf-
ventilen. Die automatische Deaktivierung der Durchflussraten im Display erfordert wiederum eine
erneute Aktivierung durch den Operateur.
Die Registrierung der Tankfüllstände ist mit einer kontinuierlichen Überwachung der Zeit verbun-
den. Beim Feststellen des geforderten Zeitpunktes wird die Registrierungsprozedur angestoßen.
Dazu wird zunächst der Tankfüllstand abgelesen und anschließend in das dafür vorgesehene Ein-
gabefeld eingetragen und bestätigt.
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Bild 6.6: Aufgefaltetes Petrinetz zur Darstellung der Handlungsausführung am Beipiel
der Überprüfung der Durchflussraten durch das FCR-Modell (vereinfachte Dar-
stellung).
Formale Beschreibung der Tätigkeitsabläufe im FCR-Modell Im Bild 6.6 sind beispiel-
haft die vom FCR-Modell ausführbaren Tätigkeitsabläufe bei der Überprüfung der Durchflussraten
T121 für das Sauerstoffsystem dargestellt. Die Plätze repräsentieren die Zustände des Wissens, die
Transitionen die Verarbeitungsaktivitäten. Die im Bild schwarz dargestellten Netzelemente be-
schreiben die Verarbeitungsprozesse, die bei der Ausführung der Aufgabe ablaufen können. Die
grau dargestellten Abläufe modellieren die Aktivierung des Displays. Durch das hellgrau darge-
stellte Teilnetz wird die Verbindung zur Arbeitsumgebung hergestellt.
Zur Ausführung der Aufgabe T121 Überprüfung der Durchussraten wird beispielsweise eine Pro-
zedur angestoßen, die die nachfolgenden Informationsverarbeitungsprozesse umfasst. Als erster
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Schritt wird die Änderung des Tankfüllstandes (P133) ermittelt. Dazu werden zeitversetzt zweimal
der Tankfüllstand erfaßt (A13→ E130→ I130/I131) und die Werte miteinander verglichen (OB130).
Die Erfassungszyklen müssen so abgestimmt sein, dass sich nach dem ersten Zyklus eine Aktua-
lisierung der Werte auf dem Display ereignet. Ansonsten erfolgt eine Wiederholung des zweiten
Zykluses. Falls das Ventil geschlossen ist und es deshalb zu keiner Änderung des Tankfüllstandes
kommt, wird die Handlungsfolge abgebrochen (OB131). Die in Klammern dargestellten Zahlen re-
präsentieren Steuerparameter, resultierend aus der Bewertung der Wissenszustände.
Im dritten Zyklus P132 → A12 → E120 → D12 → I120 kann nun die Durchlaufrate erfasst, mit
der Füllstandsänderung verglichen und der Systemzustand abgeleitet werden (OB120 → SS120).
Die beiden Endknoten repräsentieren die Systemzustände der erfolgreich bearbeiteten Aufgaben
(ss120) bzw. der abgebrochenen Aufgaben (ss121).
Falls der Verlaufsgraph nicht aktiviert ist bzw. falls dieser während der Prozedur automatisch durch
das Maschine-Modell deaktiviert wird, greift der grau dargestellte Zyklus T13→P50→A5→E5→
D5→ P13. Nachdem dadurch die Anzeigen (Tankfüllstand, Durchflussraten) wieder aktiviert sind,
kann die Erfüllung der Aufgabe fortgesetzt bzw. neu gestartet werden.
Überprüfung der Vollständigkeit der Darstellung von Tätigkeitsabläufen Die Imple-
mentierung der Handlungssequenzen erfolgt in Anlehnung an die trainierten Überwachungstätig-
keiten. Die möglichen Handlungen werden dabei separat analysiert und deren Variationsmöglich-
keiten in Abhängigkeit von der Arbeitssituation erfasst.
Zunächst müssen die Bedingungen für die Ausführbarkeit ermittelt bzw. Abbruchbedingungen
festgelegt werden. Im Anschluss daran werden mögliche Zustandsinformationen, welche durch
die Handlungsfolge erfasst werden können, ermittelt und kategorisiert.
Zur Überprüfung der Handlungsausführung erfolgt zunächst die Betrachtung der Handlungsabläu-
fe entkoppelt von der Kontrollebene. So können alle möglichen Tätigkeitsfolgen separat ausgeführt
und darauf überprüft werden, ob nur erwünschte Handlungsfolgen auftreten und diese zu den er-
warteten Ergebnissen führen. Dazu wird das kognitive Modell so modifiziert, dass jeweils nur die
angestoßene Tätigkeit ausgeführt wird. Die Berechnung des Erreichbarkeitsgraphen ermöglicht
die Ermittlung aller Handlungsergebnisse, die erreicht werden können. Diese Ergebnisse werden
im Erreichbarkeitsgraphen als Endknoten repräsentiert.
Bild 6.7 (oben) zeigt den Erreichbarkeitsgraphen der Prozedur Vergleich der Tankfüllstandsände-
rung mit der Durchussrate. Für die Ausführung der Tätigkeitsfolge sind drei Parameter relevant,
die vom Interaktions-Modell zur Verfügung gestellt werden. Bei dem ersten Parameter handelt es
sich um die Information, ob das Display zur Darstellung der Durchflussraten und Tankfüllstän-
de aktiv ist. Als weiterer Parameter ist von Interesse, ob das Ventil des betrachteten Subsystems
offen oder geschlossen ist. Nur bei offenem Ventil können für die Überwachung des Lebenser-
haltungssystems relevante Zustandsinformationen erfasst werden. Im dritten Parameter fließt ein
temporaler Aspekt in die Handlungsfolge ein.
Die Prozedur umfasst mindestens drei Interaktionen mit der Arbeitsumgebung. So muss zunächst
der aktuelle Tankfüllstand abgelesen werden, danach der geänderte Füllstand und im dritten In-
teraktionszyklus erfolgt die Erfassung der Durchflussrate. Durch das zeitdiskrete Aktualisieren
der Displays ergeben sich Zeitfenster, in denen sich die Werte nicht ändern. Das Ablesen des ge-
änderten Tankfüllstandes (2. Zyklus) ist erst dann möglich, wenn sich ein Übergang von einem
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Bild 6.7: Erreichbarkeitsgraph zur Darstellung der Handlungssequenz Vergleich der Tank-
füllstandsänderung mit der Durchussrate (oben). Abbildung der Ergebnis-
se einer Handlungssequenz (unten, links) und zweier überlagerter Sequenzen
1,2 (unten, rechts) als Häufigkeitsverteilungen (ProzOK-erfolgreich ausgeführte
Prozeduren, ProzNO-Prozeduren, die nicht zum erwünschten Ergebnis führen).
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Zeitfenster zum nächsten vollzogen hat. Währenddessen muss das Ablesen der Durchflussrate (3.
Zyklus) im selben Zeitfenster erfolgen wie das Erfassen des geänderten Tankfüllstandes. Der dritte
Parameter repräsentiert somit die zeitliche Verzögerung, die während des Ablesevorgangs auftre-
ten kann.
Aus Gründen der Anschaulichkeit wurden im Bild 6.7 (oben) nur der Anfangs- bzw. die Endknoten
sowie die Verzweigungsknoten, die auf verschiedene Handlungsabläufe führen, dargestellt. Somit
repräsentieren die gestrichelten Linien Zustandsfolgen. Die Knoten sind Zeitfenstern zugeordnet,
in denen sie sich ereignen. Die Zeitfenster umfassen jeweils 10 Zeitschritte (Abgrenzung durch
waagerechte Linien). Die Ausbildung verschiedener Handlungsfolgen entsteht in Abhängigkeit
der vom Interaktions-Modell zur Verfügung gestellten Daten der Arbeitssituation.
Durch die erste Verzweigung im Erreichbarkeitsgraphen findet Berücksichtigung, dass die Proze-
dur zunächst mit einer Displayaktivierung eingeleitetet werden kann (3→ 62). Alternativ kann
natürlich auch sofort der Ablesevorgang angestoßen werden (3→ 7). Eine weitere Verzweigung
im Knoten 7 innerhalb der Baumstruktur beschreibt die Handlungsfolge bei der die ganze Zeit das
betrachtete Display aktiv ist (7→ 21). Dieser Zweig führt somit auch auf die Abläufe mit den
schnellsten Ausführungszeiten. Als Alternative im Knoten 7 wird der Fall dargestellt, bei dem im
Laufe der Prozedur das Display automatisch deaktiviert wird und somit erneut aktiviert werden
muss (7→ 82). Der eingeschobene Aktivierungszyklus führt dementsprechend zu einer Verzöge-
rung (Bild 6.7, oben).
In allen drei Unterbaumstrukturen erfolgt weiterhin eine Zerlegung in Sequenzen, die die Erfas-
sung von Zustandsinformationen ermöglichen (graue Endknoten), und in Verarbeitungsfolgen, die
zu keiner Zustandsinformation führen (hellgrau). Die Erfassung der Zustandsinformation hängt
davon ab, ob das Ventil im betrachteten Subsystem geöffnet oder geschlossen ist. Die beiden zeit-
lich verschobenen hellgrauen Endknoten in jedem Zweig des Graphen berücksichtigen die Ver-
zögerung, die in Abhängigkeit von der Aktualisierung des Displays auftreten kann. So wird der
früheste und der späteste Erfassungszeitpunkt im Erreichbarkeitsgraphen berücksichtigt.
Die Ergebnisse der Erreichbarkeitsanalyse werden in Häufigkeitsverteilungen überführt (Bild 6.7).
Die in den verschiedenen Helligkeitsstufen (hell grau, grau) dargestellten Knoten korrespondieren
mit den im Diagramm dargestellten gleichfarbigen Säulen. Die Ergebnisse der erfolgreich ausge-
führten Verarbeitungsfolgen werden im Bild 6.7 (unten, links) durch ProzOK repräsentiert. Ander-
seits bilden die hell grauen Säulen ProzNO die abgebrochenen Handlungsfolgen ab.
Durch die Erfassung der Endknoten im Erreichbarkeitsgraphen kann festgestellt werden, ob nur
erwünschte Systemzustände auftreten, welche möglichen Abläufe es gibt, zu welchem Ergebnis
diese führen und wie sich die Ausführungszeiten relativ zueinander verhalten.
Durch das Anstoßen mehrerer Prozeduren können Beeinflussungen zwischen Tätigkeitsfolgen un-
tersucht werden. Im Bild 6.7 (rechts, unten) ist die Verknüpfung von zwei Tätigkeitsfolgen dar-
gestellt, die teilweise auf gleiche Verarbeitungszyklen zurückgreifen. In dem dargestellten Fall
besteht die Verknüpfung darin, dass die Zustandsinformationen durch Ablesen desselben Display-
typs erfolgen und dadurch auf den gleichen Displayaktivierungszyklus zurückgreifen.
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6.3 Durchführung der Exemplarischen Validation
Nach der Umsetzung des Mensch-Maschine-Systems in ein Netzwerk bestehend aus Mensch-
Modell, Interaktions-Modell und Maschine-Modell sollen nun die modellierten Tätigkeitsabläufe
mit experimentell erhobenen Daten verglichen werden.
Die experimentell aufgenommenen Daten wurden im Rahmen einer Studie am Cognitive Science
Lab (CSL) der Catholic University of America aufgenommen [Lorenz et al., 02]. Es wurden dabei
die Folgen der Automatisierung bei Diagnose- und Fehlerbehandlungsaufgaben betrachtet.
Da die Daten nicht speziell auf die Validation des FCR-Modells zugeschnitten erfasst wurden,
stellt die grobe Auflösung der Tätigkeitsabläufe des Operateurs anhand der experimentell erfass-
ten Ein-/ Ausgabeaktivitäten eine Schwierigkeit dar. So ist beispielsweise die Aktivierung eines
Displays nicht auf eine bestimmte Überwachungsaufgabe beschränkt. Daher lässt sich nicht im-
mer direkt auf eine bestimmte Überwachungstätigkeit schließen. Zudem verändern verschiedene
Unterstützungssysteme, die den Operateuren teilweise bei der Fehlerdiagnose und Fehlerbehand-
lung zur Verfügung stehen, die Vorgehensweise bei der Fehlerdiagnose. Da aber auch ein Ausfall
der Unterstützungssysteme bzw. eine fehlerhafte Diagnoseunterstützung möglich war, wurden die
Bediener darauf trainiert, sich nicht auf die von dem Unterstützungssystem durchführte Fehler-
diagnosen zu verlassen, sondern diese zunächst selbst zu überprüfen. Soweit Messreihen ohne
Unterstützungssysteme vorhanden waren, wurde im Rahmen der Arbeit auf diese zurückgegriffen.
Zentrales Augenmerk bei der Validation wird zunächst auf die Überprüfung der Zielverfolgung
und des damit verbundenen Diagnoseverhaltens gelegt. Als weiterer Aspekt schließt sich die Be-
trachtung des Umgangs mit der Mehraufgabensituation an.
Wie im Abschnitt 6.2.2.1 dargestellt, kann das Lebenserhaltungssystem auf verschiedenen Ab-
straktions- und Differenzierungsebenen vom Operateur betrachtet werden. Diese Ebenen sollen
nachfolgend mit den Informationsverarbeitungstätigkeiten in Beziehung gesetzt werden. Als Indi-
kator für die ausgeführte Tätigkeit werden die Displayaktivierungen herangezogen. Die Verschie-
denheit des Informationsgehaltes der bei den Überwachungstätigkeiten erfassten Ereignisse führt
zur Annahme, dass aufgrund des aktuell überwachten Displays auf die aktuelle Zielverfolgung
geschlossen werden kann. Trotz der Problematik, dass mehrere verschiedene Überwachungstätig-
keiten an eine bestimmte Displayaktivierung gebunden sind, ist es möglich, anhand des Wissens-
kontextes und der Aktivierungshäufigkeiten auf die aktuelle Handlungsphase zu schließen.
In der Monitoringphase werden vorwiegend die Verlaufsgraphen überwacht. Sie bieten die beste
Möglichkeit der Information über den Gesamtzustand des Lebenserhaltungssystems, da alle Pa-
rameter gleichzeitig veranschaulicht werden. Zudem unterstützt die graphische Darstellung die
Erfassung anomaler Zustände. Außerdem bietet das Display die Möglichkeit, die zeitliche Ent-
wicklung hin zu dem aktuellen Zustand zu erfassen und so auf einen Störfall zu schließen. Zur
Diagnose hingegen erweist sich der Verlaufsgraph als nicht so geeignet, da nur eine Fehlereingren-
zung, jedoch keine genaue Fehlerbestimmung möglich ist. Er kann jedoch Anhaltspunkte liefern,
die eine Diagnose unterstützen.
Für die Diagnose liefern vor allem die Durchussraten, Tankfüllstände und deren Integration mit-
einander Auskunft über spezifische Systemeigenschaften. Die Informationen stehen in einer en-
geren Bindung zur physikalischen Realisierung des Systems. Aus diesem Grund erweisen sich
die Aktivierungen der Durchflussraten und Tankfüllstände geeignet als Indikator für die Diagno-
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sephase. Jedoch die Aktivierung der Füllstände ist auch für die Ausführung der Nebenaufgabe
notwendig ist. Da diese zyklisch auszuführen ist, lässt sich eine periodische Modulation der Akti-
vierungshäufigkeit vermuten, die dementsprechend bei der Bewertung der experimentellen Ergeb-
nisse Berücksichtigung finden kann.
Daraus lassen sich die folgenden Hypothesen ableiten:
HP 1 Die Monitoringphase ist vornehmlich durch die Aktivierung der Verlaufsgraphen gekenn-
zeichnet.
HP 2 Die Diagnosephase ist durch eine verstärkte Aktivierung der Durchflussraten/Tankfüllstände
geprägt.
Die aufgestellten Hypothesen dienen zur Untersuchung der Korrespondenz in den Prozessabläufen
bzw. in der Fehlerdiagnose (vgl. Abschnitt6.1).
Ein weiterer zentraler Aspekt, der untersucht werden soll, ist der Umgang der Operateure mit
Mehraufgabensituationen. Es wird betrachtet, in wieweit die Ausführung der Nebenaufgabe durch
kritische Systemzustände beeinflusst wird, aber auch umgegekehrt, ob die Ausführung der Neben-
aufgabe die Diagnose verzögert. Dazu werden die Hypothesen drei und vier abgeleitet:
HP 3 Die Ausführung der Nebenaufgabe wird in der Diagnosephase der Hauptaufgabe vernach-
lässigt.
HP 4 Die Ausführung der Nebenaufgabe führt zur Verzögerung der Diagnose.
An der Hypothese HP 3 können ebenfalls Korrespondenzen in den Prozessabläufen überprüft wer-
den. Die Hypothese HP 4 ermöglicht die Untersuchung temporaler Korrespondenzen.
Der Vergleich der experimentellen und modellierten Daten erfolgt anhand der im Abschnitt 6.2.2.1
vorgestellten Diagnose einer Sauerstoffleckage. Die Validation wird in den drei nachfolgend ange-
führten Schritten durchgeführt (Bild 6.1, S. 98):
1. Analyse und Bewertung der experimentell erfassten Verhaltensdaten (Abschnitt 6.3.1)
2. Analyse und Bewertung der simulierten Daten (Abschnitt 6.3.2)
3. Vergleich und Interpretation der kognitiven Verarbeitungstätigkeiten (Abschnitt 6.3.3)
Die Validation der FCR-Architektur ist als ein fortschreitender Prozess anzusehen, der sich durch
die Implementierung und Analyse verschiedener Anwendungsbeispiele verdichtet.
6.3.1 Interpretation und Analyse der Laborexperimente
Im Zentrum der systematischen Untersuchung einer ersten Versuchsreihe steht die Frage, ob an-
hand des Bedienverhaltens auf die kognitiven Prozesse, als Ursache für ein spezifisches Vorgehen
geschlossen werden kann. Es wird die Beziehung zwischen Bedienaktivitäten und den dabei ver-
folgten Zielen analysiert.
In einer weiteren Untersuchungsphase wird der Einfluss von zielgerichtetem Mehrfachhandeln auf
die Ausführung der einzelnen Aufgabe untersucht.
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6.3.1.1 Analyse der Zielverfolgung
Ziel eines ersten Ansatzes ist es, den Zusammenhang zwischen den Aktivierungsverhalten der Pro-
banden und dem damit korrespondierenden Überwachungs- und Diagnoseverhalten herzustellen.
Die Aktivierungsverteilung repräsentiert die Häufigkeit, mit der die Probanden die Verlaufsgra-
phen bzw. die Durchflussraten/Tankfüllstände aktivieren. Diese Häufigkeitsverteilung wird den
Überwachungs- und Diagnosephasen zugeordnet.
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Bild 6.8: Im linken Diagramm sind Häufigkeitsverteilungen der Displayaktivierungen ge-
trennt in Verlaufsgraphenaktivierung (g1) und Durchflussraten/Tankfüllstände
(g2) abgebildet. Der Graph rechts stellt die Displayaktivierungen (DPak) zusam-
mengefasst sowie die gefittete Funktion dar (Die Diagnose des 8. Probanden
befindet sich außerhalb des Anzeigebereiches).
Für acht Probanden galt es, eine Sauerstoffleckage zu entdecken. In dieser Versuchreihe gab es
durchgehend erfolgreiche Fehlerdiagnosen. Daraus resultierend lässt sich ein homogenes Verhalten
der Probanden vermuten. Bild 6.8 bildet den Diagnosebereich innerhalb der Versuchsdurchläufe
ab. Es sind die Aktivierungshäufigkeiten der Displays über die Probanden gemittelt veranschau-
licht. Die hellgrau dargestellte Kurve g1 repräsentiert die Aktivierungshäufigkeit des Verlaufsgra-
phen und die graue Kurve g2 die Aktivierung der Durchflussraten und Tankfüllstände.
Zur Zuordnung der Phasen der Zielverfolgung wurden markante Bezugspunkte in die Graphik ein-
gefügt. Die senkrechte Linie ( f ), bei der 25s-Marke, kennzeichnet den Zeitpunkt des Fehlerauftre-
tens. Die ausgefüllten Bereiche kennzeichnen die Verteilung der Diagnosezeitpunkte der Proban-
den.
In allgemeinen Betrachtungen der Verläufe der Aktivierungsgraphen kann festgestellt werden, dass
der Verlauf der Graphen in etwa gegenläufig ist. Die Mittelung über alle Aktivierungsaktivitäten
der Versuchspersonen ergibt einen Anstieg der Aktivierungshäufigkeit beim Auftreten eines Stör-
falls (rechter Graph, Bild 6.8).
In einer detaillierteren Betrachtung kann in der Anfangsphase eine verstärkte Aktivierung des Ver-
laufsgraphen festgestellt werden. Jedoch ist diese nur geringfügig höher als die Aktivierungshäu-
figkeit der Flussraten. Somit kann zunächst Hypothese HP 1 nicht bestätigt werden.
Der Diagnose des Fehlers muss nach Hypothese HP 2 eine verstärkte Aktivierung der Durchfluss-
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raten und Tankfüllstände vorausgehen. Dies lässt sich für die Diagnosen im Bereich zwischen
den Ausführungszeitpunkten der Nebenaufgabe (60s, 120s) bestätigen. Die erhöhte Aktivierung
der Durchflussraten und Tankfüllstände kann deshalb auch nicht durch die Fokussierung auf die
Nebenaufgabe begründet werden. Aus diesem Grund ist der Anstieg auf die Fehlersuche zurück-
zuführen.
Für die anderen Diagnosebereiche lassen sich keine verstärkten Aktivierungen feststellen bzw. die-
se zumindest nicht von den verstärkten Aktivierungen zur Bearbeitung der Nebenaufgabe trennen.
Das Verhalten der Probanden wird aus diesem Grunde in Einzelfalluntersuchungen in Abhängig-
keit von der Diagnosezeit getrennt analysiert. Dazu werden fünf verschiedene Zeitbereiche (i-v)
festgelegt (Bild 6.8). Die Unterteilung erfolgt unter Brücksichtigung der Ausführungszeitpunkte
der Nebenaufgabe. Somit überlagert sich die Diagnose in den Bereichen (ii) und (iv) mit der Aus-
führung der Nebenaufgabe.
Der Proband mit der schnellsten Diagnose (im Bereich i) führt bis zur Auslösung der Reparatur zu-
nächst zwei Aktivierungen des Verlaufsgraphen aus. Nach der Feststellung des Störfalls folgt eine
Flussratenaktivierung zur Fehlerbestimmung. Das Vorgehen bei der Bearbeitung der Hauptaufgabe
lässt sich sehr gut auf die angenommenen Hypothesen abbilden und unterstreicht ein zielgerichte-
tes Vorgehen. Die geringe Diagnosezeit lässt auf ein kompetentes Vorgehen schließen. Das Vertrau-
en in die getroffenen Annahmen erscheint als relativ hoch. Einziges Defizit in der Beherrschung
der gesamten Arbeitssituation ist die Vernachlässigung der Nebenaufgabe. Da die Nebenaufgabe
in allen nachfolgenden Zyklen vom Probanden ausgeführt wird, lässt sich die Vernachlässigung im
ersten Zyklus mit der starken Fokussierung auf die Hauptaufgabe begründen.
Der Proband, der die Diagnose im Bereich (ii) trifft, erbringt die beste Arbeitsleistung. Quasi-
parallel zur Diagnose führt er die Nebenaufgabe aus. Sein Verhalten ist durch eine permanente
Überwachung der Verlaufsgraphen gekennzeichnet, so dass er sich stetig ein Bild über die Ge-
samtsituation des Systems macht. Allein in der Phase der Fehlersuche nimmt die Aktivierung der
Verlaufsgraphen ab. In dieser Phase werden zweimal die Flussraten und Tankfüllstände aktiviert.
Die beiden Aktivierungen lassen sich zum einen der Fehlerbestimmung zuordnen, zum anderen der
Ausführung der Nebenaufgabe. Neben Kompetenz und Zielgerichtetheit zeichnet sich sein Verhal-
ten auch durch eine gute Bearbeitungsfähigkeit mehrerer Aufgaben aus.
Der dritte Bereich (iii) umfasst die meisten Diagnosen. Bei den drei Probanden lässt sich auch wie-
derum ein Einbruch in der Aktivierung der Verlaufsgraphen während der Bestimmung des Fehlers
erkennen. So findet im Bereich zwischen 60 s und 80 s keine Aktivierung statt. Gegenüber der
bisher vorgestellten Verhaltensweisen lässt sich eine deutlich längere Phase der Fehlersuche fest-
stellen, die durch mehrmaliges Aktivieren der Durchflussraten gekennzeichnet ist. Das Vertrauen
in die Diagnose scheint daher weniger stark ausgeprägt zu sein. Dies zeigt sich auch in der star-
ken Fokussierung auf die Hauptaufgabe. Zwei von drei Probanden erfüllen die Nebenaufgabe im
zweiten Zyklus nicht, der andere vergißt die Füllstandseintragung im ersten Zyklus.
Der Bereich (iv) umfasst zwei Diagnosen. Das Verhalten der beiden Probanden ist durch eine aus-
gedehnte Untersuchung der Anomalie geprägt (von 25 s-70 s). Es schließt sich auch eine lange
Fehleridentifizierungsphase an, die durch zwei bzw. drei Aktivierungen der Durchflussraten und
Tankfüllstände gekennzeichnet ist. Beide Probanden führen die Nebenaufgabe jedoch ordnungs-
gemäß aus, obwohl sie die Diagnose in etwa zur selben Zeit stellen.
Ein Proband, der die Diagnose außerhalb des im Bild 6.8 dargestellten Bereiches stellte, wies kein
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Vorgehen auf, welches auf ein erwartetes Diagnoseverhalten schließen ließ. Nach 170 s wurde erst-
malig und insgesamt nur viermal eine Verlaufsgraphenaktivierung vorgenommen. Als Vergleich
dazu nahm der Operateur, der die beste Leistung erbrachte, zwanzig Aktivierungen vor. Auch lässt
das viermalige Aktivieren der Durchflussraten Unsicherheiten bei der Diagnose vermuten, zumal
der Proband kurz vor der Diagnose noch einmal den Verlaufsgraphen aktivierte. Zudem erbrachte
der Operateur auch die schlechteste Leistung bei der Ausführung der Nebenaufgabe. Er nahm nur
drei von fünf Eintragungen vor.
Anhand der Einzelfalluntersuchungen lassen sich die Hypothesen HP 1 und HP 2 bestätigen. Ein
hohe Aktivierungshäufigkeit der Verlaufsgraphen über den gesamten Versuchslauf ist bei den er-
folgreicheren Probanden festzustellen. Dies lässt die Annahme zu, dass sich die Personen verstärkt
um die allgemeine Systemüberwachung kümmern können und nicht so sehr durch Diagnose-, Sta-
bilisierungaktivitäten und Nebentätigkeiten in Anspruch genommen werden.
Das Verhalten der erfolgreicheren Operateure zeichnet sich durch eine stärkere Ausprägung des
trainierten Diagnoseverhaltens aus. Als Maß kann die Häufigkeit der Aktivierungen der Displays
in den verschiedenen Phasen der Fehlerdiagnose herangezogen werden.
Als Indikator für die Qualität der Gesamtorganisation der Arbeitstätigkeit kann die Ausführung der
Nebenaufgabe herangezogen werden. Dies soll im weiteren Verlauf des Kapitels vertieft werden.
Es lässt sich jedoch hier schon feststellen, dass die Personen, die eine Diagnose in der Ausfüh-
rungsphase der Nebenaufgabe stellen, häufig trotzdem die Nebenaufgabe ebenfalls noch erfüllen.
Dies kann an der engen Bindung zwischen Diagnose und Füllstandsregistrierung liegen, da für die
Tätigkeiten dasselbe Display verwendet wird.
Tabelle 6.3: Qualitative Bewertung der Versuchpersonen nach Diagnosezeiten kategori-
siert.
Diagnose- Erledigung der
bereich Hauptaufgabe (HA) Nebenaufgabe (NA) Gesamtaufgabe
(i) zielgerichtet, kompe-
tent
vernachlässigt starke Fokussierung auf
HA
(ii) zielgerichtet, kompe-
tent
korrekt gute Handlungsorgani-
sation
(iii) weniger Kompetenz bei
Fehlersuche
vernachlässigt starke Fokussierung auf
HA
(iv) weniger Kompetenz bei
Störfallerkennung und
Fehlersuche
korrekt gute Handlungsorgani-
sation
(v) nicht zielgerichtet vernachlässigt keine Strategie erkenn-
bar
In der Tabelle 6.3 werden die erbrachten Leistungen der Versuchsteilnehmer kategorisiert nach
Diagnosebereichen (i-v) noch einmal zusammengefasst.
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6.3.1.2 Analyse der Handlungsorganisation
In einem zweiten Ansatz wurde eine Versuchsreihe mit einer umfangreicheren Menge an expe-
rimentellen Daten herangezogen. Diesmal sollte überprüft werden, ob sich durch die getrennte
Betrachtung von erfolgreichen und nicht so erfolgreichen Versuchspersonen typische Charakte-
ristiken aus den Versuchsdaten ableiten lassen, ohne dabei Einzeluntersuchungen vornehmen zu
müssen. Dazu wurden 25 Versuchspersonen in zwei Gruppen (N1 = 12,N2 = 13) auf Grundlage
der erbrachten Leistung bei der Ausführung der Hauptaufgabe bewertet und eingeteilt. Die Bewer-
tung erfolgte anhand der Parameter Diagnosezeit und Diagnosequalität, als die Menge der richtig
diagnostizierten Fehler. Sie wurde dabei nicht auf den hier vorgestellten Versuchslauf begrenzt,
sondern erfolgt über die Gesamtheit der in der Studie ( [Lorenz et al., 02]) erhobenen experimen-
tellen Daten. Somit konnte gewährleistet werden, dass fehlerspezifische Vorgehensweisen bei der
Ausführung der Aufgabe nicht als Leistungsmaß in die Bewertung einfließen.
Es war wiederum eine Sauerstoff-Leckage zu bestimmen. Zentrales Augenmerk wurde darauf
gelegt, in wieweit sich Haupt- und Nebenaufgabe beeinflussen. Das Bild 6.9 zeigt die Display-
aktivierungen des Verlaufsgraphen g1 bzw. der Durchflussraten/Füllstände g2 für den gesamten
Versuchsverlauf, getrennt für die Gruppe G+ der erfolgreichen bzw. Gruppe G- der weniger er-
folgreichen Versuchspersonen. Der hellgraue Graph beschreibt die Aktivierung des Verlaufsgra-
phen und der graue Graph bildet die Aktivierungen der Durchflussraten/Tankfüllstände ab. Die
mit (f) gekennzeichneten Punkte repräsentieren den Zeitpunkt des Fehlerauftritts. Die ausgefüllten
Bereiche kennzeichnen die Verteilung der Diagnosezeitpunkte (d).
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Bild 6.9: Aktivierungs- bzw. Diagnoseverteilungen getrennt nach erfolgreichen (Gruppe
G+, links, N1 = 12) und weniger erfolgreichen Versuchspersonen (Gruppe G-,
rechts, N2 = 13).
Wie zu erwarten, werden die Fehler von den Testpersonen der Gruppe G+ im Mittel früher er-
kannt, zudem ist der Diagnosebereich deutlich schmaler. Die mittlere Aktivierungshäufigkeit der
Displays ist bei den erfolgreicheren Probanden höher und unterliegt geringeren Schwankungen.
Es lässt sich zudem auch feststellen, dass die Displayaktivierungsverteilungen bei beiden Gruppen
G+ und G- gegenphasig verlaufen.
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Die Ausführungszeitpunkte der Nebenaufgabe sind durch senkrechte Striche im Bild 6.9 gekenn-
zeichnet. Aus dem Verlauf des Graphen g2 kann festgestellt werden, dass die Aktivierung der
Tankfüllstände mit dem Ziel der Ausführung der Nebenaufgabe bei der Gruppe G+ im Vergleich
zu der Gruppe G- früher erfolgt.
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Bild 6.10: Ausführungshäufigkeit der Nebenaufgabe: G+ (links) und G- (rechts). Es sind
wiederum der Fehlerauftrittszeitpunkt (f) und die Verteilung der Diagnosezeit-
punkte (d) aufgetragen.
Das Bild 6.10 zeigt die Ausführungshäufigkeit der Nebenaufgabe getrennt nach den beiden Grup-
pen. Als Bezugspunkte wurden wiederum die Auftrittszeit des Fehlers f und die Häufigkeitsvertei-
lung der Diagnosezeit d als Grenzen der Diagnosephase in die beiden Diagramme eingefügt.
Bei der Betrachtung der Ergebnisse der Gruppe G+ in der Diagnosephase ist nur geringe Abnahme
in der Ausführungshäufigkeit der Nebenaufgabe erkennbar. Daraus lässt sich schließen, dass nur ei-
ne geringfügige Beeinträchtigung der Nebenaufgabe besteht. Jedoch kann bei einer detaillierteren
Betrachtung der experimentellen Daten eine Zunahme der Verzögerung der Füllstandsregistrierung
auch bei der Gruppe G+ festgestellt werden (Tabelle 6.4).
Im Gegensatz dazu lassen sich bei der Gruppe G- extreme Einbrüche in der Ausführungshäufigkeit
feststellen. So fällt diese auf unter 40% des maximal Möglichen ab. Die Ausführungshäufigkeits-
Tabelle 6.4: Ausführung der Nebenaufgabe in den verschiedenen Phasen der Zielverfolgung.
Registrierungs- Gruppe G+ Gruppe G-
zyklus td in s pex in % ∆t in s td in s pex in % ∆t in s
1 6,9 100,0 14 7,5 38,5 17
2 7,3 92,3 15 6,8 92,3 29
3 4,0 100,0 9 4,4 76,9 16
4, 5 4,0 100,0 14 3,9 100,0 15
verteilung ist zudem deutlich breiter. Die erfassten Daten sind in Tabelle 6.4 zusammengefasst. Die
Tabelle enthält die mittlere Verzögerung des Registrierungsprozesses, den Prozentanteil der ausge-
führten Eintragungen und den Wertebereich der Registrierungszeitpunkte innerhalb der Gruppen.
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Bild 6.11: Häufigkeitsverteilung der Nebenaufgabenausführung für die Versuchspersonen
der Gruppe G+ (Detailansicht aus Bild 6.10, links).
Da die Einteilung der Versuchspersonen in Gruppen auf die Qualität der Ausführung der Hauptauf-
gabe ausgerichtet wurde, kann man anhand der Ergebnisse erkennen, dass die Personen der Gruppe
G- auch stärkere Probleme mit der Nebenaufgabe hatten. Diese Aussage lässt sich zumindest auf
den hier betrachteten Fehlertyp beziehen.
Tabelle 6.5: Qualitative Bewertung der experimentell erfassten Daten getrennt nach Testpersonen
der Gruppen G+ und G-.
Merkmale Testpersonen aus
G+
Testpersonen aus
G-
Vernachlässigung der Nebenaufgabe in
kritischen Situationen
niedrig hoch
Einleitung der Nebenaufgabe früher später
allgemeine Systemüberwachungsaktivitä-
ten
höher niedriger
Bearbeitung der Haupt- und Neben-
aufgabe
quasiparallel seriell
Trennung der Systemüberwachungspha-
sen und Registrierungsphasen
geringer stärker
Im weiteren Verlauf soll nun untersucht werden, ob die Ausführung der Nebenaufgabe zu einer
Verzögerung in der Diagnose geführt hat, d.h. ob sich auch die Ausführung der Nebenaufgabe
negativ auf die Durchführung der Diagnose auswirkt. Da in allen Experimenten der Studie die Ne-
benaufgabe ausgeführt wurde, kann kein direkter Vergleich zwischen Versuchsläufen mit und ohne
Ausführung der Nebenaufgabe durchgeführt werden. Jedoch lässt eine detailliertere Betrachtung
der Ergebnisse der Versuchspersonen von G+ auf eine Verzögerung als Folge der Ausführung der
Nebenaufgabe schließen (Bild 6.11). Die Ausbildung eines Zwischenminimums in der Diagnose-
verteilung (Bild 6.11, dünne Linie) steht leicht verzögert dem Maximum der Ausführungshäufig-
keit der Nebenaufgabe gegenüber.
119
6 Validation
Bei den Ergebnissen der Probanden von G- ist eine derartige Beziehung nicht direkt zu erkennen,
da die Diagnoseverteilung erst nach der Ausführung der Nebenaufgabe beginnt. Jedoch liegen die
Diagnosezeitpunkte immer zwischen den Registrierungszyklen, was darauf schließen lässt, dass
sich die Versuchspersonen immer entweder verstärkt auf die Hauptaufgabe oder auf die Neben-
aufgabe konzentriert haben. Demgegenüber könnte man bei der Gruppe G+ vermuten, dass sie die
beiden Aufgaben im stärkeren Maße parallel behandelt haben.
In der Tabelle 6.5 werden die Ergebnisse in Form qualitativer Bewertungen in Abhängigkeit von
der erbrachten Leistung der Testpersonen zusammengefasst.
6.3.2 Interpretation und Analyse der modellbasierten Simulationexperimente
Nach der Interpretation von experimentell erfassten Daten [Lorenz et al., 02] werden nachfolgend
Simulationsexperimente zur Bedienung der Mikrowelt CAMS analysiert. Zunächst werden die Be-
ziehungen zwischen den kognitiven Verarbeitungsprozessen, die durch das FCR-Modell dargstellt
werden, und den daraus resultierenden Bedienverhalten des Modells untersucht und anhand der
kognitiven Modulationsparameter veranschaulicht (vgl. Abschnitt 4.2.5.2).
Im Anschluß daran werden die Parameter, die das Bedienverhalten des FCR-Modells variieren, im
Detail untersucht und ihre Einflüsse auf die Arbeitsleistung qualitativ bewertet.
6.3.2.1 Zusammenhang zwischen Bedienverhalten und kognitiven Prozessen
Entsprechend den in Abschnitt 6.3 vorgestellten Hypothesen werden die Handlungsprozeduren
den verschiedenen Phasen der Zielverfolgung zugeordnet. Als Anwendungsfall soll die Diagnose
einer Sauerstoffleckage analysiert werden.
Bedienverhalten des FCR-Modells Die Monitoringphase ist durch Aktivierungen der Ver-
laufsgraphen geprägt, um einen allgemeinen Überblick über das Gesamtsystem zu gewährleisten.
Nach dem Feststellen einer Anomalie kommt es zu einer stärkeren Überprüfung spezifischer Ver-
laufsgraphen eines Untersystems, um festzustellen, ob ein Störfall vorliegt. Hinzu kommt die Über-
prüfung der Durchflussraten. Nach der Festellung eines Störfalls werden nun zunehmend häufiger
die Flussraten und Tankfüllstände (FR/TL) aktiviert, um den Fehler zu identifizieren.
In periodischen Abständen erfolgt außerdem eine verstärkte Aktivierung der Füllstandsanzeige,
die der Ausführung der Nebenaufgabe dient.
Im Bild 6.12 sind die Displayaktivierungen, ausgeführt durch das FCR-Modell, bei der Diagnose
einer Sauerstoff-Leckage dargestellt. Im linken Diagramm sind Häufigkeitsverteilungen der Dis-
playaktivierungen getrennt in Verlaufsgraphenaktivierung (hellgrau) und Durchflussraten/Tank-
füllstände (grau) abgebildet. Im Graph rechts sind die Displayaktivierungen zusammengefasst,
sowie die gefittete Funktion dargestellt. Die Mittelung erfolgt über die Menge der Aktivierungsver-
läufe, die im Rahmen einer Erreichbarkeitsanalyse bestimmt wurden. Ausgehend von demselben
Anfangszustand wurde eine Erreichbarkeitsanalyse durchgeführt, d.h. es wurden alle Simulati-
onsdurchläufe berechnet, die von diesem Zustand aus erreicht werden können. Die gestrichelten
Bereiche kennzeichnen die Zeitpunkte, in denen vom Modell eine Diagnose gestellt wurde.
Das linke Diagramm zeigt, dass sich die vorangestellten Hypothesen HP1 und HP2 bestätigen (vgl.
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Bild 6.12: Gemittelte Aktivierungen, die vom FCR-Modell bei der Diagnose einer Sauer-
stoffleckage ausgeführt werden. Das linke Diagramm stellt die Verteilung der
Aktivierungen des Verlaufsgraphen (hellgrau) und der Flussraten und Tankfüll-
stände (grau) getrennt dar. Die Diagnosezeitpunkte (gestrichelt) und der Feh-
lerautrittszeitpunkt (f) sind in das Diagramm eingefügt. Im rechten Diagramm
ist die Verteilung der Gesamtheit der Aktivierungsaktivitäten und der zugehö-
rige Fit abgetragen.
Abschnitt 6.3). Zunächst überwiegt die Aktivierung des Verlaufsgraphen. Die relativ hohen Maxi-
ma in der Anfangsphase der Simulation lassen auf ähnliche Tätigkeitsabläufe in den verschiedenen
Simulationsdurchläufen innerhalb der Monitoringphase schließen. Ab etwa 40 TS erhöhen sich
die FR/TL-Displayaktivierungen. Das lässt die Annahme zu, dass vom FCR-Modell eine Ano-
malie erkannt und somit die Überprüfung des physikalischen Systems angestoßen wurde. Nach
der Feststellung eines Störfalls (ab etwa 80 TS) kommt es zu einer weiteren Erhöhung der FR/TL-
Aktivierungshäufigkeit.
Die Aktivierungshäufigkeit des Verlaufsgraphen nimmt auch in der Diagnosephase nicht wesent-
lich ab. Das lässt auf allgemeine Überwachungsaktivitäten schließen.
Der Abfall der Aktivierungsaktivitäten ab etwa 120 TS ist damit zu erklären, dass die Simulation
nach Feststellung der Diagnose abgebrochen wird. Die Aktivierungshäufigkeiten der beiden Dis-
playtypen verhalten sich alternierend zueinander. Für die Phasen, in denen beide Displays benötigt
wurden, ergibt sich beim Vergleich der Aktivierungsverteilungen ein Korrelationskoeffizient von
−0,76.
Die Nebenaufgabe muss bei 60 TS und 120 TS ausgeführt werden. Somit sind die Aktivierungen
der Tankfüllstände im Zeitbereich 50-60 TS und um die 120 TS auf die Ausführung der Neben-
aufgabe zurückzuführen. Da die Aktivierungsdauer 10 TS beträgt, können innerhalb einer Aktivie-
rungsphase auch verschiedene Handlungen unter Nutzung des Displays erfolgen.
Repräsentation der kognitiven Prozesse im FCR-Modell Die Charakerisierung der ak-
tuellen Arbeitssituation erfolgt durch das Sammeln von Zustandsinformationen aus der Arbeits-
umgebung und deren Bewertung durch Vertrauenswerte. Überschreiten die Vertrauenswerte einen
bestimmten Schwellwert so wird der Übergang von einem Zustand in einen anderen Zustand im
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Problemraum erreicht. Dieser Schwellwert wird durch die Barrierenhöhe repräsentiert.
Die Veranschaulichung des Entscheidungsverhaltens erfolgt mittels der Vertrauenswerte, die bei
der Bearbeitung der verschiedenen Aufgaben gewonnen werden (Abschnitt 6.2.2.1). Dazu sind alle
Vertrauenswerte, die von der Anfangssituation heraus erreichbar sind, dargestellt (Bild 6.13). Die
mit NA gekennzeichneten Vertrauenswerte beziehen sich auf die Nebenaufgabe. Für die Haupt-
aufgabe gibt es eine Unterscheidung der Vertrauenswerte bezogen auf das Sauerstoffuntersystem
(HA1) und das Stickstoffuntersystem (HA2).
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Bild 6.13: Erreichbare Vertrauenswerte bei der korrekten Funktion des Lebenserhaltungs-
systems (links) und bei der Generierung einer Sauerstoffleckage.
Im linken Diagramm von Bild 6.13 sind zum Vergleich die Vertrauenswerte aufgetragen, die bei
korrekter Funktion des Lebenserhaltungssystems erreicht werden würden. Die Menge der vom
kognitiven Modell ausgeführten Tätigkeitsfolgen kann über die Anzahl verschiedener Vertrauens-
werte, die zu einem bestimmten Zeitpunkt erfasst wurden, beschrieben werden.
Der Verlauf der grau dargestellten Vertrauenswerte, die die Zustandsinformationen über das Sau-
erstoffuntersystem repräsentieren, soll nachfolgend analysiert werden. Das kognitive Modell stellt
zum Zeitpunkt t = 50 TS eine Anomalie im Sauerstoffsystem fest, da die Barriere zur Feststellung
einer Anomalie erstmalig zu diesem Zeitpunkt überschritten wird.
Nach dem Übergang zwischen den Zustandsräumen, der durch das Feststellen der Anomalie er-
folgt, muß untersucht werden, ob die Anomalie durch einen Störfall verursacht wurde. Im Bereich
von 70-90 TS wird der Störfall erkannt und die Fehlerdiagnose eingeleitet. Wie das Bild 6.13 zeigt,
ergeben sich drei Diagnosezeitpunkte bei 82, 108 und 110 TS.
Die Überwachung des Stickstoffsystems zeigt periodische Schwankungen entsprechend des Ver-
laufsgraphen. Im störungsfreien Fall ist ein derartiger Verlauf ebenfalls für die Überwachung des
Sauerstoffsystems zu erkennen.
Die Betrachtung der Vertrauenswerte der Nebenaufgabe stellt einen Anstieg ab etwa 20 TS vor
dem Registrierungszeitpunkt dar. Die Barriere zum Auslösen der Nebenaufgabe wird etwa 5 TS
vor dem Registrierungszeitpunkt überschritten, bei 55 TS bzw. 115 TS. Beim Auftreten eines Stör-
falls kann festgestellt werden, dass nicht in jedem Versuchslauf die zweite Füllstandsregistrierung
durchgeführt wird.
Weiterhin kann die Stärke der Aktivierung der Motive Aufschluss über die Aufmerksamkeitszu-
weisung geben. Bei der Betrachtung der mittleren Aktivierungsstärkeverteilung (Bild 6.14) kann
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Bild 6.14: Mittlere Aktivierungsstärkeverteilung beim Auftreten einer Sauerstoff-
Leckage (grau) und bei fehlerfreier Arbeit des Lebenserhaltungssystems
(schwarz).
man feststellen, dass dise beim Auftreten eines Fehlers ansteigt. Durch den Anstieg der mittle-
ren Aktivierungsstärke kommt es zu einer verstärkten Generierung von Absichten in der Hand-
lungsebene. Dies kann zur gleichzeitigen Verfolgung mehrerer Absichten führen, welches mit ne-
benläufigen Prozessen in der Handlungsebene verbunden ist. Die resultierende Aufweitung des
Erreichbarkeitsgraphen äußert sich im Bild 6.14. Ein weiterer Grund für die Entstehung verschie-
dener Handlungsfolgen liegt darin begründet, dass verschiedene Prozeduren zur Erfassung von
Zustandsinformationen ausgeführt werden können. Aus der Organsiation der Handlungsfolgen er-
geben sich erfolgreichere und weniger erfolgreiche Diagnoseabläufe.
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Bild 6.15: Die Aktivierungsverteilung im störungsfreien Versuchslauf (links) und bei
Auftreten einer Sauerstoffleckage.
Im Bild 6.15 sind die Motivstärken für die simulierten Versuchsläufe veranschaulicht. Das rechte
Diagramm repräsentiert den Motivstärkeverlauf für die Feststellung einer Leckage im Sauerstoff-
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system. Als Vergleich dazu sind links die Verlaufsgraphen für den störfallfreien Versuchslauf dar-
gestellt. Die Motive bestimmen das Bedürfnis zur Bearbeitung der verschiedenen Aufgaben und
sind dementsprechend den Aufgaben zugeordnet abgetragen. Das Motiv mit der höchsten Aktivie-
rungstärke generiert eine Absicht. Die Häufigkeit der Absichtsgenerierung nimmt mit dem Anstieg
der mittleren Motivstärke zu.
Im Bereich bis zu 50 TS tritt ein vergleichbarer Aktivierungsverlauf in beiden Versuchsläufen auf.
Die verschiedenen Motive generieren seriell nacheinander Absichten.
Ab etwa 50 TS wird ein steigender Handlungsbedarf festgestellt, der durch das Erkennen eines
anomalen Zustands im Sauerstoffsystems entsteht, und sich im Anstieg in der Motivstärke zur
Untersuchung der Anomalie äußert. Dieses Bedürfnis wird mit dem zur Ausführung der Neben-
aufgabe überlagert. Diese Überlagerung führt zur Generierung mehrerer Absichten, was sich in
der Aufweitung des Erreichbarkeitsgraphen äußert. Im Bild 6.15 zeigt sich dies in der stärkeren
Variation der Motivstärken pro Zeitschritt. Im Bereich von 80-110 TS ist eine relative Erhöhung
der Motivstärken der Hauptaufgabe relativ zur Nebenaufgabe zu erkennen. Daraus lässt sich eine
verstärkte Fokussierung auf die Hauptaufgabe ableiten, die dazu führt, dass nicht bei jedem Ver-
suchsablauf die Nebenaufgabe noch ausgeführt wird.
6.3.2.2 Einfluss kognitiver Modulationsparameter auf die Aufgabenbearbeitung im
FCR-Modell
Durch die Variation der einzelnen Modulationsparameter (vgl. Abschnitt 4.2.5.3, S. 61) des FCR-
Modells soll das Bedienverhalten der Versuchpersonen angenähert werden.
Tabelle 6.6: Modulationsparameter und deren Einfluss im FCR-Modell.
Modulationsparameter Einflussfaktoren
Motivstärke Gewichtung der verfolgten
Ziele
Aktivierungsrate Gesamtheit der Motivstärken
Kompetenz Gewichtung der Vertrauens-
werte
Barrierenhöhe Variation der Barrieren im
Problemraum
Mit Hilfe der Erreichbarkeitsanalyse werden dazu von einem Anfangszustand aus alle möglichen
Verhaltenssequenzen generiert und anhand der Darstellung der Vertrauenswerte und der damit ver-
bundenen Barrierenübergänge die Vorgehensweisen analysiert. Die in der Tabelle 6.6 dargestellten
Modulationsparameter werden dazu in mehreren Versuchsläufen separat variiert und die Auswir-
kungen auf das Bedienverhalten des kognitiven Modells analysiert. Die Bewertung erfolgt auf
Grundlage der Erreichbarkeitsanalyse, bei der alle Handlungsalternativen von einem Anfangszu-
stand aus generiert werden.
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Motivstärke Als erster Parameter soll die Motivstärke betrachtet werden. Sie beschreibt die Ge-
wichtung der Verfolgung einzelner Ziele im Gesamtkontext. So ist die Motivstärke auf der einen
Seite von der Abweichung des Soll-/ Istzustandes abhängig. Auf der anderen Seite berücksichtigt
sie die Bedeutung der Erreichung der verschiedenen Ziele. Die Motivstärkeverteilung steuert die
Ausrichtung der Aufmerksamkeit innerhalb der Arbeitssituation.
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Bild 6.16: Die gemittelte Verteilung der Motivstärke (rechts) für drei Versuchsläufe (HA:
verstärkte Ausrichtung auf die Hauptaufgabe, NA: verstärkte Ausrichtung auf
die Nebenaufgabe, H/N: ausgewogene Aufmerksamkeitsverteilung). Der Wert
1 im rechten Diagramm kennzeichnet die maximale Fokussierung auf die
Hauptaufgabe, währenddessen -1 die maximale Ausrichtung auf die Neben-
aufgabe darstellt. Im linken Diagramm sind die Vertrauenswerte für die drei
Versuchsläufe aufgetragen. Die Differenzierung nach Aufgaben erfolgt anhand
der Symbole.
Im ersten simulierten Versuchslauf, der durch die schwarze Kennlinie im Bild 6.16 beschrieben
wird, ist die Hauptaufgabe stärker gewichtet worden. Die Kurve im rechten Diagramm verläuft
dementsprechend vorwiegend im positiven Bereich der Ordinate. Mit der Annäherung an die 60
bzw. 120 TS Zeitmarken entsteht ein verstärkter Handlungsbedarf bzgl. der Ausführung der Ne-
benaufgabe. Die Kurve erreicht bei 40-55 TS sowie bei 110-120 TS jeweils ein Minimum und
unterschreitet im ersten Minimum sogar die Nullmarke. Das bedeutet, es besteht in diesem Zeit-
bereich eine stärkere Ausrichtung auf die Nebenaufgabe, trotz der Gewichtung der Hauptaufgabe.
Zwischen den Registrierungszeitpunkten kommt es wieder zu einer verstärkten Fokussierung auf
die Hauptaufgabe.
Im Gegensatz dazu verläuft der hellgraue Graph fast durchgehend im negativen Bereich. Der Graph
ist durch eine verstärkte Ausrichtung auf die Nebenaufgabe gekennzeichnet. Da die Fokussierung
auf die Hauptaufgabe, aufgrund der Feststellung einer Anomalie und der sich anschließendenen
Diagnosephase, keinem festen Zeitpunkt zugeordnet ist, erfolgt keine so starke Ausbildung von
Extrema in der Kurve.
Der graue Graph stellt eine ausgewogenere Ausrichtung der Aufmerksamkeit auf beide Aufgaben
dar. Die Änderung der Motivstärkeverhältnisse ist durch eine höhere Dynamik und stärkere Aus-
schläge gekennzeichnet. Gilt es die Nebenaufgabe zu erledigen, so befindet er sich verstärkt im
negativen Bereich. Zwischen den Registrierungszyklen verläuft er im positiven Bereich des Dia-
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gramms.
Anhand der Vertrauenswerte lassen sich kognitive Prozesse identifizieren, die die Bearbeitung der
Aufgabe bestimmen. Der Versuchslauf mit der verstärkten Fokussierung auf die Hauptaufgabe
(schwarze Symbole) ist folglich auch durch den frühesten Diagnosezeitpunkt gekennzeichnet. Er
liegt bei 41 TS und damit noch vor dem Ausführungszeitpunkt der Nebenaufgabe. Die Fokussie-
rung auf die Überwachung des Lebenserhaltungssystems hat die Vernachlässigung der Nebenauf-
gabe am ersten Registrierungszeitpunkt zur Folge.
Die verstärkte Ausrichtung der Aufmerksamkeit auf die Nebenaufgabe führt zu einer präziseren
Ausführung der Nebenaufgabe bei 61 TS bzw. 120 TS. Dies lässt sich durch die frühzeitige Ak-
tivierung der Registrierungsprozedur, wie im Bild 6.16 (linkes Diagramm) dargestellt, bei 53 TS
bzw. 109 TS erklären. Jedoch ist der Versuchslauf durch einen deutlich verzögerten Diagnosezeit-
punkt (91 TS) gekennzeichnet.
Im simulierten Versuchslauf mit ausgewogener Aufmerksamkeitsverteilung konnte festgestellt wer-
den, dass alle Leistungen korrekt erbracht werden konnten. Obwohl die Diagnose unmittelbar vor
dem Ausführungszeitpunkt der Nebenaufgabe erfolgte, wurde trotzdem die Registrierung ausge-
führt, jedoch mit einer leichten Verspätung. Der Registrierungzeitpunkt liegt bei 65 TS. Der Dia-
gnosezeitpunkt liegt nur leicht hinter dem, der bei einer starken Fokussierung auf die Hauptaufgabe
erreicht wird, aber deutlich vor dem im Versuchslauf mit der Ausrichtung auf die Nebenaufgabe.
Aktivierungsrate Die Aktivierung eines Motivs führt zur Generierung einer Absicht in der
Handlungsebene. Das Motiv wird handlungsleitend. Die Aktivierungsrate kann als Indikator für
die Erregung des Operateurs angesehen werden. Die Motivaktivierungsrate setzt sich aus einer
statischen und einer dynamischen Komponente zusammen. Die statische Komponente legt die
grundlegende Aktiviertheit als ein Parameter zur Beschreibung der aktuellen Leistungsfähigkeit
fest. Die dynamische Komponente wird durch die Änderung der Motivstärke als ein Maß für das
Handlungsbedürfnis bestimmt.
Im rechten Diagramm des Bildes 6.17 ist die Motivaktivierungsrate abgetragen. Die Erhöhung der
Grundaktivierung, als statische Komponente, führt auch zu einer höheren Dynamik, wie anhand
der schwarzen Kurve festzustellen ist. In den Bereichen um die 60 bzw. 120 TS erhöht sich der
Handlungsbedarf durch die Überlagerung der Hauptaufgabe durch die Nebenaufgabe. Bei geringe-
ren Aktivierungsraten ist diese Erhöhung kaum ausgebildet. Jedoch kann das Handlungsbedürfnis
aufgrund einer zu geringen Aktivierungsrate nicht abgebaut werden und es erfolgt ein Anstieg der
Aktivierungsrate, wie die hellgraue Kurve zeigt.
Das rechte Diagramm im Bild 6.17 zeigt das Diagnoseverhalten anhand der intern ablaufenden
Problemlösungsvorgänge. Es sind die Vertrauenswerte und die daraus resultierenden Barrieren-
übergänge abgetragen.
Beim Versuchslauf mit hoher Aktivierungsrate (schwarz) werden beide Registrierungstätigkeiten
als Nebenaufgabe ausgeführt. Die Barrierenübergänge liegen bei 57 bzw. 118 TS. Nach dem Über-
schreiten der Barriere wird die Absicht zur Erledigung der Nebenaufgabe generiert und die Neben-
aufgabe ausgeführt. Das Festellen der Anomalie erfolgt bei 34 TS. Das Erkennen des Störfalls tritt
bei 47 TS ein. Beide Barrierenübergänge ereignen sich früher als in den anderen beiden Versuchs-
läufen. Der Diagnosezeitpunkt liegt bei 85 TS.
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Bild 6.17: Im linken Diagramm ist das simulierte Diagnoseverhalten bei drei verschiede-
nen Motivaktivierungsverläufen dargestellt. Die Motivaktivierungsraten sind
im rechten Diagramm abgetragen. Die Modulation des Diagnoseverhaltens er-
folgt durch die Variation der Grundverzögerungszeit (4∗TD,6∗TD,8∗TD) zwi-
schen zwei Absichtsgenerierungen.
Beim Versuchslauf mit der mittleren Aktivierungsrate entfällt die Ausführung der ersten Regis-
trierungsaufgabe. Die zweite wird etwas später ausgeführt. Der Diagnosezeitpunkt liegt bei 72 TS
und somit um 13 TS früher als im ersten simulierten Versuchslauf. Als Besonderheit im zweiten
Lauf lässt sich noch einmal eine verstärkte Systemüberwachung feststellen, die aus dem frühen
Diagnosezeitpunkt resultiert.
Der dritte Durchgang mit der geringsten Anfangsaktivierungsrate ist wiederum dadurch gekenn-
zeichnet, dass nur in der zweiten Registrierungsphase die Nebenaufgabe ausgeführt wird. Zudem
verschiebt sich auch der Diagnosezeitpunkt nach hinten hin zu 85 TS.
Zusammenfassend lässt sich sagen, dass die Abnahme der Grundaktivierung der Motive auch zur
Abnahme der Dynamik führt. Bei geringeren Aktivierungsraten kommt es durch die Diagnoseak-
tivitäten zur Vernachlässigung der Nebenaufgabe. Es lässt sich daraus schließen, dass erst ab einer
bestimmten Aktivierungsrate beide Aufgaben korrekt erledigt werden. Durch das Auslassen der
Nebenaufgabe kann es zu einer Verkürzung der Diagnosezeit kommen.
Kompetenz Die Kompetenz repräsentiert die Summe der Erfahrungen. Ein Aspekt zur Be-
schreibung der Kompetenz stellt die Gewichtung der erfassten Zustandsinformationen. Durch eine
derartige Gewichtung wird festgelegt, wie stark die analysierten Zustandsinformationen in den
Entscheidungsprozess einfließen.
In den im Bild 6.18 dargestellten Versuchsläufen wurde die Kompetenz bei der Fehlersuche va-
riiert. Im ersten Versuchslauf S1 wurde die niedrigste Kompetenz angesetzt. Dementsprechend ist
dieser Simulationslauf durch deutlich spätere Diagnosezeitpunkte gekennzeichnet, die im Bereich
zwischen 105-115 TS liegen. Das längere Verweilen in den einzelnen Diagnosephasen führt auch
zu einer deutlich höheren Variabilität in den Handlungsabläufen. Der Erreichbarkeitsgraph umfasst
damit eine deutliche höhere Knotenmenge gegenüber den anderen beiden Versuchsläufen. Zudem
führt die höhere Verweildauer auch zu einer Fokussierung auf die Diagnose, die zur Vernachlässi-
gung der Nebenaufgabe im ersten Registrierungszyklus führt.
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Bild 6.18: Abtragung der Vertrauenswerte für drei simulierte Versuchsdurchläufe in Ab-
hängigkeit von der Kompetenz. Dazu werden die in der Diagnosephase er-
fassten Zustandsinformationen unterschiedlich stark gewichtet. Im linken Dia-
gramm sind die Vertrauenswerte, die die Bearbeitung der Hauptaufgabe steu-
ern, dargestellt und im rechten Diagramm die Vertrauenswerte der Nebenauf-
gabe abgebildet.
Schon im zweiten Versuchslauf S2 wird eine deutlich geringere Diagnosezeit erreicht. Die Hand-
lungsvariabilität nimmt deutlich ab. Es bilden sich feste Vorgehensweisen heraus. Jedoch führt
die Betrachtung der Hauptaufgabe vor dem zweiten Registrierungszeitpunkt zur Vernachlässigung
der Nebenaufgabe. Diese Ausrichtung auf die Hauptaufgabe zeigt sich anhand der im linken Dia-
gramm abgebildeten Vertrauenswerte im Bereich um 100 TS .
Der dritte Versuchslauf S3 stellt eine weitere Optimierung des Arbeitsverhaltens dar. Die weitere
Gewichtung der Kompetenz führt nicht nur zu einer schnellen Diagnose, sondern auch dazu, dass
die Nebenaufgabe in beiden Registrierungszyklen ausgeführt wird.
Barrierenhöhe Die Veränderung der Barrierenhöhe führt zur Modulation der Übergänge in den
Zielverfolgungsphasen und ermöglicht eine Variation der Handlungssicherheit der Versuchsperso-
nen.
Das Bild 6.19 zeigt die Barrierenübergänge in zwei simulierten Versuchsläufen. Dabei ist im zwei-
ten Versuchslauf die Barrierenhöhe nur halb so hoch wie im ersten. Die Halbierung der Barrie-
renhöhe führt zu einer deutlichen Erhöhung der Diagnosegeschwindigkeit. Die Reduzierung der
Diagnosezeit beträgt 14 TS. Es werden deutlich weniger Überwachungszyklen der Arbeitsumge-
bung vorgenommen. Die Fokussierung auf die Überwindung einer Barriere nimmt ab. Das hat
zur Folge, dass bei der geringeren Barrierenhöhe auch die Nebenaufgabe erledigt wird (Bild 6.19,
rechtes Diagramm). In der linken Abbildung zeigt sich, dass das Bedürfnis zur Ausführung der
Nebenaufgabe nicht handlungsleitend, d.h. nicht in eine Absicht überführt wird.
Dem positiven Effekt der schnelleren Ausführung der Diagnose steht das Problem gegenüber, dass
relativ schnell auch falsche Annahmen gestellt werden können. Dies zeigt sich beispielsweise im
rechten Diagramm (Bild 6.19). Eine etwas stärkere Gewichtung der Zustandsinformationen, die
bei der Überwachung des Stickstoffsystems (HA2) erfasst wurden, hätte zur Annahme einer Ano-
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Bild 6.19: Diagnoseverläufe in Abhängigkeit von der Barrierenhöhe.
malie führen können.
Tabelle 6.7: Folgen der Variation der Modulationsparameter für die Ausführung der Arbeitsauf-
gaben.
Parameter positive Aspekte negative Aspekte
Motivstärke präzisere, schnellere Ausführung
der gewichteten Aufgabe
Vernachlässigung anderer Aufga-
ben,
Reduzierung der Arbeitsdynamik
Aktivierungsrate schnelleres Reagieren auf kritische
Situationen,
höhere Arbeitsbelastung,
größere Variabilität in den Hand-
lungsabläufen
verstärkte Interferenzen und Ein-
flüsse zwischen den Handlungsfol-
gen
Kompetenz verbesserte, schnellere Ausführung
der gewichteten Aufgabe,
Abnahme der Handlungsvariabili-
tät,
Verbesserung der Gesamtarbeits-
leistung,
stereotype Handlungsabläufe
Reduzierung der Arbeitsbelastung
Barrierenhöhe schnellere Bearbeitung der Aufga-
ben,
Anstieg fehlerhafter Annahmen
Reduzierung der Arbeitsbelastung
In der Tabelle 6.7 sind die Eigenschaften zusammengetragen, die durch die Variation der Modula-
tionsparameter im kognitiven Modell beeinflusst werden können.
Im Folgenden soll diskutiert werden, ob durch Variation der Modulationsparameter Korrespon-
denzen zwischen dem Bedienverhalten des kognitiven Modells mit den der Versuchpersonen her-
gestellt werden können, und ob sich anhand der Interpretation der Modulationsparameter Eigen-
schaften der Probanden bestätigen lassen.
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Dabei werden mehrere experimentelle Versuchsreihen analysiert und charakteristische Eigenschaf-
ten aus dem Bedienverhalten der Operateure abgeleitet.
6.3.3 Vergleich und Interpretation der experimentellen und simulierten Ergebnisse
In Abschnitt 6.3.1.1 konnten Aktivierungsmuster nachgewiesen werden, die den Hypothesen HP
1 und HP 2 entsprechen. Dazu war es jedoch notwendig Einzeluntersuchungen vorzunehmen, da
die Mittelung über mehrere Versuchspersonen zu Schwierigkeiten bei der Zuordnung der Display-
aktivierungen zu den Diagnosephasen bereitete. Die Aktivierungsaktivitäten zur Ausführung der
Nebenaufgabe konnten aufgrund der festen Zuordnung des Zeitpunktes problemlos vorgenommen
werden.
Durch die Herstellung der Beziehung zwischen Displayaktivierung und erbrachter Arbeitsleistung
lassen sich Annahmen über die spezifischen Leistungsmerkmale der Operateure machen.
Das FCR-Modell in seinem zielgerichteten Vorgehen orientiert sich an den Hypothesen HP 1 und
HP 2. Die Bedienaktivitäten stehen in direkter Beziehung mit intern ablaufenden kognitiven Ver-
arbeitungsprozessen. Durch Variation kognitiver Modulationsparameter lassen sich die Bedienak-
tivitäten des Modells an die eines Operateurs anpassen und anhand der eingestellten Parameter mit
den Annahmen über die Leistungsmerkmale der Operateure vergleichen.
Die Ergebnisse einer ersten Versuchsreihe (Abschnitt 6.3.1.1) werden wie folgt interpretiert. Die
Versuchsperson, die die Diagnose im Bereich (i) durchgeführt hat, zeichnet sich durch eine hohe
Diagnosegeschwindigkeit aus. Die Diagnose wird noch vor dem erstem Ausführungszeitpunkt der
Nebenaufgabe durchgeführt. Dies lässt auf eine hohe Kompetenz bei der Diagnose schließen. Die
Vernachlässigung der Nebenaufgabe kann zum einen an der starken Fokussierung auf die Haupt-
aufgabe liegen und damit über die Motivstärkeverteilung anhand des Modells erklärt werden. Zum
anderen lässt sich das Verhalten durch eine unzureichende Motivaktivierungsrate beschreiben. Da
jedoch der Proband alle weiteren Nebenaufgaben korrekt ausführt, erscheint die Fokussierung auf
die Hauptaufgabe der zentrale Einflussfaktor zu sein. Da der Operateur in der Gesamtbewertung
der Diagnoseleistung zu den besseren Versuchspersonen gehört, kann ihm eine mittlere Barrieren-
höhe zugeordnet werden.
Der Proband, der dem Diagnosebereich (ii) zuzuordnen ist, zeichnet sich zusätzlich zu den Ei-
genschaften der ersten Versuchsperson noch durch eine ausgewogenere Arbeitsorganisation aus,
da zur relativ schnellen und erfolgreichen Diagnose die korrekte Ausführung der Nebenaufgabe
in allen Registrierungszyklen hinzukommt. Im Modell kann dieses Verhalten durch eine ausgewo-
genere Verteilung der Motivstärken mit einer höheren Motivaktivierungsrate gekoppelt dargestellt
werden.
Das Verhalten der Versuchspersonen im dritten Bereich (iii) ist neben dem späteren Diagnosezeit-
punkt auch durch die Vernachlässigung der Nebenaufgabe in der Diagnosephase gekennzeichnet.
Der späteren Diagnose gehen mehrere Aktivierungen der Füllstände und Flussraten voraus. Beim
Modell tritt dieses Verhalten dann auf, wenn erst das Sammeln mehrerer Zustandsinformationen
zum Überschreiten einer Barriere führt. Dies wird entweder durch Reduzierung der Kompetenz
oder durch Erhöhung der Barriere erreicht. Da die Verzögerung vorwiegend auf die letzte Dia-
gnosephase, die Fehlersuche, zurückzuführen ist, ist eher von einer geringeren Kompetenz bei
der Bestimmung des Fehlers auszugehen. Die Fokussierung auf die Hauptaufgabe kann wiederum
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durch die Gewichtung der Motivstärke realisiert werden.
Bei den Personen des vierten Diagnosebereiches (iv) treten im Vergleich zur vorherigen Gruppe
auch Verzögerungen bei der Feststellung eines Störfalls auf. Zudem lässt sich auch eine längere
Überwachungsphase bis zur Feststellung einer Anomalie annehmen. Im Unterschied zu den Ver-
suchspersonen, die dem Diagnosefenster (iii) zugeordnet werden, erfordert die Darstellung des
Bedienverhaltens somit eine Anhebung der Barriere. Dadurch, dass die Nebenaufgabe zu allen Re-
gistrierungszeitpunkten erfolgreich ausgeführt wurde, kann von einer ausgeglichenen Motivstär-
keverteilung ausgegangen werden.
Da die Versuchsperson mit der Diagnose im Bereich (v) keine zuordbaren Aktivierungsaktivitäten
zu einem erwarteten Diagnoseverhalten erkennen lässt, ist es schwierig das Verhalten mit einer
zielgerichteten Vorgehensweise, wie im Modell realisiert, darzustellen. Die Monitoringaktivitäten
der allgemeinen Systemparameter werden völlig vernachlässigt. Aus diesem Grund muss von einer
ungerichteten Fehlersuche ausgegangen werden. Die Überwachungstätigkeiten im Modell werden
keinen Zustandsräumen zugeordnet, sondern in zufälligen Reihenfolgen ausgeführt. Dies führt zu
einer starken Aufweitung des Erreichbarkeitsgraphen bei der modellbasierten Analyse und bildet
damit eine große Handlungsvariabilität ab. Trotz ungerichteter Fehlersuche wird jedoch die richtige
Diagnose vorgenommen. Dieses Verhalten kann durch eine hohe Barriere im Modell nachgebildet
werden.
Tabelle 6.8: Qualitative Zuordnung von kognitiven Eigenschaften des FCR-Modells zu
den nach Diagnosezeit kategorisierten Versuchpersonen.
Diagnose- Kognitive Modulationsparameter
bereich Motivstärke Aktivierungsrate Kompetenz Barrierenhöhe
(i) hoch für HA mittel, hoch hoch mittel
(ii) ausgeglichen hoch hoch mittel
(iii) hoch für HA mittel mittel mittel, hoch
(iv) ausgeglichen mittel mittel hoch
(v) hoch für HA niedrig niedrig hoch
Zusammenfassend repräsentiert die Tabelle 6.8 eine qualitative Gewichtung der kognitiven Modu-
lationsparameter des Modells zur Beschreibung des spezifischen Bedienverhaltens der Operateure.
In einer zweiten Versuchsreihe (Abschnitt 6.3.1.2) wurde eine Kategorisierung der Probanden vor-
genommen, die sich nicht an dem untersuchten Versuchslauf orientiert, sondern die Leistung aller
Versuchsläufe dieser Studie heranzieht.
Es konnte festgestellt werden, dass sich die Leistungsunterschiede auch bei der Untersuchung der
einzelnen Diagnoseaufgabe widerspiegeln. Es hat sich gezeigt, dass die Gruppe der guten Pro-
banden nicht nur die Hauptaufgabe besser erfüllen, sondern auch die Nebenaufgabe erfolgreicher
bearbeiten. Die gute Bearbeitung der Haupt- und Nebenaufgabe zeigt, dass keine starke Fokussie-
rung auf eine der beiden Aufgaben vorliegt, also die Motivstärke bei der Modellbeschreibung als
ausgeglichen angenommen werden kann.
Die quasigleichzeitige Registrierung der Füllstände und die Diagnose des Fehlers lässt auf eine
hohe Bearbeitungsdynamik schließen. Diese Eigenschaft wird im FCR-Modell durch eine höhere
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Aktivierungsrate beschrieben. Die wird weiterhin dadurch bestätigt, dass das Verhalten der erfolg-
reichen Probanden (Gruppe G+) durch eine höhere Aktivierungshäufigkeit der Displays gekenn-
zeichnet ist, was Rückschlüsse auf ein stärkeres Überwachungsverhalten der Operateure zulässt.
Da aber trotzdem die Variabilität im Bedienverhalten, im Bezug auf die Gruppe G- der weniger
erfolgreichen Probanden deutlich kleiner ist, kann ein stärker ausgeprägtes strategisches Vorgehen
angenommen werden. Im Modell wird diese Eigenschaft durch die Erhöhung des Modulationspa-
rameters Kompetenz berücksichtigt. So wird auch die Aufweitung des Handlungsraums, der durch
die Erhöhung der Aktivierungsrate auftritt, abgeschwächt und führt bei der Erreichbarkeitsanalyse
zu ähnlichen Handlungsabläufen.
Der Modulationsparameter Barrierenhöhe muss zur Beschreibung des Verhaltens der Operateure
der Gruppe G+ höher angesetzt werden, da ihre Fehlerate bei der Diagnose geringer ist.
Das Verhalten der Operateure von G- ist durch eine stärkere Fokussierung auf eine bestimmte Auf-
gabe gekennzeichnet. Dies zeigt sich in den Einbrüchen bei der Ausführung der Nebenaufgabe in
der Diagnosephase. Einher geht eine geringere Bearbeitungsdynamik, da die Aufgaben vorwie-
gend seriell bearbeitet werden. Im Modell ist diese Eigenschaft abbildbar durch eine geringere
Motivaktivierungsdynamik, die zu einer verstärkten Ausrichtung auf ein Motiv führt (vgl. Bild
6.17, S.127).
Die stärkere Aufweitung des Diagnosebereichs lässt im Mittel auf eine geringere Handlungskom-
petenz schließen, die durch eine geringere Gewichtung des Modulationsparameters Kompetenz im
FCR-Modell beschreibbar ist.
Tabelle 6.9: Beschreibung der Arbeitsleistung der beiden Gruppen G+ und G- aus Ab-
schnitt 6.3.1.2 anhand der Modulationsparameter des FCR-Modells.
Gruppe Kognitive Modulationsparameter
Motivstärke Aktivierungsrate Kompetenz Barrierenhöhe
G+ ausgeglichen hoch hoch hoch, mittel
G- hoch für HA niedrig mittel mittel, niedrig
In der Tabelle 6.9 ist eine qualitative Bewertung der kognitiven Parameter vorgenommen worden,
um so das Bedienverhalten der beiden Gruppen anhand des Modells beschreiben zu können.
Die kognitiven Parameter, die hier isoliert betrachtet wurden, sind grundsätzlich gekoppelt und
beeinflussen einander. Zur Überführung in ein quantitativ vergleichbares Verhalten bedarf es einer
tiefergreifenden Analyse der Abhängigkeiten anhand einer detaillierteren Erfassung des Bedien-
verhaltens der Operateure, so dass die Annahmen über die ablaufenden kognitiven Prozesse ver-
dichtet werden können.
Anhand der qualitativen Vergleiche können jedoch schon Annahmen über die Ursachen bestimm-
ter Verhaltensweisen bestätigt oder entkräftet werden.
6.4 Grenzen und Perspektiven der Validation
Ein zentrales Problem der vorgenommenen Validierung liegt darin, dass die kognitiven Verarbei-
tungstätigkeiten nur indirekt über das Bedienverhalten verglichen werden können. Die Mittelung
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der experimentell erfassten Verhaltensdaten über alle Versuchspersonen erscheint als nicht sinnvoll
und bereitet Schwierigkeiten bei der Zuordnung bestimmter Bedienaktivitäten zu den kognitiven
Verarbeitungstätigkeiten. Lediglich zeitlich gebundene Aktivitäten lassen sich auch anhand des ge-
mittelten Bedienverhaltens ansatzweise erklären. Beim Durchlaufen verschiedener Zustandsräume
bei der Zielverfolgung, wie durch den Diagnoseprozess repräsentiert, können dagegen aufgrund
der hohen Variabilität der Vorgehensweisen keine direkten Zuordnungen zwischen Verhaltensda-
ten und den kognitiven Prozessen vorgenommen werden. Die Diagnosephasen der verschiedenen
Versuchspersonen überlagern sich und erschweren so die Interpretation der Verhaltensdaten.
Die separate Untersuchung von einzelnen Versuchsläufen (Einzelfalluntersuchungen) ermöglicht
die Analyse des Diagnoseverhaltens. Es können Indikatoren identifiziert werden, die die Ursachen
des Vorgehens der Operateure charakterisieren.
Durch die Aktivierungsverteilung der Displays kann eine Zuordnung zu den Diagnosephasen vor-
genommen werden. Die Häufigkeit der Aktivierungen in den Phasen und die Gezieltheit der Akti-
vierung sowie die Länge der Diagnosephasen geben Aufschluss über charakteristische Eigenschaf-
ten im Diagnoseverhalten der einzelnen Versuchspersonen. Zudem können auch die Auswirkungen
derartiger Diagnosemuster auf die Ausführung der Nebenaufgabe untersucht werden.
Zur Feststellung von Strategieunterschieden kann auch eine Gruppierung der Versuchspersonen
nach der erbrachten Arbeitsleistung vorgenommen werden. Neben der Identifizierung erfolgrei-
cher bzw. weniger erfolgreicher Verhaltensmuster lassen sich so auch die Ursachen für Leistungs-
unterschiede ermitteln. Auch bei statistischen Analysen ist daher auf Kontextwissen über die zu
erledigenden Aufgaben zurückzugreifen und daraus resultierende Handlungsvarianten zu berück-
sichtigen
Mit Hilfe der Modulationsparameter der kognitiven Verarbeitungsprozesse können die Verhal-
tensweisen des FCR-Modells variiert werden. Die Modulationsparameter generieren bestimmte
Verhaltenseigenschaften, die dem Verhalten realer Versuchspersonen ähneln. Durch Variation der
Modulationsparameter kann das Bedienverhalten des Modells mit dem einer speziellen Versuchs-
person in Einklang gebracht werden. Äquivalenzkriterien dafür sind z.B. die Aktivierungsvertei-
lungen, die Diagnosezeitpunkte oder das Fehlverhalten.
Die Analyse der durch das FCR-Modell ausgeführten kognitiven Prozesse erlaubt so Aussagen
über die Ursachen für das Verhalten bestimmter Operateure. Die experimentell erfassten Bedien-
aktivitäten lassen jedoch nur eine begrenzte Auflösung der Informationsverarbeitungsprozesse zu.
Zudem kann auch keine feste Zuordnung zwischen den Bedienaktivitäten und den damit verbun-
denen Zielen vorgenommen werden, da die Displays für die Ausführung verschiedener Aufgaben
genutzt werden können. Auch besteht die Problematik, dass immer nur eine begrenzte Menge an
Vorgehensweisen im Modell berücksichtigt werden können und so unter Umständen durchaus re-
velante Tätigkeitsabläufe vernachlässigt werden.
Die dargestellten Probleme könnten überwunden werden durch die Verwendung weiterer Metho-
den zur Erfassung von Verhaltensdaten bzw. psychologischer oder physiologischer Daten. Da-
durch ließen sich die Verhaltensabläufe der Operateure noch weitreichender analysieren und die
Annahmen über die kognitiven Prozesse vertiefen. Beispiele für derartige Methoden wären Blick-
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zielmessungen, Kameraaufnahmen oder EEG-Messdaten. Aus der Integration verschiedenartiger
Daten ergebenen sich umfassendere Vergleichsmöglichkeiten zwischen experimentellen und simu-
lierten Verhaltensdaten. Dieses Vorgehen erweist sich jedoch als sehr aufwendig und muss deshalb
bzgl. des Umfangs der empirischen Studien von Fall zu Fall überprüft werden.
Ein zentraler Aspekt einer nächsten Validierungsphase könnte die Untersuchung sein, ob die ko-
gnitiven Modulationsparameter, die das Verhalten einer bestimmten Person in einem Versuchslauf
abbilden, auch auf andere Versuchsläufe dieser Person übertragbar sind.
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Die Gestaltung von Arbeitsplätzen in Mensch-Maschine-Systemen ist noch immer durch ein tech-
nikzentriertes Vorgehen gekennzeichnet, das sich an der technischen Realisierbarkeit orientiert.
Zur Unterstützung der Operateure erfolgt häufig eine partielle Automatisierung von Einzelfunktio-
nen. Die dadurch veränderte Arbeitssituation führt dazu, dass die Arbeitsabläufe des Bedieners an
die neue Situation angepasst werden müssen. Die Änderung einzelner Prozesse kann so zu Inkon-
sistenzen im Gesamtsystem führen. Häufig zeigen sich die dadurch entstandenen Probleme erst in
kritischen Arbeitssituationen, in denen Störungen in der Mensch-Maschine-Interaktion auftreten.
In der vorliegenden Arbeit wird ein modellbasierter Ansatz zur ganzheitlichen Betrachtung von
Mensch-Maschine-Systemen vorgestellt. In einer stärkeren Fokussierung auf die Analyse der Ar-
beitsprozesse mit dem Ziel der Gestaltung der Arbeitsabläufe von Operateuren erfolgt eine de-
tailliertere Betrachtung des Menschen im Gesamtsystem. Die als menschzentrierte Modellierung
bezeichnete Vorgehensweise ermöglicht eine Differenzierung der kognitiven Informationsverar-
beitungsprozesse, ohne dabei die ganzheitliche Betrachtungsweise des Mensch-Maschine-Systems
aufzugeben.
Das im Rahmen der Arbeit entwickelte Kognitive Modell setzt sich aus den vier Komponenten In-
formationsverarbeitungsebene, Wissensbasis, Arbeitsspeicher und Ressourcenzuweisung zusam-
men.
Bei der Darstellung der Informationsverarbeitungsebene wird zwischen einer Handlungs- und ei-
ner Kontrolldimension unterschieden. Durch die Verwendung eines Ebenenmodells wird eine hier-
archische Strukturierung der Handlungssequenzen realisiert. Die Kontrollstruktur ermöglicht eine
zielgeleitete Organsiation der Handlungen und unterliegt einer Differenzierung in der Betrachtung
bzgl. der Abstraktion und der Dekomposition von Systemen.
In der Wissensbasis ist das Wissen über die Arbeitsabläufe explizit in Form von Wissenszustän-
den abgespeichert. Die Wissenszustände stehen über funktionale Abhängigkeiten miteinander in
Beziehung. Für die Bearbeitung von Aufgaben werden dementsprechend Bereiche dieser netzartig
aufgebauten Wissensstrukur vorübergehend aktiv und ermöglichen so die Ausführung der Infor-
mationsverarbeitungsprozesse. Der Aufbau der Wissensbasis orientiert sich an der Struktur der
Informationsverarbeitungsebene.
Das aktive Wissen in Form von Motiven und Absichten befindet sich im Arbeitsspeicher und wird
mit jedem Verarbeitungsschritt aktualisiert. Das dadurch realisierte Motivkonzept bildet die Grund-
lage zielgerichteten Handelns.
Die Verwendung eines Ressourcenmodells berücksichtigt die Begrenztheit der Verarbeitungsleis-
tung des kognitiven Systems. Als kognitive Ressourcen fließen die Aufmerksamkeit und die Ver-
arbeitungszeit in das Modell ein. Durch die Einführung von Ressourcenzuweisungsmechanismen
erfolgt die Modulation der kognitiven Verarbeitungsprozesse. Die damit verbundene Berücksichti-
gung des motivatorischen Charakters ermöglicht die Darstellung zielgerichteten Handelns in Mehr-
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aufgabensituationen.
Zur Realisierung des Modells finden Farbige Petrinetze Anwendung. Die Stärken von Petrinet-
zen liegen in der formalen Darstellungsform, aus der sich eine inhärente Analysierbarkeit ergibt.
Aufgrund ihrer Eigenschaften haben Petrinetze als Beschreibungsmittel komplexer technischer
Systeme an Bedeutung gewonnen, finden jedoch noch immer vorwiegend in Forschung und Wis-
senschaft Anwendung.
Farbige Petrinetze ermöglichen darüber hinaus eine hierarchische Strukturierung und kompakte
Darstellungsweise von Modellen. Verbunden mit der Attributierbarkeit von Marken und der Mög-
lichkeit der Zeitbewertung der modellierten Prozesse erweist sich auch die Modellierung mensch-
licher Verarbeitungsprozesse als geeignet.
Im Rahmen der Arbeit konnte eine direkte Zuordnung zwischen den Darstellungselementen der
Farbigen Petrinetze und den Komponenten kognitiver Systeme hergestellt werden. Neben der sich
daraus ergebenden grafischen Veranschaulichung der kognitiven Verarbeitungsprozesse finden au-
ßerdem die Komponenteneigenschaften inhärent in der Modellarchitektur Berücksichtigung.
Die separate Darstellung der statischen und dynamischen Eigenschaften in Farbigen Petrinetzen
ermöglicht eine Trennung der strukturellen Eigenschaften des kognitiven Systems von den dyna-
mischen Aspekten, die sich aus der Kenntnis über eine spezifische Arbeitssituation ergeben.
In diesem Zusammenhang bieten Farbige Petrinetze durch die Attributierbarkeit der Marken die
Möglichkeit, das aktuelle Situationswissen direkt in einem dynamischen Netzelement abzubilden.
Gleiches gilt für die Darstellung kognitiver Ressourcen im Modell.
Die formale Analysierbarkeit der Petrinetze ermöglicht die Überprüfung der an das Kognitive Mo-
dell gestellten Anforderungen anhand systemtheoretischer Analysekriterien wie Sicherheit, Be-
schränktheit, Rücksetzbarkeit, Erreichbarkeit oder Lebendigkeit. Die Ergebnisse graphentheore-
tischer Analysemethoden konnten so direkt mit den Eigenschaften des abzubildenden kognitiven
Systems in Verbindung gesetzt werden. Dazu wurde eine Interpretation dieser analysierbaren Netz-
eigenschaften in Bezug auf das zu realisierende kognitive System vorgenommen.
Durch die Modellierung des gesamten Mensch-Maschine-Systems konnten die Kausalitäten und
Temporalitäten zwischen den Teilsystemen bruchfrei analysiert werden.
Für die Gewährleistung der Analysierbarkeit komplexerer Mensch-Maschine-Systeme bedarf es
einer starken Fokussierung auf die zu analysierenden Aspekte. So gilt es genau festzustellen,
welche nebenläufigen Prozesse für die valide Darstellung der betrachteten Problemstellung von
Bedeutung sind und welche es auszuschließen gilt. Mit einem derartigen Vorgehen kann die Ex-
plosion des Erreichbarkeitsgraphen, die die Analyse zunehmend erschwert, in Grenzen gehalten
werden.
Gerade bei der Untersuchung der korrekten Entwicklung von Modellteilen in der Verifikationspha-
se ist die Einführung von Ersatznetzen hilfreich.
Die in der Arbeit vorgestellte Adaption des Kognitiven Modells an ein reduziertes Modell der
Mikrowelt „CAMS“ stellt einen ersten Validierungsschritt dar. Die Überprüfung der simulierten
Ergebnisse erfolgte anhand der in einer Studie am Cognitive Science Lab (CSL) erhobenen ex-
perimentellen Daten.
Die qualitative Überprüfung der Abbildung der Handlungsabläufe im Modell wurde durch den
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Vergleich mit den trainierten Tätigkeiten vorgenommen. Durch die Entwicklung des Erreichbar-
keitsgraphen konnten alle möglichen Handlungsalternativen bei der Ausführung von festgelegten
Handlungssequenzen in Abhängigkeit von den erfassbaren Informationen aus der Arbeitsumge-
bung generiert und überprüft werden.
Die Verfolgung der Ziele konnte nur indirekt aus der Bedienung der Mikrowelt abgeleitet werden.
So wurde versucht, Äquivalenzen im Bedienverhalten zwischen Operateuren und Modell aufzude-
cken und mit Hilfe der modellierten kognitiven Prozesse zu erklären.
Ein weiterer wichtiger Aspekt ist die Frage nach der Darstellbarkeit individueller Unterschiede
bei der Bearbeitung von Mehraufgabensituationen im Modell anhand von kognitiven Modulati-
onsparametern. Durch die Variation der Parameter konnten die modellierten Ergebnisse mit den
experimentellen Verhaltensdaten qualitativ in Übereinstimmung gebracht werden.
Das Modell im derzeitigen Entwicklungsstand dient zur Analyse menschlicher Informationsver-
arbeitung. In diesem Sinne ermöglicht es das Aufdecken kritischer Situationen bzw. das Fest-
stellen von Ursachen für Fehlverhalten. Es können ungünstige Prozessverkettungen innerhalb des
Mensch-Maschine-Systems festgestellt werden und daraus Erklärungsansätze für ein bestimmtes
Entscheidungsverhalten abgeleitet werden.
Für die quantitative Bewertung menschlicher Informationsverarbeitung bedarf es einer temporalen
Erfassung der elementaren Tätigkeitsabläufe in speziell darauf ausgerichteten Experimenten, um
so den direkten zeitlichen Vergleich zwischen experimentellen und modellierten Daten herzustel-
len. Dies kann ein Aspekt weiterer Validierungsschritte sein.
Durch die Einführung einer emotionalen Komponente in die kognitiven Verarbeitungsprozesse ist
auch die Abbildung individueller Verhaltenscharakteristiken von Operateuren erweiterbar. Ein der-
artiger Ansatz erweist sich für die Bewertung menschlicher Zuverlässigkeit innerhalb eines kom-
plexen Arbeitssystems als aussichtsreich.
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