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Abstract: Secondary currents, turbulence characteristics and bed shear stress distribution are the
crucial parameters for specifying sediment transport. Hence, to understand the sediment transport in
sediment bypass tunnels (SBTs), we performed computational fluid dynamics (CFD) simulation of
supercritical flow in a narrow straight channel. The results of the steady state simulation (Froude
number ≈ 1.8) were compared with experimental results. The commonly used two-equations linear
eddy-viscosity models are limited to isotropic turbulence closure and hence could not replicate the
desired secondary currents. Therefore, the LRR Reynolds Stress Model was used, and predicted the
flow features and the secondary currents (three kinds in total) effectively. The secondary currents
affected the longitudinal velocity and caused velocity dip. The existing atmEpsilonWallFunction was
used to represent the dissipation of turbulent kinetic energy on the free surface. The obtained mean
bed shear stress was 9.265 N/m2 which is lower than the measured value of 10.225 N/m2. This initial
study contributes to the existing knowledge on the applications of CFD modelling in supercritical flow
and SBTs. However, a comprehensive study considering different flow scenarios in narrow channels
using improved LRR model and boundary conditions, over the used ones, is aimed to improve the
accuracy in the estimation of flow field and bed shear stress.
Keywords: supercritical flow, secondary currents, CFD simulation, LRR.

1. INTRODUCTION
Sediment bypass tunnels (SBTs), as “active sediment management” strategy, are increasingly used
mainly in small and medium sized reservoirs for sediment management. SBTs are generally operated
in supercritical open channel flow conditions and can be found around the world, but mostly in
Switzerland and Japan (Auel & Boes, 2011). In some Japanese reservoirs, SBTs have accomplished
more than 80% bypass efficiency and protracted the remaining reservoir lifespan by some hundreds of
years (Auel et al., 2016). Until now, the designs of existing SBTs are mainly based on model studies
and some recommendations for selection of tunnel cross-section, bends, bed slope, regime of particle
motion were proposed by Boes et al. (2014). We aim to develop numerical models which can estimate
the flow characteristics, bed shear stress and sediment movement in narrow channels and SBTs.
Thus, the time and cost involvements in the model studies can be reduced.
SBTs are designed for aspect ratio b/h < 5; where b = channel width and h = flow depth and perform
like narrow open channels. Turbulence driven secondary currents in these channels can significantly
influence the mean flow, turbulence structures, bed shear stress distribution (Kang and Choi, 2006)
and thus the flow-sediment interactions. Auel et al. (2014); Jing et al. (2019) and Demiral et al. (2020)
carried out physical model tests in supercritical flow conditions and observed secondary currents
(Prandtl’s second type) and velocity dips below the free surface as shown in Figure 1(a). Auel et al.
(2014); Demiral et al. (2020) used the flow equilibrium parameter  = ( dRh dx − Se ) gRh U2l to check
the flow uniformity; where Rh is the hydraulic radius; Se is the energy line slope; U*l is the shear
velocity calculated using the log-law; x is the distance along the longitudinal direction. Auel et al.
(2014); Demiral et al. (2020) studied decelerating supercritical flow (β > -1) in flumes with 1% bed
slope. Still, in a few cases at comparatively low Froude numbers (Fr) they achieved flow conditions
very close to the uniform condition (β close to -1). And one of such cases is simulated in this study.
Numerically, different approaches to model the turbulence driven secondary currents were carried out
for subcritical flow conditions (Cokljat, 1993; Kang & Choi, 2006). The preferred two-equation
turbulence models in hydraulics are based on eddy-viscosity concept, limited to isotropic turbulence
closure, and thus incapable to reproduce the secondary currents and their effect on the flow field

(Cokljat, 1993; Cokljat & Younis, 1995; Kang & Choi, 2006). Cokljat (1993); Cokljat & Younis (1995);
Kang & Choi (2006) used the Reynolds Stress Model (RSM) to represent such flow features for
subcritical uniform flow conditions. Recently, Nasif et al. (2020) used the k-ω SST turbulence model in
a detached-eddy simulation (computationally expensive) to model the supercritical flow in smooth
channels. They observed stronger secondary vortices with a reduction in the aspect ratio. However,
they did not observe velocity dips in their simulations for aspect ratios between 2 and 12.
To find a computationally cost-effective method, we test how far the supercritical flow observed by
Auel et al. (2014) can be simulated using different closure models for the Reynolds-Averaged NavierStokes equations. The LRR Reynolds stress model performed acceptably. We simulated the test run
TR1 from Auel et al. (2014) which was almost a uniform flow because β was close to -1.0 and
compared the results with the experimental findings. The simulation was performed in OpenFOAM
(v2012), an open-access computational fluid dynamics (CFD) tool based on the finite volume method,
using simpleFoam solver which is a steady state solver based on SIMPLE algorithm (Talebpour, 2016;
Talebpour & Liu, 2019).

2. NUMERICAL MODELLING
In CFD, one of the most popular approaches for solving the flow variables is the solution of the
Reynolds-averaged Navier-Stokes equations. The Reynolds-averaged Navier-Stokes equations for
incompressible fluid can be represented in cartesian coordinate system using the Einstein summation
convention as (Wilcox, 2006; Alfonsi, 2009; Dey, 2014):
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where U = mean velocity, P = mean pressure, ρ = fluid density, μ = dynamic viscosity of the fluid, u' =
velocity fluctuations and Rij = uiu j = specific Reynolds stress tensor. The commonly used Reynoldsaveraged Navier-Stokes equations turbulence closure models are based on the following “Boussinesq
model” (Wilcox, 2006) and are called linear eddy-viscosity models

−uiu j = 2 t Sij −
deviatoric

2
k ij
3

(3)

isotropic

where νt = eddy-viscosity, Sij = 0.5 ( Ui x j + U j xi ) = mean strain-rate tensor, k = 0.5 uiui =
turbulent kinetic energy and δij = Kronecker’s delta. However, because the Reynolds stress tensor is
approximated by a scalar quantity νt and assumed to vary linearly with the mean strain-rate, the
approximation is unable to properly represent the complex flow phenomenon caused by sudden
change in strain, curved surface, secondary currents, rotating fluid and 3D flows (Wilcox, 2006). The
present study models the secondary currents in straight channels (Prandtl’s second type). The initial
simulations were performed using the commonly used two-equations linear eddy-viscosity models:
standard k-ε, Renormalization k-ε, k-ω shear stress transport, but they could not simulate the desired
secondary currents. The turbulence driven secondary currents were mostly modelled previously using
non-linear two-equation models, algebraic stress models (ASMs) and Reynolds stress models (RSMs)
in several studies as described in Cokljat (1993); Kang & Choi (2006). The RSMs were found to be
more accurate than others. The similar RSMs simulations performed earlier were also based on
steady state simulation.
In RSMs, all six components of the Reynolds stress tensor are solved directly using transport
equations. The transport equation is expressed as (Hanjalic & Launder, 1972; Launder et al., 1975;
Speziale et al., 1991; Wilcox, 2006; Alfonsi, 2009):
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The dissipation rate tensor basically consists of isotropic and deviatoric components. For high
Reynolds number, the deviatoric part is considered as zero based on the “Kolmogorov hypothesis of
local isotropy” (Wilcox, 2006; Alfonsi, 2009) and the dissipation rate tensor becomes a function of the
dissipation rate of the turbulent kinetic energy ε and kinematic viscosity ν. The scalar quantity ε is
basically obtained by solving its transport equation (Hanjalic & Launder, 1972; Launder et al., 1975;
Wilcox, 2006). The second and third terms in diffusion are basically ignored as detailed in Wilcox
(2006). The tensor formed by the triple product of the velocity fluctuations is modelled in OpenFOAM
using the simple gradient-transport or gradient-diffusion hypothesis proposed by Daly & Harlow (1970)
(OpenCFD, 2021). Alternate gradient-diffusion models were proposed later by Hanjalic & Launder
(1972); Launder et al. (1975) which satisfied the rotational symmetry. However, in various flows
researchers found better overall results using Daly & Harlow (1970) (Cokljat, 1993). The pressurestrain correlation has been one of the main focusing points for turbulence modelers. The commonly
used models are LRR or Launder, Reece and Rodi (Launder et al., 1975) and SSG or Speziale,
Sarkar and Gatski (Speziale et al., 1991). The LRR model approximates the slow pressure-strain part
or return-to-isotropy term using the method proposed by Rotta (1951) (Launder et al., 1975; Cokljat,
1993; Cokljat & Younis, 1995; Wilcox, 2006). Continuing from the initial analysis of Rotta (1951),
Launder et al. (1975) expressed the rapid pressure-strain (forth-order tensor) as a linear function of
the Reynolds stress. Considering the dominant role of one term, Launder et al. (1975) also proposed
the following simplified approach for the rapid pressure-strain:
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Where C = 0.6; Pk is the production of turbulent kinetic energy = ½ Pkk (Wilcox, 2006). The existing
LRR model in OpenFOAM uses this simplified approach (from LRR.C file). The solid boundary or wall
modifies the pressure field and influences the turbulence close to it and thus affects the energy
transfer from the streamwise direction to its normal directions (Gibson & Launder, 1978; Cokljat,
1993). The most commonly used approach is the near-wall addition models proposed by Shir (1973)
and Gibson & Launder (1978) for the slow and rapid pressure-strain terms, respectively. The
corrections are function of Lt/niri; where ni = unit vector normal to the surface; r = position vector and Lt
= characteristics turbulence length scale (Gibson & Launder, 1978). OpenFOAM uses this method for
the near-wall correction (OpenCFD, 2021). Further, OpenFOAM uses a linear variation of Lt/nd to
represent the above function and Lt = C0.75 k 3/ 2  , Cμ = 0.09,  = 0.41 (from LRR.C file); nd = wall
distance. Later, Speziale et al. (1991) represented the pressure-strain tensor as a nonlinear function of
the nondimensional Reynolds stress anisotropic tensor (Wilcox, 2006). Kang & Choi (2006) added the
damping effect of the free surface in the existing SSG pressure-strain model. They used the model
proposed by Shir (1973) and Gibson & Launder (1978) and the approach calibrated earlier by Cokljat
(1993).

3. METHODOLOGY
The test TR1 from Auel et al. (2014) was modelled in this study. The test was conducted at Reynolds
number Re ≈ 4.7 × 105, Fr ≈ 1.8 and flow depth h = 0.106 m. Auel et al. (2014) performed experiments
in a 13.5 m long, 0.3 m wide and 0.5 m deep tilting flume with a concrete lined bed, glass right wall
and PVC left wall. The measured section was located 6.4 m downstream, and the flow was gradually
decelerating. In the LRR Reynolds stress modelling, the domain was 0.3 m wide and 0.106 m high.
The aspect ratio for test TR1 was about 2.8. Along the longitudinal direction one cell was considered.
The simulation was performed for steady state condition using simpleFoam. A total of 78020

hexahedral grid cells were created using blockMesh. The size of the smallest cell near the walls was
10 mm × 0.1 mm × 0.1 mm and the size of the cells increased towards the channel centre and free
surface upto 10 mm × 2 mm × 2 mm. The increment was gradual using the simpleGrading function in
blockMesh dictionary. The z+ value for the first cell was close to 5 and it was calculated using the
experimental shear velocity U*l. A nonuniform grid, using comparatively smaller cells towards the
walls, eliminated oscillations or checkerboarding in the distributions of pressure and secondary
velocities which were observed when a uniform grid size (conforming to log-law, i.e., for 30 < z+ < 200)
was used. The inlet and outlet boundary conditions were considered as cyclic or periodic. To drive the
flow, a momentum source was introduced for the whole domain by mean velocity force (1.87, 0, 0)
using the fvOptions utility in OpenFOAM (Talebpour, 2016). The applied force produces a
corresponding pressure gradient. During the iterations, the pressure gradient and velocity field are
updated consequently to maintain the volumetric mean velocity. Standard wall functions were used for
k, ε, R and νt parameters at the transitional rough bed and smooth sidewalls (OpenCFD, 2021). The
uniform roughness on the channel bed was represented by equivalent sand grain roughness ks = 0.28
mm (Auel et al., 2014). The top surface was considered as a wall patch for the mesh generation to
extract the boundary distance data. They were required to calculate the near boundary pressure strain
correction imposed by the free surface. However, to make the top surface act like a free surface, the
used boundary condition for velocity was slip; for P, k, and R were zeroGradient; and for ε and νt were
atmEpsilonWallFunction and atmNutWallFunction, respectively. Although, the last two boundary
conditions were basically proposed for atmospheric boundary layer modelling, but they performed
reasonably well in the current case and also in similar cases from Demiral et al., (2020). The
turbulence parameters were initialised using the following commonly used expressions
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where Ti = turbulence intensity; u = mean velocity on inlet; Lc = characteristics length at inlet = 0.07 Dh;
Dh = hydraulic diameter. A second order divergent scheme (divScheme) was used for velocity. Parallel
processing was performed using Scotch method and 22 cores. In simpleFoam, the iterations were
performed at 1 s intervals. The convergence criteria (residual control) were 0.0001 for all parameters.
The solution converged after 6084 iterations. Once the simulation was converged, it was further run
upto 10000 iterations to get average field values and it provided better result. The post-processing
data extraction was performed in ParaView software and the data analysis was done using the
Turbulucid package based on Python software (Mukha, 2018).

4. RESULTS AND DISCUSSION
4.1.

Comparison between observed and simulated mean flow characteristics

The simulated normalised longitudinal velocity U/Umax distributions (where Umax is the maximum
longitudinal velocity), velocity dip, upward & downward flows and normalised vertical velocity W/Umax
distributions are comparable to the experimental results as found in Figure 1(a-b) and Figure 1(c-d).
Figure 2(a-b) show a comparison between observed and simulated absolute and normalised
longitudinal velocities at the channel centre, i.e., at y/h = 0 and at different sections along the channel
width, respectively. The simulated position of Umax at y/h = 0 is located at about z/h = 0.5 which is very
close to the experimental results as shown in Figure 2(a-b). The results indicate a good estimation of
U and velocity dip throughout the channel width. The observed and simulated Umax values were 2.25
and 2.17 m/s (see Table 1), respectively. However, while inspecting Figure 1(c) and Figure 2(a-b)
carefully, a rise in U was observed near the flume centre towards the free surface beyond z/h ≈ 0.95
which is possibly caused by the interaction of two counter rotating large free surface vortices or
secondary currents located just below the free surface as shown in Figure 1(g). Such observation
could not be compared with the observed data because measurement of velocity just below the free
surface is a tough task and is not available for the current case from Auel et al., (2014) too. Thus,
those results were not considered in the comparative study. A total of three kinds of secondary
currents or vortices were observed: (i) large vortex below the free surface, (ii) smaller bottom vortex
near the bed and sidewall and (iii) very small inner secondary vortex at the junction of free surface and
sidewall (visible when the grid resolution was increased) as shown in Figure 1(d-e and g). Previously,

Kang & Choi (2006) observed similar secondary current patterns for subcritical flow. The observed
secondary flow pattern is comparable to the previous studies like: Cokljat (1993); Cokljat & Younis
(1995); Kang & Choi (2006). As shown in Figure 1(d-f), the magnitude of the vertical velocity W, lateral
velocity V and resultant secondary flow velocity UWV were within 3-4% of Umax in most of the cells
except the cells close to the free surface.

(b)
y/h

y/h

(c)

(d)

(e)

(f)

(g)

Figure 1(a-g) – Contour plots of the velocity field for test TR1 (Fr ≈ 1.8, h ꞊ 0.106 m) from Auel et al.
(2014) (a) U/Umax distribution – exp. (Auel et al. 2014: with permission from ASCE), (b) W/Umax
distribution – exp. (Auel et al. 2014: with permission from ASCE), (c) U/Umax distribution – CFD, (d)
W/Umax distribution – CFD, (e) V/Umax distribution – CFD, (f) UWV/Umax distribution – CFD, (g) Vector
plot of secondary currents UWV – CFD (z = distance from bed, h = flow depth, y = lateral distance).

(a)

(b)

Figure 2(a-b) – Longitudinal velocity distribution (a) Absolute velocity at channel centre, (b)
Normalised velocity at different lateral sections along the channel width.

4.2.

Comparison of turbulence characteristics and shear stress

The turbulence intensity values for the longitudinal and vertical velocity components were calculated
from the simulated specific Reynolds stress components as: urms = Ruu and w rms = Rww . The shear
velocity at the channel centre was calculated from the maximum specific Reynolds stress value near
the bed (found at about 1 mm above the bed) as ur = −Ruw , bed and the cross-sectional averaged
shear velocity U*r was obtained from the Ruw distribution at 1 mm above the bed. The calculated
results are compared with the experimental U*r and U*l in Table 1. Both experimental and simulated
turbulence intensities, shown in Figure 3(a-d), indicate a low intensity at high U zone, i.e., around the
centroid of the flow area and high intensity at low U zone, i.e., near the bed and sidewalls where the
boundaries resist the longitudinal flow and affect the flow fluctuations. The simulated flow shown in
Figure 3(c-d) alike the flow observed by Auel et al. (2014) (see Figure 3(a-b)) indicates same order of
urms towards the bed and sidewalls, but greater wrms towards the sidewalls than the bed. This
observation is analogous to previous findings (Kang & Choi, 2006). Figure 3(e-f) display similar trend
of Reynolds stress distribution for both observed and simulated flows. The Reynolds stress decreased
towards the free surface from the bed and the negative minimum value was observed near the free
surface and sidewall junctions where U z 0 due to free surface vortex. Figure 3(e-f) also indicate
the upward shifting of the Reynolds stress contour lines at y/h around ± 1.0 caused by the upward flow
component of the bottom vortex.
Figure 4(a-b) show the comparison between the simulated normalised turbulence intensity and
normalised Reynolds stress profiles at the channel centre with those obtained from the experimental
results from Auel et al. (2014) and Nezu (data collected from Auel et al. (2014)) and obtained from the
universal empirical equation available for smooth uniform 2D open channel flow (Nezu & Nakagawa,
1993). The simulated profiles hold good agreement with the experimental results (except very close to
the free surface in case of urms/u*r) but deviated from the universal expressions due to the presence of
secondary currents and velocity dip. Figure 5(a-b) show that the simulated bed shear stress
decreased towards the sidewall upto the location of the bottom vortex (y/h ≈ ± 1.0), but increased
towards the sidewalls as also observed by Auel et al. (2014). The simulated mean bed shear stress
was 9.265 N/m2 which is lower than the observed value of 10.225 N/m2. But still, it is a good
estimation for the purpose of flow and sediment transport in sediment bypass tunnels.

y/h

y/h

(d)

(c)

(e)

(b)

y/h

(f)

Figure 3(a-f) – Contour plots of turbulence parameters (a-b) urms/U*r and wrms/U*r distributions – exp.
(Auel et al., 2014: with permission from ASCE), (c-d) urms/U*r and wrms/U*r distributions – CFD, (e)
Normalised specific Reynolds stress distribution – exp. (Auel et al., 2014: with permission from ASCE)
(f) Normalised specific Reynolds stress distribution – CFD.

Figure 4(a-b) – Distribution of normalised turbulence parameters at the channel centre (a) Longitudinal
turbulence intensity, (b) Reynolds stress.

Figure 5(a-b) – Distribution of (a) Absolute bed shear stress, (b) Normalised bed shear stress.

Table 1 Comparison between exp. (Auel et al., 2014) and CFD results for test TR1
Parameter
Exp. (Auel et al., 2014)
CFD

Umax (m/s)
2.25
2.17

U*r (m/s)
0.087
0.0963

U*l (m/s)
0.101
-

u*r (m/s)
0.086
0.105

u*l (m/s)
0.102
≈ u*r

τmean (N/m2)
10.225
9.265

5. CONCLUSIONS
The supercritical flow in an open channel flume model with aspect ratio ≈ 2.8 and Fr ≈ 1.8 was
simulated in OpenFOAM using the steady state solver simpleFoam and the existing simplified LRR
Reynolds stress model. The simulated results were compared with the experimental results for the
velocity distributions, secondary currents, turbulence intensities, Reynolds stress and bed shear
stress. The available atmEpsilonWallFunction boundary condition in OpenFOAM was used on the free
surface and checked for its capability to increase the level of turbulence anisotropy and to produce the
turbulence driven secondary currents. The predicted secondary currents, velocity distributions, velocity
dips and turbulence parameters are comparable with the experimental results. The simulated flow
showed three types of secondary currents as observed previously for subcritical flow. The model
underestimated the bed shear stress within a considerable range. Overall, the simulated flow
predicted most of the parameters with good precision except the near free surface lateral velocity and
longitudinal turbulence intensity. However, a comprehensive study on several narrow channel flow
conditions using the improved LRR model and the free surface boundary condition of ε suggested by
Naot & Rodi (1982), over the used ones, is aimed to obtain the bed shear stress and the flow field
characteristics with greater precision. Furthermore, measurements of lateral velocity and secondary
currents in supercritical flows are challenging, and thus, CFD simulation shall be handy in such cases.
This initial study adds to the existing knowledge on supercritical flow characteristics, bed shear stress
distributions and CFD applications in narrow open channels including the SBTs. As the bed shear
stress is crucial for sediment transport and design of SBTs, the Reynolds stress model can be utilised
to estimate the bed shear stress and in the design of SBTs. The model is also expected to minimise
the cost involved in the laboratory tests associated with the SBT designs.
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