Abstract. We consider the problem of the blind separation of noisy instantaneously mixed images. The images are modeled by hidden Markov fields with unknown parameters. Given the observed images, we give a Bayesian formulation and we propose a fast version of the MCMC algorithm based on the Bartlett decomposition for the resulting data augmentation problem. We separate the unknown variables into two categories: 1. The parameters of interest which are the mixing matrix, the noise covariance and the parameters of the sources distributions. 2. The hidden variables which are the unobserved sources and the unobserved pixel segmentation labels. The proposed algorithm provides, in the stationary regime, samples drawn from the posterior distributions of all the variables involved in the problem leading to great flexibility in the cost function choice. Finally, we show the results for both synthetic and real data to illustrate the feasibility of the proposed solution.
Introduction and Model Assumptions
The observations are m images (X i ) iϭ1...m , each image X i is defined on a finite set of sites S, corresponding to the pixels of the image: X i ϭ(x r i ) rS . The observations are a noisy linear instantaneous mixture of n source images (S j ) jϭ1...n defined on the same set S The noise and source components (N i ) 1...m and (S j ) jϭ1...n are supposed to be independent. However, the noise can be correlated across detectors, that is, the noise covariance matrix R ⑀ ϭE͓nn*͔ is not necessarily diagonal.
Many techniques have been proposed for the source separation problem based on entropy and information theoretic approach [1] [2] [3] [4] [5] and the maximum likelihood principle [6] [7] [8] [9] [10] [11] [12] leading to contrast functions [13] [14] [15] [16] and estimating functions. [17] [18] [19] [20] Among the limitations of these methods, we can mention: ͑i͒ the lack of possibility to account for some prior information about the mixing coefficients or other parameters involved in the problem, ͑ii͒ the lack of information about the degree of uncertainty of the mixing matrix estimate particularly in the noisy mixture, ͑iii͒ the objective functions are intractable or difficult to optimize when the source model is more elaborate.
Recently, a few works using the Bayesian approach have been presented to push further the limits of these methods. 2, [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] For example, in the Bayesian framework, we can introduce some a priori information on the sources and on the mixing elements as well as on the hyperparameters by assigning appropriate prior laws for them. Also, based on posterior laws, we can quantify the uncertainty of any estimated parameter. Finally, thanks to sampling schemes, we can propose tractable estimation algorithms.
In previous works, we have assumed Gaussian mixture models for sources where the labels are white. 33, 34 However, this model does not take into account the temporal correlation of the sources. An extension to the hidden Markov models is considered in the one-dimensional case 29 and its formulation in the two-dimensional case ͓hidden Markov fields ͑HMF͔͒ seems to be appropriate in image separation applications. The main objective of this paper is to study the image separation problem using the HMF model. Each source is modeled by a double stochastic process (S j ,Z j ). S j is a field of values in a continuous set R and represents the real observed image in the absence of noise and mixing deformation. Z j is the hidden Markov field representing the unobserved pixel classification whose components are in a discrete set, Z r j ͕1...K j ͖. The joint probability distribution of Z j satisfies the following properties:
S,ᐉ r͖ and N(r) denotes the set of neighbors of r, according to the neighborhood system defined on S for each source component. According to the Hammersley-Clifford theorem, there is an equivalence between a Markov random field and a Gibbs distribution
where H ␣ j is the energy function and ␣ j is a parameter weighting the spatial dependencies supposed to be known. Conditionally to the hidden discrete field Z j , the source pixels S r j , rS are supposed to be independent and have the following conditional distribution:
where the positive conditional distributions depend on the parameter j R d . We assume in the following that p r (•͉z) is a Gaussian distribution with parameters j ϭ( jk , jk 2 ) kϭ1...K . We note that we have a two-level inverse problem. 1. The problem described by ͑1 ͒ when the mixing matrix A is unknown which is the source separation problem. 27, 35, 36 2. Given the source component S j , the estimation of the parameter j and the recovering of the hidden classification labels Z j which is known as the unsupervised segmentation.
37 Table 1 gives a summary of the notations for the variables, the parameters and the indices used in this paper and their meanings.
In this contribution, given the observations X i (i ϭ1...m) we propose a solution to jointly separate the n unknown sources and perform their unsupervised segmentations. In Sec. 2, we give a Bayesian formulation of the problem. In Sec. 3, we propose an original construction of the prior law selection for the parameters. In Sec. 4, a fast implementation of an MCMC algorithm based on the data augmentation technique is proposed. In Sec. 5, numerical simulations on synthetic and real data are shown to illustrate the feasibility and the performances of the proposed solution.
Bayesian Formulation
Given the observed data Xϭ(X 1 ,...,X m ), our objective is the estimation of the mixing matrix A, the noise covariance R ⑀ , the means and variances ( jk , jk 2 ) jϭ1...n,kϭ1...K of the conditional Gaussians of the prior distribution of the sources. The a posteriori distribution of the whole parameter ϭ(A,R ⑀ , jk , jk 2 ) contains all the information that we can extract from the data. According to the Bayesian rule, we have p͉͑X ͒ϰ p͑X͉ ͒p͑ ͒.
In Sec. 3, we will discuss the attribution of appropriate prior distribution p(). Concerning the likelihood, it has the following expression:
where N denotes the Gaussian distribution, x r the (mϫ1) vector of observations on the site r, z r is the vector label, 
The means and variances of the source j hidden variables (Z,S); the complete data are then (X,S,Z). In a previous work, 39 we implemented restoration-maximization algorithms in the onedimensional case to estimate the maximum a posteriori estimate of . We extend this work in two directions: ͑i͒ the sources are two-dimensional signals, ͑ii͒ we implement an MCMC algorithm to obtain samples of drawn from their a posteriori distribution. This gives the possibility of not being restricted to estimate the parameters by its maximum a posteriori. We can consider another cost function and compute the corresponding estimate.
a priori Selection
The Bayesian method is more and more attracting practitioners. The basic reason is its ability to combine, in a simple way, two sources of information: information from collected data and a priori information. This combination consists in multiplying the likelihood by the prior: p(data͉)⌸() to obtain the posterior p(͉data). However, the problem that arises with this method is the choice of a prior distribution for the parameter . In a recent work, 40 the author proposed an original rule to construct a prior. The rule's principle consists in exploiting the prior knowledge without adding irrelevant information. The resulting prior distribution ͑called ␦ prior͒ is the minimizer of a cost function representing a trade-off between some desirable behavior ͑given by a distance to a reference prior͒ and uniformity ͑given by a distance to Jeffreys prior͒. The proposed cost function has the following expression:
where p ϭp(data͉) is the likelihood of , ␥ e /␥ u is the trade-off between the confidence degree ␥ e in the reference distribution p 0 and the uniformity degree ␥ u , g() is the Fisher information matrix and
By variational calculus, the ␦ prior has the following form ͑see Ref. 40 for details͒:
͑3͒
We note that the prior selection needs to be established in a specific geometry in that it depends on the measure of distinguishability ͑here the ␦ divergence͒ between probability distributions.
The rest of this section is the computation of the ␦ prior in our special case.* Our parameter of interest is ϭ(A,R ⑀ ,). A is the mixing matrix, R ⑀ the noise covariance and contains all the parameters of the sources model We begin by the computation of the Fisher information matrix.
Fisher Information Matrix
The Fisher matrix g() is defined as 
(A,R⑀)-block
The Fisher information matrix of (A,R ⑀ ) is We note the block diagonality of the (A,R ⑀ )-Fisher matrix. The term corresponding to the mixing matrix A is the signal to noise ratio as can be expected. Thus, the amount of information about the mixing matrix is proportional to the signal to noise ratio. The induced volume of (A,R ⑀ ) ͓the local volume of the differential manifold of the set of distributions p(X͉S,A,R ⑀ )] is then
is the Fisher information of a one-dimensional Gaussian distribution ͑see Ref. 29 for details͒
␦ Divergence (␦ϭ0)
In this paper, we fix the value of ␦ to 0. The 0 divergence between two parameters ϭ(A,R ⑀ ,) and
Similar developments of the above equation as in the computation of the Fisher matrix based on the conditional independences lead to an affine form of the divergence, which is a sum of the expected divergence between the (A,R ⑀ ) parameters and the divergence between the sources' 
with 0 ϭ␣w k 0 , ␣ϭ␥ e /␥ u , w k 0 is the marginal probability of the label k and G͑•͒ the Gamma distribution
The expressions of the averaged divergences between the (A,R ⑀ ) parameters are
leading to the following 0 priors on (A,R ⑀ ):
where R ss 0 ϭE s͉ 0 R ss and W n is the Wishart distribution of an nϫn matrix
Therefore, the 0 prior is a normal inverse Wishart prior ͑conjugate prior͒. The mixing matrix and the noise covariance are not a priori independent. In fact, the covariance matrix of A is the noise to signal ratio 1/␣R ss 0Ϫ1 R ⑀ . We note a multiplicative term which is a power of the determinant of the a priori expectation of the source covariance E s͉ ͓R ss ͔. This term can be injected in the prior p() and thus the (A,R ⑀ ) parameters and the parameters are a priori independent.
We note that the precision matrix for the mixing matrix A (␣R ss 0 R ⑀ Ϫ1 ) for ⌸ 0 is the product of the confidence term ␣ϭ␥ e /␥ u in the reference parameters and the signal to noise ratio. Therefore, the resulting precision of the reference matrix A 0 is not only our a priori coefficient ␥ e but the product of this coefficient and the signal to noise ratio. 
Sampling (Z,S): The sampling of the hidden fields (Z,S) from p(Z,S͉X,) is obtained by,
In this expression, we have two kinds of dependencies: ͑i͒ Z are independent across components, p(Z)ϭ⌸ jϭ1 n p(Z j ) but each discrete image Z j ϳ P M (Z j ) has a Markovian structure. ͑ii͒ Given Z, the fields X are independent through the set S, p(X͉Z,)ϭ⌸ rS p(x r ͉z r ,) but dependent through the components because of the mixing operation p(x r ͉z r ,)ϭN(x r ;A z r ,AR z r A*ϩR ⑀ ) where z r is the vector label on the site r, z r ϭ͓ 1z 1 Sampling : Given the observations X and the samples (Z,S), the sampling of the parameter becomes an easy task ͑this represents the principal reason for introducing the hidden sources͒. The conditional distribution p(͉X,Z,S) is factorized into two conditional distributions p͉͑X,Z,S ͒ϰ p͑A,R ⑀ ͉X,S ͒p͑ ,͉S,Z͒ leading to a separate sampling of (A,R ⑀ ) and ͑,͒. Choosing the 0 priors developed in the previous section, the a posteriori distributions are 1. Inverse Wishart for the noise covariance and inverse gamma for sources' variances.
2. Normal for the mixing matrix and for the sources' means.
The expressions of these distributions are developed in the Appendix A. We give below the expressions for (A,R ⑀ ) in the particular case when ␣ϭ0 ͑Jeffreys prior͒
where we define the empirical statistics R xx ϭ1/͉S͉͚ r x r x r * , R xs ϭ1/͉S͉͚ r x r s r * and R ss ϭ1/͉S͉͚ r s r s r * ͑the sources S are generated in the first step of the Gibbs sampling͒. We note that the covariance matrix of A is proportional to the noise to signal ratio. This explains the fact noted in Ref. 45 concerning the slow convergence of the Einstein-Maxwell algorithm.
Fast MCMC Implementation
A critical aspect of the above implementation is the computational cost of the sampling steps. Indeed, the convergence of the MCMC sampling may require a great number of iterations to ensure the convergence. Therefore, we need fast steps in the proposed algorithm to obtain a great number of iterations with a reasonable computational cost. We investigated this direction by avoiding the sources sampling. In fact, the sources S are sampled in the MCMC algorithm but only the statistics R xs and R ss are used in the generation of the parameters ͓A, R ⑀ ͑see Eq. ͑6͔͒. Therefore we avoid the sampling of the sources S and we sample directly the statistic matrices R xs and R ss . We show in the following how these simulations are easily performed in our problem formulation.
After the drawing of the labels Z, the multidimensional source images S are classified into KϭK 1 ϫ...ϫK n regions (S z ) zϭ1...K defined by S z ϭ͕rS͉Z͑r ͒ϭz͖.
In each region S z , the sources are Gaussians with mean and covariance
We then define the statistic matrices R ss (z) and R xs (z) on the region S z as 
x r x r * .
From the expressions ͑7͒ and ͑8͒ and some algebraic manipulations, the statistics R xs (z) and R ss (z) can be decomposed as follows:
where V z ϭC z C z * . The matrices R 1 and R 2 are not random matrices and are updated at each iteration. The matrices U n,1 , U n,2 , and U w are random matrices and have the following distributions: PROOF COPY 002402JEI
Wi n (,⌺) denotes the Wishart distribution with degree of freedom and parameter matrix ⌺. We have thus avoided the sampling of the sources and, instead, we generate directly the random statistic matrices in each class z from Normal and Wishart distributions, then we compute the total statistics R xs and R xs by linear combination of the matrices R xs (z) and R ss (z) as follows:
The key point of this acceleration is the use of the Bartlett decomposition to sample from a Wishart distribution. 46 This procedure is summarized in Appendix B.
Simulation Results
To illustrate the feasibility of the algorithm, we generate two discrete fields of 64ϫ64 pixels from the Potts model
, where ␣ j ϭ2 implies a homogeneous structure ͑see Fig. 1͒ . The first source has three colors ͑three Gaussians͒ whereas the second has two colors ͑Ising model͒. Conditionally to Z, the continuous sources are generated from Gaussian distributions of means 1 ϭ͓Ϫ3 0 3͔ and variances 1 ϭ͓1 0.3 0.5͔ for the first source and 2 ϭ͓Ϫ3 3͔, 2 ϭ͓0.1 2͔ for the second source.
The sources are then mixed with the matrix A ϭ͓ 0.50 0.89 0.85 0.44 ͔ and a white Gaussian noise with covariance R ⑀ ϭ͓ 1 5 3 1 ͔ is added. The signal to noise ratio is 1-3 dB. Figure 1 shows the true discrete labels, the true sources and the mixed images obtained on the detectors.
We apply the MCMC algorithm described in Sec. IV to obtain the Markov chans A (h) , R ⑀ (h) , jk (h) , and jk 2(h) . Figure 3 shows the histograms of the element samples of A and their empirical expectations ͑5͒. We note the concentration of the histograms representing approximately the marginal distributions around the true values and the convergence of the empirical expectations after about 2000 iterations. Figures 4, 5 and 6 show the convergence of the empirical expectations of the sources' parameters and the noise covariance. We note that the convergence of the variances is slower that the mixing elements and the means. Finally, Fig. 2 shows a sample from source and labels marginal distributions compared to the original images, illustrating the ability of the algorithm to recover the true signals and their classifications.
We test our algorithm on real data. The first source is a satellite image of an earth region and the second source represents the clouds ͑first row of Fig. 7͒ . We have artificially mixed these two images and added a Gaussian noise. The mixed images are shown in the second row of the figure. We choose an Ising model for the labels ͑two colors͒. The results of the algorithm are illustrated in the third row of the figure where the sources are successfully separated. The last row illustrates the joint segmentation of the sources. We note that the results of the two segmentations obtained from the noisy mixed images are the same as the results which can be obtained if we directly apply the segmentation on the original sources.
Conclusion
In this contribution, we propose an MCMC algorithm to jointly estimate the mixing matrix and the parameters of the hidden Markov fields. The problem has an interesting natural hidden variable structure leading to a two-level data augmentation procedure. The observed images are embedded in a wider space composed of the observed images, the original unknown images and hidden discrete fields modeling a second attribute of the images and allowing to take into account a Markovian structure. In this work the number of sources and the number of the discrete values of the hidden Markov field are assumed to be known. However, the implementation of the algorithm could be extended to involve the reversible jump procedure on which we are working. The prior ⌸ 0 has the same advantage as the conjugate prior in that the posterior distribution remains in the same family of the prior distribution. In the case of the (A,R ⑀ ) parameters, the a posteriori distribution is normal inverse Wishart
The parameters of these distributions are updated according to the following equations: ͓R ss ͔.
( k ,vϭ k 2 )-a posteriori
The same computations as in the previous section lead to a normal inverse gamma for the means and variances of the univariate Gaussians The parameters of these distributions are updated according to the following equations:
where S k is the region of the image j such that the sampled label is equal to k is N(0,1) ( jϽi) .
The pseudo code of this algorithm is //---Sampling Wishart distribution----// 
