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ABSTRACT 
 
An infrastructure for multisite, geographically-distributed creation and collection of diverse, 
high-quality, curated and labeled radiology image data is crucial for the successful automated 
development, deployment, monitoring and continuous improvement of Artificial Intelligence 
(AI)/Machine Learning (ML) solutions in the real world. An interactive radiology reporting 
approach that integrates image viewing, dictation, natural language processing (NLP) and 
creation of hyperlinks between image findings and the report, provides localized labels during 
routine interpretation. These images and labels can be captured and centralized in a cloud-based 
system. This method provides a practical and efficient mechanism with which to monitor 
algorithm performance. It also supplies feedback for iterative development and quality 
improvement of new and existing algorithmic models. Both feedback and monitoring are 
achieved without burdening the radiologist. The method addresses proposed regulatory 
requirements for post-marketing surveillance and external data. Comprehensive multi-site data 
collection assists in reducing bias. Resource requirements are greatly reduced compared to 
dedicated retrospective expert labeling. 
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HIGHLIGHTS 
 
• AI/ML algorithms require feedback and monitoring from the field, for initial development, 
ongoing improvement and surveillance. 
• Traditional retrospective expert review is expensive to use for feedback and doesn't 
address monitoring. 
• Interactive radiology reporting with image location hyperlinks gathered from multiple 
sites and centralized in the cloud provides data for feedback and monitoring. 
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1.  INTRODUCTION 
 
The successful deployment of Artificial Intelligence (AI) and Machine learning (ML) in 
radiology presents many challenges [1-3]. Development of effective algorithms requires 
enormous amounts of data for training, testing and validation [4-6]. The best data is comprised 
of volumes of imaging studies collected from diverse sites, modality vendors, protocols and 
patient populations, with findings labeled by experienced radiologists. Labels are most useful 
when they identify locations on images. The strength of a label depends on many factors that 
affect its quality [7]. Such data is difficult to obtain on a large scale [8, 9]. Even in sophisticated 
facilities, it may be difficult to define, obtain and manage, especially when more than one 
institution is involved [10].  
 
Once an algorithm is developed, tested, approved and deployed, regulators and good 
clinical practice require an ongoing process, preferably automated, for monitoring algorithm 
performance, such as by assessing whether radiologists agree with its output. 
 
Labels for ML data sets have traditionally been obtained by retrospective expert review 
[9, 11]. Considerable effort is required to curate multi-system, multi-institutional, multi-national 
image collections and to perform retrospective expert labeling [12]. There is a trade-off between 
the effort it takes to label data, and the quality of the labels.  Weakly labeled data may undermine 
learning performance [13], though in some circumstances even weak labels, when available in 
large numbers, may be sufficient [14]. A mixture of trusted and noisy labels may be useful [15]. 
 
For algorithms to be generalizable for deployment in diverse settings, performance 
should be verified using appropriate external data, beyond the data sets on which they are 
initially developed [16, 17]. Many published descriptions of algorithms lack such external 
validation [18]. Algorithms may fail when implemented in novel environments or presented with 
new data [19]. Generalizability is addressed by use of appropriate training data accounting for 
many factors, including disease prevalence and severity, technical modality considerations such 
as image resolution, varying acquisition protocols, modality vendor [20-22], and avoidance of  
ethnic, gender, and socioeconomic biases in the training data [5, 23-25]. Sample size, choice of 
validation strategy and appropriate metrics for performance evaluation are important [26]. 
 
To facilitate acquisition of the necessary training data, and to perform ongoing algorithm 
monitoring, appropriate tools must be integrated into the clinical workflow, allowing for practical 
and painless collection of radiologist feedback [27]. Algorithms must be evaluated in the context 
of their intended use by health care professionals, even to the extent of assessing their effect on 
patient outcomes when practical [17]. Yet large scale clinical trials for such evaluations may not 
be feasible or affordable, suggesting the need for pragmatic approaches such as assessment of 
performance in the field, recognizing that observational data is less robust than randomized data. 
 
Current approaches, including retrospective expert annotation of limited datasets, are 
not integrated into the routine clinical workflow. They fail to provide a scalable mechanism for 
obtaining and recording feedback from radiologists. They also cannot monitor deployed 
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algorithms to detect and recover from degraded performance and automate quality 
improvement.  
 
To address these limitations, an infrastructure is needed for geographically-distributed 
creation, collection, and use of high-quality curated and labeled image data for developing and 
improving AI algorithms. Since radiologists will not use tools that reduce their productivity, an 
efficient approach to providing the necessary labels is to take advantage of their findings while 
studies are being interpreted, using reporting software that is seamless to their workflow. 
 
1.1.  The Cyclic Nature of AI Development: Feedback and Monitoring 
 
AI/ML algorithm development is a cyclic process, in which algorithms can be developed, 
tested and improved in an iterative manner, and if sufficiently mature, redeployed in production, 
either continuously or at intervals (Fig. 1). We distinguish two steps in the process: Feedback and 
Monitoring. Ideally, both would be achieved by a method seamlessly integrated into the clinical 
workflow [28]. 
 
 
 
 
Fig. 1.  The AI Development and Deployment Process – a continuous, never ending cycle. 
Until regulatory approval, algorithms are developed, tested and improved iteratively in the 
background using a feedback process. After regulatory approval, they are monitored for accuracy 
during routine reading against labels collected from interactive radiology reports. 
 
Feedback [29] is the gathering of information about algorithm performance, including the 
output of the algorithm as run, and the truth with which to compare it. Such feedback may be 
the findings of an expert, a radiologist for instance, obtained prospectively (perhaps during 
clinical operation) or retrospectively. It may be collected with or without exposing the expert to 
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the algorithm output. Feedback based on reliable evidence of truth can be used for the labeling 
of data for training and testing of algorithms. It can be obtained in distinct testing phases, or in 
an operational deployment. 
 
Monitoring is the continuous gathering of feedback during operation to determine if a 
deployed algorithm is performing as expected, e.g., consistently with the radiologist. Safety and 
efficacy can be continuously assured by monitoring. Monitoring will expose deterioration in 
performance, including internal drift (changes in model behavior) and external drift (changes in 
data characteristics) [30]. When deviance is detected, alerts can be raised, and provided to the 
user, management and the algorithm developer. An unexpected influx of patients with new 
characteristics, the presence of new diseases, or the deployment of new imaging equipment or 
techniques, can all lead to performance degradation, which in severe cases may be catastrophic. 
Monitoring, tightly integrated with routine clinical reporting, may be able to detect this earlier 
than other approaches. Detection of performance degradation at one site may serve to alert 
other sites. Monitoring also safeguards against malicious attacks.  
 
Regulatory approval of AI/ML devices, whether they be locked successive releases, or 
continuously learning systems, requires greater emphasis on post-marketing surveillance for 
continued assurance of safety and efficacy, a so-called Total Product Lifecycle regulatory 
approach [31, 32]. Monitoring and feedback support surveillance. Feedback and monitoring 
information derived from clinical reports may satisfy regulators’ requirements for Real-World 
Data [33]. 
 
The cyclic process of improvement based on feedback must be rigorously documented, 
as a best practice and for regulatory compliance. Improvements must be reproducible, 
demonstrated and quantifiable, and serve to enhance safety and the AI value proposition. 
Continuous and significant improvement, as well as monitoring for performance degradation, 
may also serve to mitigate the phenomenon of AI "disillusionment" with underperforming 
algorithms [34], as well as engage the radiologists in their recognized role as information 
specialists [35]. Monitoring may mitigate issues similar to those evident with the early 
deployment of mammography Computer Aided Detection (CAD), wherein some studies 
suggested real world benefits did not meet initial expectations [15, 36]. The difficulty of gathering 
data for feedback and monitoring has been emphasized [37]. 
 
2.  APPROACH 
 
2.1.  Leveraging the Radiology Report 
 
The radiology report is a rich source of information [38] and may be a useful source of 
labels [9]. Retrospective natural language processing (NLP) can be applied to the routine clinical 
radiology report to obtain labels to train deep learning–based image classification models [39]. 
Such labels are limited and considered inferior to labels generated by explicit expert review 
and/or follow-up, but are easier and less expensive to obtain [40]. Concerns have been raised 
about the reliability of report-extracted labels, emphasizing the importance of the knowledge 
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extraction algorithm and choice of labels [41, 42]. Quantitative approaches to measuring the 
value of labels have been proposed [43]. 
 
Radiology reporting solutions may incorporate features such as the inclusion of 
multimedia, for example key or annotated images, and interactive functionality such as 
hyperlinks between report text and specific findings on images (Fig. 2). 
 
We propose that NLP integrated into the reporting process, when coupled with hyperlinks 
to images and locations on images, can produce stronger labels than NLP alone, in the sense that 
one can be more confident they represent ground truth. Such labels are approaching the gold 
standard of dedicated retrospective expert review, with reduced effort and less impact on 
efficiency. 
 
Localization of findings within images is important. Hyperlinks are often routinely inserted 
during reporting for use in linking prior studies or facilitating communication to the referring 
practitioner, when a suitable reporting system is used [44]. These have the significant benefit of 
connecting findings described in report text with images. Their use often requires little additional 
effort.  In contrast, in the retrospective expert review scenario, precise localization may be "far 
too time-consuming, inaccurate, and not reproducible" [12]. However, localization information 
need not always be precise to be useful. Approximate information as from pointers or bounding 
boxes [45], typical of what radiologists use in routine clinical work, may be sufficient. The 
feasibility of extracting bounding boxes for AI/ML from annotations made routinely in the 
workflow has been demonstrated [46]. 
 
Capturing hyperlinks does not significantly disrupt the process of dictating a report, or 
distract the radiologist from looking at images, since a voice command may be used to insert the 
hyperlink, a very minimal incremental burden (Fig. 2). Radiologists create hyperlinks and reuse 
them when reporting new studies, even in the absence of evidence of use by referring providers 
[47]. Hyperlinks enable the automated generation of a multimedia report with pictures of key 
images, which may provide a competitive advantage if preferred by referrers [44]. Multimedia 
reports are increasingly desired throughout the enterprise [48]. Even in settings requiring a 
significant investment of radiologist or preprocessing staff effort, such as to perform tumor 
quantification for treatment monitoring, efficiency can be achieved using dedicated reporting 
software. The localized measurement annotations are also re-used for AI/ML feedback and 
monitoring [49, 50]. 
 
Our proposed approach leverages hyperlinks produced in routine clinical reporting to 
extract information that can be reused as a source of feedback and data for monitoring. This is 
most efficient if the reporting system is tightly integrated with the PACS workstation. 
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A 
 
B 
Fig. 2.  The Interactive Report as a means of creating reliable labeled data by radiologists during 
routine reporting (a similar approach can be used for reporting in other specialties). 
A. The Interactive Report contains embedded hyperlinks to locations and measurements in 
images, enabling the efficient generation of labeled data. 
B. Creating hyperlinks is straightforward and easily accomplished during routine interpretation. 
The mechanism displayed in the illustration employs a single voice command (“Hyperlink”) to 
associate the text to the aneurysm location and measurement. 
A Multisite, Report-Based, Centralized Infrastructure for Feedback and Monitoring of Radiology AI/ML Development and Clinical Deployment 
7 
 
2.2.  Centralized Cloud Implementation 
 
How can labels created at a site during the course of routine clinical radiology workflow 
at multiple sites using the interactive reporting approach be used for feedback for model updates 
and performance monitoring (post-marketing surveillance)? 
 
We propose that the traditional approach of centralizing the image and label data, which 
has been well-established both for research and registry applications, as well as for clinical data 
sharing, is practical and appropriate. Though patient consent, study de-identification, ownership 
and business entity relationship issues are challenging to solve, they are well understood. 
 
Incorporation of centralized image and label data acquisition for AI/ML feedback and 
performance monitoring into the routine production systems obviates the need for each site to 
build dedicated infrastructures [10, 51]. 
 
When PACS with integrated images and reporting shared across related sites is 
implemented (i.e., all sites have access to each other’s data for clinical purposes), the 
centralization of images and labels is straightforward. With common access to imaging studies 
and supporting data, and a consistent reporting interface for all sites, even a radiology group that 
provides professional services to unrelated facilities can provide centralized labels [52]. 
Centralized data collection for feedback and monitoring will require de-identification of images 
and labels. The requirements for de-identification are well documented [53] and routinely 
applied in a manner that preserves their utility for algorithm improvement [54-56]. 
 
It is appropriate to use a cloud-based infrastructure for data collection and aggregation 
[57, 58]. Each source site can de-identify the images and accompanying label data before 
transmission to the cloud. Such a big data platform will allow multicenter research collaboration 
and support very large numbers of curated imaging studies, though from routine clinically 
deployed systems, in a similar manner to systems that have previously been used for research 
and development collaborations [59]. 
 
The result is a network of interconnected systems, in which the integrated PACS and 
reporting system at each site acts as a source of both images and labels (Fig. 3). This allows for 
centralized performance monitoring, and feedback for updating algorithms. The updated 
algorithms are then redistributed to the sites, whether deployed on-premise or as a cloud service, 
continuously or with successively approved releases. 
 
Important functions of the centralized cloud component will include not only gathering 
of the data and model retraining, but also appropriate reporting of performance to sites, 
managers, algorithm developers and regulators, as well as maintenance of an audit trail of 
changes to software including neural network model weights.  
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Fig. 3.  A Centralized, Cloud Based Infrastructure for Feedback and Monitoring of AI/ML 
Development and Clinical Deployment. 
1 Sites contributing training data and/or running approved AI algorithms send images and related 
data (e.g. orders), interactive reports and labels to the cloud.  
2,3 Developed (or existing) algorithms are tested for accuracy by the feedback system, which 
compares labels from interactive reports to the output of the algorithm, without burdening the 
radiologist. When training algorithms, discrepancies and their associated data are used to 
iteratively improve the algorithms. For approved algorithms, the monitoring system warns 
relevant sites against unacceptable degradation. 
5 Results generated by approved algorithms (possibly in the form of a complete radiology report) 
are automatically presented to radiologists with each relevant study during the reading 
workflow. 
4,6 De-identification and Algorithm Execution and Result Distribution can be performed either 
locally, centrally, or both. 
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3.  DISCUSSION 
 
3.1.  Value of the Approach 
 
We believe that information readily captured from radiologists during routine clinical 
workflow is valuable and should not be squandered, even if retrospective labeling and 
localization becomes tractable or scalable. Until now, the report has been an underutilized source 
of re-usable data. The core gaps in many clinical radiology systems are the absence of structured 
data and the lack of linkage of images to the report. Both are needed to provide a source of well-
characterized structured information to serve as a source of definitive labels. An interactive 
reporting system that combines image viewing, hyperlinking and report dictation with NLP [44] 
can close those gaps.   
 
We describe a cloud-based infrastructure that collects images and labels from 
participating sites. It uses existing reporting methodologies of voice dictation, voice commands, 
NLP, and hyperlinks tightly integrated into the PACS reporting workflow. Hyperlinking causes 
little interruption to the routine radiologist dictation work, but results in a better report. The 
infrastructure allows algorithm developers to develop, tune and deploy their AI/ML models. Once 
deployed, the infrastructure continues to collect feedback and to monitor the algorithms’ 
performance against real radiologist reports using the same collection strategies. 
 
The value of this approach lies in the establishment of an AI/ML quality improvement 
infrastructure, leveraging labels acquired in routine reporting across multiple sites. This greatly 
simplifies the task of satisfying the requirements of users and regulators for safe and efficacious 
products. It allows for automatic deployment and ongoing enhancement of algorithms and 
monitoring of their performance. It provides larger, more complete cohorts for development of 
new algorithms, which reside in a centralized cloud repository. Gathering a vast pool of routine 
radiology data may also enable identification of rare and subtle cases, which might not otherwise 
be detected, collected and shared. 
 
Radiologists are skeptical about AI, and the knowledge that they are contributing data to 
improve the algorithms that they use routinely may also serve to empower them [8], especially 
if they see regular performance improvements. The importance of user engagement in the AI 
process is well recognized [60]. 
 
This approach is applicable to multiple specialties and any form of imaging, not just 
radiology, since other specialists provide feedback as part of their viewing, analysis and 
documentation of findings. Findings may be in the form of a dedicated report (such as in 
histopathology [61]), or part of the clinical record in the EHR (such as in dermatology or 
ophthalmology), either of which may incorporate interactive and multimedia features. 
 
Leveraging the advantages of the cloud is important. Most currently deployed PACS have 
a significant on-premise component for image and database storage, though there is movement 
to image sharing over the Internet [62] and eventually purely cloud-based PACS [63]. At some 
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point, the centralization of data for AI/ML will change from "site to cloud" transfer to "cloud to 
cloud" transfer. Since most sites already require an off-site backup mechanism for business 
continuity and disaster recovery [64], a cloud-based mirror of the image and label data is often 
already implemented and could be leveraged [7, 65] 
 
3.2.  Legal, Ethical, Moral and Business Considerations 
 
Our proposed approach involves strictly voluntary participation. The technical design 
requires neither the engagement of every radiologist nor every site. It is independent of 
considerations of legal, ethical and moral aspects of secondary re-use of data, and can be 
deployed consistently with different interpretations of such factors. We recognize it is vital for 
every contributor to balance the complex aspects of stewardship, ownership, privacy, 
commercial interest, exclusivity, open access and public good [66, 67]. The proposed solution 
adheres to ethical principles regarding selling data. A recent article suggested that it is reasonable 
for corporate entities to profit from AI algorithms developed from clinical data, though unethical 
for them to profit from the data themselves [67]. Any approach needs to be robust to inevitable 
changes in acceptable data practices over time [68]. Compliance with requirements for data 
sharing and privacy principles, including sharing across borders, is essential [69, 70].  
 
We believe that these issues are independent of the technical solution proposed. 
Appropriate safeguards will permit optimizing the utility of, and maximizing the re-use of, routine 
clinically acquired data in a beneficial and ethically sound manner. 
 
3.3.  Technical Considerations 
 
We propose the use of tightly coupled and well-integrated systems that combine 
reporting with labeling, and in which user experience is seamless. A single supplier can provide a 
unified solution, or separate image viewing and reporting systems from multiple suppliers can be 
integrated by customizations to achieve the necessary functionality.  
 
There are existing standards for the encoding of image selection information (DICOM 
KOS) and location (DICOM SEG, RTSS, SR) and labels and measurements (DICOM SR), and their 
use is important for the record to be interoperable and shareable. There are as yet no standards 
for orchestrating the interaction between the viewing and reporting systems at the granularity 
required for strong labeling. Accordingly, a single system that combines both viewing and 
reporting, implementing the necessary elements of localizing abnormalities through hyperlinking 
or other mechanisms, and NLP [44], is well positioned to provide relatively strong labels without 
additional effort by the user and without extra cost. 
 
The human-driven reporting process often involves consolidation of information from 
multiple sources, including pre-population with procedure information [71], machine or 
technologist acquired structured data, such as contrast [72], radiation dose [73] or 
measurements [74, 75], as well as assistance by decision support structured templates and 
guidelines [76, 77]. Such clinical decision support mechanisms may be leveraged for AI/ML result 
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incorporation during radiology reporting, and may enable comparison of the machine and 
radiologist findings [78]. An infrastructure that provides for recording and centralizing image 
findings in the form of a registry [78, 79], would also enable feedback and monitoring, but would 
likely not address the need for localization, unless the source structured data includes links to 
images and finding locations, and a means to access the images. 
 
There are additional issues with report extracted labels that must be addressed when 
labeling is based on hyperlinks in reports. These include the common situation in which multiple 
findings are present in a study, and matching image-related hyperlinks with dictated report 
information. Hyperlinks provide an advantage in that the localized image information is directly 
linked to corresponding information in the body of the report. There is also the significance of 
the absence of placement of a hyperlink by the radiologist; this may imply normality, or simply 
indicate that a finding wasn't worth the effort of hyperlinking. Hyperlinks to normal findings as a 
means of illustration (perhaps in response to an explicit question in the request) may also be 
confounding. Hyperlinks may also be implicitly biased towards more important or more subtle 
findings (perhaps those that particularly need pointing out). Radiologists might also mark only 
representative lesions, not all of them.  
 
In addition, there is variation between experts [80], and combining multiple opinions for 
the same case may improve the strength of a label [81]. It is unusual for more than one radiologist 
to read the same case, except during peer review or in a training environment. However, we 
expect that the amount of data gathered from much larger numbers of individual contributors 
reporting many more cases may compensate for any actual or postulated relative weakness 
compared to what a consensus of experts dedicated to the task might obtain. 
 
Such details will need to be addressed with respect to the strength and quality of the 
labels obtained, perhaps with refinements in the reporting interface, or by radiologist training. 
Data gathered from initial deployments will permit the improvement of the viewer, the reporting 
system and data gathering platform, not just the algorithms to which it is applicable. 
 
It is tempting to include an ever more expansive set of data elements in what is gathered 
from the sites, particularly to increase the strength of the labels and bring the performance 
monitoring closer to the actual patient outcomes. For example, the radiologist's clinical report 
does not contain the final diagnosis, which may reside in the EHR. Though HL7 feeds from the 
EHR can be incorporated in our proposed solution, there are risks in receiving a comprehensive 
unfiltered stream [82, 83]. Our initial focus on the radiology report and the image-associated 
content is limited, but it is aligned with a sufficient set of use cases to be adequate as a first step. 
More information from related systems can be incorporated in the automated data capture as 
the value of additional elements for model improvement is demonstrated. 
 
3.4.  Comparison with Alternative Approaches 
 
The effort required for retrospective expert review outside of the clinical routine is 
considerable. It has been quantified for some tasks, and there is recognition that it may not be 
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sustainable beyond short bursts of activity and with limitations on the total effort per expert that 
is feasible (or affordable) [12]. Retrospective expert review also does not provide a solution for 
continuous performance monitoring. 
 
Expert labeling and annotation platforms have been developed that seek to minimize the 
amount of effort required, and which optimize the capture of specific labels with or without 
localization [12, 29, 45, 84, 85]. Such systems long predate the specific use of labels for modern 
ML, but were applicable for mammography CAD research and teaching [86]. 
 
Dikici et al [29] describe a system that is dedicated to the purpose of acquiring feedback, 
but its use requires a custom-built tool and is outside the routine clinical workflow. They 
recognize that the use of DICOM standards allowing for interoperability of annotations mitigates 
this concern somewhat. They define stages of algorithm maturity in terms of distinct levels of 
research, production and feedback. Their level of feedback maturity can be achieved using 
existing integrated off-the-shelf interactive multimedia reporting tools. These may be scaled to a 
multisite level, without requiring every user or site to learn and use a specialized tool, or limiting 
the generalizability of the result. 
 
Another alternative approach is crowdsourcing, rather than use of carefully selected 
subject matter experts. This may produce weaker labels but on a larger scale at lower cost, and 
is theoretically possible even for image classification and diagnostic tasks [87, 88]. Existing image 
data sets with a known diagnosis can be augmented with localization and measurement 
information by such methods [84, 85]. It remains to be seen whether a crowdsourcing approach 
can be used for regulated devices. Crowdsourcing may produce labels for training and testing, 
but does not address the need for feedback and monitoring.  
 
Structured reports (consistently organized reports with a standard outline, itemized 
sections and language) have long been touted as advantageous for data extraction. Yet 
radiologists have proven recalcitrant to their adoption on a large scale, particularly if additional 
effort is required during authoring [89].  They are slowly gaining favor and have renewed 
potential due to the demand for AI labels, particularly when localization is not required [90]. 
Despite the existence of standards for encoding structured reports in an interchangeable form, 
and recognition of their utility for AI [91], vendor adoption is poor. Notwithstanding this 
reluctance, reporting systems that support structured reporting should also support image 
labeling for AI. Relatively strong labels could be captured without burdening the reporting 
radiologist, particularly if localization information is also recorded.  
 
Without a change in radiologists' incentives, it seems that a more pragmatic approach 
than conventional structured data entry is required, one that leverages what can be captured 
through existing practice, to mitigate the risk of a "productivity nightmare" [89]. The use of 
disease-specific templates during conventional dictation with speech recognition coupled with 
NLP would facilitate structured data entry, as can the use of assistive technology during dictation 
[92]. Scalability of NLP for global use in a multitude of languages remains challenging. 
 
A Multisite, Report-Based, Centralized Infrastructure for Feedback and Monitoring of Radiology AI/ML Development and Clinical Deployment 
13 
 
Others have proposed the centralization of data with an "honest broker", as might be 
provided by professional societies [93], trade organizations, industrial consortia or other third 
parties, whether for profit or not. We suggest it is more practical to leverage an existing deployed 
PACS infrastructure, and make use of the system supplier to manage, host and make use of the 
centralized information. Our approach obviates the need to develop, interface, deploy and test 
additional tools at the source sites, which may be accompanied by non-trivial capital or 
operational costs. It also allows existing organizational and business relationships between site 
and provider to be leveraged and reused, without the need for cooperation with an additional 
external entity that may have a potentially different political or strategic agenda. 
 
Various flavors of federated, distributed or "no peek" learning mechanisms have been 
proposed that leave the images and labels at each site and instead involve redistributing code or 
model weights [94, 95]. These have been demonstrated for radiology applications [96-98]. It 
remains to be seen how successful or practical such approaches will be on a large scale. 
Standardizing packaging of algorithms or model weights of a family of algorithms, for interchange 
between different platforms at different sites, is elusive.  
 
The federated approaches require each site to use standardized labels and interchange 
formats, provide data warehousing and curation services and operate dedicated computational 
resources. This is challenging enough for major academic centers but likely to be impractical for 
small community hospitals and imaging centers from whom data is essential to achieve 
generalizability and avoid bias. Each site needs to deploy its own local feedback and monitoring 
solution if it is unwilling to centralize images and labels. A combination of federated learning 
approaches for training, and centralized feedback and monitoring, could coexist.  
 
In federated schemes, the distribution of incentives such as credit and revenue may also 
pose business model challenges.  
 
4.  CONCLUSIONS 
 
As the tools of artificial intelligence play an increasing role in the medical and business 
practice of radiology, consideration must be given to means of collecting and curating the data 
through which algorithms are trained. Mechanisms must be implemented to allow for the 
ongoing, site-specific evaluation of deployed algorithms; such surveillance will be required by 
regulators. Updated algorithms with enhanced performance can then be re-deployed. 
 
We propose a cloud-based multisite infrastructure to accomplish these goals. We have 
defined its essential technical and operational characteristics. It includes the centralized 
collection of large amounts of de-identified image data from sites around the world, and the 
incorporation of tools to label the images seamlessly and accurately as the studies are routinely 
interpreted by radiologists. 
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The business model for AI/ML remains elusive at this nascent stage of development [99, 
100]. We feel that any approach that can monitor and maximize quality, while at the same time 
minimizing effort and cost, should be explored. 
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