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ABSTRACT: Oral lesions are important findings on computed tomography (CT) images. In this
study, a fully automatic method to detect oral lesions in mandibular region from dental CT images
is proposed. Two methods were developed to recognize two types of lesions namely (1) Close bor-
der (CB) lesions and (2) Open border (OB) lesions, which cover most of the lesion types that can
be found on CT images. For the detection of CB lesions, fifteen features were extracted from each
initial lesion candidates and multi layer perceptron (MLP) neural network was used to classify sus-
picious regions. Moreover, OB lesions were detected using a rule based image processing method,
where no feature extraction or classification algorithm were used. The results were validated using
a CT dataset of 52 patients, where 22 patients had abnormalities and 30 patients were normal. Us-
ing non-training dataset, CB detection algorithm yielded 71% sensitivity with 0.31 false positives
per patient. Furthermore, OB detection algorithm achieved 100% sensitivity with 0.13 false pos-
itives per patient. Results suggest that, the proposed framework, which consists of two methods,
has the potential to be used in clinical context, and assist radiologists for better diagnosis.
KEYWORDS: Oral lesions; Computed Tomography (CT); Computer Aided Diagnosis; Computer
Aided Detection; Algorithms; Medical image analysis; Artificial Neural Network.
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1. Introduction
Computer Aided Detection (CAD) is a technology that interprets and explains digital images. In
the field of medicine, CAD systems are usually developed for extracting useful information from
medical images (e.g. Radiography, MRI, Tomography, Ultrasound, PET, SPECT etc.) and pro-
viding a second opinion to doctors. Study shows that a well-designed CAD system can increase
medical doctors’ performance and, therefore, reduce incorrect actions and diagnosis time [1]. Sev-
eral CAD systems have been implemented commercially for detecting breast cancer, lung cancer,
colon cancer, Alzheimers disease, among others.
In this paper, we are proposing a CAD system that is expected to detect lesions from oral CT
images in mandibular region. According to the report of National Cancer Institute, oral cancer
accounts for 2.5% of all cancers in the United States [2]. Research shows, if oral cancer is detected
in early stages, the death rate can be reduced to 10% - 20% while later stages lead to 40% - 65%
mortality.
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Oral CT scan is commonly used for treatment planning of orthodontic issues, temporomandibu-
lar joint disorder diagnosis, correct placement of dental implants, evaluating the jaw, sinuses, nerve
canals and nasal cavity; detecting, assessing and treating jaw tumors and many more. Interpretation
of dental CT images are challenging because image modalities are often poor due to noise, contrast
is low and artifacts are present; topology is complicated; teeth orientation is arbitrary and lacks
clear lines of separation between normal and abnormal regions [4]. Moreover, the inspection of the
CT scan requires dedicated training and dentists’ time. Furthermore, the diagnosis may vary from
dentist to dentist and experience plays a vital role in correct judgment and conclusion of diagnosis.
Besides, some early lesions may not be visible clearly to the human eye. These issues and their
probable solutions for a better diagnostic environment are the primary motivation of this work.
Oral CT images contain both maxilla and mandible of oral anatomy. Lesions in the mandibular
region only were studied in this work, and a method to detect its abnormalities was proposed. The
framework consists of two algorithms, one is for detection of Close border (CB) lesion (Type I) and
the other is for detection of Open border (OB) lesion (Type II). Image processing involved in these
two algorithms were implemented in 2D CT slice images and final decision and lesion marking
was done by analyzing the results in a 3D CT volume. This paper reports the methodology and
evaluates the results, to validate the goal of a CAD system.
2. Related works
Computerized dental treatment systems and clinical decision support systems have seen success in
recent years. Many diverse CAD systems were developed for diagnosing different oral diseases.
Based on most researched cases, we have broadly classified the research areas into three different
categories: caries diagnosis, bone density diagnosis and lesion/bone defect diagnosis. Following
sections describe the categories in short.
2.1 Caries diagnosis
Computer aided caries diagnosis technology is perhaps the most studied category in the dental
radiograph analysis field. The Logicon System (Carestream Dental LLC, Atlanta, GA) is a well-
known technology for caries detection [3]. The output of the software is in graphical form, which
shows whether the area in question is a sound tooth, or is decalcified or carious. Tracy et al. (2011)
[1] studied the performance the of the CAD system where twelve blinded dentists reviewed 17
radiographs. The group concluded that, by using the CAD support, diagnosis of caries increased
from 30% to 69%. Likewise, Firestone et al. (1998) [4] investigated the effect of a knowledge-
based decision support system (CariesFinder, CF) on the diagnostic performance and therapeutic
decisions. The study involved 102 approximal surface radiographic images and 16 general practi-
tioners to identify the presence of caries and whether restoration was required. Their study showed
that when the dental practitioners were equipped with a decision support system, their ability to
diagnose dental caries correctly increased significantly. Similarly, Olsen et al. (2009) [5] proposed
a computerized diagnosis system that aimed to give feedback about the presence and extent of
caries on the surface of teeth. Their method gave both qualitative and quantitative opinion to dental
practitioners, by using digital images and a graphical user interface.
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2.2 Bone density diagnosis
Kavitha et al. (2012) [6] proposed a CAD system that measures the cortical width of the mandible
continuously to identify women with low bone mineral density (BMD) from dental panoramic
images. The algorithm was developed using support vector machine classifier where images of
60 women were used for system training and 40 were used in testing. Results showed that the
system is promising for identifying low skeletal BMD. Muramatsu et al. (2013) [7] also proposed
a similar work for measuring mandibular cortical width with a 2.8 mm threshold. The algorithm
showed 90% sensitivity and 90% specificity. Reddy et al. (2011) [8] developed a CAD method
to differentiate various metastatic lesions present in the human jawbones from Dental CT images.
They developed a method to find most discriminative texture features from a region of interest, and
compared support vector machine (SVM) and neural network classifier for classification among
different bone groups. They have achieved an overall classification accuracy of 95%, and concluded
that artificial neural networks and SVM are useful for classification of bone tumors.
2.3 Lesion/bone defect diagnosis
Shuo Li et al. (2007) [9] developed a semi-automatic lesion detection framework for periapical
dental X-rays using level set method. The algorithm was designed to locate two types of lesions:
periapical lesion (PL) and bifurcation lesion (BL). Support vector machine was used for segmen-
tation purpose. The algorithm automatically locates PL and BL with a severity level marked on it.
Stelt et al. (1991) [10] also developed a similar algorithm to detect periodontal bone defects. They
have used image processing techniques to find the lesions that were artificially introduced into the
radiographs. Their system was designed to decrease interobserver variability and time-dependent
variability.
The work in this research was focused on lesion/bone defect diagnosis on CT images. The
proposed method is a fully automatic scheme to highlight suspicious regions regardless of the
type of a disease. In the following sections, materials used for this work and methodology of the
algorithm are discussed, and finally the results are evaluated.
3. Materials
Total oral CT scans of 52 patients were investigated, where 22 patients had abnormalities and
30 patients had normal appearances. The CT scans were obtained using a 495-slice spiral CT
scanner (Vatech, PaX - i3D) with tube voltage of 90 KV, current of 10 mA and slice thickness of
0.2mm. The 2D slice data was reconstructed with a 512 x 512 matrix. A dentist verified normal
and abnormal aspects of the images. These images were provided by Vatech Co., Ltd, South Korea,
and were supplied in 16-bit RAW format.
4. Methodology
This section elaborates the method of the CAD system (Figure 2). The framework consists of two
algorithms for detection of two types of lesions: Close border lesions (Type I) and Open border le-
sions (Type II) (Figure 1). This classification is not done on a medical basis but is used for research
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Figure 1. Illustration of two types of abnormality (a) Close border lesion, (b) Open border lesion
Figure 2. Architecture of the proposed method
purpose only. In addition, the goal of this CAD scheme was not to detect a specific syndrome,
rather any kind of abnormality regardless of the diseases type. Therefore, the classification of le-
sions considered here served as a generalized grouping of all type of abnormalities that could be
found in dental CT images. A Close border lesion is defined as one that has a well-defined bound-
ary around the lesion, and a Open border problem is one that has a broken boundary line around
the lesion. Methods for detecting these two types of lesions are described in the later sections.
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4.1 Preprocessing
To enhance the contrast of the image, histogram normalization was carried out according to equa-
tion 4.1:
Iout(x,y) = 255
(
Iin(x,y)− Iin,min
Iin,max− Iin,min
)
(4.1)
4.2 Detection of Close border (CB) Lesion (Type I)
A CB lesion in dental CT images can be understood as a low-intensity region surrounded by a
relatively high-intensity boundary. These regions can be circular, elliptical or any irregular shape.
The problematic regions were usually neither very large nor very small in size, and had a unique
texture and statistical properties. These regions were visually homogenous and could be identified
in several slices for a particular patient. CB lesion detection algorithm was designed in three
classic stages: initial lesion candidate detection, feature extraction and classification. These steps
are described in sequential sections.
4.2.1 Initial lesion candidate detection
The purpose of initial lesion candidate detection is to detect all the possible areas that could be a
potential lesion. Potential CB lesions can be considered as blobs in a digital CT image. Blob can
be realized as regions in images that differ in properties compared to its surrounding area. The
sensitivity of this blob detection process was high so the chances of missing out a possible lesion
candidate were low in this stage.
Binarization. The binary image was computed from original gray scale image using Maximum
Entropy threshold method [11], which is an automatic threshold process. Calculating appropri-
ate threshold value for binarization is vital for the performance of detection because inaccurate
threshold could eliminate possible lesion candidates. This particular method was chosen due to its
binarization accuracy and implementation simplicity.
Denoising. To eliminate noises from the binary image, morphological closing operation [12] was
carried out. Structuring element for the operation was chosen in such a way that it would fill holes
of size up to 5mm diameter. Holes larger than 5mm were considered as a possible lesion.
Blob detection. Finally, all possible lesion candidates were filtered out from denoised image by
applying blob detection [13] method, which was developed by Haralick et al. (1992). All blobs
larger than 5mm in size were detected. In addition, the anatomy present in the bottom 1/3 of the
image area was less likely to represent a lesion, therefore, detected blobs in this area were rejected.
Figure 3 illustrates the initial lesion candidate detection process.
4.2.2 Feature extraction
The reason of feature extraction is to acquire sufficient information about an image. Once all the
initial lesion candidates were detected, a bounding rectangle around each blob were calculated
(Figure 4(a)). The rectangles were then superimposed over the intensity image in the same position
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Figure 3. Illustration of Initial Lesion Candidate Detection process
relative to the detected blobs (Figure 4(b)). Then image sections inside each rectangle were cropped
out for feature extraction and considered as Region of Interest (ROI).
Three types of features were extracted from each ROI. These features are commonly known
as First order statistics, Second order statistics and Image moments.
First Order Statistics are the standard statistical measures of gray level values of a ROI. Mean,
standard deviation, skewness and kurtosis were calculated from each ROI.
Second order statistics, computed from Grey-Level Co-occurrence Matrices (GLCM) [14], are
a good measure of image texture. This feature set was developed by Haralick et al. (1973) and is
used in many real world applications for its reasonable performance in discriminating different im-
age textures. Four second order statistics features were calculated namely: contrast, homogeneity,
energy and entropy. For the computation of GLCM, only horizontal position of neighboring pixels
were considered.
Image moments provide a special kind of weighted average of image pixels intensities. This
measure usually provide attractive information such as geometry information of objects in an im-
age. Hu (1962) [15] developed seven image moments which are independent of position, size,
orientation and parallel projection. These seven moments were calculated for extracting geometry
information from ROIs.
Therefore, a total of fifteen (First order statistics: 4, Second order statistics: 4, moments: 7)
feature vectors were calculated from each ROI.
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Figure 4. Illustration of ROI extraction process. (a) Bounding rectangles calculated around each blob, (b)
Bounding rectangles were superimposed over the intensity image to crop out the ROIs.
Figure 5. Illustrations of training samples (a) Samples of lesion ROI, (b) Samples of normal ROI.
4.2.3 Classification
Artificial Neural Network (ANN) was used for classification of data. Specifically, Multilayer Per-
ceptron (MLP) neural network was employed for classification between two groups: Lesion and
Normal. The network was trained with backpropagation learning [16]. Sample ROIs were used
to train the network, where both normal and abnormal examples are present (Figure 5). Data was
collected manually by using blob detection and feature extraction algorithms. The neural network
had a configuration of fifteen input layer nodes for fifteen feature vectors, ten hidden layer nodes,
and two output layer nodes. The trained network was then used for unseen data classification.
Finally, a lesion area was marked on the intensity image if the ROI was classified as a lesion
class.
4.3 Detection of Open border (OB) lesion (Type II)
Open border problems cannot be solved by blob detection method, as lesions had no distinctive
closed border separating it from the background. However, this problem was solved by using
morphological image processing operations. The method is schematically shown in Figure 6:
Step 1 A grayscale CT slice. (Figure 6(1)).
Step 2 Binary image of the grayscale CT slice (Figure 6(2)). See section 4.2.1 for binarization.
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Figure 6. Illustration of Open border lesion detection process. (1) Grayscale CT slice, (2) Binary image,
(3) Noise reduction, (4) Large hole filling, (5) Subtraction result of image 3 from image 4., (6) Lesion area
marking on the intensity image.
Step 3 Morphological closing operation was carried out on the binary image to remove noise and
artifacts from it. Structuring element for this closing operation was designed in such a way
that it can remove holes or openings smaller than 5mm diameter. Moreover, any anatomy
present in the bottom 1/3 of the image was eliminated from further consideration. (Figure
6(3)).
Step 4 Morphological closing operation was carried out once more to fill large sized holes or open-
ings (i.e. closing with larger disk shaped structuring element). The design of the structuring
element was such that it can fill holes up to 30mm of diameter (Figure 6(4)).
Step 5 The output image from step 3 was then subtracted from the image of step 4. The resulting
image contained any architectural defect present in the intensity image. In this stage, blobs
were detected that were larger than 5mm diameter and smaller than 30mm diameter. If any
blob found within the specified range, then it was considered as a probable lesion (Figure
6(5)).
Step 6 Finally, the detected blob centroid was shown on the intensity image (Figure 6(6)).
5. Results and Discussions
In this section, results of the two algorithms are discussed separately. In the first section, results of
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CB lesion detection algorithm have been evaluated, and results of OB lesion detection algorithm
will be evaluated in the later section.
In our CT dataset, 22 patients contained oral lesions where 10 patients had CB lesions only, 8
patients had OB lesions only and 4 patients had both types of lesions. We had also considered 30
patients who did not have any lesions (normal cases). Thus, 52 CT cases composed the dataset to
evaluate the lesion detection framework.
Free Response Receiver Operating Characteristics (FROC) curves were used for evaluating
the CAD system. Sensitivity and false positive per patient were the parameters used for FROC
curves where,
Sensitivity =
T Ps
T Ps+FNs
(5.1)
False positive per patient =
FPs
FPs+T Ns
(5.2)
Where TP: True Positive, FP: False Positive, TN: True Negative and FN: False Negative.
5.1 Evaluation of Close border lesion detection algorithm
To validate the proposed CB lesion detection method, we divided the CB patient cases into two
sets- one for training and the other for testing. The training set contained 7 abnormal and 15
normal patients, and the testing set also contained 7 abnormal and 15 normal patients. Results of
the algorithm are presented in Figure 7. The testing set yielded a maximum of 71% sensitivity
with 0.31 false positives per patient. The FROC curve shows results at different operating points
where the algorithm can be functioned. However, when all the 14 CB cases and all 30 normal cases
were used for training, and the same dataset was used for testing, maximum 92% sensitivity was
achieved with 0.32 false positives per patient.
The algorithm performance was observed to be lower for those lesions that do not have a well-
defined boundary around it. It is still a challenging task to detect lesions with unclear appearances.
Moreover, lesion size also had an impact to the performance of the algorithm. Our method in-
tends to achieve high detection accuracy on oral lesions sized between 7.5mm to 20mm diameter.
Detection accuracy decreased for lesions larger than 25mm or smaller than 7mm diameter.
For training, only 7 abnormal and 15 normal example cases were used, which was a very small
quantity of data to produce reliable results. However, the algorithm still performed in an acceptable
manner by indicating 71% sensitivity. Upon availability of additional example cases, the algorithm
is expected to predict results with better accuracy and could be used in clinical context.
5.2 Evaluation of Open border lesion detection algorithm
The OB algorithm yielded better results than the CB algorithm. It achieved 85% sensitivity with-
out any false positives on the OB dataset of 12 abnormal and 30 normal patients. Moreover, the
algorithm was able to achieve 100% sensitivity with just 0.13 false positives per patient (See figure
8)
The system was designed to detect lesions of diameter between 10mm - 25mm. For the detec-
tion of larger or smaller sized lesions, more example data and research is needed.
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Figure 7. Comparison of FROC curves in Close border lesion detection method. The solid curve indicates
the results of the scheme when entire Close border dataset was used for both training and testing (14 abnor-
mal and 30 normal patients). The dotted curve indicates the results when the testing set was not used for
training.
Figure 8. FROC Curve of Open border detection method
In this method, no feature extraction or classification technique was used. Instead, a rule based
process was implemented. The method was validated by dentists’ opinion about healthy or lesion
regions. Figure 8 shows the performance of the method at different operating points.
Both of the systems were implemented on C++ language. It took 7 - 10 seconds for executing
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the algorithms together for a single patient. The computer used for the testing had core i7, 4.00
GHz processor and 16 GB of RAM.
Oral CAD algorithms are relatively new and emerging technology in the field of medical image
analysis. Most of the work done in the past were for serving a specific purpose, as discussed in the
related works section. The design of our CAD scheme is a more generalized procedure of lesion
detection framework and it provides a different justification as well. Moreover, the image database
used in this study is entirely different than others. Therefore, for comparison, the authors could
not find any similar CAD scheme either in the literature or in the industry and our method can be
considered as a novel approach of solving a new set of problems.
6. Conclusion
An approach to detect oral lesions in mandible region on CT images have been proposed in this
work. Two types of lesions, Close border lesions and Open border lesions, were identified. They
covered most of the problems that could be found on oral CT images. Results suggest that this
method is capable of detecting CB lesions with 71% sensitivity at 0.31 false positives per patient
and OB lesions with 100% sensitivity at 0.13 false positives per patient.
Some of the limitations of the method include that: it cannot detect lesions brighter than its
surroundings, lack of a well-defined boundary around a lesion decreases the detection accuracy
and too large or too small lesions achieved less detection sensitivity. However, availability of more
example images are expected to improve the results and overcome the limitations.
The work done in this research focused on the mandibular region of the oral anatomy. There-
fore, future research possibilities in this CAD framework includes: detection of lesions in maxilla,
detection of brighter lesions and improve the detection accuracy for lesions with unclear appear-
ances.
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