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The finite integral transform technique is interpreted as a powerful new general-purpose numerical 
method. The method transforms nonlinear partial differential equation models to a coupled nonlinear 
system of ordinary differential equations to be solved numerically. One class ofheat diffusion problems is 
considered, but the method is applicable to other models. A new approach for the derivation of the 
corresponding system of ordinary differential equations is used, and three examples are given. 
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Introduction 
Modelling of many engineering problems leads to par- 
tial differential equations subjected to corresponding 
initial and boundary conditions. The treatment of such 
models is usually done by numerical methods. At pres- 
ent finite differences,’ finite elements,’ boundary ele- 
ments,3 and spectral methods dominate.4 
The finite integral transform technique’ is mainly 
used for the exact solution of linear problems.6 Re- 
cently, several linear and nonlinear models were suc- 
cessfully solved by a generalized integral transform 
technique.’ 
All methods transform the original partial differential 
equations to a set of ordinary differential or algebraic 
equations that are to be solved by well-established 
techniques. The finite differences and finite elements 
methods consider from the very beginning the field 
variables in a limited number of points in the solution 
region, whereas the boundary elements method uses a 
limited number of boundary points. The spectral 
method represents the solution in terms of truncated 
series, which is analogous to considering a limited num- 
ber of points. The integral transform method uses trun- 
cated eigenfunctions expansions. 
This paper gives a new interpretation of the general- 
ized integral transform technique as a powerful general- 
purpose numerical procedure called integral transform 
method. The method transforms nonlinear partial dif- 
ferential equation models to a coupled nonlinear system 
of ordinary differential equations to be solved numeri- 
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tally. One class of heat diffusion problems is consid- 
ered, but the method is applicable to many other 
models. A new approach for direct derivation of the 
corresponding system of ordinary differential equations 
is used, and three illustrative examples are given. The 
reader can find additional examples for other types of 
problems in Ref. 7. 
Classical integral transform technique 
The application of the classical integral transform tech- 
nique to heat transfer problems is described in detail in 
Ref. 5. We consider here briefly the following boundary 
value problem5 
NJ::+ YT= P inV*,t>O (la) 
53T=q5 onS (lb) 
T= f att=O (lc) 
where 
%= -V.(ZCV)+d (24 
%=a+/3K; WI 
Here V is the nabla operator and a/&z is the normal 
derivative at the boundary surface S in the outward 
direction. 
The problem (1) is linear because the coefficients w, 
K, and dare known functions in V *, and (Y, /3 are known 
functions on S. The source terms P and 4 are known 
functions of time in V* and S, respectively. 
To solve problem (1) we need the solution of the 
following eigenvalue problem 
S/~=hw* inV* @a) 
?i3*=0 0nS (3b) 
We assume that the eigenvalues Ai (i = 1,2, . . . ,w) 
0 1993 Butterworth-Heinemann 
Integral transform method: R. M. Cotta and M. D. Mikhailov 
and the corresponding normalized eigenfunctions $i are 
known. 
The classical integral transform technique trans- 
forms problem (1) to the following infinite system of 
ordinary differential equations’ 
To obtain homogeneous boundary conditions we 
separate the solution into two parts 
s a+P v* 
subjected to the initial condition 
TAO) = j- w&f dv 
(W 
(4b) 
v* 
wherei= 1,2 ,..., 00. 
The system (4) is solved analytically in Ref. 5 for the 
finite integral transform T,. To obtain the desired solu- 
tion, the results for T; are used in the following inversion 
formula 
T = -g l+fJ;i; (5) 
i= I 
An additional term appears in this inversion formula 
when d = 0 and a = 0, because then h, = 0 is also an 
eigenvalue and I,!I~ = constant is the corresponding 
eigenfunction. 
The convergence of the series given by equation (5) is 
improved when the boundary conditions (1 b) are made 
homogeneous. 
The above results can be readily written for the case 
of one space variable as described in detail in Ref. 5. 
Integral transform method 
Let us consider the following problem 
inV*,t>O (6a) 
(?i3 + 93,JT = 4 + c$, onS (6b) 
T=f att=O (6~) 
where 
.& = -V.(K,V) + d, + u;V (7a) 
Problem (6) is an extension of problem (1). Several 
nonlinear terms having index n are added. The 
coefficients w,, K,, d,, and the vector u, are known 
functions of space, time, and temperature T in V *, 
while LX, and & are known functions of space, time, and 
temperature on S. The source functions P, and c#+, are 
known functions of time, space, and temperature in V * 
and S, respectively. 
Problem (6) has linear and nonlinear terms. We as- 
sume that linear terms represent the problem in some 
average sense. 
T=U+V (8) 
The first part, U, is selected to satisfy the 
nonhomogeneous boundary conditions 
%l!J = 4 + 4, - c?&(U + V) (9) 
The second part, V, is defined by 
wf-J+w=P+P,,-wyy 
a(u + V) 
(104 
- wn - 2U - Jf$(U + V) inV* 
dt 
93V=O 0nS (lob) 
V=j- U att=O (LOc) 
We have some freedom in selecting the first part of 
the solution. The computations are simplified if U is 
selected in such a way that some ofthe terms in equation 
(10a) vanish. 
We can transform problem (10) to the coupled system 
of ordinary differential equations in the same way that 
problem (1) is transformed to the system (4) in Ref. 5. 
This is done for some special cases of problem (6) in Ref. 
7. But the final result will be the same as that obtained 
directly from equation (4) if we consider the right-hand 
side of equation (10a) as a source term. Therefore we 
can write directly the following infinite system of ordi- 
nary differential equations 
dvi (t) 
dt 
- wn - %U - 2,,(U + V) do 
at 
(lla) 
vi(O) = J W$i(f - U)dv 
v* 
(lib) 
After using in this equation the truncated to the nth 
term inversion formula 
v = i: (hi v; -- \ (12) 
i=l 
we obtain the coupled nonlinear system of ordinary 
differential equations that has to be solved numerically. 
In Ref. 7 numerical subroutines used for the solution of 
such systems are discussed, which incorporate auto- 
matic relative error control procedures,’ allowing one 
to obtain a final converged solution within prescribed 
accuracy. 
Because nonlinear systems can have more than one 
solution, for some problems analysis is needed analo- 
gous to that explained in Ref. 9, allowing for quantita- 
tive investigations of instability and bifurcation phe- 
nomena. 
Finally, the numerical solution of system (11) is used 
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in the inversion formula (12) to find the desired 
solution. By increasing the number of terms, we can 
obtain the results with prescribed accuracy, since the 
error in the numerical solution of the O.D.E. system is 
fully controlled. In fact, an automatic adaptive 
procedure is used in the integration of system (I l), 
which controls the number of differential equations, N, 
retained at each step of integration. Therefore, the 
algorithm itself selects the number of terms required in 
the expansions for a certain requested accuracy. This 
procedure is described in detail in Refs. 7 and 10. 
The integral transform method described has the 
following steps: 
3. 
4. 
5. 
The problem has to be rewritten in the form having 
two parts. The first one is linear and represents the 
problem in some average sense. The second part of 
the problem is nonlinear and considered as source 
terms. It may also be convenient to consider as 
source terms some of the linear terms that do not 
permit the direct application of the classical finite 
integral transform technique. 
The desired solution is also separated into two parts. 
The first one satisfies the nonhomogeneous bound- 
ary conditions. The second part is defined by a 
partial differential system with some additional 
source terms, but homogeneous boundary condi- 
tions. 
We have some freedom in selecting the first part 
of the solution. In order to have a simpler problem 
for the second part of the solution some appropriate 
additional conditions may be imposed on the first 
part. 
The standard integral transform procedure is used to 
transform the second part of the solution into a 
system of ordinary differential equations that can be 
solved by well-known techniques, with automatic 
error control schemes.8 
The truncated transformed nonlinear system can be 
analyzed, if necessary, by using methods described 
in Ref. 9, for stability and bifurcation studies. 
The truncated transformed system is solved numeri- 
cally by using in the inversion formula as many terms 
as necessary to obtain the second part of the solution 
with prescribed accuracy. An adaptive procedure 
can easily be implemented that automatically re- 
duces the number of 0.D.E.s to be solved as the 
solution progresses.7,‘0 
The integral transform method is illustrated here 
by three examples that are special cases of problem 
(6). Different interpretation of the same examples is 
given in Ref. 7. 
Nonlinear diffusion in a finite slab 
As a first example let us consider nonlinear diffusion in a 
slab” stated in dimensionless form as 
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(134 
with boundary and initial conditions 
WO,d 
- = 0; 0(1,r) = 0; f3(X,O) = 1 
ax 
(13b, c, d) 
The first two steps of the integral transform method 
are not needed as the linear and nonlinear parts are 
already separated, and the boundary conditions are 
homogeneous. 
The eigenvalues and the normalized eigenfunctions 
that correspond to the linear part of the problem are 
/_&; = (2i - 1);) Ai = /_Ly; I/$ = lhcos (&X) 
(1% b) 
The system (11) for the case considered, after inte- 
gration by parts becomes 
d6 (4 
dr 
+ &;a@ + s a$, = 0; 
.j= I 
where 
e,(O) = V?(-l)‘+‘lp; (15a,b) 
uii = 2~~4 
/ 
sin (p;X) sin (pjX)f(0) dX (15c) 
0 
Once system (15) has been numerically solved the 
desired solution is obtained from 
e(x,7) = 2 4;(x)ei(r) (16) 
i=l 
Problem (13) was solved for the case f(0) = be.” 
Different values of the parameter b are used to illustrate 
the effect of an increasing nonlinearity. The results are 
presented in Table 1 with & 1 in the last digit given (N 5 
30). Table 2 illustrates the convergence behavior of the 
proposed eigenfunction expansion and shows the excel- 
lent agreement with the numerical results from the 
IMSL subroutine MOLCH.8 
Ablation in a slab 
As a second example let us consider heat conduction 
followed by ablation in a slab subjected to a time- 
dependent boundary heat flux.” The temperature field 
Table 1. Dimensionless temperature profiles for nonlinear dif- 
fusion in a finite slab (7 = 0.3). 
Xlb 0.1 0.5 
0.0 0.58740 
0.1 0.58047 
0.2 0.55978 
0.3 0.52574 
0.4 0.47895 
0.5 0.42033 
0.6 0.35103 
0.7 0.27250 
0.8 0.18646 
0.9 0.09489 
1.0 0.00000 
0.52263 
0.51705 
0.50034 
0.47260 
0.43399 
0.38478 
0.32534 
0.25624 
0.17821 0.16657 
0.09232 0.08783 
0.00000 
1.0 
0.46123 
0.45667 
0.44297 
0.42011 
0.38804 
0.34670 
0.29604 
0.23601 
0.00000 
5.0 
0.24263 
0.24062 
0.23454 
0.22432 
0.20978 
0.19069 
0.16663 
0.13704 
0.10088 
0.05647 
0.00000 
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Table2. Convergence behavior ofeigenfunction expansion and comparison with numerical solution (subroutine DMOLCHilMSL Li- 
brary). 
N 5 10 15 20 30 Numerical* 
X t=o.l(b=l.o) 
0.1 0.83759 0.83775 0.83764 0.83763 0.83764 0.83757 
0.3 0.78110 0.78105 0.78093 0.78092 0.78094 0.78086 
0.5 0.66185 0.66242 0.66228 0.66225 0.66228 0.66220 
0.7 0.47166 0.47102 0.47076 0.47079 0.47080 0.47073 
0.9 0.18441 0.18780 0.18745 0.18725 0.18736 0.18731 
t = 0.5(b = 1.0) 
0.1 0.26141 0.26143 0.26142 0.26142 0.26142 0.26140 
0.3 0.23896 0.23896 0.23895 0.23895 0.23895 0.23893 
0.5 0.19453 0.19457 0.19456 0.19456 0.19456 0.19455 
0.7 0.12964 0.12960 0.12959 0.12959 0.12959 0.12958 
0.9 0.04654 0.04673 0.04671 0.04670 0.04670 0.04670 
during the preablation period is defined by additional condition 
ae,(x,T) a2e, 
~ = -&,o<x< l,O<r<r,,, 
&r 
(l7a) 
subjected to the conditions 
W(O,d PZZ o. W(l,T) -YE 
i3X ’ ax 
Q(T): 6,(X, 0) = 0 
(17b,c,d) 
The solution of this problem is obtained bv the classi- 
_ cal integral transform technique5 as 
4(X,4 = J Q(T*) dr* + 2 x cos (p;X) i= I 
0 
T 
/ 
Q(T*) exp { - j.~f(~ - T*)} dT* 
0 
wherep;=ir,i= I,2 ,..., m. 
The ablation starts at the heated surface (X 
(18) 
= I) 
when the temperature reaches the value O,(l) T,*J = 1. 
Introducing this data in the solution (18) we obtain a 
transcendental equation for determination of the end 
time of the preablation period, T,,. 
During ablation the slab material is removed through 
melting, and this yields a moving boundary, S(T), that is 
not known a priori, characterizing a nonlinear problem. 
The temperature field during the ablation period is 
defined by 
WX,T) a%, 
p=~~O<X<S(~),~>T,,, 
aT 
(194 
subjected to the conditions 
y = 0, f%@(T), 7) = 1, 0,(x, T,) = em(x) 
(19b, c, d) 
where 0, (X) is obtained from the solution (18) for the 
end time 7 = 7,. 
The heat balance for the ablating surface gives one 
ds(T) ae2(s(T),T) 
v- + 
dT ax 
= Q(r) (19e) 
where the parameter v is the inverse of the Stefan 
number. ” 
To obtain the problem with homogeneous boundary 
conditions in a fixed solution region the following trans- 
formations are used: 
(=&;e= e2- l;T* = 7 - T,n GOa, b, cl 
7 
Then the problem (19) becomes 
o<~<l,T*>o @la) 
subjected to the conditions 
ae(o,T*) 
- = 0; e( 1 ,T*) = 0; e(&o) = 8, (t) - 1 
at 
G’lb,c,d) 
ds(T*) ae(l ,T*) 
v- + ~ = Q(~*),s(o) = ] 
dT* at 
(21e,f) 
The eigenvalues and the normalized eigenfunctions 
that correspond to the linear part of the problem are the 
same as those defined by equations (15a, b). 
The corresponding ordinary differential system be- 
comes, after integration by parts 
,g dei(T*) 
dT* 
(224 
where, 
a, = I X+;lclJ dX (22b) 
0 
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with initial conditions 
si(a)=\/Zj COS (/*i5)e, (5) d5 - ~ ( - l)‘+ ‘l”j 
0 
6-1 
and one additional equation appears 
ds(T*) N 
Vd7* + c ll$O)8j = Q(7*) 
j=l 
with the condition 
S(0) = 0 (22e) 
The system (22a, d) with the initial conditions 
(22c, e), is solved numerically, and the inverse formula 
defined by equation (16) is recalled to provide complete 
solution of the temperature field during the ablation 
period. The position of the ablating boundary S(T) was 
also computed for the following prescribed flux func- 
tions: Q = 2, Q = 10 7, and Q = 10 T*.‘* Table3 shows 
some benchmark results obtained by the integral trans- 
form method. 
Burgers’ equation 
As a last example let us consider the one-dimensional 
nonlinear Burgers’ equationI which is a model equa- 
tion for transient convection-diffusion phenomena. 
The mathematical formulation is 
aw,4 
dr 
+u(S)s= v$,O<X<1,7>0 (23a) 
with boundary and initial conditions 
e(o,7) = 1; O( 1 ,T) = 0; 0(X,0) = 0 (23b, c, d) 
and 
u;(e) = L+, + be (2W 
The eigenvalues and the normalized eigenfunctions 
that correspond to the linear part of the problem are 
pi = 7fi rJi = V? sin &X) (24a, b) 
To obtain homogeneous boundary conditions we 
separate the solution into two parts according to equa- 
tion (8). The first one is selected to satisfy the problem 
o= d*U dU 
v--u - O<X<l 
dx2 OdX’ 
(254 
U(0) = 1 U(1) = 0 
The solution of this problem is 
(25b, c) 
(26) 
1 - exp !5 
0 V 
The second part of the solution is defined by 
av 2 
- = vs - uog - b(U + V) 
a7 a(uai ‘) (27a) 
subjected to the conditions 
V(O,T) = 0; V( 1,7) = 0; V(X,O) = 1 - U(X) 
(27b,c,d) 
The ordinary differential equations system (11) be- 
comes 
dv; 
I 
--&+ vp’v;+ 
+ b(U+ V) 
a(u + v) 
ax 
dX = 0 (28a) 
f’!(O) = J $;(l - U)dX 
0 
(28b) 
Once the system (28) has been numerically solved the 
desired solution is obtained from 
N 
v = x qlj vj 
i=l (29) 
Problem (23) was solved for the case u. = 1 and v = 
1. Different values of the parameter b are used to 
illustrate the effect of an increasing nonlinearity. The 
results are presented in Table 4 with -C 1 in the last digit 
given. 
Table 3. Dimensionless position of ablating boundary, S(T), for different applied wall heat fluxes. 
Q = 2 (TV = 0.197) 0 = 10~(~,,, = 0.261) 0 = 1072 (7, = 0.487) 
7 - 7, S(T) 7 - 7, S(r) 7 - 7, S(T) 
0.1829 0.00451 0.0854 0.00348 0.0854 0.00297 
0.5488 0.0206 0.5122 0.0434 0.5122 0.0399 
1.0976 0.0523 1.0244 0.1200 1.0244 0.1143 
1.4634 0.0775 1.5366 0.2212 1.5366 0.2171 
2.0122 0.1203 2.0488 0.3461 2.0488 0.3489 
2.5610 0.1688 2.5610 0.4967 2.5610 0.4837 
3.1098 0.2229 3.0732 0.6809 3.0732 0.7226 
3.4756 0.2622 3.5000 0.8822 3.5000 0.9676 
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Table 4. Potential distributions for nonlinear one-dimensional 
Burgers’ equation (u,, = v = 1.0; 7 = 0.3). 
hospitality of the Mechanical Engineering Department, 
EE/COPPE/UFRJ. 
Xlb 0.01 0.5 5.0 
0.0 1 .ooooo 1 .ooooo 1 .ooooo 
0.1 0.94488 0.95461 0.99666 
0.2 0.88328 0.90147 0.99058 
0.3 0.81391 0.83894 0.97950 
0.4 0.73539 0.76528 0.95942 
0.5 0.64634 0.67868 0.92345 
0.6 0.54541 0.57740 0.86025 
0.7 0.43135 0.45988 0.75295 
0.8 0.30305 0.32489 0.58071 
0.9 0.15955 0.17167 0.32764 
1.0 0.00000 0.00000 0.00000 
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