A new view of phylogenetic estimation is presented where data sets, tree evolution models, and estimation methods are placed in a common geometric framework. Each of these objects is placed in a vector space where the character patterns are the basis vectors. This viewpoint allows intuitive understanding of various complex properties of the phylogenetic estimation problem structure. This is illustrated with examples discussing data set combinations, mixture models, consistency, and phylogenetic invariants.
Introduction
As evidenced by the exponential growth of papers containing tree estimates (even outside of evolutionary biology), phylogenetic analysis has become an indispensable part of evolutionary analysis. Yet, the techniques are complex and many problems are unresolved or have complicated relationships with each other. For example, some of the recent topical issues include the effects of combining data sets, the accuracy and consistency of various methods, the effects of weighting, the effects of taxon sampling, and bias due to topology, to name a few (De Queiroz et al., 1995; Hillis, 1995; Huelsenbeck, 1995; Huelsenbeck and Kirkpatrick, 1996; Kim, 1996) . These problems and their problem domains are clearly interconnected, but because these connections are rather complicated it is difficult for us to obtain an intuitive understanding of the entire structure of the problems. In this paper, I present a new view of the phylogenetic estimation problem in which data sets, tree models, and estimation methods are placed in a common geometric framework. In particular while the geometry of evolutionary tree models has been previously considered (e.g., Cavender and Felsenstein, 1987; Efron et al., 1996) the construction presented here is new in that geometric representations of estimation methods are also considered. This common framework allows a geometric interpretation of the myriad properties of phylogenetic estimation. The utility of this construction is that it gives us a single picture of the complicated phylogenetic estimation process. It also leads to purely geometric proof techniques that can be useful for difficult-toanalyze problems. In the following, I start with a construction first introduced by James Cavender (1978) . The key idea in his paper is to view characters in terms of all possible state assignments at the tips of the trees. This construction allows us to view entire data sets as a point in a large dimensional space. While this is certainly not mechanically different from probability computations given previously (e.g., Felsenstein, 1981 ), Cavender's paper shifted the viewpoint from algebraic computations to geometric properties. In fact, this geometric perspective was further developed in Cavender and Felsenstein (1987) with its remarkable Fig. 3 (page 69) sketching the geometry of tree models. In this paper, I first review this construction in detail and emphasize its geometric nature. I then describe how tree estimation methods can be seen as a geometrical partitioning of this large dimensional space. Finally, I demonstrate the utility of this view with geometrical interpretations of consistency, accuracy, mixture data sets and mixture models, and phylogenetic invariants. In the following, some of the material is pedantic and appears in many other texts for which I apologize, but I repeat it here to fix ideas.
Data Sets as Points in Large Dimensional Space
With finite state characters there is a fixed number (albeit very large) of possible types of character state assignments for a fixed number of taxa. For example, with four-state characters like the nucleotides of a DNA sequence and, say, five taxa, there are 4 5 ϭ 1024 possible character state assignments. The assignment of character states to taxon 1, taxon 2, etc. can be [A, A, A, A, A], [A, A, A, A, C], . . . , [T, T, T, T, T]-up to 1024 different types. I will call a particular assignment of character states to the terminal taxa a character pattern-i.e., [A, A, A, A, A] is one character pattern and [A, A, A, A, C] is another pattern, and so on. For example, here is an empirical data set with 10 characters: It is relevant if we want to recreate the exact data set from the list of numbers but we can always construct a standard scheme, say, by recursion.) Then, the data set can be represented by the relative frequencies of each character pattern written as an ordered list of numbers, ͑0, . . . , 0.3, . . . , 0.2, . . . , 0.2, . . . , 0.3, . . . , 0, 0, 0͒. That is, the data set can be represented by a vector in a 1024-dimensional space. This construction gives us a correspondence between a vector and a data set. Geometrically a vector with l elements can be seen as a point in a l-dimensional (Euclidean) space. Therefore, a data set can now be seen as a point in a l-dimensional space, where l is the number of possible character patterns. One restriction is that since these are relative frequencies, the sum of the elements in the vector must equal 1. Therefore, vectors representing data sets are restricted to the simplex contained in the l-dimensional space. (In the following I will refer to this space as the character pattern simplex, or simply the simplex. More formally, this simplex is a subset of R n obtained as an isomorphism from the free vector space of character patterns. All geometric properties that I discuss are properties of subsets of R n with its usual Euclidean geometry.)
To summarize, given s-state characters and t taxa, the number of possible character patterns is s t . The relative frequency of each character pattern forms a simplex in the s t -dimensional space where the axes of this space are the relative frequencies of each kind of character pattern. That is, the coordinates of any point give the relative frequencies of each character pattern.
Model of Character Evolution
Suppose a stochastic model of character evolution for s-state characters and t-taxa were specified. The model would include the tree topology, branch lengths, mode of character change, and possibly many other parameters. But, ultimately, the model would specify the probability of each character pattern-it may take a lot of computations, but eventually a model of character evolution ends up specifying the probability (or a set of probabilities) of each character pattern for all s t possible patterns. The probability of each kind of character pattern can be listed as a sequence of numbers that sum to 1 (sometimes called the spectra; Lockhart et al., 1994) . For example, (1) Therefore, as with the previous construction, a model of character evolution can also be seen as a point on a simplex contained in a s t -dimensional space. Given sequence of numbers like (1) as the model of character evolution, finite data sets (samples) from the model can be generated. The sampling distribution of the finite data sets follows a simple multinomial distribution,
where c i is the random variable representing the frequency the ith character pattern, f i is the observed frequency of the ith character pattern, n is the total number of characters, and p i is the probability of the ith character pattern as given by the model, e.g., the list (1). The indices run from 1 to z ϭ s t , the total number of possible character patterns. (The sampling distribution of relative frequencies, r i ϭ f i /n, conditioning on the data sets size, n, is given by the same distribution.) The sampling variance of the relative frequency of the ith character pattern is f i (1 Ϫ f i )/n.
GEOMETRY OF PHYLOGENETIC ESTIMATION
Therefore, when n goes to infinity, the sampling variance goes to zero. This is interpreted as saying that the probability that the relative frequency of the ith pattern, r i , equals any other value than p i goes to zero (usually more precisely stated using the law of large numbers, Hogg and Craig, 1978) . Or loosely, r i goes to p i , justifying, say, the study of consistency properties by "plugging in" the p i for the relative frequency of each character pattern for infinite-sized data sets (e.g., Felsenstein, 1978; Kim, 1996) . In terms of geometry, the model point generates a sampling distribution by inducing a probability mass (the multinomial distribution) on the rational points of the character simplex. This probability mass tends to become increasingly concentrated around the model point as the number of characters increase (Fig. 1) .
A Parameterized Tree Model Generates a Model Curve
The kind of character evolution model described above is a "point model" in the sense that the parameter values (i.e., the probabilities of character change) are all fixed and represented by a fixed point in the character simplex. A tree topology denotes a family of character evolution models where the probability of each character pattern is a function of several variable parameters like the branch length and rate matrix, but all sharing the same branching order (ϭ tree topology). The Markov model of character evolution over a tree has been extensively discussed in the literature (e.g., Chang, 1996; Goldman, 1990; Penny et al., 1994) and the common Markov model in the literature is the continuous time Markov model with the conditional probability transition matrix after some time period t written as
where P(t) is the transition matrix and R is the rate matrix, a real valued matrix with rows summing to zero. A discrete Markov evolution model can be obtained from (3) by evaluating (3) on a discrete set of time points (not necessarily with uniform intervals).
In the tree models, the branching points of the tree serve as the discrete set of points (vertex-to-vertex) . Therefore, this vertex-to-vertex discrete Markov model is a more general model than a continuous time model since any continuous time model can be converted into a discrete vertex-to-vertex evolution model by evaluating Eq. (3) at appropriate time intervals. However, given an arbitrary discrete Markov transition matrix, it cannot be always parameterized with a continuous time parameter unless it is a solution to an equation of the form (3). Therefore, in the following I will use the discrete parameterization and the probabilities of the character patterns will be a polynomial function. If a tree is fixed and a Markov character evolution model is specified, the probability of any character pattern is easily computed as a function of the Markov transition matrices and the marginal distribution of character states at the root of the tree. This kind of computation is standard in the literature FIG. 1. Schematic picture of data sets seen as points in the character pattern simplex (see text). The triangles represent the simplex space. The rational points of the simplex correspond to finite-sized data sets (top triangle). A tree model of character evolution is a point in simplex and the model point induces a sampling distribution of finite-sized data sets. The sampling distribution contracts around the model point as the size of the data set becomes larger. It eventually contracts to the model point (bottom triangles).
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(e.g., Felsenstein, 1981; Hendy and Penny, 1989 ) but I repeat a small example to make ideas clear. Suppose we have a two-taxon tree with a third root taxon. Also assume binary state characters and parameters of the model are as given in Fig. 2 . That is, the marginal probability of either a 0 or a 1 state at the root is 1 2 and the transition probability for each of the three branches is the same (denoted by p). With binary states, there are four possible character patterns at the two terminal taxa and the probabilities of each character pattern are,
where P{[0, 0]} denotes the probability of the character state 0 at the first taxon and also at the second taxon. (That is, [0, 0] is a character pattern.) The important part of Eq. (4) is that the probability of a character pattern is a function of the transition matrices and the marginal state distribution at the root. In this simple model, there is only a single variable, p. Equation (4) can be written in the following form to emphasize that the probability of each character pattern is a function of the parameter p:
In the previous sections, I noted that the probability of each character pattern forms a vector and a point in s t -dimensional space. The set of equations in (5) forms a vector-valued function in a 4-dimensional simplex parameterized by p. That is, (5) describes a curve in 4-dimensional space. Figure 3a 
FIG. 2.
A simple model of two-state character evolution over a two-taxon tree with a root. Each branch has the same probability, p, of changing from 0 to 1 or 1 to 0. The probability of {0} state or {1} state at the root is 1 2 , respectively. All possible character state assignments for the tree are shown at the tips of the tree.
GEOMETRY OF PHYLOGENETIC ESTIMATION
More generally, there can be different probabilities for every branch, direction of change (0 to 1 or 1 to 0), and the states at the root. That is, 
P͕͓0, 0͔͖
In this case, since there are more variables the model forms a higher dimensional curve (ignoring rigor, I will call such curves manifolds; Fig. 3b ). Therefore, a manifold in s t -dimensional space can be associated with the family of character evolution models of a given tree topology. That is, if a particular set of values for the parameters are chosen, a particular model of character evolution is determined which generates the probability of each character pattern over the given tree topology. This model of character evolution over the tree topology can be seen as a point in a large dimensional space (the vector space of character pattern probabilities). Equations such as (6) with free parameters represent a family of character evolution models-the models that share a tree topology (ϭ branching order) but that vary in other parameters like branch length and rate. This family of character evolution models forms a collection of points in the vector space (of character pattern probabilities). The collection of points forms a geometrical object, the model manifold (e.g., Fig. 3 ). Thus, a tree topology and the set of character evolution models over the tree topology are represented as a geometrical object.
Geometry of Model Manifolds
Given the characterization of stochastic tree models as manifolds, it is useful to first discuss some general properties of the geometry of the tree model manifolds. The most general tree-evolution model allows each branch to have different transition matrices and within each transition matrix all parameters to vary freely (except the restriction that they are nonnegative and the rows of a Markov transition matrix have to sum to 1.0). A rooted t-taxon binary tree (a tree with no multifurcating vertices) has 2t Ϫ 2 branches. A general Markov model for s-state characters has s(s Ϫ 1) parameters. Therefore, the most general Markov model of character evolution over a fixed t-taxon tree has ͑2t Ϫ 2͒s͑s Ϫ 1͒ ϩ ͑s Ϫ 1͒ parameters. (The last (s Ϫ 1) term is for the marginal probability distribution of the states at the root.) This implies that the character pattern probabilities will be a function of (2t Ϫ 2)s(s Ϫ 1) ϩ (s Ϫ 1) parameters and, geometrically, the manifold will have up to (2t Ϫ 2)s(s Ϫ 1) ϩ (s Ϫ 1) dimensions in the local neighborhood at any point. The quantity (2t Ϫ 2)s(s Ϫ 1) ϩ (s Ϫ 1) is a maximum rather than the exact dimensions because of possible degeneracy. For this class of compact continuously parameterized objects the dimension is given by the rank of the Jacobian of the parametric functions. In fact, degenerate points exist at the boundaries of our models, e.g., zero length branches. It is common to put restrictions on the general model. For example, we often assume symmetry of the character state transitions (e.g., state A to T transition has the same probability as T to A transition). Such symmetry assumptions would reduce the maximum possible dimensions by reducing the number of free parameters (to (2t Ϫ 2)s(s Ϫ 1)/2 ϩ (s Ϫ 1)). In the extreme case of simplification, a one-parameter model as in Eq. (5) results in a model curve that is (at most) one dimensional.
Different models of character evolution can be subsets of one another. For example, a model with a single parameter like Eq. (5) is a submodel of a model with more parameters like Eq. (6). Geometrically, a model is a submodel of another model if the model manifold of one model is wholly contained in the model manifold of the other model. (Such relationship has also been called nested models .) Markov models of character evolution are often classified according to the form of the transition matrices (cf. Hasegawa et al., 1991) . For example, the Juke-Cantor model (Jukes and Cantor, 1969) of nucleotide evolution and Kimura two-parameter model (Kimura, 1981) are identical if we set the transition/transversion parameters equal to each other. However, whether this implies that one model is a submodel of another model is not always straightforward since it has to imply one model manifold being the submanifold of another model.
Proposition 1. Given some Markov model of evolution and its induced model manifold, any polynomial relation between the elements of the transition matrix induces a model submanifold (the submanifold might not be strictly smaller).
Proof. The model manifold is obtained as a variety of the elimination ideal (see section on Phylogenetic Invariants for definition) in the polynomial ring k[⌽, ] to k [⌽] , where ⌽ is the set of variables for character pattern probabilities (left-hand side of Eq. (6)) and is the set of variables representing the transition matrix elements (right-hand side of Eq. (6)). Any polynomial relations in the transition matrix elements can be rep-resented as a variety of an ideal over k[] which can be extended to k [⌽, ] . Therefore, the model manifold induced by polynomial relations is given by the intersection of the two varieties projected to k [⌽] and is a subset of the points of the original variety.
The relevance of Proposition 1 is that whenever we build submodels using a polynomial relation between the elements of the transition matrix, we can use loglikelihood ratio tests with the standard 2 distribution approximation for hypothesis tests between the models. However, this assumes that the maximized likelihood point for either the null hypothesis or the alternative hypothesis is not degenerate. For example, the 2 approximation will not hold for degenerate points like zero length internal branches. Symmetry assumptions are special cases of polynomial relations and they can also be seen as having other geometric consequence for the model manifold. For example, with binary states the assumption that 0 to 1 transition has the same probability as 1 to 0 transition implies that Prob{[0, 0, 0, 0]} ϭ Prob{[1, 1, 1, 1]} and so on. That is, the probability of any character pattern and the probability of its binary complement will be identical. This means that the model manifold will be restricted to the linear subspace defined by Prob{[0, 0, 0, 0]} Ϫ Prob{[1, 1, 1, 1]} ϭ 0. Similar considerations of this kind lead to the extraction of linear invariants for phylogenetic trees (Lake, 1987a,b; Nguyen and Speed, 1992; Steel et al., 1993, see below) . Conversely, the most general model with general transition matrices for each branch does not have any linear invariants, but it may have higher order invariants.
With larger numbers of taxa, we have parametric functions in higher dimensions and there will be one manifold for each possible tree topology. Figure 4 shows an example of model manifolds for binary state four-taxon trees with two free parameters (in fact, the figure shows the set of model trees discussed in Felsenstein, 1978 ; only 3 out of 16 dimensions are shown). Figure 4 shows the model surfaces for all three tree topologies (labeled as Tree 1, Tree 2, and Tree 3).
The geometrical relationship of the different tree models can be complicated, but an outline of some general features can be sketched. One property can be easily seen from the fact that the tree topologies differ from one another by the internal branches. If all the internal edges are set to zero (or equivalently set the Markov transition matrix to the identity matrix), every tree topology will be equivalent to each other. Therefore, the manifolds corresponding to each tree topology all share a subspace where all the internal edges are zero (up to ts(s Ϫ 1) ϩ (s Ϫ 1) dimensions). Similarly, if the terminal edges correspond to (converges to) infinite time (or equivalently if the Markov transition matrices have rows with constant and identical elements), regardless of the tree topology, the probability of any character pattern converges to independent products of the equilibrium distribution of the individual states. (This is assuming that we use the usual nonpathological models that have an equilibrium distribution.) Therefore, the manifolds corresponding to each tree topology all converge toward a single point at or near the center of the simplex. If the marginal equilibrium distribution of the Markov model is uniform then the points at zero length branches and infinite length branches will also meet.
Setting individual branch lengths to zero identifies different topologies. For example, an internal branch separates three different tree topologies that are related to each other by a nearest-neighbor-interchange operation (Swofford et al., 1996) . Setting this internal branch length to zero will identify the character pattern probability of the three topologies. Therefore, the manifolds corresponding to three topologies related to each other by a NNI operation share a maximum of (2t Ϫ 3)s(s Ϫ 1) ϩ (s Ϫ 1) dimensional subspace and differ along a maximum of s(s Ϫ 1) dimensions. Figure 5 shows a schematic picture of the geometrical relationships of different tree models-we have a high dimensional orange! Now, suppose two models, Tree 1 and Tree 2, differ from one another by a NNI operation around an internal edge and the length of this internal edge is zero. For some set of parameter values for the branches, Tree 1 will generate a particular set of probabilities for the character patterns. Because the length of the internal edge is zero we can find parameter conditions for model Tree 2 that will yield 
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GEOMETRY OF PHYLOGENETIC ESTIMATION identical probability of the character patterns. This raises the interesting question whether two different tree topologies can be made to yield identical character pattern probabilities if none of the internal edges are allowed to be zero. I discuss this question in a separate section below.
(In addition to these properties the tree model manifold is connected and compact assuming a discrete time parameterization. This is because there is a continuous map from I w to the model manifold-namely, the polynomial function of character pattern probabilities, where I is the closed interval [0, 1/s]-the possible value range for the elements of the transition matrices. Here w is the total number of variables in the character evolution model and s is the number of states. Assuming a continuous time parameterization we have an open point at when time (or branch length) goes to infinity. In this case, we can assume that we are interested in the closure of the model manifold that is connected and compact and is sufficient for the development of our theory.)
Geometrical Interpretation of Tree Estimation Methods
Tree estimation methods take data sets as inputs and produce one or more tree topologies as outputs (and perhaps some other estimates such as branch lengths). As mentioned above, a data set can be seen as a point in a large dimensional space. Then, the action of a tree estimation method can be seen as a labeling of this point; that is, the point is labeled with the identity of some tree topology. If we were to systematically input every possible data set to an estimation method, it would output a tree topology label(s) for each data set, thereby also a label for each point on the s t -dimensional simplex. Most methods produce a tree for every input data set, therefore, a particular estimation method partitions the character pattern simplex into different regions labeled with different tree topologies (Fig. 6) . (Of course, it is not a partition in the strict sense since some data sets can yield more than one tree estimate. This technicality can be resolved by treating such points as the boundary of two or more tree topologies and consider the estimation partitions as open sets.) Now consider the collection of all points labeled with the same tree topology (i.e., a partition). This is the collection of all data sets that reconstruct to the same tree topology. This collection of points also forms a geometrical object that I will call a "method partition." Unless two different estimation methods produce exactly the same tree topology for every data set, different estimation methods form geometrically different method partitions (Fig. 6) .
While geometric characterization is not easy for many methods, some methods yield to analysis like the maximum-parsimony method and phylogenetic invariants.
Maximum-Parsimony Method
The maximum parsimony method defines a parsimony length function of the form, l(c, T), where c is a character pattern and T is a tree topology. For example, with a 4-taxon tree, and the character pattern [0, 0, 1, 1], the length function value for the topology {{1, 2}, {3, 4}} is 1, while for the topology {{1, 3}, {2, 4}}, the value is 2. The length function is easily computed for any character pattern and tree topology combination (Maddison, 1989; Swofford and Maddison, 1992) . The parsimony length of a data set is obtained by summing the parsimony function over individual characters. In practice, we do not need to compute the length function for every character, but only for every different character pattern. The computed value is then multiplied by the frequency of the character pattern. Therefore, the parsimony length of a data set, D, and topology, T, is given by
where c i is the ith character pattern, f i is the frequency of that pattern in the data set and the index runs from 1 to z ϭ s t , the total number of possible character patterns for t taxa. Because the length function is summed over the character in this additive manner,
where D 1 ϩ D 2 denotes the combining of two data sets by summing the frequency of the character patterns (equivalent to concatenating the two data sets). For relative frequencies,
where ␣ is the relative size of data set D 1 compared to D 2 . Therefore, the parsimony length function is additive with respect to concatenating data sets. The parsimony method estimates the tree topology by choosing the topology that minimizes the data set length [Eq. (7)]. Suppose, T * is the maximum-parsimony tree for some data set D 1 . Also, suppose that the same topology, T * , is the maximum-parsimony tree for another data set D 2 . Then it is seen by the additivity characteristic of (8) that T * is also the maximum parsimony tree for the combined data set D 1 ϩ D 2 .
Proof. Suppose TЈ were a shorter tree for the combined data set. Then
which contradicts the statement that TЈ is a shorter tree than T * . The first and the last equality is by (8) and the inequality is because T * is the maximumparsimony tree for the individual data sets and L is a nonnegative function.
This shows that the set of data sets that is labeled as the same tree by the maximum-parsimony method is a convex set. That is, if T * is the maximum-parsimony tree for one data set and it is also the maximum-parsimony tree for another data set, then it is the maximum-parsimony tree for any convex combination (in terms of the frequency of each character pattern) of the two data sets. This means that the method partition of the maximumparsimony method is a convex partition. I will call such methods convex methods and say Proposition 2. The maximum parsimony estimation method is a convex method.
Proof. This immediately follows from the additive objective function as proven above.
In fact, it is a linear subspace of the character pattern simplex (because the parsimony method chooses a tree according to a set of linear inequalities). Convex methods have the nice property that they are robust to mixture models-in a particular sense that I will discuss below.
Phylogenetic Invariants
Phylogenetic invariants were previously introduced as a new approach to phylogenetic inference (Cavender, 1978; Cavender and Felsenstein, 1987; Fu and Li, 1992; Lake, 1987b; Navidi et al., 1991; Nguyen and Speed, 1992) . The invariants are functions of character pattern probabilities consisting of a set of polynomial equations. The equations denote a set of values that are "invariant" (constant) only on particular trees. Different trees have different sets of invariant equations. Phylogenetic estimation is done by estimating the character pattern probabilities with the observed frequencies, substituting into the invariant equations for each tree, and asking if the values deviate significantly from the expected value (usually zero).
Initial derivations of the invariants involved deductions from branch lengths of a tree (e.g., Cavender, 1978) , algebra (e.g., Nguyen and Speed, 1992) , or heuristic algorithms (e.g., Sankoff, 1990 ) which tended to be algebraically involved. From the geometry of phylogenetic estimation, we can obtain a more intuitive view of phylogenetic invariants. As mentioned above, a tree and a model of stochastic evolution yield a set of equations that represent the probability of each character pattern, for example, of this form, (9) then is a parametric description of the model manifold embedded in the space of character pattern probabilities. For example, a parametric description of a unit circle in the plane is given by x ϭ cos͑͒ y ϭ sin͑͒.
(*) Equation (*) gives, for every value of , a value of the x coordinate and a value of the y coordinate. Another representation of a unit circle is given by the equation x 2 ϩ y 2 ϭ 1, or equivalently,
The parametric description, equation (*), specifies the circle by giving the x, y coordinates as a function of a parameter, . The equation (**) specifies the circle by prescribing a constraint condition on the set of points that belong to the unit circle-namely, if a point with the coordinates (p, q) is part of the unit circle, it has to satisfy the condition (**). That is, the sum of the squared coordinates minus one must always satisfy the invariant quantity zero. Given a random point with the coordinates ( p, q), we can ask whether it belongs to the collection of points making up a unit circle by computing p 2 ϩ q 2 Ϫ 1 and asking whether this quantity is zero.
Many geometric objects of interest (or, at least the connected compact objects) can be described by a set of constraint equations like (**). In which case, the object is described by the set of "roots" of the equation. The collection of such "root points" of an algebraic equation is called an algebraic variety (Cox et al., 1992) . The same geometric object can be also described by a parametric function like (*). The equations like (**) are the implicit function (or equation) forms of the parametric functions of the form (*). The two forms are (almost) equivalent descriptions of the same object. ("Almost," because the geometric object described by the implicit form can be a larger object that strictly contains the geometric object described by the parametric form.) Therefore,
Proposition 3. Phylogenetic invariants are the implicit function form of the parametric tree model functions of the form (9).
For example, consider Eq. (4) from above. From (4) we obtain,
Immediately the following implicit equations are found in terms of the coordinates:
Each of the three equations in (11) is an equation of a hyperplane. The geometric object is described as the simultaneous roots of all three equations, that is, the intersection of three hyperplanes in four dimensions and therefore a line as we have seen above. For more complex models with more taxa, the parametric function describing the model is more complex and it is difficult to find its implicit form. There are standard computational algebraic geometry techniques to derive implicit forms from the parametric model functions called Groebner basis (also found in popular packages such as Mathematica). The basic idea is to rewrite equations of the form (9) as
That is, as a set of equations in n ϩ t variables. If we denote all possible polynomials in n ϩ t variables (over some field k) as k[ p 1 . . . p n , ␣ n ϩ 1 . . . ␣ n ϩ t Ϫ 1 ], Eq. (12) is a subset of such polynomials whose zero points (variety) correspond to the model manifold when projected to p 1 . . . p n . The problem is to find the set of polynomials in k[ p 1 . . . p n ] whose variety contains the variety of the polynomials in k[ p 1 . . . p n , ␣ n ϩ 1 . . . ␣ n ϩ t Ϫ 1 ] projected to p 1 . . . p n . Such a set of polynomials is called the elimination ideal (Cox, 1992) and can be systematically found using Groebner basis algorithms with lexical ordering of the variables. Using Mathematica, the four-taxon two-state symmetric character invariants are found as 
where p I 's denote the probability of each character pattern (eight total given the symmetric model). These equations are more complex than Cavender and Felsenstein's (1987) original elegant set,
But by division of polynomials
so Cavender and Felsenstein's invariants describe a subset of the model manifold. This raises the question of how many equations are required to implicitly describe the model manifold. Felsenstein (1991) examined this question but left it incompletely answered. In general, the total number of simultaneous equations that define a geometric object is indefinite. This is because if the roots of g(x) ϭ 0 describe a geometric object, the equation f(x)g(x) ϭ 0 also has the same geometric object as a subset of its roots. However, a bound on the number of equations in the minimal set is found as the dimensions of the character pattern simplex minus the number of free variables in the tree model (the codimension) as postulated by Felsenstein (1991) . For differentiable functions like the character pattern probabilities, the rank of the Jacobian matrix, J, gives us the local dimension of the model manifold.
In the appendix, I give a proof of the following statement.
Proposition 4. The rank of the Jacobian matrix of the parametric equation equals the number of independent parameters in the Markov transition matrices attached to each branch.
Proof. See appendix.
Therefore the codimension, n Ϫ r, is the minimal number of equations that we need. There must be at least this many equations to describe the model manifold. However, possibly more are needed for a "nice" representation. This is seen the four-taxon two-state symmetric case of Eq. (14). The number of parameters in this model is 5 for the probability of change in each branch. The dimension of the character pattern space is 8 (because of the binary symmetries). Therefore, the codimension is 3 and we expect to need at least three invariants; however, it turns out that four as given in equation (13) are the best polynomial descriptors of the model manifold because they divide all other polynomial descriptors.
Finally, invariants derived using elimination ideals are guaranteed to be the smallest variety that contains the parametric model, though it may be larger. That is, the set of zero points given by (13) may be larger than the model manifold. This question can be answered by examining the entire sequence of elimination ideals (36 equations with hundreds of terms for the four-taxon two-state model) and asking whether the solutions to (13) extend to the entire sequence. An examination of the 36 equations shows that, in fact, the solutions to (13) do extend to the full ideal over k[ p 1 . . . p n , ␣ n ϩ 1 . . . ␣ n ϩ t Ϫ 1 ] (not repeated here, the equations are 20 pages long). Therefore, Eq. (13) describes the model manifold for the four-taxon two-state model exactly. It is difficult to examine this in general terms and each model must be examined individually. As well much of the theorems are given over the set of complex numbers whereas only the real numbers are relevant for phylogeny problems (but see Hagedorn, 1999 , for a general exposition and Hagedorn and Landweber, 1999, for a survey).
The Combined Geometry of Data, Model, and Estimation Method
In the sections above, I discussed the geometry of data sets, tree models, samples of the tree models, and tree estimation methods. The description of each of these objects involved the space of character patterns-that is, the objects were described as geometrical objects in a large dimensional space where the axes of the space denote the frequency or probability of each kind of possible character patterns. All of these geometric objects can be embedded in a single picture. Figure 7 shows a schematic abstraction of such a picture. The triangle in the picture symbolizes that the geometrical objects are contained within a simplex. Every rational point in this simplex represents an empirical data set or a sampled data set from a model. A tree topology with a model of character evolution draws a manifold in this space (what I called a model manifold). If a point is fixed on the tree model manifold, this is equivalent to choosing particular values for the parameters of character evolution. Given such a point, a sampling distribution of the model is generated as probability values on the rational points of the simplex. Sampling distribution of the entire family of models for a given tree topology can be generated integrating the conditional sampling distribution over the set of points in the tree manifold with respect to a suitable probability measure for the points. The tree estimation 67 methods now can be drawn as a partitioning of the simplex into labeled points (each label being the identity of the tree topology). In the following sections, I use this geometric setup to give a pictorial description of a variety of concepts and phenomena that arise in phylogenetic estimation.
Applications

Combining Data Sets and Mixture Models
Combining data sets has been extensively discussed in the literature (see De Queiroz et al., 1995) . Given the view of data sets as points in the character pattern simplex, we can obtain a very simple geometrical picture of a combined data set. Associate with data set X a point x in the simplex, and with data set Y a point y in the simplex. Then the combination of the two data sets lies on a line connecting the two data sets because it is a convex linear combination of the frequencies of character patterns in each data set. The exact position on the line will depend on the relative sizes of the data sets such that the ratio of the distance from the combined data set to the two original data sets will be proportional to the relative sizes of the data sets (Fig. 8a) .
The same picture can be drawn for mixture models where some of the characters are generated from one kind of model (say a model with fast rates of evolution) and the other characters are generated from a different kind of model (say a model with slow rates of evolution). Again, the mixture model lies on some point within the line drawn between the two points representing the original models. The position of the point representing the mixture model depends now on the model of the mixture. For example, we might have a mixture model consisting of 1 2 probability of drawing from model X (with the corresponding point x) and 1 2 probability of drawing from model Y (with the corresponding point y). Then the mixture model will be represented by a point halfway on the line connecting x and y. More generally, there might be a mixture model of drawing from model X with probability ␣ and drawing from model Y with probability 1 Ϫ ␣. Then the point representing the mixture model is ␣ distance away from point y (assuming that the line connecting x and y has unit distance; Fig. 8a ). More complicated models can be generated with the assumption that ␣ has some prior distribution like the beta distribution. Then, the unconditional mixture model is obtained by integrating over the prior distribution (in a suitable sense) and the mixture model point will be a/(a ϩ b) distance from point y, where a and b are the parameters of the beta distribution.
This discussion can be extended to the commonly used model of gamma distributed rate mixture models 
FIG. 7.
A schematic diagram of the geometry of phylogenetic estimation. The triangle represents the character pattern simplex. The tree model is a subspace of this simplex (shown as the gray object). A tree estimation method is a partition of the simplex into tree topologies (shown as the speckled object). Finite-sized data sets are rational points of the simplex (shown as a grid).
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JUNHYONG KIM (Yang, 1994) . In this class of mixture models, there is a rate parameter that is a scalar quantity, say , applied as a multiplier to the rate matrix R in Eq. (3). The model then assumes that is drawn from a gamma distribution (usually with only one varying parameter) and the characters are drawn from a tree model conditioning on the value of . To geometrically understand this mixture model, we need to first determine the ensemble of tree models that are being "mixed." First note that a single rate parameter is being applied over the whole tree (of course, the expected amount of change on any given branch can be different since it is proportional to the length of the branch). Therefore, this is equivalent to picking some tree shape and tracing out all the uniform "contractions" or "expansions" of the tree (Fig. 8b) . In the tree model manifold, this is equivalent to picking a point and drawing an onedimensional (vector-valued) curve, c(), that passes through the point. The curve is one-dimensional because it varies according to the single parameter . In other words, an one-dimensional curve parameterized by the variable represents the family of possible "uniform" rate variations for a given tree shape. This curve is, of course, a subset of the tree model manifold. The mixture model consists of mixing the points of this curve together in proportions according to a gamma distribution of the parameter. The particular point represented by the gamma mixture model can be found by integrating over the (vector-valued) curve in a suitable sense (i.e., integrate the vector c() with respect to the push-forward measure of ; Fig. 8c ). The important point is that the gamma distributed variable sites model is a single point in the character simplex rather than multiple points or a family of points for fixed values of . Therefore, the characters drawn according to this model are identically and independently distributed (iid). In fact, geometrically,
Proposition 5. A non-iid model of character evolution is given by a set of points in the character pattern simplex, not a single point.
Proof. This follows simply from a geometric interpretation of the definitions.
For example, if we have fixed rate categories (e.g., we assume that the third position evolves at a different rate than the first and second position of a codon), the resulting data set is not drawn from an iid model and the probability of the character patterns is given by three different points in the character pattern simplex. Certainly more complicated mixture models can be generated. For example, different rate distributions might be applied for every branch of the tree, etc. The convex hull of a geometrical object represents the all possible convex linear combination of points of the geometrical object. Therefore, Proposition 6. The family of all possible mixture models is contained in the convex hull of the tree model manifold.
Proof. The convex hull of the models is a compact convex set. A compact convex set is the closure of convex combinations and therefore contains the integral sum with respect to a normalized measure.
In the previous discussion, I mentioned convex methods as methods whose method partition is convex. Therefore, if a convex method estimates some tree T for data set A and the same tree for data B, then it will estimate the same tree for any convex combination of the two data sets. Therefore, Proposition 7. Let a convex method be a consistent estimator over some restricted parameter set, S, then it is a consistent estimator for any mixture models of the parameter set S.
Proof. Immediately follows from proposition 6.
For example, maximum parsimony is not a consistent estimator. But, suppose we restrict our attention to the parameter space where it is a consistent estimator, then it is a consistent estimator for any mixture models of the restricted parameter space.
Finally, a mixture model also has geometrical structure. One thing that is obvious is that since we are integrating over the rate parameter we loose one dimension, while gaining the dimensions of the parameters of the mixture distribution. In fact, if the parameters of the mixture distribution are fixed (say from a separate estimation process) then the resulting mixture models is a smaller model (in the number of dimensions) than the original model-that is, in some sense the mixture model is a simpler model. For some mixture models, phylogenetic invariants of the mixture model can be derived. (That is, the entire set of invariants not just the linear set which obviously contains the mixture model.) However, since the parametric equations include an integral there is no guarantee that we will end up with an algebraic variety. That is, the parametric equation may be an analytic function and the model manifold may not be exactly expressible with a set of algebraic equations (over R n ).
Consistency and Separation of Tree Topologies
A phylogenetic estimator is consistent if the estimate converges to the model parameter (Felsenstein, 1978; Kim, 1998) . The consistency property also has a very simple geometrical picture. In a previous section, I noted that the probability mass of a sampling distribution of data sets generated by a tree model (with fixed character evolution parameters) converges to a point on the character pattern simplex as the size of the 69 GEOMETRY OF PHYLOGENETIC ESTIMATION sample (the number of characters) increases. Therefore, if we have infinite sized data sets, we can identify the collection of such infinite-sized data sets for a given tree topology with the model manifold itself. Given the view of tree estimation methods as partitions of the simplex, a tree estimation method is consistent if every tree model manifold is completely contained in the tree estimation partition of that particular tree (Fig. 9, top) . Otherwise, the parts of the tree model manifold that "stick out" of the partition are model conditions that result in the wrong estimate (Fig. 9, bottom) . (The part that is sticking out is labeled as a different tree since it is in a different partition.)
From this geometrical picture, it is easy to gain intuition about various different scenarios. Immediately from the geometry it can be seen that consideration of the "borders" of the model manifolds is critical for the consistency property. That is, the method partition must "cleanly cut" through the borders of the method manifolds to separate the models. This means that we need to examine what happens to these borders, the model conditions at which two tree topologies meetnamely, the tree topologies with zero length internal branches or certain topologies where some of the branches have infinite length (see previous section on model manifolds). For example, it has been noted that a maximum-likelihood tree with the "wrong" model can be inconsistent (e.g., Kim, 1998 ). An easy geometrical proof can be given. Suppose that the data are generated under model X and estimated with a different model Y. By geometrical reasoning, the maximum likelihood estimate will be consistent if and only if the model manifold for the borders given by model Y is either identical to or completely contained in the borders given by model Y. This will only happen if the model manifold for X is a subset of the model manifold for Y. Otherwise, the maximum-likelihood estimate using the wrong model will be an inconsistent estimate.
For another example, suppose that the estimation partition was not a convex partition (e.g., the standard maximum-likelihood method). The tree manifold for the usual character evolution model is also not a convex collection of points. Suppose there is a method partition that completely contains a tree manifold (and therefore consistent), but not convex. It is easy to conjecture that a mixture model consisting of some combination of models from different points in the tree model manifold might not be consistently estimated because it can be made to stick out (Fig. 10) . Of course, nonconvex geometrical objects (the method partition) can completely contain convex geometrical objects (the collection of mixture models) and more exact proofs and examples are given in Steel et al. (1994) and Chang (1996b) . I noted above that general mixture models are contained in the convex hull of the model manifold. Since the convex hull is a much larger object than the original object it is natural to conjecture that general mixture models will not be consistently estimated, which in fact is the case because different tree models can not be separated , something I discuss next.
The consideration of the consistency property led to a direct examination of the geometry of the tree model 
FIG. 9.
A tree model is consistently estimated if its model point is completely contained within the estimation method partitions. If the entire manifold is completely contained inside the partitions, the tree topology is consistently estimated (top figure) . If a part of the model manifold extrudes outside the estimation method partition like Tree 3 in the lower figure, a wrong tree is estimated (with infinite data) for those model conditions (Tree 3 is estimated as Tree 1 in this figure). 70 manifold. Drawing pictures of the tree model manifold seems to raise a question that is more fundamental than the questions concerning consistency: namely, can two different tree topologies yield exactly the same probability model on the character patterns? Geometrically, we are asking whether two tree model manifolds intersect one another in the character simplex in a nontrivial manner (there is always a trivial intersection since two tree topologies can be made exactly the same with appropriate zero length branches). Since the points of the character simplex define the probability of each kind of character pattern, the points of intersection of two tree model manifolds represent model conditions where the two trees define exactly the same probability and, therefore, cannot be distinguished by any estimation method. For obvious reasons it would be desirable if such intersections do not exist. When such intersections can be ruled out the tree topologies are separable and estimable by some reconstruction method. Chang (1996) gives comprehensive treatment of such a separable class of models. On the other hand, from the discussion of the convex hull of model manifolds it can be imagined that it is not so easy to separate the convex hull of two (or more) tree models. In fact, Steel et al. (1994) has shown that for a certain general class of mixture models, all tree topologies intersect in a nontrivial manner. Many of the interesting questions concerning estimable models and consistency can be reduced to questions about intersections of the geometry of tree models.
Accuracy, Power, and Complexity of the Model
The accuracy of an estimation method for a particular tree model can also be given a simple geometric interpretation. Fix a tree model by choosing a tree topology and the various character evolution parameters. Therefore, as discussed previously, this is a point in the character simplex. This point induces a sampling distribution on the (rational) points of the simplex. Now, if an estimation method is chosen, the accuracy of the estimation method for this particular tree model is determined by how much of the sampling distribution's probability mass is contained within the method partition of this estimation method for this tree (Fig. 11) . That is, let this particular tree topology be called T and let the method partition for T by the estimation method X be called P X (T). Then, P X (T) represents the set of data sets that X will estimate as T. Therefore, the accuracy of the method X for this tree model is related to how much of its sampling distribution is in P X (T). (I use the word "related" rather than "determined" because notions of accuracy can be varied; cf. Kim, 1998.) The above discussion of accuracy assumed a particular fixed set of parameter values for the character evolution over the tree topology. Normally it would be desirable to discuss these concepts for the entire family of character evolution models over the tree topology and speak of, say, the accuracy for the entire tree topology. It is obvious this cannot be done (at least using a probabilistic language) unless a distribution assumption over the family of character evolution models is imposed. The difficulty with choosing appropriate distributions has been discussed extensively in the literature (Hillis, 1995; Huelsenbeck and Hillis, 1993; Kim, 1998; Strimmer and von Haeseler, 1996) , especially, with respect to how it can bias the assessment of the performance of a given estimation method. However, it may still be desirable to roughly answer questions like how the complexity of the character evolution model relates to the performance of the estimation methods. (In the following, I use loose language for an intuitive picture.) I first note that regardless of the estimation method, estimation would be easier if the sampling distributions of the data sets have "minimal overlap" under alternative tree models. That is, suppose there were only two possible tree models, say A and B and two possible data sets X and Y. Suppose under A, Prob A (X) ϭ 1 and Prob A (Y) ϭ 0; similarly under B, Prob B (X) ϭ 0 and Prob B (Y) ϭ 1. Under this scenario we can imagine being able to construct a well-performing estimation method, namely, the one that estimates A for the first of the data sets and estimates B for the second of the data sets. On the other hand, if all data sets are equally probable by either of the tree models, no method could be expected to perform well. Now fix a tree topology and suppose that we have two character evolution models, "Simple" and "Complex," where "Simple" is a geometric subset of "Complex." Then the sampling distribution of the data sets for this tree topology is obtained by integrating the conditional sampling distribution over the possible parameter set for each model. Except for pathological cases, the sampling distribution of a more complex model will have a higher variance than that of a simpler model. This   FIG. 11 . The accuracy of an estimation method for a particular model (represented by a point) is proportional to the probability mass of the sampling distribution that falls inside of the estimation method partition for the tree topology of the model.
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gives a geometrical interpretation of why one class of models can be harder to estimate than another class of models; if one model class is more "space filling" than another class, it can "smear" the sampling distribution more severely. This intuition holds well when one model is a subset of another model. It is harder to make similar statements precisely when we do not have such subset relationships.
Consistency and efficiency are large-sample properties statistical estimators (Kim, 1998) . More often the behavior of estimators at finite sample sizes is the more interesting property. The geometric insight can be also used to explore questions of how the estimators behave with respect to increasing amounts of characters within a finite range. As usual, extreme cases are easier to explore and I use one pathological case to demonstrate geometric reasoning. Again, recall that a tree model of character evolution induces a sampling distribution over the simplex. As the sample size (numbers of characters) increases, the sampling distribution becomes increasingly "dense" around the model point, eventually becoming a point mass at the model point. Suppose we were to draw a 95% confidence interval of the sampling distribution around the model point (in a suitable manner, e.g., using the minimum volume). This can be visualized as a kind of an amoeba-like outline surrounding the model point (Fig. 12a) . As the sample size increases, this amoeba will contract eventually to a point (see Fig. 1 ). The manner of this contraction will determine the finite sample behavior of the accuracy of the estimators. Suppose we have a tree model that is inconsistently estimated by an estimation method, say maximum parsimony. This implies that if we have infinite amounts of data, we will converge on the wrong tree; i.e., the probability of estimating the correct tree will go to zero. But, does this mean that it will monotonically go to zero? Doodling with pictures, it can be imagined that if the "amoeba" contracts in the manner shown in Fig. 12b , the corresponding probability of the correct tree can increase for a finite range of values before decreasing. Figure 13 shows an example of a six-taxon tree. By algebraic calculations this tree is definitely in the "Felsenstein's zone" and the estimate will converge to the wrong tree (shown on the right). However, for finite numbers of characters, the probability of obtaining the correct estimate goes up with increasing numbers of character for a finite period (it will eventually start decreasing toward 0). (The figure shows two plots with the probability of correct estimate computed including multiple most-parsimonious tree as correct and computed as incorrect.) It can also be imagined that the converse situation might happen. A consistently estimated tree
FIG. 12.
A hypothetical scenario for the behavior of an estimation method with increasing amounts of data. For a given data set size, the expected accuracy of the estimation method can be visualized with a confidence interval for the sampling distribution from the model point (e.g., 95% interval). The confidence interval is drawn as a contour around the model point (a). As the data set size increases, the contour line contracts around the model point (b). Even if the model point is such that it will be inconsistently estimated, accuracy can increase for a while because the relative amount of the contour "captured" by the method partition can increase for a while depending on the "shape" of the contour as in contracts.
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JUNHYONG KIM model might be estimated with decreasing accuracy for a finite range of sample sizes.
Lack of Power in Phylogenetic Invariants
As the final example of geometric reasoning, I will examine the problem of power in using phylogenetic invariants for tree estimation. Cavender (1978) first proposed phylogenetic invariants as a method for establishing confidence intervals for tree estimates. Lake (1987b) derived a set of linear invariants for the Kimura two-parameter model (no linear invariants with phylogenetic information exists for a Jukes-Cantor type of model) and suggested estimating trees by asking whether the expected invariant quantities are indeed invariant when computed with the observed data. Subsequent studies have noted that Lake's linear invariants result in consistent but very weak estimates (Huelsenbeck and Hillis, 1993 ). An easy geometrical reason can be found as to why, in fact, little power should be expected with the linear invariants.
I noted above that phylogenetic invariants are the implicit function form of the parametric tree model functions. The set of points comprising the roots of the phylogenetic invariants contains the model manifold. Often, describing a geometrical object as the root set of equations requires more than one equation. For example, suppose we were to describe the two points {1/ ͌ 2, 1/ ͌ 2} and {Ϫ1/ ͌ 2, Ϫ1/ ͌ 2} as the roots of equations in two dimensions. Then one possibility is to write this as the simultaneous roots of ͭ x 2 ϩ y 2 Ϫ 1 ϭ 0 x Ϫ y ϭ 0 . (***)
That is, the two points are described as the intersections of a unit circle and the line y ϭ x. Suppose that we are given a point, say { p, q}, and we want to know whether this point is one of the above two points. We can insert the test point, { p, q}, first into the unit circle equation and ask whether p 2 ϩ q 2 Ϫ 1 equals zero. If it does, then we can insert it into the next equation and ask whether p Ϫ q equals zero. Suppose that p 2 ϩ q 2 Ϫ 1 equals zero but p Ϫ q is not zero. Then we know that the point { p, q} lies somewhere in the unit circle but is not one of the original two points we were interested in. The purpose of this example is to show that when we are interested in a geometric object described as the simultaneous roots of many equations, satisfaction of one (or a subset) of the equations is insufficient to "nail it down" to the actual object. This is the situation in using Lake's linear invariants. The actual tree model manifold is contained in the intersection of the roots of several different equations. Lake's invariants are only one subset of such equations. Therefore, just like this toy example (***), satisfying the linear invariants is like knowing that the unit circle equation has been satisfied but not knowing where in the circle the actual points lie. To use phylogenetic invariants as an estimation method, we need to have on hand all the invariants, not just a subset of the invariants. Otherwise, an incomplete description of the model tree results and we can well expect the lack of power in our estimates. Finally, consider the following two different set of equations:
Equation (16) describes a geometrical object that is the intersection of the set of points that make f(x) go to zero and the set of points that make g(x) go to zero. On the other hand, Eq. (17) goes to zero if either f(x) goes to zero or if g(x) goes to zero. That is, the geometrical
FIG. 13.
A pathological example where accuracy increases for a while with increasing numbers of characters even for a model tree that is inconsistently estimated with the maximum-parsimony method. The model tree is shown on the top left. With infinite amounts of characters, the tree shown on the top right is a shorter tree. The graph on the bottom shows the probability of obtaining the correct estimate as a function of the numbers of characters. The open boxes represent the results when we allow multiple most-parsimonious trees to count as correct. The closed boxes represent the results when only a single most-parsimonious tree is considered correct. These lines will eventually decrease down to zero but in this pathological example accuracy is still increasing for ϳ64,000 characters.
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GEOMETRY OF PHYLOGENETIC ESTIMATION object described by (17) is the union of the geometrical objects represented by f(x) ϭ 0 and g(x) ϭ 0. Suppose we have a four-taxon tree with three possible tree topologies. Also suppose that f(x) ϭ 0, g(x) ϭ 0, and h(x) ϭ 0 are the phylogenetic invariants for each of the trees respectively. (Of course, several equations are required for each tree topology but I am simplifying here for notational convenience.) Then the equation f( x)g(x)h(x) ϭ 0 describes the model manifolds for all three tree topologies simultaneously. In principle this construction can be extended to any number of tree topologies. While this still does not allow smooth parameterization of the tree topologies (because of the singular points at the boundaries) it shows that we do not necessarily have to treat different tree topologies separately as discrete objects unlike the treatment given in Yang et al. (Yang et al., 1995) . (For example, the equation form f(x) g(x)h(x) ϭ 0 can be used in a Lagrange equation approach to maximizing the maximum-likelihood function with the assumption that the solution does not lie inside the singular points. This assumption can also be relaxed if we settle for an approximate (but very close) maximum.)
Summary
In this paper, I showed how variously different properties and concepts found in phylogenetic estimation can be put into a common geometric framework. This geometric viewpoint allows a better understanding of various complex relations that arise in phylogenetic estimation. In addition, it gives precise form to one estimation method, the phylogenetic invariants, such that we can adopt existing techniques from mathematical geometry to further develop this method. I gave several examples of how properties like consistency, accuracy, power, and data mixtures can be given a geometric interpretation. Many other cases can be stated in these kinds of geometric pictures. One important problem, which relates to the current questions about large-scale phylogenies (see Kim, 1998) , is how the geometry of phylogenetic estimation for one number of species relates to another number of species. It is clear that the number of dimensions increases as a product, say from 2 4 ϭ 16 for a two-state four-taxon trees to 2 5 ϭ 32 for a two-state five-taxon trees, suggesting a tensor product space structure (this can also be seen from the basis vectors). However, many details must be worked out and it will be pursued in the future.
