Estimation in Tensor Ising Models by Mukherjee, Somabha et al.
ESTIMATION IN TENSOR ISING MODELS
SOMABHA MUKHERJEE, JAESUNG SON, AND BHASWAR B. BHATTACHARYA
Abstract. The p-tensor Ising model is a one-parameter discrete exponential family for modeling
dependent binary data, where the sufficient statistic is a multi-linear form of degree p > 2. This
is a natural generalization of the matrix Ising model, that provides a convenient mathematical
framework for capturing, not just pairwise, but higher-order dependencies in complex relational
data. In this paper, we consider the problem of estimating the natural parameter of the p-tensor
Ising model given a single sample from the distribution on N nodes. Our estimate is based on the
maximum pseudo-likelihood (MPL) method, which provides a computationally efficient algorithm
for estimating the parameter that avoids computing the intractable partition function. We derive
general conditions under which the MPL estimate is
√
N -consistent, that is, it converges to the
true parameter at rate 1/
√
N . Our conditions are robust enough to handle a variety of commonly
used tensor Ising models, including spin glass models with random interactions and models where
the rate of estimation undergoes a phase transition. In particular, this includes results on
√
N -
consistency of the MPL estimate in the well-known p-spin Sherrington-Kirkpatrick (SK) model,
spin systems on general p-uniform hypergraphs, and Ising models on the hypergraph stochastic
block model (HSBM). In fact, for the HSBM we pin down the exact location of the phase transi-
tion threshold, which is determined by the positivity of a certain mean-field variational problem,
such that above this threshold the MPL estimate is
√
N -consistent, while below the threshold no
estimator is consistent. Finally, we derive the precise fluctuations of the MPL estimate in the spe-
cial case of the p-tensor Curie-Weiss model, which is the Ising model on the complete p-uniform
hypergraph. An interesting consequence of our results is that the MPL estimate in the Curie-Weiss
model saturates the Cramer-Rao lower bound at all points above the estimation threshold, that
is, the MPL estimate incurs no loss in asymptotic statistical efficiency in the estimability regime,
even though it is obtained by minimizing only an approximation of the true likelihood function for
computational tractability.
1. Introduction
The Ising model is a discrete exponential family with binary outcomes, where the sufficient
statistic involves a quadratic term designed to capture correlations arising from pairwise interac-
tions. This was originally developed in statistical physics to model ferromagnetism [35], and has
since then found applications in various diverse fields, such as spatial statistics, social networks,
computer vision, neural networks, and computational biology [4, 24, 26, 30, 34, 44]. The increasing
popularity of the Ising model as a foundational tool for understanding nearest-neighbor interactions
in network data, has made it imperative to develop computationally tractable algorithms for learn-
ing the model parameters and understanding their rates of convergence (statistically efficiencies).
In particular, we are interested in estimating the parameters of the model given a single sample of
binary outcomes from an underlying network. This problem was classically studied when the un-
derlying network was a spatial lattice, where consistency and optimality of the maximum likelihood
(ML) estimates were derived [18, 28, 31, 51]. However, for general networks, parameter estimation
using the ML method turns out to be notoriously hard due to the appearance of an intractable
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normalizing constant in the likelihood. To circumvent this issue, Chatterjee [16] proposed using the
maximum pseudolikelihood (MPL) estimator [7, 8], which is a computationally efficient algorithm
for estimating the parameters of a Markov random field, that maximizes an approximation to the
likelihood function (a ‘pseudo-likelihood’) based on conditional distributions. This method and
results in [16] were later generalized in [9] and [27] to obtain rates of estimation for Ising models on
general weighted graphs and joint estimation of parameters, respectively. These techniques were
recently used in Daskalakis et al. [22, 23] to obtain rates of convergence of the MPLE in general
logistic regression models with dependent observations. Very recently, Dagan et al. [20] considered
the problem of parameter estimation in a more general model where the binary outcomes can be
influenced by various underlying networks, and, as a consequence, improved some of the results in
[9]. Related problems in hypothesis testing given a single sample from an Ising model are considered
in [12, 46, 47].
In many situations, both in modeling real-world network data and interacting spin systems,
dependencies arise not just from pairs, but from interactions between groups of particles or indi-
viduals. This leads to the study of higher-order Ising models, specifically, the p-tensor Ising model,
where the sufficient statistic is a multilinear polynomial of degree p > 2, for capturing higher-order
interactions between the different particles. These models can be represented as a spin system on
a p-uniform hypergraph, where the individual entities represent the vertices of the hypergraph and
the p-tuples of interactions are indexed by the hyperedges. More formally, given a vector of binary
outcomes X := (X1, . . . , XN ) ∈ CN := {−1, 1}N and a p-tensor JN = ((Ji1...ip))16i1...ip6N , the
p-tensor Ising model is a discrete exponential family with probability mass function:
Pβ,p(X) =
1
2NZN (β, p)
eβHN (X), (1.1)
where the sufficient statistic (Hamiltonian)
HN (X) :=
∑
16i1,...,ip6N
Ji1...ipXi1 . . . Xip , (1.2)
and β > 0 is the natural parameter (referred to as the inverse temperature in statistical physics)
of the model. The normalizing constant ZN (β, p) (also referred to as the partition function) is
determined by the condition
∑
X∈CN Pβ,p(X) = 1, that is,
ZN (β, p) =
1
2N
∑
X∈CN
exp
β ∑
16i1,...,ip6N
Ji1...ipXi1 . . . Xip

We will denote by FN (β, p) := logZN (β, p) the log-partition function of the model. Higher-order
Ising models arise naturally in the study of multi-atom interactions in lattice gas models, such as
the square-lattice eight-vertex model, the Ashkin-Teller model, and Suzuki’s pseudo-3D anisotropic
model (cf. [6, 33, 36, 37, 49, 55, 56, 61, 62] and the references therein). More recently, higher-order
spin systems have also been proposed for modeling peer-group effects in social networks [22].
Hereafter, unless mentioned otherwise, we will assume that the tensor JN satisfies the following
two properties:
(1) The tensor JN is symmetric, that is, Ji1...ip = Jiσ(1)...iσ(p) for every 1 6 i1 < · · · < ip 6 N
and every permutation σ of {1, . . . , p}, and
(2) The tensor JN has zeros on the ‘diagonals’, that is, Ji1...ip = 0, if is = it for some 1 6 s <
t 6 p.
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In this paper, we consider the problem of estimating the parameter β given a single sample X =
(X1, X2, . . . , Xn) from the p-tensor Ising model (1.1). Extending the results of Chatterjee [16] on
MPL estimation in matrix (p = 2) Ising models, we obtain a general theorem which gives conditions
under which the MPL estimate is
√
N -consistent in the p-tensor Ising model, for any p > 3.1 The
main bottleneck in extending the results from the matrix to the tensor case, is the lack of a natural
spectral condition that is strong enough to control the fluctuations of the MPL function, but still
verifiable in natural examples. To this end, we introduce the notion of a local interaction matrix
which, given a configuration x ∈ {−1, 1}n, measures the strength of the interaction between pairs
of vertices (Definition 2.2). Our result shows that the MPL estimate is
√
N -consistent, whenever
we have an appropriate moment bound on the local interaction matrix, and if the normalized log-
partition function stays bounded away from zero (Theorem 2.3). We illustrate the robustness and
generality of our result by verifying the conditions of the theorem in various commonly studied
tensor Ising models. This includes the
√
N -consistency of the MPL estimate in the well-known p-
spin Sherrington-Kirkpatrick (SK) model [10, 50] (Corollary 2.5), and in Ising models on p-uniform
hypergraphs under appropriate conditions on the adjacency tensors (Corollary 2.6). The latter is
also related to the recent work of Daskalakis et al. [22], where a general model for logistic regression
with dependent observations using higher-order Ising models was proposed, which includes as a
special case the model in (1.1). However, the conditions in [22] are based directly on the interaction
tensor, hence, cannot handle models where the rate of estimation undergoes a phase transition. This
is understandable because [22] considered the problem of jointly estimating multiple parameters
in a more general model, hence, stronger assumptions were necessary for ensuring consistency.
Our goal, on the other hand, is to pin down the precise conditions necessary for estimating the
single parameter β and develop methods for verifying those conditions in natural examples. To
this end, our general theorem recovers as a corollary, the results in [22] when specialized to the
model (1.1). More importantly, our results can handle models where the rate of estimation has
phase transitions, which happens whenever the underlying hypergraph becomes dense. To illustrate
this phenomenon we consider the Ising model on a hypergraph stochastic block model (HSBM),
a natural generalization of the widely studied (graph) stochastic block model, that serves as a
natural model for capturing higher-order relational data [1, 38, 59, 60]. In this case, we show
there is a critical value β∗HSBM, such that if β > β
∗
HSBM then the MPL estimate is
√
N -consistent,
while if β < β∗HSBM there is no consistent estimator for β (Theorem 2.10). While it is relatively
straightforward to show the
√
N -consistency of the MPL estimate above the threshold using our
general theorem, proving that estimation is impossible below the threshold is more challenging.
This is one of the technical highlights of the paper, which requires careful combinatorial estimates
that go beyond the standard mean-field approximation techniques.
Next, we consider the special case of the p-tensor Curie-Weiss model, which is the Ising model
on the complete p-uniform hypergraph. Here, using the special structure of the interaction tensor
we are able to obtain the exact limiting distribution of the MPL estimate for all points above
the estimation threshold (Theorem 2.14). In fact, in this regime the asymptotic variance of the
MPL estimate saturates the Cramer-Rao lower bound, that is, the MPL estimate attains the best
asymptotic variance among the class of consistent estimates. Finally, we derive the asymptotic
distribution of the MPL estimate in the p-tensor Curie-Weiss model at the estimation threshold
(this is the point below which consistent estimation is impossible and above which the MPL estimate
1A sequence of estimators {βˆN}N>1 is said to be consistent at β, if βˆN P→ β under Pβ , that is, for every M > 0,
Pβ(|βˆN (X)− β| 6M)→ 1 as N →∞. Moreover, a sequence of estimators {βˆN}N>1 is said to be
√
N -consistent at
β, if for every δ > 0, there exists M := M(δ, β) > 0 such that Pβ(
√
N |βˆN (X)− β| 6M) > 1− δ, for all N .
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is
√
N -consistent). Interestingly, at the threshold the asymptotics of the MPL estimate depend on
the value of p. In particular, the MPL estimate is
√
N -consistent (with a non-Gaussian limiting
distribution) when p = 2, but inconsistent for p > 3. The formal statements of the results and their
various consequences are given below in Section 2.
1.1. Related Work on Structure Learning. The problem of structure learning in Markov
random fields is another related area of active research, where the goal is to estimate the underlying
graph structure given access to multiple i.i.d. samples from an Ising model, or a more general
graphical model. For more on these results refer to [2, 11, 17, 32, 52, 54] and the references therein.
Recently, Daskalakis et al. [21] studied the related problems of identity and independence testing,
and Neykov et al. [13, 48] considered problems in graph property testing, given access to multiple
samples from an Ising model. All these results, however, are in contrast with the present work,
where the underlying graph structure is assumed to be known and the goal is to estimate the natural
parameters given a single sample from the model. This is motivated by the applications mentioned
above where it is often difficult, if not impossible, to generate many independent samples from the
model within a reasonable amount of time.
2. Statements of the Main Results
In this section we state our main results. The general result about the
√
N -consistency of the
MPL estimate in tensor Ising models is discussed in Section 2.1. Applications of this result to the
p-spin SK model and Ising models on various hypergraphs are discussed in Section 2.2. Finally, in
Section 2.3 we obtain the limiting distribution of the MPL estimate in the p-spin Curie-Weiss model.
Hereafter, we will often omit the dependence on p and abbreviate Pβ,p ZN (β, p), and FN (β, p) by
Pβ, ZN (β), and FN (β), respectively, when there is no scope of confusion.
2.1. Rate of Consistency of the MPL Estimator. The maximum pseudo-likelihood (MPL)
method, introduced by Besag [7, 8], provides a way to conveniently approximate the joint distribu-
tion of X ∼ Pβ,p that avoids calculations with the normalizing constant.
Definition 2.1. [7, 8] Given a discrete random vector X = (X1, X2, . . . , XN ) whose joint distri-
bution is parameterized by a parameter β ∈ R, the MPL estimate of β is defined as
βˆN (X) := arg max
β∈R
N∏
i=1
fi(β,X),
where fi(β,X) is the conditional probability mass function of Xi given (Xj)j 6=i.
To compute the MPL estimate in the p-tensor Ising model (1.1), fix β > 0 and consider X ∼ Pβ.
Then from (1.1), the conditional distribution of Xi given (Xj)j 6=i can be easily computed as:
Pβ
(
Xi
∣∣(Xj)j 6=i) = epβXimi(X)
epβmi(X) + e−pβmi(X)
, (2.1)
where mi(X) :=
∑
16i2,...,ip6N Jii2...ipXi2 · · ·Xip , is the local effect at the node 1 6 i 6 N (often
referred to as the local magnetization of the vertex i in the statistical physics literature). Then the
pseudolikelihood estimate of β (as defined in (1.1)) in the p-tensor Ising model (2.1) is obtained by
maximizing the function below, with respect to b,
L(b|X) :=
N∏
i=1
Pb
(
Xi
∣∣(Xj)j 6=i) = 1
2N
exp
{
N∑
i=1
{pbXimi(X)− log cosh (pbmi(X))}
}
.
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Now, since logL(b|X) is concave in b, the MPL estimator βˆN (X) can be obtained by solving the
gradient equation ∂ logL(b|X)∂b = 0, which simplifies to
HN (X)−
N∑
i=1
mi(X) tanh (pbmi(X)) = 0. (2.2)
To ensure well-definedness, in case (2.2) does not have a solution or has more than one solution,
the MPL estimate βˆN (X) is more formally defined as:
βˆN (X) := inf
{
b > 0 : HN (X) =
N∑
i=1
mi(X) tanh (pbmi(X))
}
, (2.3)
where the infimum of an empty-set is defined to be +∞. Note that the expression in the RHS of
the equality in (2.3) is an increasing function of t, hence βˆN (X) can be very easily computed by
the Newton-Raphson method or even a simple grid search.
Our first result is about the rate of consistency of the MPL estimate in general tensor Ising
models. In particular, we show in the proposition below that the MPL estimate βˆN (X), based on
a single sample X ∼ Pβ converges to the true parameter β at rate 1/
√
N , whenever the interaction
tensor JN satisfies a certain spectral-type condition and the log-partition function is Ω(N)
2 at the
true parameter value. To state our result formally, we need the following definition:
Definition 2.2. Given a p-tensor JN = ((Ji1i2...ip))16i1,i2,...,ip6N and x = (x1, x2, . . . , xN ) ∈
CN , define the local interaction matrix of JN at the point x as the N × N matrix JN (x) :=
((Ji1i2(x)))16i1,i26N , where the entries are given by:
Ji1i2(x) :=
∑
16i3,...,ip6N
Ji1i2i3...ipxi3 · · ·xip . (2.4)
(Note that in the case p = 2, Ji1i2(x) = Ji1i2 , that is, the local interaction matrix JN (x) is same
as the interaction matrix JN , for all x ∈ CN .)
We are now ready to state our result on the convergence rate of the MPL estimate in a tensor
Ising model.3
Theorem 2.3. Fix p > 2, β > 0 and a sequence of p-tensors {JN}N>1 such that the following two
conditions hold:
(1) supN>1 Eβ[‖JN (Z)‖4] <∞, where the expectation is taken with respect to Z ∼ Pβ,
(2) lim infN→∞ 1NFN (β) > 0.
Then given a single sample X from the model (1.1) with interaction tensor JN , the MPL estimate
βˆN (X), as defined in (2.3), is
√
N -consistent for β, that is, for every δ > 0, there exists M :=
M(δ, β) > 0 such that
Pβ(
√
N |βˆN (X)− β| 6M) > 1− δ,
for all N large enough.
2For positive sequences {an}n>1 and {bn}n>1, an = O(bn) means an 6 C1bn, an = Ω(bn) means an > C2bn, and
an = Θ(bn) means C1bn 6 an 6 C2bn, for all n large enough and positive constants C1, C2. Moreover, subscripts in
the above notation, for example O, denote that the hidden constants may depend on the subscripted parameters.
3For a vector v ∈ RN , ‖v‖ will denote the Euclidean norm of v. Moreover, for a N × N matrix A, ‖A‖ :=
sup‖x‖=1 ‖Ax‖ denotes the operator norm of A.
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The proof of this theorem is given in Section 3. The proof has two main steps: In the first step
we use the method of exchangeable pairs to show that the derivative of the log-pseudolikelihood
(the LHS of (2.2)) is concentrated around zero at the true model parameter (see Lemma 3.1 for
details). The proof adapts the method of exchangeable pairs introduced in [16] where a similar
result was proved for matrix (2-spin) Ising models. The main technical challenge as one goes from
the matrix to the tensor case, is the absence of a natural spectral condition in tensor models. To
this end, we introduce condition (1), which requires that the fourth-moment of the spectral norm
of the local interaction matrix is uniformly bounded. This condition allows us to prove the desired
concentration of the log-pseudolikelihood, and, as we will see below, can be easily verified for a
large class of natural tensor models. The second step in the proof of Theorem 2.3 is to show that
the log-pseudolikelihood is strongly concave, that is, its second derivative is strictly negative with
high probability. Here, we use condition (2) to first show that the Hamiltonian is Ω(N) with high-
probability, which then implies the strong concavity of the log-pseudolikelihood by a truncated
second-moment argument.4
Remark 2.4. The L4-condition (condition (1)) on the local interaction matrix in Theorem 2.3 can
be replaced by the following stronger L∞-condition, which is often easier to verify in examples:
sup
N>1
sup
x∈CN
‖JN (x)‖ <∞. (2.5)
Condition (2.5), hence condition (1) in Theorem 2.3, is also weaker than the ‘bounded-degree
condition’:
sup
16i16N
∑
16i2,i3,...,ip6N
|Ji1i2i3...ip | = O(1). (2.6)
In particular, condition (2.5) allows us to handle the p-spin Sherrington-Kirkpatrick model, an
example where the bounded-degree condition (2.6) fails to hold.
2.2. Applications. In this section we discuss the consequences of Theorem 2.3 to the p-spin SK
model (Section 2.2.1), spin systems of on general hypergraphs (Section 2.2.2), and the hypergraph
stochastic block model (Section 2.2.3).
2.2.1. The p-Spin Sherrington-Kirkpatrick Model. In the p-spin Sherrington-Kirkpatrick (SK) model
[10], the interaction tensor is of the form
Ji1...ip = N
1−p
2 gi1...ip , (2.7)
where (gi1...ip)16i1<...<ip<∞ is a fixed realization of a collection of independent standard Gaussian
random variables, and gi1...ip = gσ(i1)...σ(ip), for any permutation σ of {1, 2, . . . , p}. This is a
canonical example of a spin glass model which has remarkable thermodynamic properties [42]. A
whole new discipline has emerged from the study of this object, with many beautiful theorems
that have unearthed deep connections between diverse areas in mathematics and statistical physics
(cf. [10, 43, 50, 57] and the references therein). The problem of parameter estimation in the SK
model was initiated by Chatterjee [16], where
√
N -consistent of the MPL estimate for all β > 0
was proved for the 2-spin SK model. The following corollary extends this to all p > 3.
Corollary 2.5. In the p-spin SK model, the MPL estimate βˆN (X) is
√
N -consistent for all β > 0.
4Recalling the discussion in Definition 2.2, note that when p = 2, condition (1) simplifies to supN>1 ||JN || <∞, hence
Theorem 2.3 recovers Chatterjee’s result on
√
N -consistency of MPL estimates in 2-spin Ising models [16, Theorem
1.1].
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The proof of this result is given in Section 4. In this case, condition (2) in Theorem 2.3
can be easily verified using monotonicity and the well-known asymptotics of FN (β) in the high-
temperature (small β) regime: In particular, we know from [10, Theorem 1.1] that, almost surely,
limN→∞ 1NFN (β) =
β2
2 , for β > 0 small enough. Hence, by the monotonicity of FN (β), we have
limN→∞ 1NFN (β) > 0 for all β > 0, which establishes (2). However, unlike when p = 2, verifying
condition (1) in Theorem 2.3 when p > 3 requires more work.5 To this end, note that for p > 3
and every fixed x ∈ CN , the local interaction matrix JN (x) is a Gaussian random matrix, but the
elements are now dependent because of the symmetry of the tensor JN . This dependence, however,
is relatively weak and using standard Gaussian process machinery we can show the validity of (2.5),
and, hence, that of condition (1) in Theorem 2.3.
2.2.2. Ising Models on Hypergraphs. The p-tensor model (1.1) can be interpreted as a spin system
on a weighted p-uniform hypergraph, where the entries of the tensor correspond to the weights of
the hyperedges. More precisely, given a symmetric tensor JN = ((Ji1i2...ip))16i1,i2,...,ip6N , construct
a weighted p-uniform hypergraph HN with vertex set [N ] := {1, 2, . . . , N} and edge weights w(e) =
Ji1i2...ip , for e = (i1, i2, . . . , ip) ∈ [N ]p.6 The model (1.1) is then a spin system on HN where the
Hamiltonian (1.2) can be rewritten as
HN (X) =
∑
e∈[N ]p
w(e)Xe,
where X = (X1, X2, . . . , XN ) ∈ CN and Xe = Xi1Xi2 . . . Xip , for e = (i1, i2, . . . , ip). For a tensor
JN = ((Ji1i2...iN )), define the (weighted) degree of the vertex i1 as
dJN (i1) :=
1
(p− 1)!
∑
16i2,i3,...,ip6N
|Ji1i2i3...ip |,
which is the sum of the absolute values weights of the hyperedges passing through the vertex i1.
Similarly, define the weighted co-degree of the vertices i1, i2 as
dJN (i1, i2) :=
1
(p− 2)!
∑
16i3,...,ip6N
|Ji1i2i3...ip |, (2.8)
which is the sum of the absolute values of weights of the hyperedges incident on both i1 and
i2. Denote by DJN = ((dJN (i1, i2)))16i1,i26N , the co-degree matrix corresponding to the tensor
JN . The following corollary provides useful sufficient conditions under which the MPL estimate is√
N -consistent at all temperatures. The proof is given in Section 5.
Corollary 2.6. Suppose {JN}N>1 is a sequence of p-tensors such that the following two conditions
hold:
(1) supN>1 ‖DJN ‖ <∞,
(2) lim infN→∞ 1N
∑
16i1<i2<...<ip6N J
2
i1i2...ip
> 0.
Then the MPL estimate βˆN (X) is
√
N -consistent for all β > 0.
5Note that when p = 2, JN is a Wigner matrix, and hence, by [5, Theorem 2.12] supN>1 ||JN || < ∞, thus verifying
condition (1) of Theorem 2.3.
6For the set [N ] = {1, 2, . . . , N}, [N ]p denotes the p-fold Cartesian product [N ] × [N ] × · · · × [N ], and [N ]p is the
collection of p-tuples in [N ]p with distinct entries.
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Remark 2.7. Note that, since the L2-operator norm of a symmetric matrix is bounded by its
L∞-operator norm,7
‖DJN ‖ 6 max
16i16N
N∑
i2=1
dJN (i1, i2) =
1
(p− 2)! max16i16N
∑
16i2,i3,...,ip6N
|Ji1i2...ip |
.p max
16i16N
dJN (i1), (2.9)
that is, if a tensor has bounded maximum degree, then condition (1) of Theorem 2.3 holds. This
shows that Corollary 2.6 recovers the general theorem of [22], where
√
N -consistency of the MPL
was proved, albeit for a more general model, under condition (2) and condition (1) replaced by the
bounded degree assumption max16i16N di1 = O(1).
As mentioned earlier, the conditions in Corollary 2.6, neither of which depend on the true
parameter β, cannot hold for hypergraphs where the rate of estimation undergoes a phase transition.
In fact, as explained in Remark 2.8, the scope of this corollary is really only restricted to Ising models
on hypergraphs which are sparse. The importance of the second condition in Theorem 2.3 becomes
evident when the hypergraph becomes dense, where FN (β) ceases to be Ω(N) for all β, and the
rate of estimation changes as β varies. This is illustrated in Section 2.2.3 below, where the exact
location of the phase transition is derived for Ising models on block hypergraphs.
Remark 2.8. Suppose HN = (V (HN ), E(HN )) is a sequence of unweighted p-uniform hypergraphs
with vertex set V (HN ) = [N ] = {1, 2, . . . , N} and edge set E(HN ), with no isolated vertex.
Denote by AHN = ((ai1i2...ip))16i1,i2,...,ip6N the adjacency tensor of HN , that is, ai1i2...ip = 1 if
(i1, i2, . . . , ip) ∈ E(HN ) and zero otherwise. Then in order to ensure that a p-spin-system on HN ,
as in (1.1), has a non-trivial scaling limit, one needs to consider the scaled tensor,
JHN =
N
|E(HN )|AHN .
In this case, the Frobenius norm condition in Corollary 2.6 simplifies to,
1
N
||JHN ||2F =
N
|E(HN )|2
∑
16i1,i2,...,ip6N
ai1i2...ip = Θ
(
N
|E(HN )|
)
= Ω(1). (2.10)
This implies, |E(HN )| = Θ(N), since HN has no isolated vertex. Moreover, condition (1) can be
written as,
||DAHN || = O
( |E(HN )|
N
)
. (2.11)
Therefore, combining (2.10), (2.11), and Corollary 2.6, shows that for any sequence of (unweighted)
p-uniform hypergraphs HN = (V (HN ), E(HN )), such that ||DAHN || = O(1) and |E(HN )| = O(N),
the MPL estimate βˆN (X) in the Ising model (1.1) with interaction tensor JHN , is
√
N -consistent
for all β > 0. In particular, by the bound in (2.9) applied to the adjacency tensor AHN , the MPL
estimate βˆN (X) is
√
N -consistent for all β > 0, whenever HN has bounded maximum degree and
O(N) edges.
7For two sequences an and bn, an .2 bn means that there exists a positive constant C(2) depending only on the
subscripted parameters 2, such that an 6 C(2)bn for all n large enough.
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2.2.3. Hypergraph Stochastic Block Models. The hypergraph stochastic block model (HSBM) is a
random hypergraph model where each hyperedge is present independently with probability depend-
ing on the membership of the vertices to various blocks (see [3, 29, 40] and the references therein
for more on the HSBM and its applications in higher-order community detection).
Definition 2.9. (Hypergraph Stochastic Block Model) Fix p > 2, K > 1, a vector of community
proportions λ := (λ1, . . . , λK), such that
∑K
j=1 λj = 1, and a symmetric probability tensor Θ :=
((θj1...jp))16j1,...,jp6K , where θj1...jp ∈ [0, 1], for 1 6 i1, . . . , ip 6 K. The hypergraph stochastic
block model with proportion vector λ and probability tensor Θ is a p-uniform hypergraph HN on
[N ] = {1, 2, . . . , N} vertices with adjacency tensor AHN = ((ai1i2...ip))16i1,i2,...,ip6N , where
ai1...ip ∼ Ber
(
θj1...jp
)
for i1 < . . . < ip and (i1, . . . , ip) ∈ Bj1 × · · · × Bjp ,
where Bj := (N
∑j−1
i=1 λi, N
∑j
i=1 λi]
⋂
[N ], for j ∈ {1, . . . ,K}, and {ai1...ip}16i1<...<ip6|V | are in-
dependent. We denote this model by Hp,K,N (λ,Θ) and a realization from this model as HN ∼
Hp,K,N (λ,Θ).
In this section, we consider the problem of parameter estimation given a sample from an Ising
model on a HSBM. The following theorem shows that for the p-tensor Ising models on a HSBM,
there is a critical value of β, below which estimation is impossible, and above which the MPL
estimate is
√
N -consistent. The location of the phase transition is determined by the first time the
maximum of a certain variational problem, which arises from the mean-field approximation of the
partition function, becomes non-zero. More formally, this is defined as,
β∗HSBM := sup
{
β > 0 : sup
(t1,...,tK)∈[0,1]K
φβ(t1, . . . , tK) = 0
}
, (2.12)
where the function φβ : [−1, 1]K 7→ R is:
φβ(t1, t2, . . . , tK) := β
 ∑
16j1,...,jp6K
θj1...jp
p∏
`=1
λj`tj`
− K∑
j=1
λjI(tj), (2.13)
and I(t) := 12 {(1 + t) log(1 + t) + (1− t) log(1− t)} is the binary entropy function.
Theorem 2.10. Fix p > 2 and a realization of a HSBM HN ∼ Hp,K,N (λ,Θ) on N vertices, where
λ is a proportion vector and Θ is a symmetric probability tensor as in Definition 2.9. Then given
a sample X ∼ Pβ from the model (1.1), with adjacency tensor JN = 1Np−1AHN , the following hold:
(1) The MPL estimate βˆN (X) is
√
N -consistent for β > β∗HSBM.
(2) There does not exist any consistent sequence of estimators for any β < β∗HSBM.
The proof of the above result is given in Section 6. To show the result in (1) we verify the
conditions of Theorem 2.3. Here, we invoke the standard mean-field lower bound to the Gibbs
variational representation of the partition function [14], from which it can be easily verified that
FN (β) = Ω(N), whenever β > β
∗
HSBM. Perhaps the more interesting consequence of Theorem 2.10
is the result in (2), which shows that not only is the MPL estimate not
√
N -consistent below the
threshold, no estimator is consistent in this regime, let alone
√
N -consistent. The main argument
in this proof is to show that
FN (β) = O(1), for β < β
∗
HSBM. (2.14)
Once this is proved, then it can be easily verified that the Kullback-Leibler (KL) divergence between
the measures Pβ1,p and Pβ2,p, for any two 0 < β1 < β2 < β∗HSBM remains bounded, which in
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turn implies that the measures Pβ1,p and Pβ2,p are untestable, and hence inestimable. The main
technical difficulty in proving an estimate like (2.14) in tensor models, is the absence of ‘Gaussian’
techniques [9, 19], which allows one to compare the partition function of Ising models with quadratic
Hamiltonians with an appropriately chosen Gaussian model. This method, unfortunately, does not
apply when p > 3, hence, to estimate the partition function we take the following more direct
approach: We first consider the averaged model where the interaction tensor is replaced by the
expected interaction tensor J˜N := EJN . Using the block structure of the tensor J˜N the Hamiltonian
in the averaged model can be written in terms of the average of the spins in the different blocks, and
hence, the partition function in the averaged model can be accurately estimated using bare-hands
combinatorics (Lemma 6.2). We then move from the averaged model to the actual model using
standard concentration arguments (Lemma 6.4).
Remark 2.11. Using the machinery of non-linear large deviations developed in [14], we can in fact
show that for the HSBM,
lim
N→∞
1
N
FN (β) = sup
(t1,...,tK)∈[0,1]K
φβ(t1, . . . , tK), (2.15)
with probability 1. Although the proof of this result has not been included in the paper, because
for proving Theorem 2.10 (1) we only need to establish a lower bound on 1NFN (β), this is worth
mentioning as it motivates the definition of the threshold β∗HSBM and corroborates the result in
Theorem 2.10 (1). The result in (2.15) is, however, not strong enough to show that estimation is
impossible below the threshold β∗HSBM. Here, we need to understand the asymptotic behavior of
FN (β) itself (without scaling by N), which is a more delicate matter that require arguments beyond
the purview of non-linear large deviations and mean-field approximations, as discussed above. In
this case, the proof of Theorem 2.10 (2) shows that whenever the log-partition function is o(N),
which happens when β < β∗HSBM, it is actually O(1), and hence, there is a sharp transition from
inestimability to
√
N -consistency.
An important special case of the HSBM is the Erdo˝s-Re´nyi random hypergraph model, where
every hyperedge is present independently with the same fixed probability.
Example 2.12. (Erdo˝s-Re´nyi random hypergraphs) The HSBM reduces to the classical Erdo˝s-
Re´nyi random p-hypergraph model when the number of blocks K = 1. In this case, each hyperedge
is present independently with probability θ ∈ (0, 1], and the variational problem (2.12) for the
threshold simplifies to
β∗ER(p, θ) := sup
{
β > 0 : sup
t∈[0,1]
{βθtp − I(t)} = 0
}
. (2.16)
We will denote this hypergraph model by Gp(N, θ). In this case, Theorem 2.10 gives the following:
• In the Erdo˝s-Re´nyi random p-hypergraph model Gp(N, θ), the MPL estimate βˆN (X) is√
N -consistent for all β > β∗ER(p, θ).
• On the other hand, there does not exist any consistent sequence of estimators for any
β < β∗ER(p, θ).
Note that by the change of variable κ = βθ, it follows that β∗ER(p, θ) = β
∗
ER(p, 1)/θ. A simple
analysis shows β∗ER(2, 1) = 0.5, and hence, β
∗
ER(2, θ) = 0.5/θ. For higher values of p, β
∗
ER(p, 1) can
be easily computed numerically. In particular, we have β∗ER(3, 1) ≈ 0.672 and β∗ER(4, 1) ≈ 0.689.
In fact, β∗ER(p, 1) is strictly increasing in p and limp→∞ β
∗
ER(p, 1) = log 2 (see Appendix A for a
proof).
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Another example is that of random p-partite p-uniform hypergraphs, which are natural extensions
of random bipartite graphs.
Example 2.13 (Random p-partite p-uniform hypergraphs). A p-uniform hypergraph is said to be
p-partite if the vertex set of the hypergraph can be partitioned into p-nonempty sets in such a way
that every edge intersects every set of the partition in exactly one vertex. A random p-partite p-
uniform hypergraph, is a p-partite p-uniform hypergraph where each edge is present independently
with some fixed probability θ ∈ (0, 1] [53]. More formally, given a vector N = (N1, N2, . . . , Np)
of positive integers, such that
∑p
j=1Nj = N and θ ∈ (0, 1], in the random p-partite p-uniform
hypergraphHp(N , θ), the vertex set [N ] = {1, 2, . . . , N} is partitioned into p disjoint sets S1, . . . , Sp,
such that |Sj | = Nj for 1 6 j 6 p, and each edge e ∈ V1 × V2 × · · · × Vp is present independently
with probability θ. If N is such that 1NN → λ = (λ1, λ2, . . . , λp), as N →∞, then this is a special
case of the hypergraph stochastic block model and the threshold (2.12) simplifies to,
β∗partite(p,λ, θ) := sup
β > 0 : sup(t1,...,tp)∈[0,1]p
βθ
p∏
j=1
λjtj −
p∑
j=1
λjI(tj)
 = 0
 . (2.17)
Theorem 2.10 then implies that the MPL estimate is
√
N -consistent for all β > β∗partite(p,λ, θ),
and consistent estimation is impossible for β < β∗partite(p,λ, θ). In case the p partitioning sets have
asymptotically equal size, that is, λj =
1
p for all 1 6 j 6 p, the threshold in (2.17) simplifies further
to:
β∗equipartite(p, θ) := sup
β > 0 : sup(t1,...,tp)∈[0,1]p
βθp−p
p∏
j=1
tj − 1
p
p∑
j=1
I(tj)
 = 0
 . (2.18)
Now, a simple analysis shows that β∗equipartite(p, θ) = p
pβ∗ER(p, θ). The upper bound β
∗
equipartite(p, θ) 6
ppβ∗ER(p, θ) follows by substituting t1 = t2 · · · = tp = t ∈ [0, 1] in (2.18) and relating it to (2.16).
For the lower bound, note by the convexity of the function I(x) and the AM-GM inequality, that
βθp−p
p∏
j=1
tj − 1
p
p∑
j=1
I(tj) 6 βθp−p
1
p
p∑
j=1
tj
p − I
1
p
p∑
j=1
tj
 .
Then, by the change of variable κ = βp−p, it follows that β∗equipartite(p, θ) > ppβ∗ER(p, θ).
2.3. Precise Fluctuations in the Curie-Weiss Model. The p-tensor Curie-Weiss model is
the Ising model on the complete p-uniform hypergraph,8 where all the p-tuples of interactions
are present [36]. In other words, this is the Ising model on the Erdo˝s-Re´nyi p-hypergraph with
θ = 1. Denoting β∗CW(p) := β
∗
ER(p, 1), we know from the discussion in Example 2.12, that for
β < β∗CW(p) consistent estimation is impossible, while for β > β
∗
CW(p) the MPL estimate βˆN (X)
is
√
N -consistent. Given that we know the rate of consistency, the next natural question is to
wonder whether anything can be said about the limiting distribution of the MPL estimate above
the threshold. While tackling this question appears to be extremely difficult, if not impossible,
for general models, the special structure of the Curie-Weiss model allows us to say much more.
This begins with the observation that in the Curie-Weiss model the MPL estimate can be written
as a function of the sample mean X¯N =
1
N
∑N
i=1Xi. Then combining the recent results on the
asymptotic distribution of X¯N [45] and the delta theorem, we can get the precise fluctuations of
8In the complete p-uniform hypergraph with vertex set [N ] = {1, 2, . . . , N} the set of hyperedges is the collection of
all the p-element subsets of [N ].
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the MPL estimate at all points above the estimation threshold β∗CW(p). This is formalized in the
theorem below:
Theorem 2.14. Fix p > 2 and consider the p-spin Curie-Weiss model with interaction tensor
JN = ((Ji1...ip))16i1,...,ip6N , where Ji1...ip =
1
Np−1 , for all 1 6 i1, . . . , ip 6 N . Then for every
β > β∗CW(p), as N →∞,
√
N(βˆN (X)− β) D−→ N
(
0,− g
′′(m∗)
p2m2p−2∗
)
, (2.19)
where g(t) := βtp − I(t), for t ∈ [−1, 1], and m∗ = m∗(β, p) is the unique positive global maximizer
of g.
The proof of this result is given in Section 7.1. Figure 1 shows the histogram (over 106 replica-
tions) of
√
N(βˆN (X)− β) with p = 4, β = 0.75, and N = 20000. As predicted by the result above,
we see a limiting Gaussian distribution, since β = 0.75 > β∗CW(4) ≈ 0.689 is above the estimation
threshold.
−7.5 −5.0 −2.5 0.0 2.5 5.0 7.5√
N(βˆN − β)
0.00
0.02
0.04
0.06
0.08
0.10
0.12
0.14
R
el
at
iv
e
F
re
qu
en
cy
Figure 1. The histogram
√
N(βˆN (X) − β) in the 4-tensor Curie-Weiss model at β =
0.75 > β∗CW(4) ≈ 0.689 (above the estimation threshold).
The result in Theorem 2.14 can be used to construct a confidence interval for the parameter
β for all points above the estimation threshold. Towards this, note, by [45, Theorem 2.1], that
|X¯N | P→ m∗ under Pβ,p, when β > β∗CW(p). The result in (2.19) then implies that(
βˆN (X)− |X¯N |
1−p
p
√
−g′′(|X¯N |)
N
z1−α
2
, βˆN (X) +
|X¯N |1−p
p
√
−g′′(|X¯N |)
N
z1−α
2
)
,
is an interval which contains β with asymptotic coverage probability 1−α, whenever β > β∗CW(p).9
Remark 2.15. (Efficiency of the MPL estimate) An interesting consequence of Theorem 2.14 is
that the limiting variance in (2.19) saturates the Cramer-Rao (information) lower bound of the
9For α ∈ (0, 1), zα is the α-th quantile of the standard normal distribution, that is, Pβ(N(0, 1) 6 zα) = α.
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model, when β > β∗CW(p). To see this, note that the (scaled) Fisher information in the model (1.1)
(recall that the Cramer-Rao lower bound is the inverse of the Fisher information) is given by,
IN (β) =
1
N
Eβ
[(
d
dβ
logPβ(X)
)2]
= Varβ(N
1
2 X¯pN )→ −
p2m2p−2∗
g′′(m∗)
,
as N → ∞, where the last step follows from the asymptotics of X¯N derived in [45]. This implies,
for β > β∗CW(p), the MPL estimate βˆN (X) is asymptotically efficient, which means that no other
consistent estimator can have lower asymptotic mean squared error than βˆN (X) above the estima-
tion threshold. While this has been shown for the maximum likelihood (ML) estimate [19, 45], that
the MPL estimate, which only maximizes an approximation to the true likelihood, also has this
property, is particularly encouraging, as it showcases the effectiveness of the MPL method, both
computationally as well as in terms of statistical efficiency.
The results above show that the MPL estimate is
√
N -consistent and asymptotic efficient when-
ever β > β∗CW(p). On the other hand, for β < β
∗
CW(p), we know from Theorem 2.10 that consistent
estimation is impossible. In particular, this means that the MPL estimate is inconsistent for
β < β∗CW(p). Therefore, the only case that remains is at the threshold β = β
∗
CW(p). Here, the
situation is much more delicate. We address this case in the theorem below, which shows that the
MPL is
√
N -consistent for p = 2 (with a non-Gaussian limiting distribution), but inconsistent for
p > 3.
Theorem 2.16. (Asymptotics of the MPL estimate at the threshold) Fix p > 2 and consider the
p-spin Curie-Weiss model with interaction tensor JN = ((Ji1...ip))16i1,...,ip6N , where Ji1...ip =
1
Np−1 ,
for all 1 6 i1, . . . , ip 6 N . Suppose β = β∗CW(p). Denote by m∗ = m∗(β, p) ∈ (0, 1) the unique
positive maximizer of the function g := βtp − I(t), for t ∈ [−1, 1], and define
α :=

1
1+2[(m2∗−1)g′′(m∗)]−
1
2
if p is even,
1
1+[(m2∗−1)g′′(m∗)]−
1
2
if p is odd.
(2.20)
Then, the following hold as N →∞,
(1) If p = 2 (recall β∗CW(2) =
1
2), then for every t ∈ R,
lim
N→∞
Pβ
(
N
1
2
(
βˆN − 1
2
)
6 t
)
=
{
F (
√
6t)− F (−√6t) if t > 0
0 if t < 0
(2.21)
where F is a probability distribution function with density given by dF (t) ∝ exp
(
− t412
)
dt.
(2) If p > 3, then
√
N(βˆN (X)− β) D−→ (1− α)N
(
0,− g
′′(m∗)
p2m2p−2∗
)
+ αδ∞, (2.22)
where g(·) is as defined Theorem 2.14 and δ∞ denotes the point mass at ∞.
(3) Moreover, at a finer scaling, the following hold:
(a) If p > 4 is even, then
N1−
p
2 βˆN
D−→ α
(
1
pZp−2
)
+ (1− α)δ0, (2.23)
where Z ∼ N(0, 1).
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(b) If p > 3 is odd, then
N1−
p
2 βˆN
D−→ α
2
(
1
p|Z|p−2
)
+
α
2
δ∞ + (1− α)δ0. (2.24)
The proof of this result is given in Section 7.1. As in the proof of Theorem 2.14, the main
ingredient in the proof of the above result is the asymptotic distribution of the sample mean at the
threshold derived in [19, 45]. The reason there is a change in the consistency rates of the MPLE as
one moves from the 2-spin model to the p-spin model, for p > 3, is because the rate of convergence
of the sample mean X¯N in the Curie-Weiss model depends on the value of p at the threshold. More
precisely, for p = 2 and β = β∗CW(2) =
1
2 , N
1
4 X¯N
D→ F , where F is as defined in Theorem 2.16 (1)
(see [19, Proposition 4.1]). On the other hand, when p > 3 and β = β∗CW(p), N
1
2 X¯N converges to
a mixture of point masses with two or three components depending on whether p is odd or even,
respectively (see [45, Theorem 1.1]).
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Figure 2. (a) The histogram of
√
N(βˆN (X) − β) in the 2-tensor Curie-Weiss model at
the estimation threshold (β = 12 ) and the limiting density function (in red); and (b) the
histogram of the conditional distribution
√
N(βˆN (X) − β)|{X¯N ∈ Aβ}, where Aβ is the
interval [−1, 1] minus a small neighborhood around zero, in the 4-tensor Curie-Weiss model
at the estimation threshold, which has a limiting normal distribution.
Taking derivatives in (2.21) shows that for p = 2 the MPL estimate has a limiting Gamma
distribution with density g(a) ∝ 1√
a
e−3a2da. Figure 2(a) shows the histogram of
√
N(βˆN (X)− β)
for p = 2 and β = β∗CW(2) = 0.5, and the limiting density function (plotted in red). On the
other hand, for p > 3, Theorem 2.16 (3) shows that the MPL estimate is inconsistent at the
threshold (in fact, βˆN (X)
P→ ∞, for p > 3 and β = β∗CW(p)). However, even though for p > 3
the MPL estimate is inconsistent when β = β∗CW(p), Theorem 2.16 (2) shows
√
N(βˆN (X) − β)
has a Gaussian limit with probability 1− α, that is, MPL estimate is √N -consistent at this point
with probability 1 − α. In fact, the proof of Theorem 2.16 (2) shows that βˆN (X) is not
√
N -
consistent at the threshold for p > 3, only when X¯N is close to zero. More precisely, the proof
shows that
√
N(βˆN (X) − β)|{X¯N ∈ Aβ} D→ N(0,− g
′′(m∗)
p2m2p−2∗
), if Aβ = [−1, 1]\B0, where B0 is a
small neighborhood of zero. This is illustrated in Figure 2(b) which plots the histogram of this
conditional distribution for p = 4 and β = 0.6888 ≈ β∗CW(4) .
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2.4. Organization. The rest of the paper is organized as follows. In Section 3 we prove Theorem
3. The proofs of Corollary 2.5 and Corollary 2.6 are given in Section 4 and Section 5, respectively.
The proof of Theorem 2.10 is given in Section 6. The proofs of Theorem 2.14 and Theorem 2.16
are given in Section 7. Additional properties of the Curie-Weiss threshold are given in Appendix
A.
3. Proof of Theorem 2.3
In this section, we prove of Theorem 2.3. We first state the two main technical estimates
required in the proof, and show how these results can be used to complete the proof of Theo-
rem 2.3. As mentioned before, the first step in the proof of Theorem 2.3 is to show that the
(scaled) log-pseudolikelihood concentrates around zero at the true parameter value β > 0 at the
desired rate. This is achieved by proving the following second-moment estimate on the scaled
log-pseudolikelihood function. The proof of this lemma is given in Section 3.1.
Lemma 3.1. Let β > 0 be such that assumption (1) of Theorem 2.3 holds. Then
Eβ
[
s2X(β)
]
= Oβ,p
(
1
N
)
,
where sX(b) =
1
pN
∂ logL(b|X)
∂b =
1
N (HN (X)−
∑N
i=1mi(X) tanh(pbmi(X))).
The next step of the proof is to show the strong concavity of the log-pseudolikelihood, that is,
− ∂∂β sX(β) is strictly positive and bounded away from 0 with high probability. To this end, note
that for any M > 0,
− ∂
∂β
sX(β) =
p
N
N∑
i=1
mi(X)
2sech2(pβmi(X))
> p
N
sech2(pβM)
N∑
i=1
mi(X)
21{|mi(X)| 6M}. (3.1)
Therefore, to show that− ∂∂β sX(β) is strictly positive, it suffices to show that
∑N
i=1mi(X)
21{|mi(X)| 6
M} is Ω(N) with high probability. This is formalized in the following lemma which is proved in
Section 3.2.
Lemma 3.2. Fix 0 < δ < 1. Then under the assumptions in Theorem 2.3, there exists ε =
ε(δ, β) > 0 and M = M(δ, β) <∞ such that
Pβ
(
N∑
i=1
mi(X)
21{|mi(X)| 6M} > εN
)
> 1− δ,
for all N large enough.
The proof of Theorem 2.3 can now be easily completed using the above lemmas. To this end,
note that for any M1 > 0, by Chebyshev’s inequality and Lemma 3.1 we have,
Pβ
(
|sX(β)| > M1√
N
)
.β,p
1
M21
.
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Now, fix δ > 0. Therefore, it is possible to choose M1 = M1(δ, β) such that the RHS above is less
than δ. Next, by Lemma 3.2 there exists ε = ε(δ, β) > 0 and M2 = M2(ε, δ, β) <∞ such that
Pβ
(
N∑
i=1
mi(X)
21{|mi(X)| 6M2} > εN
)
> 1− δ,
for N large enough. Thus, defining
TN :=
{
X ∈ CN : |sX(β)| 6 M1√
N
,
N∑
i=1
mi(X)
21{|mi(X)| 6M2} > εN
}
,
gives Pβ(TN ) > 1− 2δ, for N large enough. For X ∈ TN , recalling (3.1), gives
− ∂
∂β
sX(β) >
p
N
sech2(pβM2)
N∑
i=1
mi(X)
21{|mi(X)| 6M2} > pεsech2(pβM2).
Therefore, for X ∈ TN ,
M1√
N
> |sX(β)| = |sX(β)− sX(βˆN (X))| > −
ˆ β∨βˆN (X)
β∧βˆN (X)
∂
∂β
sX(β)dβ
> ε
M2
| tanh(pM2βˆN (X))− tanh(pM2β)|.
Then, defining M = M(δ, β) := M2M1ε , shows that
Pβ
(√
N | tanh(pM2βˆN (X))− tanh(pM2β)| 6 R
)
> 1− 2δ.
The proof of Theorem 2.3 now follows by inverting the tanh function.
3.1. Proof of Lemma 3.1. For x,x′ ∈ CN define
F (x,x′) =
1
2
N∑
i=1
(
mi(x) +mi(x
′)
)
(xi − x′i),
where mi is as defined in (2.1). Note that F is antisymmetric, that is, F (x,x
′) = −F (x′,x).
Now, choose a coordinate I ∈ {1, 2, . . . , N} uniformly at random and replace the I-th coordinate
of X ∼ Pβ by a sample drawn from the conditional distribution of Xu given (Xv)v 6=I . Denote the
resulting vector by X ′. Note that F (X,X ′) = mI(X)(XI −X ′I). Then
f(X) := Eβ
(
F (X,X ′)|X) = 1
N
N∑
i=1
mi(X) {Xi − Eβ (Xi|(Xj)j 6=i)}
=
1
N
N∑
i=1
mi(X)
(
Xi − tanh
(
pβmi(X)
))
= sX(β). (3.2)
Now, since (X,X ′) is an exchangeable pair,
Eβ
(
f(X)F (X,X ′)
)
= Eβ
(
f(X ′)F (X ′,X)
)
.
Again, because F is antisymmetric, we have Eβ (f(X ′)F (X ′,X)) = −Eβ (f(X ′)F (X,X ′)) . Hence,
Eβ
(
f(X)2
)
= Eβ
(
f(X)Eβ
[
F (X,X ′)|X)] = Eβ (f(X)F (X,X ′))
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= 12Eβ
(
(f(X)− f(X ′))F (X,X ′)) . (3.3)
Now, for any 1 6 t 6 N and x ∈ CN , let
x(t) = (x1, x2, . . . , xt−1, 1− xt, xt+1, . . . , xN ),
and
pt(x) := Pβ(X ′t = −xt|X = x, I = t) =
e−pβxtmt(x)
e−pβmt(x) + epβmt(x)
.
This implies,
Eβ((f(X)− f(X ′))F (X,X ′)|X) = 1
N
N∑
t=1
(f(X)− f(X(t)))F (X,X(t))pt(X)
=
2
N
N∑
t=1
mt(X)Xtpt(X)(f(X)− f(X(t))). (3.4)
For 1 6 s, t 6 N , let as(x) := xs−tanh(pβms(x)) and bst(x) := tanh(pβms(x))−tanh(pβms(x(t))).
Then, noting that f(x) = 1N
∑N
s=1ms(x)as(x) gives
f(X)− f(X(t)) = 1
N
N∑
s=1
(ms(X)−ms(X(t)))as(X) + 1
N
N∑
s=1
ms(X
(t))(as(X)− as(X(t)))
= At +Bt + Ct, (3.5)
where At :=
2(p−1)Xt
N
∑N
s=1 Jst(X)as(X), Bt :=
2mt(X)Xt
N , and Ct := − 1N
∑N
s=1ms(X
(t))bst(X).
Then using (3.3) and (3.4), we have
Eβ
(
f(X)2
)
=
1
N
N∑
t=1
Eβ [(At +Bt + Ct)mt(X)Xtpt(X)] .
Now, define the following three quantities:
a(X) := (a1(X), . . . , aN (X)) , m(X) := (m1(X), . . . ,mN (X)) ,
and M(X) := (m1(X)p1(X), . . . ,mN (X)pN (X)). Note that m(X) = XJN (X)
>. Also, observe
that each entry of a(X) is bounded in absolute value by 2, hence, ‖a(X)‖ 6 2√N . Moreover,
using pt(X) 6 1,
‖M(X)‖ =
(
N∑
i=1
mi(X)
2pi(X)
2
) 1
2
6 ‖m(X)‖ = ‖JN (X)X>‖ 6
√
N‖JN (X)‖. (3.6)
Hence, recalling the definition of At from (3.5) gives∣∣∣∣∣ 1N
N∑
t=1
Atmt(X)Xtpt(X)
∣∣∣∣∣ = 2(p− 1)N2 ∣∣∣a(X)JN (X)M(X)>∣∣∣
.p
1
N2
‖JN (X)‖‖a(X)‖‖M(X)‖
.p
||JN (X)||2
N
. (3.7)
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Next, we consider the term corresponding to Bt:∣∣∣∣∣ 1N
N∑
t=1
Btmt(X)Xtpt(X)
∣∣∣∣∣ = 2N2
∣∣∣∣∣
N∑
t=1
m2t (X)pt(X)
∣∣∣∣∣ . 1N2 ‖m(X)‖2 6 ||JN (X)||2N , (3.8)
where the last step uses (3.6).
Finally, we consider the term corresponding to Ct. Let us define the matrix JN,2(X) :=
((Jij(X)
2))16i,j6N . Then, denoting by ei the vector in RN with the i-th entry 1 and 0 every-
where else, we get
‖JN,2(X)‖ 6 max
16i6N
N∑
j=1
Jij(X)
2 6 max
16i6N
‖e>i JN (X)‖2 6 ‖JN (X)‖2.
Let h(x) := tanh (pβx). It is easy to check that ‖h′′‖∞ 6 β2. Hence, by a Taylor expansion, for
1 6 s 6 N ,∣∣h(ms(X))− h(ms(X(t)))− (ms(X)−ms(X(t)))h′(ms(X))∣∣ .β (ms(X)−ms(X(t)))2 . (3.9)
Note that ms(X)−ms(X(t)) = 2(p−1)Jst(X)Xt and h(ms(X))−h(ms(X(t))) = tanh(pβms(X))−
tanh(pβms(X
(t))) = bst(X), hence, (3.9) can be rewritten as:∣∣bst(X)− 2(p− 1)Jst(X)Xth′(ms(X))∣∣ .β,p Jst(X)2.
Using the above bounds, we have, for any x = (x1, x2, . . . , xN ),y = (y1, y2, . . . , yN ) ∈ RN ,∣∣∣∣∣∣
∑
16s,t6N
xsytbst(X)
∣∣∣∣∣∣
6
∣∣∣∣∣∣
∑
16s,t6N
2(p− 1)xsytJst(X)Xth′(ms(X))
∣∣∣∣∣∣+
∣∣∣∣∣∣
∑
16s,t6N
xsyt
(
bst(X)− 2(p− 1)Jst(X)Xth′(ms(X))
)∣∣∣∣∣∣
.β,p ‖JN (X)‖
(
N∑
s=1
(xsh
′(ms(X)))2
) 1
2
(
N∑
t=1
(ytXt)
2
) 1
2
+
∑
16s,t6N
|xsyt| Jst(X)2
.β,p ‖JN (X)‖‖x‖‖y‖+ ‖JN,2(X)‖‖x‖‖y‖ (using h′(ms(X)) .β,p 1)
.β,p
(‖JN (X)‖+ ‖JN (X)‖2) ‖x‖‖y‖. (3.10)
Again, by a Taylor expansion and using the bound ||h′||∞ .β,p 1, gives
|bst(X)| .β,p |ms(X)−ms(X(t))| .β,p |Jst(X)|.
Consequently,∣∣∣∣∣∣
∑
16s,t6N
xsytJst(X)bst(X)
∣∣∣∣∣∣ .β,p
∑
16s,t6N
|xsyt|Jst(X)2 6 ||JN (X)||2‖x‖‖y‖. (3.11)
Now, recalling the definition of Ct from (3.5) gives,∣∣∣∣∣ 1N
N∑
t=1
Ctmt(X)Xtpt(X)
∣∣∣∣∣ =
∣∣∣∣∣∣ 1N2
∑
16s,t6N
ms(X
(t))bst(X)mt(X)Xtpt(X)
∣∣∣∣∣∣
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=
∣∣∣∣∣∣ 1N2
∑
16s,t6N
(
ms(X)− 2(p− 1)Jst(X)Xt
)
bst(X)mt(X)Xtpt(X)
∣∣∣∣∣∣
.β,p
||JN (X)||3 + ||JN (X)||4
N
, (3.12)
where the last step uses (3.10), (3.11), and ‖m(X)‖ = ‖JN (X)X>‖ 6
√
N‖JN (X)‖.
Combining (3.7), (3.8) and (3.12), it follows that Eβ(f(X)2) .β,p 1N , since by condition of (1) of
Theorem 2.3, Eβ(||JN (X)||4) is uniformly bounded. This completes the proof of the lemma, since
recalling (3.2), f(X) = sX(β). 
3.2. Proof of Lemma 3.2. We begin with the following simple observation, which says that if
lim infN→∞ 1NFN (β) > 0, we can find a γ small enough such that lim infN→∞
1
NF
′
N (β − γ) > 0.
Observation 3.3. Suppose β > 0 is such that lim infN→∞ 1NFN (β) > 0. Then
lim
δ→0
lim inf
N→∞
1
N
FN (β − δ) > 0.
Proof. Denote K := supN>1 Eβ(||JN (X)||) <∞ Then,
F ′N (β) :=
d
dβ
F ′N (β) = Eβ(HN (X)) = Eβ(X ′JN (X)X) 6 NEβ(||JN (X)||) 6 KN.
Therefore, by a Taylor expansion
lim
δ→0
lim inf
N→∞
1
N
FN (β − δ) > lim
δ→0
lim inf
N→∞
(
1
N
FN (β)− δK
)
> 0,
as required. 
Now, note that for any ε, γ > 0,
Pβ(HN (X) < εN) = Pβ(e−γHN (X) > e−γεN ) 6 eγεN+FN (β−γ)−FN (β)
which, on taking logarithms, implies that
logPβ(HN (X) < εN) 6 εγN −
ˆ β
β−γ
F ′N (t)dt 6 εγN − F ′N (β − γ)γ,
by the monotonicity of F ′N (·). Dividing both sides by N and taking limits as N →∞ followed by
ε→ 0 we have
lim
ε→0
lim sup
N→∞
1
N
logPβ(HN (X) < εN) 6 − lim inf
N→∞
1
N
F ′N (β − γ) 6 − lim inf
N→∞
FN (β − γ)
N(β − γ) < 0,
by choosing γ small enough (by Observation 3.3). This shows that, for every 0 < δ < 1 there exists
ε = ε(δ) > 0 such that, for N large enough,
Pβ(HN (X) < 2εN) 6 δ. (3.13)
Next, by Lemma 3.1 and Chebyshev’s inequality, there exists M1 = M1(δ) <∞ such that
Pβ
(
|sX(β)| > M1√
N
)
6 δ. (3.14)
Moreover, note that for any M2 > 0,
N∑
i=1
|mi(X)|1{|mi(X)| > M2} 6 1
M2
N∑
i=1
mi(X)
2 =
1
M2
||JN (X)X>||2 6 N ||JN (X)||
2
M2
.
20 MUKHERJEE, SON, AND BHATTACHARYA
Therefore, using Markov’s inequality and condition (1) of Theorem 2.3, we can choose M2 =
M2(δ) <∞ such that for all N large enough,
Pβ
(
N∑
i=1
|mi(X)|1{|mi(X)| > M2} > εN
)
6 Eβ(||JN (X)||
2)
εM2
6 δ. (3.15)
Then, defining
TN :=
{
X ∈ CN : HN (X) > 2εN, |sX(β)| 6 M1√
N
,
N∑
i=1
|mi(X)|1{|mi(X)| > M2} 6 εN
}
,
and combining (3.13), (3.14), and (3.15), gives Pβ(TN ) > 1 − 3δ, for N large enough. Now, for
X ∈ TN ,
N∑
i=1
mi(X)
21{|mi(X)| 6M2}+ εN
> 1
pβ
N∑
i=1
|mi(X)| tanh(pβ|mi(X)|)1{|mi(X)| 6M2}+
N∑
i=1
|mi(X)|1{|mi(X)| > M2}
(using tanhx 6 x)
&p,β
N∑
i=1
|mi(X)| tanh(pβ|mi(X)|)1{|mi(X)| 6M2}+
N∑
i=1
|mi(X)| tanh(pβ|mi(X)|)1{|mi(X)| > M2}
(using tanhx 6 1)
>
N∑
i=1
mi(X) tanh(pβmi(X))
= HN (X)−NsX(β) > 2εN −M1
√
N.
Thus, on the set TN ,
N∑
i=1
mi(X)
21{|mi(X)| 6M2} &p,β 2εN −M1
√
N > εN,
for all N large enough. This completes the proof of Lemma 3.2. 
4. Proof of Corollary 2.5
To prove Corollary 2.5 we will verify that the conditions in Theorem 2.3 hold with probability
1. As mentioned before, in this case condition (2) is easy to verify. To this end, note that by [10,
Theorem 1.1], limN→∞ 1NFN (β) = β
2/2 almost surely, for β > 0 small enough. This implies, since
FN on increasing on the positive half-line, limN→∞ 1NFN (β) > 0 almost surely, for all β > 0. This
establishes condition (2) in Theorem 2.3.
We now proceed to verify condition (1). To begin with, fix x ∈ CN and consider the Gaussian
process
Gu(x) := u
>JN (x)u (4.1)
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indexed by u ∈ SN−1 := {t ∈ RN : ‖t‖ = 1}. Here, JN (x) is the local interaction matrix
corresponding to the tensor (2.7) of the p-tensor SK model. Note that the maximum eigenvalue of
JN (x) can be expressed as λmax (JN (x)) = supu∈SN−1 Gu(x).10
Lemma 4.1. Fix x ∈ CN and consider the Gaussian process {Gu(x) : u ∈ SN−1} as defined above
in (4.1). Then, the following hold:
(1) For every vector u ∈ SN−1, E [Gu(x)2] .p 1N ;
(2) For vectors u,v ∈ SN−1, E [Gu(x)−Gv(x)]2 .p 1N
∑N
i=1(ui − vi)2.
Proof of (1): Fix x ∈ CN and u ∈ SN−1. Then
Gu(x) =
∑
16i1,...,ip6N
Ji1...ipui1ui2xi3 . . . xip
= (p− 2)!
∑
16i1<...<ip6N
Ji1...ip
 ∑
16s 6=t6p
uisuit
∏
a∈{1,2,...,p}\{s,t}
xia
 .
Hence,
E
[
Gu(x)
2
]
.p
1
Np−1
∑
16i1<...<ip6N
 ∑
16s 6=t6p
uisuit
∏
a∈{1,2,...,p}\{s,t}
xia
2
.p
1
Np−1
∑
16i1<...<ip6N
∑
16s 6=t6p
u2isu
2
it (4.2)
.p
1
Np−1
∑
16s 6=t6p
∑
16i1,...,ip6N
u2isu
2
it
=
1
Np−1
∑
16s 6=t6p
Np−2‖u‖4 .p 1
N
.
where in (4.2) we used the inequality (
∑n
i=1 ai)
2 6 n
∑n
i=1 a
2
i , for any sequence of real numbers
a1, . . . , an.
Proof of (2): Fix x ∈ CN and u,v ∈ SN−1. Then,
E [Gu(x)−Gv(x)]2
= ((p− 2)!)2E
 ∑
16i1<...<ip6N
Ji1...ip
 ∑
16s 6=t6p
(uisuit − visvit)
∏
a∈{1,2,...,p}\{s,t}
τia
2
.p
1
Np−1
∑
16i1<...<ip6N
 ∑
16s 6=t6p
(uisuit − visvit)
∏
a∈{1,2,...,p}\{s,t}
τia
2
.p
1
Np−1
∑
16i1<...<ip6N
∑
16s 6=t6p
(uisuit − visvit)2
10For any N × N matrix A, λmax(A) and λmin(A) denotes the maximum and the minimum eigenvalue of A,
respectively.
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.p
1
N
∑
16i,j6N
(uiuj − vivj)2
=
2
N
1−( N∑
i=1
uivi
)2 6 2
N
[
2− 2
N∑
i=1
uivi
]
. 1
N
N∑
i=1
(ui − vi)2.
This completes the proof of Lemma 4.1 (2). 
Using the lemma above we first show that E[supu∈SN−1 Gu(x)] .p 1. We do this comparing the
supremum of the Gaussian process {Gu(x) : u ∈ SN−1} with the supremum of the Gaussian process
{Hu : u ∈ SN−1}, whereHu =
∑N
i=1 giui and g1, . . . , gN are independent standard Gaussians. Now,
by Lemma 4.1 (2), there exists a constant C := C(p) > 0, such that for u,v ∈ SN−1,
E [Gu(x)−Gv(x)]2 6 C
N
N∑
i=1
(ui − vi)2 = C
N
E [Hu −Hv]2 .
Hence, by the Sudakov-Fernique inequality [15, Theorem 1.1],
E
[
sup
u∈SN−1
Gu(x)
]
6
(
C
N
) 1
2
E
[
sup
u∈SN−1
Hu
]
=
(
C
N
) 1
2
E
( N∑
i=1
g2i
) 1
2

6 C 12 := D. (4.3)
Now, since by Lemma 4.1 (1) there exists a constantK := K(p) > 0 such that supu∈SN−1 E
[
Gu(x)
2
]
6
K
N , by the Borell-TIS inequality [25, Theorem 2.1.1], for any t > 0,
P
(
sup
u∈SN−1
Gu(x)− E
[
sup
u∈SN−1
Gu(x)
]
> t
)
6 e−Nt
2
2K .
This implies, by (4.3),
P
(
sup
u∈SN−1
Gu(x) > D + t
)
6 e−Nt
2
2K .
Then, taking t =
√
2K in the inequality above gives,
P
(
‖JN (x)‖ > D +
√
2K
)
6 2e−N ,
since we have λmax(JN (x))
D
= −λmin(JN (x)), because JN (x) D= −JN (x). Therefore, by an union
bound,
P
(
sup
x∈CN
‖JN (x)‖ > D +
√
2K
)
6 2N+1e−N = 2(e/2)−N .
Hence, by the Borel-Cantelli lemma, lim supN→∞ supx∈CN ‖JN (x)‖ 6 D +
√
2K with probability
1, which establishes (2.5) and hence, condition (1) of Theorem 2.3.
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5. Proof of Corollary 2.6
We begin by showing that condition (1) of Corollary 2.6 implies supN>1 supx∈CN ||JN (x)|| <∞
and, hence, condition (1) of Theorem 2.3. To this end, fix x ∈ CN , and take u ∈ SN−1 := {t ∈
RN : ‖t‖ = 1}. Then,
|u>JN (x)u| =
∣∣∣ ∑
16i1,i2,...,ip6N
Ji1i2...ipui1ui2xi3 . . . xip
∣∣∣ 6 ∑
16i1,i2,...,ip6N
|Ji1i2...ip ||ui1 ||ui2 |
= (p− 2)! |u|>DJN |u| .p ‖DJN ‖, (5.1)
since |u| := (|u1|, . . . , |uN |) ∈ SN−1. Taking supremum over all u ∈ SN−1 followed by the supre-
mum over all x ∈ CN and further followed by the supremum over all N > 1 throughout (5.1), we
have:
sup
N>1
sup
x∈CN
||JN (x)|| .p sup
N>1
‖DJN ‖ <∞.
Next, we verify condition (2) in Theorem 2.3. To this end, we need the following lemma:
Lemma 5.1. For every p > 2, under the assumptions of Corollary 2.6, |F (3)N (0)| = O(N), where
F (3)(0) denotes the third derivative of FN (β) at β = 0.
The proof of the lemma is given below. First we show how it can be used to prove condition (2)
in Theorem 2.3. To begin with, note that condition (2) of Corollary 2.6 implies that
F ′′N (0) = Var0(HN (X)) = E0H2N (X) = (p!)2
∑
16i1<...<ip6N
J2i1...ip = Ω(N). (5.2)
Hence, lim infN→∞ 1NF
′′
N (0) > 0. Now, since by Lemma 5.1, lim supN→∞
1
N |F
(3)
N (0)| < ∞, we can
choose ε > 0 small enough, such that for all N large enough,
ε
6N
|F (3)N (0)| <
F ′′N (0)
4N
.
Therefore, because the fourth derivative F
(4)
N (b) = EbH
4
N (X) > 0 for all b > 0, a Taylor expansion
gives the following for all β ∈ (0, ε):
FN (β)
N
> β
2
2N
F ′′N (0) +
β3
6N
F
(3)
N (0) >
β2
2N
F ′′N (0)−
β3
6N
|F (3)N (0)| >
β2
4N
F ′′N (0) = Ω(1),
where the last step uses (5.2). This verifies condition (2) of Theorem 2.3 for all β > 0, by the
monotonicity of FN .
Proof of Lemma 5.1. To begin with observe that F
(3)
N (0) = E0H
3
N (X). Now, the proof of the lemma
for odd p is trivial. This is because, under P0, X
D
= −X, and for odd p, HN (−X) = −HN (X),
which implies E0H3N (X). Hence, we will assume that p = 2q, for q > 1, throughout the rest of the
proof. Now, note that
E0H3N (X) =
∑
16i1,...,ip6N
distinct
∑
16j1,...,jp6N
distinct
∑
16k1,...,kp6N
distinct
Ji1,...,ipJj1,...,jpJk1,...,kpE0
(
p∏
s=1
XisXjsXks
)
. (5.3)
Observe for each term in the sum above, the expectation is non-zero, if only if the multiplicity of
each element in the multi-set {i1, . . . , ip}
⋃{j1, . . . , jp}⋃{k1, . . . , kp} is exactly 2. This implies, the
number of distinct elements in {i1, . . . , ip}
⋃{j1, . . . , jp}⋃{k1, . . . , kp} is 3q and every pair of sets
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among {i1, . . . , ip}, {j1, . . . , jp}, {k1, . . . , kp} must have exactly q elements in common. Therefore,
from (5.3) and recalling the definition of the matrix DJN from (2.8) we get,∣∣E0H3N (X)∣∣ .p ∑
16i1,...,iq ,iq+1,...,i2q ,i2q+1,...,i3q6N
distinct
∣∣Ji1,...,iq ,iq+1,...,i2qJiq+1,...,i2qi2q+1,...,i3qJi2q+1,...,i3qi1,...iq ∣∣
.p
∑
16i1,iq+1,i2q+16N
distinct
dJN (i1, iq+1)dJN (iq+1, i2q+1)dJN (i1, i2q+1)
= Trace(D3JN ) 6 N‖DJN ‖ = O(N),
where the last step uses the assumption that supN>1 ‖DJN ‖ <∞. 
6. Proof of Theorem 2.10
We start by proving Theorem 2.10 (1). To this end, it suffices to verify Theorem 2.3. Note that
condition (1) is easily satisfied because the bounded maximum degree condition (2.9) holds almost
surely:
max
16i6N
dJN (i) =
1
Np−1
max
16i6N
dAHN (i) = O(1),
since dAHN (i) 6 N
p−1, for all 1 6 i 6 N , in any p-uniform hypergraph HN . Next, we verify
condition (2) of Theorem 2.3. To this end, by the lower bound in [14, Theorem 1.6] (which is the
mean-field lower bound to the Gibbs variational representation of the log-partition function), we
have
EFN (β) > E
 sup
x∈[−1,1]N
β ∑
16i1,...,ip6N
E(Ji1...ip)xi1 . . . xip −
N∑
i=1
I(xi)


> sup
x∈[−1,1]N
 βNp−1 ∑
16i1,...,ip6N
E(ai1...ip)xi1 . . . xip −
N∑
i=1
I(xi)
 . (6.1)
Now, take any t := (t1, . . . , tK) ∈ [−1, 1]K , and define x ∈ [−1, 1]N by taking xi := tj , if i ∈ Bj ,
where B1,B2, . . . ,BK are as in Definition 2.9. Then, the term inside the supremum in the RHS of
(6.1) equals Nφβ(t1, . . . , tK)+O(1) (recall the definition of the function φβ(t1, . . . , tK) from (2.13)).
Hence, (6.1) gives us,
EFN (β)
N
> sup
(t1,t2,...,tK)∈[0,1]K
φβ(t1, . . . , tK) + o(1). (6.2)
The bound in (6.2) above combined with the definition of the threshold β∗HSBM in (2.12) and now
implies that for all β > β∗HSBM, lim infN→∞
1
NEFN (β) > 0. Then by Lemma 6.1 below, it follows
that lim infN→∞ 1NFN (β) > 0 with probability 1. This verifies condition (2) of Theorem 2.3, and
shows that the MPL estimate βˆN (X) is
√
N -consistent for β > β∗HSBM.
Lemma 6.1. Let FN (β) denote the log-partition function of the p-tensor stochastic block model as
in Theorem 2.10. Then, for every β > 0, the sequence FN (β)− EFN (β) is bounded in probability.
Proof. To start with, note that FN (β) is a function of the collection of i.i.d. random variables
A := {Ai1...ip}16i1<...<ip6N , and so, it is convenient to denote FN (β) by FN,β(A). Let us take
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A′ := {A′i1...ip}16i1<...<ip6N , where A′123...p = 1 − A123...p and A′i1...ip = Ai1...ip for all (i1, . . . , ip) 6=
(1, 2, 3, . . . , p). Note that∣∣∣∣∣∣
∑
i1<···<ip
Ai1...ipXi1 · · ·Xip −
∑
i1<···<ip
A′i1...ipXi1 · · ·Xip
∣∣∣∣∣∣ = |X1X2 . . . Xp| = 1.
Hence,
exp
 βp!Np−1 ∑
i1<···<ip
Ai1...ipXi1 · · ·Xip
 6 exp
{
βp!
Np−1
}
exp
 βp!Np−1 ∑
i1<···<ip
A′i1...ipXi1 · · ·Xip
 .
The above inequality implies that FN,β(A) 6 FN,β(A′)+βp!N1−p. Similarly, we also have FN,β(A′) 6
FN,β(A) + βp!N1−p, and hence, ∣∣FN,β(A)− FN,β(A′)∣∣ 6 βp!N1−p.
Of course, the above arguments hold if A′ is obtained by flipping any arbitrary entry of A (not
necessarily the (1, 2, . . . , p)-th entry) and keeping all other entries unchanged. Hence, the assump-
tion of McDiarmid’s inequality [41] holds with bounding constants ci1...ip = βp!N
1−p. Therefore,
for every t > 0:
P (|FN (β)− EFN (β)| > t) 6 2 exp
{
− 2t
2∑
i1<...<ip
c2i1...ip
}
6 2 exp
{
−2t
2Np−2
β2(p!)2
}
,
which completes the proof of the lemma. 
We will now use Lemma 6.1 to prove Theorem 2.10 (2). To this end, we will show that
EFN (β) = O(1), for β < β∗HSBM, (6.3)
the expectation in (6.3) being taken with respect to the randomness of the HSBM. To see why this
implies Theorem 2.10 (2), assume, on the contrary, that there is a sequence of estimates which is
consistent for β < β∗HSBM. Using this sequence of estimates we can then construct a consistent
sequence of tests {φN}N>1 for the following hypothesis testing problem:11
H0 : β = β1 versus H1 : β = β2, (6.4)
if β1 < β2 < β
∗
HSBM. To this end, denote by Qβ,p the joint distribution of the HSBM and the
p-tensor Ising model with parameter β. Then a simple calculation shows that for any two positive
real numbers β1 < β2, the Kullback-Leibler (KL) divergence between the joint measures Qβ1,p and
Qβ2,p is given by:
DN (Qβ1,p‖Qβ2,p) = EDN (Pβ1,p‖Pβ2,p) = EFN (β2)− EFN (β1)− (β2 − β1)EF ′N (β1), (6.5)
where, as before, the expectation in (6.5) is taken with respect to the randomness of the HSBM.
Now, by the monotonicity of F ′N (·),
0 = (β2 − β1)F ′N (0) 6 (β2 − β1)F ′N (β1) 6
ˆ β2
β1
F ′N (t)dt = FN (β2)− FN (β1).
11A sequence of tests {φN}N>1 is said to be consistent if both its Type I and Type II errors converge to zero as
N →∞, that is, limN→∞ EH0φN = 0, and the power limN→∞ EH1φN = 1.
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Hence, by (6.3) and (6.5), DN (Qβ1,p‖Qβ2,p) = O(1). Then, by [9, Proposition 6.1], there cannot
exist any sequence of consistent tests for the hypothesis (6.4), which leads to a contradiction. This
completes the proof of Theorem 2.10 (2).
6.1. Proof of (6.3). The proof of (6.3) has the following two steps:
(I) Define a new p-tensor Ising model on N nodes, with interaction tensor J˜N := EJN . We
will call this modelM0. The first step in the proof of (6.3) is to show that the log-partition
function F˜N of the model M0 is bounded, for every β < β∗HSBM.
(II) The second step is to show that the expected log-partition function EFN (β) of the original
model is bounded, for β < β∗HSBM, by comparing it with the log-partition function F˜N of
the model M0. The result in (6.3) then follows by an application of Lemma 6.1.
6.1.1. Proof of Step (I). Throughout this section we fix β < β∗HSBM and denote by Pβ,M0 the
probability measure corresponding to the modelM0 at the parameter β and Eβ,M0 the expectation
with respect to the probability measure Pβ,M0 .
Lemma 6.2. Denote by F˜N (β) the log-partition function of the model M0. Then for β < β∗HSBM,
lim supN→∞ F˜N (β) <∞.
Proof of Lemma 6.2: Denote the Hamiltonian of the model M0 by H˜N (X), that is,
H˜N (X) :=
1
Np−1
∑
16i1,i2,...,ip6N
E(ai1i2...ip)Xi1Xi2 . . . Xip .
For each X ∈ CN and 1 6 j 6 K, define Sj(X) :=
∑
i∈Bj Xi. With these notations, we have
H˜N (X) = HN (X) +O(1), where
HN (X) =
1
Np−1
∑
16j1,...,jp6K
θj1...jp
p∏
`=1
Sj`(X). (6.6)
Let us define ZN (β) :=
1
2N
∑
X∈CN e
βHN (X). Since F˜N (β) = logZN (β) + O(1), it suffices to show
that ZN (β) = O(1). Towards this, for each 1 6 j 6 K, define the sets:
Ij :=
{
−1, −1 + 2|Bj | , −1 +
4
|Bj | , . . . , 1−
2
|Bj | , 1
}
and As(j) := {X ∈ CN : Sj(X) = s}.
Recall, Bj = (N
∑j−1
i=1 λi, N
∑j
i=1 λi]
⋂
[N ], hence ||Bj | −Nλj | 6 2. Now, note that
ZN (β) =
1
2N
∑
(`1,...,`K)∈I1×···×IK
e
β
Np−1
∑
16j1,...,jp6K θj1...jp
∏p
m=1 `jm |Bjm |
∣∣∣∣∣∣
K⋂
j=1
A`j |Bj |(j)
∣∣∣∣∣∣
. 1
2N
∑
(`1,...,`K)∈I1×···×IK
e
Nβ
∑
16j1,...,jp6K θj1...jp
∏p
m=1 λjm`jm
∣∣∣∣∣∣
K⋂
j=1
A`j |Bj |(j)
∣∣∣∣∣∣ (6.7)
= T1 + T2, (6.8)
where the term T1 is obtained by restricting the sum in the RHS of (6.7) to the set (I1 × · · · ×
IK)
⋂
[−12 , 12 ]K and the term T2 is the sum restricted to the set (I1 × · · · × IK)
⋂
([−12 , 12 ]K)c.
Let us bound T1 first. Note that
|A`j |Bj |(j)| =
( |Bj |
|Bj |(1+`j)
2
)
.
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Then by the Stirling’s approximation of the binomial coefficient (see, for example, [45, Lemma B.5])
and using the fact that the sets B1,B2, . . . ,BK are disjoint, we have for all (`1, . . . , `K) ∈ [−12 , 12 ]K ,∣∣∣∣∣∣
K⋂
j=1
A`j |Bj |(j)
∣∣∣∣∣∣ = 2N exp
−
K∑
j=1
|Bj |I(`j)
O
 1√∏K
j=1 |Bj |
 .
Hence, denoting ` := (`1, . . . , `K) and I := (I1 × · · · × IK) gives,
T1 =
∑
`∈I⋂[− 12 , 12 ]K
e
Nβ
∑
16j1,...,jp6K θj1...jp
∏p
m=1 λjm`jm−
∑K
j=1 |Bj |I(`j)O
 1√∏K
j=1 |Bj |

.
∑
`∈I⋂[− 12 , 12 ]K
e
Nβ
∑
16j1,...,jp6K θj1...jp
∏p
m=1 λjm`jm−N
∑K
j=1 λjI(`j)O
 1√∏K
j=1 |Bj |

=
∑
`∈I⋂[− 12 , 12 ]K
eNφβ(`1,...,`K)O
 1√∏K
j=1 |Bj |

Now, since β < β∗HSBM we can choose ε ∈ (0, 1), such that β/(1 − ε) < β∗HSBM. Hence, recalling
(2.12),
φβ/(1−ε)(`1, . . . , `K) 6 0, that is, φβ(`1, . . . , `K) 6 −ε
K∑
j=1
λjI(`j) 6 −ε
2
K∑
j=1
λj`
2
j ,
where the last step uses I(x) > x2/2. Then by a Riemann sum approximation (see [45, Lemma
B.2]),
T1 .
∑
`∈I⋂[− 12 , 12 ]K
e−
Nε
2
∑K
j=1 λj`
2
jO
 1√∏K
j=1 |Bj |
 (6.9)
6 1
2K
O
√√√√ K∏
j=1
|Bj |
 ˆ
RK
exp
−Nε2
K∑
j=1
λjx
2
j
 dx1 . . . dxK +O(1)
=
1
2K
O
√√√√ K∏
j=1
|Bj |
N
 ˆ
RK
exp
−ε2
K∑
j=1
λjy
2
j
 dy1 . . . dyK +O(1)
.
ˆ
RK
exp
−ε2
K∑
j=1
λjy
2
j
 dy1 . . . dyK +O(1) = O(1). (6.10)
Now, we bound T2. For this we need the following combinatorial estimate:
Observation 6.3. [58, Equation (5.4)] For every integer s and positive integer m,∣∣∣∣∣
{
x ∈ {−1, 1}m :
m∑
i=1
xi = s
}∣∣∣∣∣ 6 2me−mI( sm). (6.11)
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Using the bound in (6.11) and recalling that the sets B1,B2, . . . ,BK are disjoint, we have for
every (`1, `2, . . . , `K) ∈ (I1, I2, . . . , IK),∣∣∣∣∣∣
K⋂
j=1
A`j |Bj |(j)
∣∣∣∣∣∣ 6 2N exp
−
K∑
j=1
|Bj |I(`j)
 .
Hence, by following the arguments used to obtain (6.9) we get,
T2 .
∑
`∈I⋂([− 12 , 12 ]K)c
e−
Nε
2
∑K
j=1 λj`
2
j 6
 K∏
j=1
(|Bj |+ 1)
 max
`∈I⋂([− 12 , 12 ]K)c e
−Nε
2
∑K
j=1 λj`
2
j
6
 K∏
j=1
(Nλj + 1)
 max
16j6K
e−
Nελj
8 = o(1). (6.12)
This shows, combining (6.8), (6.10), and (6.12), that ZN (β) = O(1) for all β < β
∗
HSBM, completing
the proof of Lemma 6.2.
6.1.2. Proof of Step (II). We now show that EFN (β) is bounded, for β < β∗HSBM, which will allow
us to conclude, using Lemma 6.1, that FN (β) = O(1) with probability 1, for all β < β
∗
HSBM, that
is, (6.3) holds.
Lemma 6.4. For every β < β∗HSBM, lim supN→∞ EFN (β) <∞.
Proof. Fix β < β∗HSBM. Then the partition function ZN (β) becomes:
ZN (β) =
1
2N
∑
X∈CN
e
p!β
Np−1
∑
i1<···<ip Ai1...ipXi1 ···Xip
=
1
2N
∑
X∈CN
e
p!β
Np−1
∑
i1<···<ip(Ai1...ip−EAi1...ip)Xi1 ···Xipe
p!β
Np−1
∑
i1<···<ip EAi1...ipXi1 ···Xip .
By Hoeffding’s inequality, for each X ∈ CN and i1 < . . . < ip,
E exp
 p!βNp−1 ∑
i1<···<ip
(
Ai1...ip − EAi1...ip
)
Xi1 · · ·Xip
 6 ∏
i1<···<ip
exp
{
β2(p!)2
8N2p−2
}
6 exp
{
β2p!
8Np−2
}
.
This shows that
EZN (β) 6 exp
{
β2p!
8Np−2
} 1
2N
∑
X∈CN
e
p!β
Np−1
∑
i1<···<ip EAi1...ipXi1 ···Xip
 = exp{ β2p!
8Np−2
}
Z˜N (β),
where Z˜N is the partition function of the modelM0. Now, taking logarithms and using Lemma 6.2
shows, lim supN→∞ logEZN (β) < ∞, for β < β∗HSBM. Then, by Jensen’s inequality, we conclude
that lim supN→∞ EFN (β) <∞, for β < β∗HSBM, completing the proof of the lemma. 
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7. Proofs from Section 2.3
7.1. Proof of Theorem 2.14. Define the function φp : [−1, 1] 7→ (−∞,∞] as:
φ(t) = φp(t) :=

p−1t1−p tanh−1(t) if p is even and t 6= 0,
p−1t1−p tanh−1(t) if p is odd and t > 0.
∞ if p is odd and t < 0.
0 if t = 0.
(7.1)
Note that for every t 6= 0 when p is even, and every t > 0 when p is odd, the function φ is twice
differentiable on some compact set containing t in its interior, and
φ′(t) = − 1
ptp−1
{
(p− 1) tanh−1(t)
t
− 1
1− t2
}
.
Hence, recalling the definition of the function g from the statement of the theorem we have,
φ′(m∗) = −g
′′(m∗)
pmp−1∗
. (7.2)
Moreover, from the definition of the MPLE in (2.3) it is easy to see that in the Curie-Weiss model
βˆN (X) = φ(X¯N ). Note that φ(m∗) = β, since g′(m∗) = 0. This implies,
√
N(βˆN (X)− β) =
√
N
(
φ(X¯N )− φ(m∗)
)
. (7.3)
We now consider the case p is even and p is odd separately. Throughout, we assume β > β∗CW:
• p > 3 is odd: In this case, m∗ is the unique global maximizer of the function g on [−1, 1].
This implies, by [45, Theorem 2.1 (1)],
√
N(X¯N −m∗) D→ N
(
0,− 1
g′′(m∗)
)
.
Hence, by (7.3) and the delta method [39, Theorem 1.8.12],
√
N(βˆN (X)− β)) D−→ N
(
0,−(φ
′(m∗))2
g′′(m∗)
)
D
= N
(
0,− g
′′(m∗)
p2m2p−2∗
)
,
where the last step uses (7.2). This completes the proof when p is odd.
• p > 2 is even: In this case, the function g has two (non-zero) global maximizers on [−1, 1],
which are given by m∗ and −m∗ (as shown in [45, Section C]). This implies, by [45, Theorem
2.1 (2)] and the delta method,
√
N(βˆN (X)− β)
∣∣∣{X¯N ∈ (0, 1]} D−→ N (0,− g′′(m∗)
p2m2p−2∗
)
. (7.4)
Similarly, observing that φ(m∗) = −φ(−m∗) and g′′(m∗) = g′′(−m∗),
√
N(βˆN (X)− β)
∣∣∣{X¯N ∈ [−1, 0]} D−→ N (0,− g′′(m∗)
p2m2p−2∗
)
. (7.5)
Combining (7.4) and (7.5), gives the desired result when p is even.
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7.2. Proof of Theorem 2.16. Fix β = β∗CW(p). We now consider the three cases in Theorem
2.16 separately.
Proof of (1): In this case, p = 2 and, hence, by (7.1), βˆN =
tanh−1(X¯N )
2X¯N
1{X¯N 6= 0}. Therefore, on
the event EN := {X¯N 6= 0, |X¯N | < 12},
N
1
2
(
βˆN − 1
2
)
= N
1
2
(
tanh−1(X¯N )
2X¯N
− 1
2
)
= 12N
1
2
∞∑
s=1
X¯2sN
2s+ 1
= 16N
1
2 X¯2N +N
1
2O(X¯4N ). (7.6)
From [19, Proposition 4.1] we know that N
1
4 X¯N
D−→ F , where F is as defined in the statement of
Theorem 2.16. The result in (2.21) now follows from (7.6), and the observation that Pβ(EcN ) = o(1),
since X¯N
P→ 0 and Pβ(X¯N = 0) = o(1) (from the proof of [45, Lemma C.6]).
Proof of (2): Assume p > 3. To begin with, define the the three intervals A1 := [−1, −m∗2 ] and
A2 := (−m∗2 , m∗2 ) and A3 := [m∗2 , 1] (recall that m∗ = m∗(p, β) is the unique positive maximizer
of the function g(t) := βtp − I(t). We now consider the following two cases depending on whether
p > 3 is odd or even:
• p > 4 is even: In this case, the function g has three global maximizers on [−1, 1], which
are given by m∗ > 0 and −m∗, and 0. Then, by [45, Theorem 2.1 (2)] and arguments as in
(7.4), we have
√
N(βˆN (X)− β)
∣∣{X¯N ∈ Ai} D−→ N (0,− g′′(m∗)
p2m2p−2∗
)
, (7.7)
for i ∈ {1, 3}. Next, recalling βN (X) = φ(X¯N ), where φ(·) as in (7.1), note that
βˆN (X)
∣∣{X¯N ∈ A2\{0}} D−→∞, (7.8)
since tanh
−1(t)
tp−1 → ∞, as |t| → 0. Now, since P(X¯N = 0) = o(1) and Pβ(X¯N ∈ A2) → α (by
[45, Theorem 2.1 (2)]), combining (7.7) and (7.8) the result in (2.22) follows, if p > 4 is
even.
• p > 3 is odd: In this case, the function g has two global maximizers on [−1, 1] one of which
is non-positive and the other is m∗ > 0. Then, by similar arguments as above,
√
N(βˆN (X)− β)
∣∣{X¯N ∈ A3} D−→ N (0,− g′′(m∗)
p2m2p−2∗
)
. (7.9)
Moreover, recalling (7.1),
βˆN (X)
∣∣{X¯N ∈ (A1⋃A2) \{0}} D−→∞. (7.10)
The result in (2.22) now follows from (7.9), (7.10), and the fact that Pβ(X¯N ∈ A1
⋃
A2)→
α, if p is odd (by [45, Theorem 2.1 (2)]).
Proof of (3): Here, we prove the finer asymptotics of βˆN (X). For this, note by [45, Theorem 2.1
(2)] that
√
NX¯N
∣∣{X¯N ∈ B} D−→ N(0, 1) for any interval B containing 0, but no other maximizer of
g. We now consider the following two cases:
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– p > 4 is even: In this case,
√
NX¯N
∣∣{X¯N ∈ A2} D−→ N(0, 1). Then, (7.1) gives,
N1−
p
2 βˆN (X) =
1
p(
√
NX¯N )p−2
· tanh
−1(X¯N )
X¯N
1{X¯N 6= 0}.
Now, since tanh
−1(X¯N )
X¯N
1{X¯N 6= 0}
∣∣{X¯N ∈ A2\{0}} P−→ 1, we have,
N1−
p
2 βˆN (X)
∣∣{X¯N ∈ A2\{0}} D−→ 1
pZp−2
, (7.11)
where Z ∼ N(0, 1). The result in now (2.23) follows from (7.11), by noting P(X¯N = 0) =
o(1), that Pβ(X¯N ∈ A2)→ α and N1−
p
2 βˆN (X)
∣∣{X¯N ∈ A1⋃A3} P−→ 0 (by (7.7)).
– p > 3 is odd: In this case, since the function g has two global maximizers on [−1, 1] one of
which is non-positive and the other is m∗ > 0,
√
NX¯N |{X¯N ∈ A1
⋃
A2} D−→ N(0, 1). Then,
(7.1) gives,
N1−
p
2 βˆN (X) =
1
p(
√
NX¯N )p−2
· tanh
−1(X¯N )
X¯N
1{X¯N > 0}+∞1{X¯N < 0}, (7.12)
where we adopt the convention infinity times zero is zero. It follows from (7.12), that
N1−p/2βˆN (X) is a non-negative random variable. Hence, denoting A12 := {X¯N ∈ A1
⋃
A2}
and taking t ∈ [0,∞) gives
P
(
N1−
p
2 βˆN (X) 6 t
∣∣A12) = P(N1− p2 βˆN (X) 6 t, X¯N > 0∣∣A12)+ o(1),
since Pβ(X¯N = 0|A12) = o(1). Now, note that
P
(
N1−
p
2 βˆN (X) 6 t, X¯N > 0
∣∣A12)
= P
(
1
p(
√
NX¯N )p−2
· tanh
−1(X¯N )
X¯N
6 t, X¯N 6= 0
∣∣A12)− Pβ(X¯N < 0∣∣A12),
since on the the event {X¯N < 0}, 1p(√NX¯N )p−2 ·
tanh−1(X¯N )
X¯N
< 0 6 t. Note that Pβ(X¯N <
0
∣∣A12)→ 12 , since √NX¯N |A12 D−→ N(0, 1). Then, by arguments as in (7.11), it follows that
P
(
N1−
p
2 βˆN (X) 6 t
∣∣A12)→ P( 1
pZp−2
6 t
)
− 1
2
=
1
2
P
(
1
p|Z|p−2 6 t
)
.
Therefore, by (7.12),
N1−
p
2 βˆN (X)
∣∣A12 D−→ 1
2
(
1
p|Z|p−2
)
+
1
2
δ∞. (7.13)
The result in (2.24) follows now from (7.13), by noting that Pβ(X¯N ∈ A1
⋃
A2) → α and
N1−
p
2 βˆN (X)
∣∣{X¯N ∈ A3} P−→ 0 (by (7.9)).
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Appendix A. Properties of the Curie-Weiss Threshold
Here, we will prove various properties of the Curie-Weiss threshold β∗CW(p) = β
∗
ER(p, 1) (recall
(2.16)).
Lemma A.1. The Curie-Weiss threshold β∗CW(p) has the following properties:
(1) limp→∞ β∗CW(p) = log 2.
(2) The sequence {β∗CW(p)}p>2 is strictly increasing.
(3) β∗CW(2) = 0.5.
Proof. Define the function gβ,p(t) := βt
p − I(t). Since gβ,p(1)= β − log 2, recalling (2.16), it im-
mediately follows that β∗CW(p) 6 log 2. Now, take any β < log 2. Note that gβ,2(1)< 0 and the
function t 7→ gβ,2(t) is continuous at 1. Therefore, there exists r ∈ (0, 1), such that gβ,2(t) < 0
for all t ∈ [r, 1]. Clearly, gβ,p(t) 6 gβ,2(t) < 0 for all p > 2 and t ∈ [r, 1]. Now, note that for all
t ∈ [0, 1),
g′′β,p(t) = βp(p− 1)tp−2 −
1
1− t2 6 βp(p− 1)t
p−2 − 1. (A.1)
Since limp→∞ p(p−1)rp−2 = 0, there exists p(β) > 2, such that g′′β,p(r) < 0 for all p > p(β). Hence,
g′′β,p(t) < 0 for all t ∈ [0, r] and p > p(β). This, together with the fact that g′β,p(0) = 0, implies
that gβ,p is strictly decreasing on [0, r] for all p > p(β). Moreover, because gβ,p(0) = 0, it follows
that gβ,p(t) 6 0 for all t ∈ [0, r] and p > p(β). Hence, gβ,p(t) 6 0 for all t ∈ [0, 1] and p > p(β), i.e.
β∗CW(p) > β for all p > p(β). This shows that β∗CW(p)→ log 2, as p→∞.
Next, we show that the sequence {β∗CW(p)}p>2 is strictly increasing. Towards this, take any
p > 3. It follows from [45, Lemma F.1], that there exists a ∈ (0, 1), such that 0 and a are both
global maximizers of gβ∗CW(p),p. In particular, gβ
∗
CW(p),p
(a) = 0, and hence, gβ∗CW(p),p−1(a) > 0. The
function β 7→ gβ,p−1(a) being continuous, there exists β < β∗CW(p), such that gβ,p−1(a) > 0. Hence,
β∗CW(p− 1) 6 β, establishing that β∗CW(p− 1) < β∗CW(p).
Finally, we show that β∗CW(2) = 0.5. By (A.1), supt∈[0,1] g
′′
β,p(t) < 0 for all β < 0.5. This, coupled
with the facts that g′β,p and gβ,p vanish at 0, implies that supt∈[0,1] gβ,p(t) = 0 for all β < 0.5. Hence,
β∗CW(2) > 0.5. On the other hand, for any β > 0.5, g′′β,p(0) = 2β − 1 > 0 and hence, by continuity
of the function g′′β,p at 0, there exists ε > 0, such that inft∈[0,ε] g
′′
β,p(t) > 0. Once again, since g
′
β,p
and gβ,p vanish at 0, we have gβ,p(t) > 0 for all t ∈ (0, ε]. This shows that β∗CW(2) 6 0.5. 
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