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Resumo
A colposcopia digital é uma tecnologia de baixo custo amplamente utilizada na deteção
precoce de cancro cervical e na avaliação forense de violação sexual. Este exame consiste na
observação do cólo do útero, vagina e vulva, envolvendo geralmente a aplicação de soluções
corantes e filtros de luz para realçar padrões anómalos. A análise manual de coloposcopias
digitais é frequentemente subjetiva, sendo a sua eficácia altamente dependente da perícia
do especialista. Consequentemente, discrepâncias entre avaliações de vários especialistas
resultam num tratamento inadequado dos pacientes com cancro cervical e das vítimas
de violação sexual. Neste sentido, apesar de poder ser curado quando detetado numa
fase inicial, o cancro cervical continua a ser uma causa de mortalidade significativa nos
países em desenvolvimento, onde há escassos recursos materiais e humanos para o seu
tratamento. Por outro lado, embora tenham sido descobertos diversos padrões associando
lesões genitais a agressão sexual, a sua validade legal é frequentemente questionada.
Deste modo, o desenvolvimento de Sistemas de Apoio à Decisão focados em dados
objetivos para a análise de colposcopias digitais torna-se um problema relevante, pois fa-
cilitará o processo de decisão e comunicação de resultados procedentes de especialistas
com diferentes formações e níveis de especialização. Por se tratar de uma modalidade
baseada em imagem com alta variabilidade e de um processo de aquisição não controlado,
o desenvolvimento de sistemas deste tipo aplicados a colposcopia requere inequivocamente
o recurso a técnicas de Inteligência Computacional, abrangindo a interpretação de im-
agens através de Visão por Computador e o processo de construção de algoritmos de
decisão robustos utilizando Aprendizagem Computacional. Neste trabalho, apresentam-se
contribuições de caráter fundamental e aplicado para estas duas áreas, motivadas pela
aplicação na colposcopia digital.
A primeira parte desta tese é dedicada a contribuições de caráter fundamental em In-
teligência Computacional. Estas contribuições resultaram de discussões com médicos es-
pecialistas em colposcopia digital, sendo, no entanto, aplicáveis noutros domínios. Dentre
estas, destacam-se: algoritmos de ordenação e a sua aplicação como um paradigma alter-
nativo para resolver problemas nos quais existe desequilíbrio de classes; uma metodologia
para transferência de aprendizagem capaz de reproduzir propriedades de alto nível semân-
tico entre modelos; algoritmos de classificação capazes de lidar com dados direcionais e
integração de ideias clássicas de visão por computador em algoritmos de aprendizagem pro-
funda, para classificação e segmentação de imagens. Para além da avaliação destas técnicas
no domínio da colposcopia digital, foram também conduzidas experiências noutras áreas
que reforçam a relevância e eficácia das metodologias propostas. A segunda parte deste
trabalho centra-se em contribuições aplicadas especificamente em colposcopia digital e nas
suas duas aplicações fundamentais: rastreio de cancro cervical e análise forense de vítimas
de violação sexual. Neste contexto, destacam-se: a aquisição e anotação de uma base de
dados de colposcopias digitais; o desenvolvimento de um sistema para reconhecimento da
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modalidade da colposcopia em vídeos contínuos e não controlados; a análise de risco de
pacientes utilizando dados de estilo de vida e histórico clínico; a avaliação da qualidade
de colposcopias digitais e um processo totalmente automático para deteção e caracteri-
zação de lesões genitais em vítimas de agressão sexual. A relevância das contribuições
apresentadas nesta tese foi validada através da realização de diversas experiências.
Abstract
Digital colposcopy is a low-cost technology widely used in the early detection of cervical
cancer and in the forensic evaluation of sexual assault. It consists on the observation
of the cervix, vagina, and vulva, typically involving application of staining solutions and
light filters to highlight abnormal patterns. The manual analysis of digital colposcopies is
often subjective, being its effectiveness highly dependent on the expertise of the human
evaluator. As a result, inter-expert disagreements and wide range of efficacy derives on
improper handling of cervical cancer patients and sexual assault victims. In this sense,
despite the possibility of curing cervical cancer when detected on early stages, it remains
a significant cause of mortality in low-income countries, where resource availability and
trained personal are scarce. Also, while several patterns have been found to correlate
genital injuries with sexual assault, the legal validity in courts of these findings is often
questioned.
Thus, the development of objective data-driven Decision Support Systems for the anal-
ysis of digital colposcopies is a relevant problem, facilitating the decision process and com-
munication of findings of experts with different backgrounds and expertise levels. Being an
image-based modality with high variability and open acquisition process, the development
of such systems requires unequivocally resorting to Machine Intelligence techniques, from
the perception of images using Computer Vision to the process of building robust deci-
sion models using Machine Learning. In this work, we propose fundamental and applied
contributions to these two areas motivated by digital colposcopy.
The first part of this thesis is devoted to fundamental contributions on Machine In-
telligence. These contributions were devised from the discussion with medical experts in
the field, aiming to extrapolate the applicability of the proposed methodologies to other
areas. Several contributions can be highlighted, including: ranking algorithms and their
usage as an alternative paradigm to solve problems such as class imbalance, a transfer
learning framework to transfer high-level model properties, classification models that can
handle directional data, and the integration of ideas from traditional computer vision and
deep learning for image classification and segmentation. Besides the evaluation of these
techniques on digital colposcopy tasks, we conduct experiments on other knowledge areas
that support the general relevance of the proposed methodologies.
The second part of this work covers applied contributions to digital colposcopy and its
two core applications: cervical cancer screening and forensic assessment of sexual assault
victims. The main contributions in this direction are: the acquisition and annotation
of a digital colposcopy database, the development of a system for the recognition of the
colposcopy modality in continuous unconstrained videos, the analysis of patient’s risk using
behavioral data and medical records, the assessment of the quality of digital colposcopies,
and a fully automated end-to-end framework for the detection and characterization of
genital lesions in sexual assault victims. By performing several experiments, we validate
the relevance of all the contributions presented in this thesis.
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Chapter 1
Introduction
Cervical cancer remains a significant cause of mortality in low-income countries [147,174].
It is estimated that over a million women worldwide have cervical cancer [147]. Every
year, half a million of new cases are diagnosed, and more than a 250,000 women die in
the same period [147]. Just in Portugal, the mortality rate for cervical cancer in 2011
was 3,8 women per 100,000 inhabitants [235]. Despite cervical cancer can often be cured
when detected in its early stages [111], the lack of symptoms on the first stages results in
carelessness prevention. Moreover, the most vulnerable populations often live in remote
regions without access to screening programs.
Digital colposcopy is a low-cost technology involved in the screening and diagnosis of
the cervix and the tissues of the vagina and vulva. It is frequently used in the detection
of cervical (pre)cancerous lesions [147] and for examination and acquisition of evidence
for rape and sexual assault victims [19, 20]. Nowadays, portable and mobile devices have
been introduced in the market as an alternative to traditional colposcopes [187,188,237],
facilitating its scalability and portability to locations with vulnerable populations. Given
the high variability of the abnormal patterns observed in digital colposcopy images, the
sensitivity of the digital colposcopy varies depending on the human expertise.
Thereby, it is relevant to propose automated Computer-aided Diagnosis (CAD) sys-
tems for the decision support of digital colposcopies. Being a medical imaging modality
with a partially uncontrolled acquisition and complex decision models, the development
of such systems require the use of intelligent systems. Thus, we focus on two sub-areas of
Machine Intelligence (MI): Machine Learning (ML) and Computer Vision (CV). In order
to facilitate the acceptance by medical teams, the development of automated techniques
for the analysis of digital colposcopies raises several challenges to the CAD research com-
munity. Properties such as the imbalance distribution of healthy and sick patients, the
technical and resource limitations of collecting a vast corpus of medical data, and the
reluctance to incorporate uninterpretable decisions on sensitive tasks require rethinking
some of the most fundamental ML tasks. Thus, the present work presents fundamental
contributions to MI that aim to close the gap between the human decision process and
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the automated machine decision process on the analysis of medical data. The first part of
this thesis is devoted to this line of work. Part I of this thesis is formed by the following
chapters:
• Chapter 2: in this chapter, we present an interpretable model for ranking.
• Chapter 3: the use of ranking as an alternative paradigm to solve classification tasks
in unbalanced settings is presented.
• Chapter 4: in this chapter, we propose a new classification setting that aims to
facilitate the automation of simple cases. The classification strategy based on ranking
is used to tackle this problem.
• Chapter 5: we propose a general framework for transfer learning in this chapter. We
illustrate and empirically validated instantiations of the proposed methodology to
major problems in machine learning.
• Chapter 6: gynecologists often use directional –periodic– features to describe the
cervix region. Thus, we propose a directional classifier that is aware of the periodic
nature of the data.
• Chapter 7: in this chapter, we extend Local Binary Patterns, a descriptor typically
used to characterize texture information in the cervix, to deep architectures.
• Chapter 8: an alternative approach to tackle image segmentation by quality inference
is proposed.
The second part of this work is devoted to applied contributions to the automated
analysis of digital colposcopies. We addressed the two core applications of the colposcopy
assessment: cervical cancer screening and forensic analysis of sexual assault. Part II covers
the following chapters:
• Chapter 9: we do a comparative analysis of the state-of-the-art and reference frame-
work for the main strategies used in the development of CAD systems for digital
colposcopies. Also, we acquired, annotated and published a database to validate the
main tasks surrounding the automated processing of digital colposcopies.
• Chapter 10: in this chapter, we study the problem of recognizing the colposcopy
modality of each frame in a video. Also, we propose a methodology to select relevant
excerpts of video for diagnosis.
• Chapter 11: a methodology for image segmentation when the objects hold an ordinal
arrangement is proposed and validated in Chapter 11.
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• Chapter 12: we instantiate the transfer learning framework proposed in Chapter 5 to
the risk estimation of patients in a cervical cancer screening program and to predict
the subjective quality of a digital colposcopy.
• Chapter 13: we proposed a framework to assist in the forensic assessment of sexual
assault using digital colposcopies. We cover tasks from the modality detection to
the detection and characterization of genital injuries.
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1.1.1 Publications
The work developed in the context of this project has been published as listed below.
• International Journals:
– Kelwin Fernandes and Jaime S. Cardoso. Discriminative directional classifiers.
Neurocomputing, 207:141–149, 2016
– Kelwin Fernandes and Jaime S. Cardoso. Hypothesis transfer learning based on
structural model similarity. Neural Computing and Applications, pages 1–14,
2018
– Kelwin Fernandes, Jaime S. Cardoso, and Birgitte Schmidt Astrup. A deep
learning approach for the forensic evaluation of sexual assault. In Pattern
Analysis and Applications. Springer, 2018
– Kelwin Fernandes, Jaime S. Cardoso, and Jessica Fernandes. Automated meth-
ods for the decision support of cervical cancer screening using digital colpo-
scopies. IEEE Access, 2018
– Ricardo Cruz, Kelwin Fernandes, Joaquim F. Pinto Costa, María Pérez-Ortiz,
and Jaime S. Cardoso. Binary ranking for ordinal class imbalance. In Pattern
Analysis and Applications. Springer, 2018
– Kelwin Fernandes, Davide Chicco, Jaime S. Cardoso, and Jessica Fernandes.
Supervised deep learning embeddings for the prediction of cervical cancer di-
agnosis. PeerJ Computer Science, 2018
• International Conferences:
– Kelwin Fernandes, Jaime S. Cardoso, and Jessica Fernandes. Temporal segmen-
tation of digital colposcopies. In Iberian Conference on Pattern Recognition and
Image Analysis, pages 262–271. Springer, 2015
– Kelwin Fernandes, Jaime S. Cardoso, and Hector Palacios. Learning and ensem-
bling lexicographic preference trees with multiple kernels. In Neural Networks
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(IJCNN), 2016 International Joint Conference on, pages 2140–2147. IEEE,
2016
– Ricardo Cruz, Kelwin Fernandes, Jaime S. Cardoso, and Joaquim F. Pinto
Costa. Tackling class imbalance with ranking. In Neural Networks (IJCNN),
2016 International Joint Conference on, pages 2182–2187. IEEE, 2016
– María Pérez-Ortiz, Kelwin Fernandes, Ricardo Cruz, Jaime S. Cardoso, Javier
Briceño, and César Hervás-Martínez. Fine-to-coarse ranking in ordinal and
imbalanced domains: An application to liver transplantation. In International
Work-Conference on Artificial Neural Networks, pages 525–537. Springer, 2017
– Ricardo Cruz, Kelwin Fernandes, Joaquim F. Pinto Costa, and Jaime S. Car-
doso. Constraining Type II Error: Building Intentionally Biased Classifiers. In
International Work-Conference on Artificial Neural Networks, pages 549–560.
Springer, 2017
– Ricardo Cruz, Kelwin Fernandes, Joaquim F. Pinto Costa, María Pérez Or-
tiz, and Jaime S. Cardoso. Ordinal class imbalance with ranking. In Iberian
Conference on Pattern Recognition and Image Analysis, pages 3–12. Springer,
2017
– Ricardo Cruz, Kelwin Fernandes, Joaquim F. Pinto Costa, María Pérez Ortiz,
and Jaime S. Cardoso. Combining ranking with traditional methods for or-
dinal class imbalance. In International Work-Conference on Artificial Neural
Networks, pages 538–548. Springer, 2017
– Kelwin Fernandes, Jaime S. Cardoso, and Birgitte Schmidt Astrup. Automated
detection and categorization of genital injuries using digital colposcopy. In
Iberian Conference on Pattern Recognition and Image Analysis, pages 251–258.
Springer, 2017
– Kelwin Fernandes, Jaime S. Cardoso, and Jessica Fernandes. Transfer learning
with partial observability applied to cervical cancer screening. In Iberian Con-
ference on Pattern Recognition and Image Analysis, pages 243–250. Springer,
2017
– Kelwin Fernandes, Ricardo Cruz, and Jaime S. Cardoso. Deep image segmen-
tation by quality inference. In Proceedings of International Joint Conference
on Neural Networks (IJCNN), 2018
– Kelwin Fernandes and Jaime S. Cardoso. Ordinal image segmentation using
deep neural networks. In Neural Networks (IJCNN), 2018 International Joint
Conference on. IEEE, 2018
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1.1.2 Collaborations
During the planning and execution of this work, we established several collaborations with
medical and technical researchers. Medical partnerships allowed us to set the grounds for
the conception of fundamental ideas and the requirements for the execution of applied
work. The development of a CAD system for cervical cancer screening was proposed by
Dr Jessica Fernandes from Hospital Universitario de Caracas and Universidad Central
de Venezuela, Caracas, Venezuela. Prof. Birgitte Schmidt Astrup from the Institute of
Forensic Medicine at the University of Southern Denmark was the medical partner with
whom we devised the automated analysis of forensic assault.
Technical collaborations broadened the scope of this project. We worked together
with Hector Palacios from Universitat Pompeu Fabra in Spain, Maria Perez-Ortiz from
Universidad Loyola Andalucia in Spain, Davide Chicco from Princess Margaret Cancer
Centre and the University of Toronto in Canada, and Ricardo Cruz, Diogo Pernes, Wilson
Silva and Ricardo Araujo from our research group at INESC TEC, Portugal.
These collaborations boosted the development and impact of this project, expanding
the boundaries of the proposed methodologies to other national and international research
teams. The direct outcome of these collaborations can be observed in the publications
related to this project.
6 Introduction
Part I
Contributions to Fundamental
Machine Intelligence
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“El que no carga machete
saca la miel con las uñas.”
Florentino y el diablo
Alberto Arvelo Torrealba
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Context
Biomedical applications are an inexhaustible source of challenges for MI researchers. The
high dimensionality and diversity of medical data impose interesting challenges to the com-
munity. Medical data range from unstructured corpora from medical records to images
and signals from multiple acquisition modalities. The need of ubiquitous and universal
access to health-care makes mandatory the inclusion of Decision Support System (DSS)
for medical applications in the decision process. However, the assumptions made by the
MI experts when modeling these problems, the non-interpretable nature of most deci-
sion algorithms, and the intrinsic properties of medical data (i.e. imbalance distribution,
privacy, lack of data) arises some difficulty for the acceptance of computational models
by the medical community. Thereby, it is relevant to work towards interpretable models
for medical applications that resemble the expert’s decision process. In the first part of
this work, we propose fundamental contributions in MI that attempt to close the gap
between computational models and medical teams. Our contributions can be framed in
two sub-areas of MI: ML and CV.
Summary of Contributions to Machine Learning
We made contributions in three main areas of ML: ranking (chapter 2) and its applica-
tion to imbalance classification (chapter 3 and chapter 4), transfer learning (chapter 5),
and directional classification (chapter 6). Next, we summarize the motivation and main
contribution on each of these branches.
Ranking
Typical predictive tasks within the context of a CAD to support the decision of a physician
during a (cancer) screening procedure include: to acquire and to decide if the input data
is conclusive [95, 132], to provide a decision about the health state of the patient (with
and without a disease) [345], and to suggest the best treatment or procedure [253].
Traditional paradigms to model these problems encompass anomaly detection, clas-
sification, regression, and ordinal classification. Anomality detection is usually handled
by modeling one of the classes (e.g. healthy patients or patients with a disease) using
one-class classifier and generative models [176]. Then, the prediction is done by assign-
ing a score to new observations according to their probability of being a member of that
class. While this technique can detect anomalies that were not present in the training
data, discarding the data from the reciprocal class is undesirable. Therefore, binary clas-
sification settings are the most standard approach, where observations are dichotomized
between those with and without the property of interest (e.g. conclusive/non-conclusive
data, cancer/non-cancer). Also within classification, problems are often modeled as or-
dinal classification tasks, by deciding a degree of membership to the property of interest
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(e.g. bad/fair/good data, Cervical Intraepithelial Neoplasia (CIN) I/II/III). Classification
settings often lead to imbalance distributions, where the large amount of normal obser-
vations (e.g. healthy patients) overshadows the scarce cases with the property of interest
(e.g. cancer). Consequently, it is common to observe trivial models that always predict
the majority class.
In this work, we propose supervised ranking as an alternative to address these tasks.
From the extensive set of ranking strategies [212], we focus on pairwise ranking strate-
gies, where observations are ranked by querying by pairs. Pairwise preferences relax the
annotation process by ignoring the scale, leading to a higher agreement between experts.
We present ranking as an alternative approach to model health-care problems from a ML
perspective. We argue that ranking is a general strategy that: 1) is closer to the human
decision process than classification/regression approaches, and 2) has a stable learning
process that can benefit the learning of traditional models for binary and ordinal classifi-
cation.
Being interpretability a core trait of ML algorithms for medicine, we propose a class
of interpretable ranking models in chapter 2. We proposed an approach to tackle binary
imbalance classification tasks with ranking, achieving competitive performance with state-
of-the-art techniques used in these scenarios (see chapter 3). We extended the proposed
methodology to the ordinal case in [60–62,264].
Finally, we define the problem of classification by constraining Type II error and show
how can we model it using ranking. In this setting, we are interested in classification
models that are able to automate as many cases as possible, while keeping a low rate of
sensitive errors. To illustrate the problem, let us assume a binary classification setting for
cancer detection. It is acceptable for a DSS to assign the cancer status to healthy patients
(Type I error) since a human expert can correct this type of error at a later stage of the
process. Contrarily, classifying a cancer patient as a healthy one (Type II error) will lead
to insufficient attention to patients at risk. Thereby, to promote the acceptance of CAD in
the medical community, ML models for medical applications should aim to automate (i.e.
remove from the manual evaluation pipeline) as many healthy patients as possible while
keeping a low rate of Type II errors. While deciding the right threshold of acceptance for
the error rate remains a difficult problem, the human error and resources may drive this
decision. Chapter 4 formalizes this problem and provides ranking-based alternatives to
solve it.
Transfer Learning
Despite massive access to screening programs, the amount of publicly-available annotated
data is often scarce. With a few exceptions [1], medical databases range from a few dozens
of observations [3] to a few thousands [151, 167]. The general lack of biomedical data
makes difficult the learning of robust models, a problem that is aggravated in complex
modalities that involve unstructured data such as text and images.
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While data for each problem and acquisition modality is scarce, the wide variety of
related biomedical problems that have been tackled using ML drives the need to reuse
knowledge acquired from one task to another. The process of reusing knowledge from one
task to a new one is known as Transfer Learning (TL). While several works have been
proposed in this area, traditional lines of research in this area are not able to transfer
knowledge between models and are limited to transfer data among tasks [27,63,122,308].
Hypothesis Transfer Learning (HTL) allows transferring knowledge from one model to
another, without revisiting the data [85, 184, 185]. However, the spectrum of models that
have been instantiated by current frameworks is narrow.
We formalized a general framework for HTL that allows to transfer high-level structural
knowledge between models (see chapter 5). To validate the potential of the framework, we
instantiated the framework to several categories of models (i.e. regression, classification,
ranking, recommender systems). We show how to transfer knowledge between models of
different topologies. Also, we study relevant problems from biomedical applications such
as transfer under partial observability. TL under partial observability promotes a high-
level transfer of knowledge either from pre-trained models and from human experts. Also,
it copes with privacy concerns when working with sensitive data.
Finally, we define an evaluation framework for the assessment of TL techniques that
allows a fair assessment of models at different stages of the data acquisition process.
Directional Classification
In different areas of knowledge, phenomena are represented by directional -angular or
periodic- data; from wind direction and geographical coordinates to time references like
days of the week or months of the calendar. Angular data is often used to reference
the human body. Anthropologists use directional coordinates to reference the human
skull [298], gynecologists use them to reference the cervix on the colposcopic screening of
cervical cancer [369], and forensic doctors use angles to reference rape patterns on female
genitalia [16,19,20]. These values are usually represented in a linear scale, and restricted to
a given range (e.g. [0,2pi)), hiding the real nature of this information. Therefore, dealing
with directional data requires special methods.
Traditional methods on the design of classifiers for directional variables adopted gen-
erative approaches assuming a von Mises distribution of the input data. We proposed
discriminative directional classifiers that do not make any assumption on the data dis-
tribution. First, we proposed a directional Logistic Regression (dLR) model able to deal
with mixed (angular and linear) data.
Summary of Contributions to Computer Vision
The contributions to CV in this work address two problems: image classification (chap-
ter 7) and segmentation (chapter 8). In both cases, we aimed to merge ideas from tradi-
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tional and deep learning paradigms in order to reduce the impact of small datasets while
allowing access to complex decision spaces induced by deep methodologies.
Deep Local Binary Patterns
As the size of image datasets grow, the area of CV has become an extension of ML by
the application of Deep Neural Networks (DNN) than an overlapping area. While in the
early years of CV, the main focus was on the development of image processing techniques,
robust descriptors, among others, the efforts to solve CV tasks by end-to-end learning of
deep models have overshadowed the interest on traditional techniques in the last years.
The history of science, in general, has shown that while an area grows at the expense
of the other in some form of unidirectional contribution, in the end, both areas find an
equilibrium and discover their niche, joining in a bidirectional – symbiotic – interaction.
Such was the case of Computer Science and Mathematics. Now, it is the case of Deep
Learning and CV. Namely, deep learning has evolved from the grounds of computer vision
techniques such as banks of kernels to detect basic features (e.g. convolutions), pyramid
representations and translation invariance (e.g. pooling), illumination invariance (e.g.
batch normalization).
Nowadays, research efforts have been devoted to bringing deep learning concepts to
traditional methodologies in ML and CV, such was the case of Deep Kernels [48]. Finding
a good trade-off between traditional and deep techniques leads to a seamless integration of
expert and data-driven knowledge, allowing traditional models to reach new performance
boundaries on situations where data is scarce. In this work, we propose a deep extension to
Local Binary Patterns (LBP) (see chapter 7), a traditional descriptor in image processing.
This contribution attempts to illustrate a path between traditional and deep learning
techniques.
Image Segmentation
Traditional methodologies for semantic image segmentation often involve an iterative re-
finement of the candidate solution by measuring the expected quality of the proposed
alternative. That is the case of algorithms such as watershed, region growing, active con-
tours, and level-sets. Conversely, deep learning techniques for image segmentation attempt
to segment the image at a single pass through encoder-decoder networks [283]. Despite
improvements through cascades of networks, the idea of iterative refinements of solutions
is almost lost in deep methodologies.
We propose an alternative deep paradigm of semantic image segmentation (see chap-
ter 8). In the proposed approach, the outcome is achieved by 1) estimating the quality
of a segmentation mask given, and by 2) applying local refinements to the input mask to
maximize such estimation. In this case, the network is used as an oracle to estimate the
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best direction of improvement to manipulate the incremental candidate solution. In chap-
ter 8, we analyze this idea, propose a deep architecture to infer the image-mask quality
relation, and use the traditional gradient descent and backpropagation to maximize such
estimation.
Chapter 2
Learning and Ensembling
Lexicographic Preference Trees
with Multiple Kernels
This chapter was published in [97]:
• Kelwin Fernandes, Jaime S. Cardoso, and Hector Palacios. Learning and ensembling
lexicographic preference trees with multiple kernels. In Neural Networks (IJCNN), 2016
International Joint Conference on, pages 2140–2147. IEEE, 2016
We study the problem of learning lexicographic preferences on multi-attribute domains,
and propose Rankdom Forests as a compact way to express preferences in learning to rank
scenarios. We start generalizing Conditional Lexicographic Preference Trees by intro-
ducing multiple kernels in order to handle non-categorical attributes. Then, we define a
learning strategy for inferring lexicographic rankers from partial pairwise comparisons be-
tween options. Finally, a Lexicographic Ensemble is introduced to handle multiple weak
partial rankers, being Rankdom Forests one of these ensembles. We tested the perfor-
mance of the proposed method using several datasets and obtained competitive results
when compared with other lexicographic rankers.
2.1 Introduction
Preference learning is an inductive learning task concerned about inferring underlying
preference models given partially declared preferences [115]. In Artificial Intelligence (AI),
preferences are of critical importance, as they express agent’s desires in a declarative
fashion [159]. The choices of an agent that acts rationally are driven by an underlying
preference model [159]. Therefore, being able to infer models that reflect user’s preferences
is a key issue of recommending decisions or actions [159,214].
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It is particularly interesting to learn ranks in combinatorial domains, where the options
to rank are represented by a set of variables assigned to values. They are also studied
in combinatorial preference aggregation [191], a well-studied problem in computational
social choice, an area dealing with the computational aspects of social choice problems
like voting. The main challenge is to have a language that allows compact representation
of a number of options which are exponential in the number of variables. Any chosen
language would have pros and cons. More compact languages are usually less expressive
and vice versa, and there are also complexity issues [35].
Learning to Rank in combinatorial domains [290] has become a trendy topic in recent
years due to the growing number of applications involving the prediction of structured
preference data instead of traditional classification and regression tasks. For example,
search engines [295] receive a query and return a set of objects. Rankings are used to
present such objects according to their relevance. Good rankings can be obtained from
the query and the previous interaction of the user with the engine’s results, that can be
translated into their preferences, characterized by a number of attributes. Recommender
systems and subjective image quality assessment can benefit as well from learnt ranks
[117,305].
Learning to Rank methods can be divided, according to their input representation,
in three types: pointwise, pairwise and listwise [212]. Pointwise methods rely on assign-
ing a numerical (e.g. [0, 1]) or ordinal (e.g. poor, fair, good or excellent) score for each
observation. Pointwise methods reduce the learning to rank problem to traditional regres-
sion[56], classification [200], and ordinal regression/classification [57] tasks. In contrast,
Pairwise models rely on comparing pair of observations [34, 109, 149, 290]. Finally, the
listwise paradigm deals directly with the ordering of the entire set of entities associated
to a given query [340]. All these three approaches present advantages and disadvantages,
both regarding the accuracy and workload associated with the training set acquisition,
and regarding their adequacy to different scenarios.
The scope of this work is limited to the area of pairwise rankers, which can be further
subdivided into Scoring Rankers (SRk) and Non-scoring Rankers (NSR). Assuming that
the learned ranker can be represented by a binary function f(a,b) that decides the relative
order between observations a and b, a SRk decides which observation is better by com-
paring the score assigned by a pointwise (unary) function s with monotonous outcome,
f(a,b) = s(a) > s(b). Indeed, SRk project the options into a linear space. Examples of
these models are GBRank [371] and RankSVM [149]. Pointwise rankers and pairwise SRk
assume that the underlying preference model can be understood as a utility function. How-
ever, whilst it is always possible to transform a utility function into a preference model,
it is not the case in the opposite direction [277]. In contrast, NSR cannot be directly
obtained from pointwise scoring functions, but instead use the two observations together,
enabling more expressive non-linearity.
Lexicographic orders (LxO) compactly express the order between any pair of options
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by specifying a particular order of the variables and of their respective values. LxO are
widely accepted as a plausible representation of humans preferences [36, 292]. However,
their adequacy depends on the assumption of having underlying lexicographic preferences
(i.e. learning bias).
Several types of LxO have been proposed in the last decade. Linear LxO, and their
learning strategies, have been studied in [109, 292]. Booth et al. [34] introduced Condi-
tional Lexicographic Preference Trees (CLPT). CLPT are an extension of LxO to express
conditional local preferences, where the preference value of an attribute depends on the val-
ues of previous attributes, and conditional importance, where the ordering of the attributes
depends on the values of previous attributes. Liu and Truszczynski [215] extended CLPT
to allow partial rankings, focusing on formal properties of the language. CLPT can be
understood as general decision trees, where linear LxO is a particular case representable
as decision lists. Bräuning and Hüllermeier studied CLPT from a ML perspective and
demonstrated their adequacy in different problems [36].
The contributions of this work can be summarized as follows. First, we extend CLPT
[34] to handle non-categorical attributes, like real-valued or structured, through learning
multiple kernels. Second, we propose a learning strategy to induce CLPT encodings with
multiple kernels from a partial pairwise preference set. Third, we propose a lexicographic
ensemble strategy to aggregate (conditional) lexicographic rankers, called Rankdom Forest.
Finally, we validate the advantages of the proposed model from a ML point of view using
several datasets.
2.2 Languages for Representing Multi-attribute Lexicographic
Preferences
In this section, we formalize three languages for encoding lexicographic preference mod-
els. Section 2.2.1 and 2.2.2 define linear and non-linear (i.e. conditional) lexicographic
languages. Then, the proposed language is presented in Section 2.2.3.
2.2.1 Lexicographic Orders
As stated in [36], LxO can be defined as follows. Let us define an option o ∈O =D(A1)×
. . .×D(An), where A= {A1, . . . ,An} is the set of attributes and D(Ai) is the domain of the
corresponding attribute Ai. For a given attribute subset A′ = {Ai1 , . . . ,Aik} ⊆ A, D(A′)
is defined as D(Ai1)× . . .×D(Aik). Also, for an option o ∈ O and a subset A′ ⊆A, piA′ [o]
denotes the projection of o from O to D(A′). For the sake of readability, we write ok
instead of pi{Ak}[o] if A′ = {Ak} is a single attribute.
An LxO on O is a total order  defined in terms of [36]:
• The attribute importance, defined as the total order A on A.
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A0a0 A0 a0
A1a1 A1 a1
A2a3 A2 a3
(a) LO
A0a0 A0 a0
A1
a1 A(a0)1 a1
a1 A
(a0)
1 a1
A2a3 A2 a3
(b) CLPT-CP
A0a0 A0 a0
A1a1 A1 a1 A2 a2 A2 a2
A2a2 A2 a2 A1 a1 A1 a1
a0 a0
a1,a1 a2,a2
(c) CLPT-CI
A0a0 A0 a0
A1a1 A1 a1 A2 a2 A2 a2
A2a2 A2 a2 A1 a1 A1 a1
a0 a0
a1,a1 a2,a2
(d) CLPT-(CP+CI)
δ0 ::D(A0)→{0,1}
δ1 ::D(A1)→ Z δ3 ::D(A2)→ B
δ4 ::D(A1)→{0,1,2} δ5 ::D(A1)→{0,1}
0 1
false true
(e) MKCLPT
Figure 2.1: Examples of LxO, CLPT with conditional preferences (CP), CLPT with con-
ditional attribute importance (CI), CLPT with CP and CI, and MKCLPT encodings.
Attributes (Ai) are assumed to be binary, D(Ai) = {ai,ai}.
• The preferences on attribute values, defined as a total order Ai on each attribute
domain D(Ai).
Figure 2.1a illustrates a LxO with three binary attributes. Hereafter, unless we said
otherwise, we assume without loss of generality that A1 A A2 A . . . A An. Formally, o∗ is
preferred to o, o∗  o, if and only if there exists a k ∈ {1, . . . ,n} such that
(o∗k Ak ok) ∧ (∀i|i ∈ 1≤ i < k : o∗i = oi) (2.1)
It is important to notice that we refer to each object of the universe O as an option to
recall the idea of being the preferred alternative in given set (pairs in our case). In other
contexts, we might think about them as states or observations.
2.2.2 Conditional Lexicographic Preference Trees
CLPT extend linear LxO by allowing to express conditional preferences on attribute values
and conditional attribute importance based on the observed values of previous attributes
[34].
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2.2.2.1 Conditional Preferences on Attribute Values
Formally, conditional preferences introduce the notion of attribute dependency by refining
the preference between attribute values Ak into A(o1,...,ok−1)k , so it depends on (o1, . . . ,ok−1),
the assignments of the attributes more important than k [36].
Then, for conditional preferences on attribute values, o∗  o if and only if there exists
a k ∈ {1, . . . ,n} such that
(
o∗k A
(o1,...,ok−1)
k ok
)
∧ (∀i|1≤ i < k : oi∗ = oi) (2.2)
Figure 2.1b illustrates how the observed value on A0 changes the preferred value on A1.
This concept was originally introduced in [34] to handle preferences on single attributes
and extended in [36] to consider attribute tuples.
2.2.2.2 Conditional Attribute Importance
Observed values on important attributes define the order in which subsequent attributes
are evaluated (their position in the hierarchy) [34]. Formally, the partial assignment
oi1× . . .×oik of the most important characteristics (Ai1 , . . .Aik) ∈Ak determines the next
attribute in the hierarchy Aik+1 ∈A\(Ai1 , . . .Aik). Figure 2.1c illustrates how the observed
value on A0 changes the relative importance of A1 and A2. Namely, if the observed value
on A0 is a0, A1 is evaluated before A2. Otherwise, A2 is more important than A1.
CLPT can be graphically understood as a tree, where every node is labeled with an
attribute Ak and a total ordering Ak of its domain D(Ak). Each node has an outgoing
edge to a descendant node for each possible value ak ∈ D(Ak) . A CLPT can be used as
a ranker by feeding an option pair (o∗,o) ∈O×O to the root of the tree and propagating
it through the structure. At a given node v with attribute Ak, the projections o∗k and ok
are compared. If their scores are different (i.e. o∗k 6= ok), A
(ov1 ,...,ovk−1)
k is used to decide
the preferred option. Otherwise, the pair is propagated to the proper descendant through
the edge ok. If a pair is propagated to a leaf without a decision, the model rejects the
pair (i.e. it decides not to answer). Since the model is allowed to abstain, the preference
order induced by it might be partial [46,215]. Figures 2.1b and 2.1c show two examples of
CLPT with conditional preferences on attribute values and conditional attribute impor-
tance respectively. Figure 2.1d illustrates an example with combined importance in both,
preferences and importance.
2.2.3 Conditional Lexicographic Preference Trees with Multiple Kernels
CLPT have been studied in the literature[34, 36, 215]: 1) assuming discrete attributes
and 2) assuming that preferences behave in a strictly lexicographic manner, which might
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impose a very restrictive bias. Thereby, we extend the CLPT proposed in [34] to: 1) handle
infinite (countable and uncountable) value domains and 2) to reduce the lexicographic bias
Ai AAk. In order to do this, we introduce the notion of a kernel δ,
δ ::D(A′)→ T
where A′ ⊆A and T is a totally ordered set under the relation ≤. The kernel function can
be considered as a weak SRk, that takes as input the projection of o over A′, piA′ [o], and
computes a score δ(piA′ [o]). For readability, we assume that A′ is known and write instead
δ(o).
The language of Conditional Lexicographic Preference Trees with Multiple Kernel
(MKCLPT) extends the language of CLPT by introducing a customized kernel to each
node. Thereby, instead of defining local preferences (see (2.2)) on attribute values, we
consider a linear order of the assigned local scores. In the same way, conditional impor-
tance (c.f. Section 2.2.2.2) is defined in terms of the assigned scores of previous attributes
instead of the original attribute values. Consequently, MKCLPT defines a parametric
language to encode pseudo-lexicographic preferences.
Kernel expressiveness may range from naïve functions that consider a total order of
a single attribute domain (traditional CLPT) to very complex multi-attribute SRk (e.g.
RankSVM, GBRank) able to learn any ranking function. Although we allow kernels to
return an infinite number of values, we encourage the use of kernels with finite ordinal
range. The proper trade-off between kernel expressiveness and lexicographic prior depends
on the underlying preference model. In this sense, expressive kernels induce shallow tree
structures, reducing the lexicographic assumption on the original attribute space.
As done with CLPT, a pairwise ranker can be inferred from a given MKCLPT. The only
difference relies on the use of the scores assigned by the node’s kernel δv when comparing
two options instead of the projection on the node’s attribute (see Figure 2.1e).
2.3 Learning CLPT with Multiple Kernels
There have been several attempts in the past to learn lexicographic models from partial
pairwise annotations. In this sense, the training set T consists of object pairs (o∗,o) ∈
O×O, being o∗ preferred to o.
T = {(o∗, o) | o∗ ∈ O∧o ∈ O∧o∗  o} ⊆ O×O
The learning goal is to find lexicographic models with high agreement with the pairwise
preferences in T , avoiding overfitting the training data.
Each aforementioned language defines a space of preference models with its proper ex-
pressiveness. From an ML perspective, a predictive model is a particular instantiation from
the entire search space defined by the language, which is able to generalize the underlying
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1: procedure Fit-MKCLPT(T ,A,k,δ)
2: if T = ∅ ∨ A= ∅ then
3: return MKCLPT_Dummy()
4: end if
5:
6: A∗← Select-k-Features(A,k)
7: δn← Fit-Kernel(δ,T ,A∗)
8: Ac← Consumed(δn)
9: children←{}
10:
11: for each s in Range(δn) do
12: Ts←{(o∗,o) | (o∗,o) ∈ T ∧ δn(o∗) = δn(o) = s}
13: children[s]← Fit-MKCLPT(Ts, A−Ac, k, δ)
14: end for
15:
16: return MKCLPT_Node(δn,children)
17: end procedure
Figure 2.2: Pseudocode of the proposed algorithm for fitting MKCLPT
preference model. Namely, the preferences induced by the model are highly consistent
with the unknown preferences. The resulting model is a computationally tractable way
to represent the space of all the possible combinatorial preferences. While from a ML
point of view, we are interested in compact models able to generalize, from a social choice
perspective, this can be used for combinatorial preference aggregation [35].
For instance, LexRank presents a greedy strategy to learn linear LxO by learning un-
conditional attribute importance and preferences on attribute values for Boolean domains
[109]. On the other hand, CLeRa [36] is a greedy algorithm to induce CLPT for options
with discrete domains.
Given that reasoning directly in a lexicographic manner with infinite-valued features
returns a ranker with zero probability of non-abstention, leaving the entire decision to the
most important attribute, previous efforts on learning CLPT preprocess real-valued fea-
tures using global discretization techniques (e.g. equal frequency binning) [36]. However,
these discretization techniques behave in a global fashion, preventing the model to decide
the best discretization technique to handle local preferences.
We propose an extension of the CLeRa algorithm to induce MKCLPT from a training
set T (see Figure 2.2). In our proposal, kernels are learned in a local manner, instead
of traditional global discretization schemes learned as a preprocessing step. To increase
coherence between our extension and the original CLeRa algorithm, this section follows
of [36].
As usually done in Decision Trees (DT) learning, our approach presents a greedy top-
down strategy. Thereby, similarly to the information gain measure used in DT, we use
a performance estimator that can be used as a heuristic for selecting the best topology
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[36, 46].
Thus, (2.3)-(2.4) measure respectively the number of concordant and discordant pairs
between the induced preference model and the training set.
C(,T ) = |{(o∗,o) ∈ T |o∗  o}| (2.3)
D(,T ) = |{(o∗,o) ∈ T |o o∗}| (2.4)
Then, motivated by [46], (2.5)-(2.6) define Correctness (CR) and Completeness (CP),
that express respectively the agreement degree between two preference models and the
degree of abstention.
CR(,T ) = C(,T )−D(,T )
C(,T ) +D(,T ) (2.5)
CP (,T ) = C(,T ) +D(,T )|T | (2.6)
Finally, we introduce the following performance measure, 0 ≤ CRP ≤ 1, motivated by
the area under the correctness-completeness curve (see (2.7)). Since correctness range from
-1 to +1, we introduce a scale transformation in order to be consistent with traditional
Area Under the Curve (AUC) interpretations.
CRP(,T ) =(CR(,T ) + 1)2 ·CP (,T ) (2.7)
2.3.1 Initialization and Termination
We begin considering the entire training set T and the complete set of attributes A. The
recursion stops when there are no remaining attributes (A′ = ∅) or training pairs (T ′ = ∅).
In this case, the function returns a dummy node that always rejects (i.e. full abstention).
2.3.2 Creating a node
In [36], a node is created by enumerating the exhaustive search on the attribute tuples
and total orders of attribute values (with some heuristics to reduce computational time).
The best node is chosen by maximizing correctness, using completeness to break ties. We
generalize this process by learning a kernel that creates a latent attribute that encodes
local preferences. At any given time, the kernel function has access to the remaining (non-
used) attributes. By using kernels able to handle non-categorical data types, we provide
to CLPT nodes a way to reason about complex attributes. Moreover, we may introduce
combinations of attributes in a more compact way than the total order of tuples proposed
in [36] by using kernels that consider multiple attributes.
The kernel is assumed to be a weak SRk. Thereby, we might use the scores directly in
the lexicographic comparison without learning a total order on these values.
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Although the decision process regarding the best kernel configuration depends on the
kernel’s learning strategy, maximizing correctness might encourage overfitted kernels that
reject most comparisons when the kernel has high expressiveness. Thereby, in the evalu-
ation of kernels we maximize CRP , using correctness and completeness to break ties (in
that order).
2.3.3 Recursion
After the best kernel has been identified and learned, the training pairs (o∗,o) predicted
by the current node are removed from the training set. Then, a child is created for each
possible score s in the image of δ. Each child is recursively trained using the training set
defined in (2.8) and the attributes A′ \Aδ, where Aδ are the attributes consumed by the
kernel function.
Ts = {(o∗,o) | (o∗,o) ∈ T ∧ δ(o∗) = δ(o) = s} (2.8)
2.3.4 Randomization
In order to introduce variability, we apply the random subspace method in the selection of
attributes (features) to be considered by the kernel. This method has been traditionally
used in the construction of Random Forests [153]. Thereby, each kernel is trained using
k < |A′| randomly chosen features. During the feature selection process, a fitness value
is assigned to each attribute by fitting a kernel using it individually. Then, the roulette
wheel selection strategy is employed to decide the best subset of features. The probability
of a given features to be chosen is defined by
pi =
CRP(δi,T )∑
a∈A′
CRP(δa,T ) (2.9)
where δa is the preference model induced by fitting a single node using the remaining
training pairs and the feature a.
2.4 Lexicographic Ensemble
Given the discrete nature of the comparisons performed by lexicographic preference mod-
els, coarse rankings (i.e. partial orders) are produced by them when compared with orders
induced by SRk with continuous output. Therefore, it is relevant to study a way to
aggregate multiple NSR.
While simple voting schemes (e.g. weighted votes) can be considered in general classi-
fication, preserving consistency (i.e. symmetry and transitivity) when combining multiple
NSR is not trivial, even if each individual ranker is consistent [46]. Formally, if n rankers
ri with induced preference relations i are merged, the ensemble R formed by them with
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preference relation  must preserve (2.10) and (2.11). Namely, the underlying preference
models must induce a Directed Acyclic Graph (DAG).
a b≡ b≺ a (2.10)
a0  a1 ∧ . . . ∧ak−1  ak =⇒ a0  ak (2.11)
A previous attempt on merging lexicographic preference models was proposed in [189]
from a computational social choice perspective. Thus, several constraints over the voting
scheme were introduced that, in general, turn the problem intractable. However, from an
ML point of view, we are interested in building an aggregation, without concerning about
social choice properties.
A Lexicographic Ensemble (LxE) comprises a sequence of (weak) lexicographic rankers
R= {ri |i ∈ [0 . . .n)} with a hierarchic voting rule. Namely, the predicted outcome for the
pair (a,b) is specified by the estimator (ri) with highest priority that doesn’t abstain
(¬a ∼i b). Formally, the pair (a,b) is predicted as ⊕ ∈ {≺,} if and only if (2.12) holds,
otherwise, a∼ b.
a⊕ b≡ ∃
i∈[0...n)
(
a⊕i b∧
(
∀
j∈[0...i)
a∼j b
))
(2.12)
The proposed voting scheme can be understood as recursively appending a copy of the
estimators with lower priority to the leaves (tail for linear LxO) of the estimators with
higher priority.
The learning process is reduced to find the best linear arrangement (i.e. permuta-
tion) of the base estimators. Although this scheme presents a dictatorship, from a ML
perspective, this is acceptable since estimators with higher priority are better informed
than estimators in the tail of the arrangement. This process can be done by enumerating
all the possible permutations and choosing the one that maximizes the metric of interest
(e.g. correctness, completeness, CRP). Since this becomes rapidly intractable for large
ensembles, two strategies are proposed to address this task.
The first idea relies on sorting the estimators in decreasing order by performance in a
training (or validation) set using either correctness (with completeness to break ties), CRP
(with correctness and completeness to break ties) or Borda count (number of wins minus
number of losses) as evaluation metric. Given that the base estimators are weak and may
abstain, only pairs of non-rejected predictions are considered when computing the winner
between a pair of rankers in the Borda count strategy.
The second idea consists in modeling the problem as learning an unconditional lexico-
graphic order with fixed preferences (correct prediction over incorrect prediction) of the
estimators. Thus, any lexicographic learning strategy like LexRank [109] can be used to
optimize the final order.
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Table 2.1: Datasets used in the experimental evaluation
Dataset Options Features Pairs
Lenses 24 4 155
Hepatitis 155 19 3,936
Echocardiogram 131 9 5,418
Parkinson [209] 195 22 7,056
SPECT Heart 267 22 17,270
Ionosphere 351 34 28,350
Ecoli 336 7 37,831
Arrhythmia 451 14 68,990
Blood Transfusion [355] 748 4 101,460
Breast Cancer Wisconsin [30] 683 9 106,116
Mammographic Mass [82] 830 5 172,081
Tic-Tac-Toe 958 9 207,832
Banknote Authentication 1372 4 464,820
Car Evaluation 1728 6 682,721
Wine Quality (Red) [54] 1599 11 821,581
Chess 3196 36 2,548,563
2.5 Rankdom Forest
A Rankdom Forest is the aggregation using a Lexicographic Ensemble of weak Conditional
Lexicographic Preference Trees. As done by traditional Random Forests [153], our proposal
uses feature randomization to introduce variability in the model construction (c.f. Section
2.3.4).
Also, in order to induce weak rankers, the maximum depth for each base estimator
may be limited. This parameter configuration can be optimized through cross-validation.
Encouraging shallow trees increases the probability of abstention on the top of the ensemble
(i.e. those with the highest priority), enabling estimators in the tail of the ensemble to
contribute to the construction of preference relation with higher completeness.
2.6 Experiments and Results
In this section we detail the experimental evaluation of the proposed method to induce
MKCLPT against two state-of-the-art methods to induce lexicographic rankers: CLeRa
[36] algorithm to induce CLPT and LexRank [109] to induce linear LxO. These three
methods were assessed using 16 real-life datasets from the UCI [207] repository (c.f. Table
2.1).
We used a 10-fold cross validation assessment strategy on the space of options. In
this sense, we consider for the training stage preferences whose two options belong to the
training set. Then, we validate the results on two different test sets. The first test set,
hereinafter referred as train-test (TR-TS) contains preference pairs with one option in the
training test and one in the test set. The second test set, referred as test-test (TS-TS)
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contains pairs with both options in the test set. TR and TS sets are important in different
contexts and applications. While the TR-TS set measures the performance of the models
when comparing new (unseen) options and old (with partial annotations) options, the TS-
TS set measures their performance on purely new options. Moreover, all the experiments
were repeated 10 times (100 executions in total). To facilitate the reproducibility of the
proposed experiments, we have made available the source code, training/test partitions
and extended results.
2.6.1 Kernels Used in the MKCLPT Learning Process
For experimental evaluation, we considered the following kernels.
2.6.1.1 Binning
a given feature is discretized using equal-frequency binning. The optimal number of bins
(n ∈ {2, . . . ,6}) and the feature to be used in the binning are decided at learning time.
Then, a score is assigned to each bin according to its quality measured using the Borda
count.
2.6.1.2 Clustering
observations are clustered using K-means with the number of centroids (k ∈ {2,3,4})
decided at learning time by maximizing CRP . Centroids are indexed by Borda count.
Then, each observation is assigned to its closest centroid.
2.6.1.3 RankSVM
an SRk is trained. Then, scores are discretized using equal-frequency binning (5 bins).
Given that the scores assigned by an SRk are already monotonous, the final bins preserve
the preference order. Notice that RankSVM [149] can be considered a SRk given that the
decision rule ωT (a− b) > 0 can be transformed into a scoring function since ωT (a− b) >
0≡ ωTa > ωT b≡ s(a)> s(b).
2.6.1.4 Multiple Kernel
in order to merge multiple kernels, a meta-kernel that simultaneously fits a sequence of
base kernels and decides the best transformation based on CRP is used.
2.6.2 Assessment of the Individual Languages and Learning Strategies
Tables 2.2 and 2.3 show a pairwise comparison of the three methods. MKCLPT obtained
better correctness results than CLPT and LxO in most of the datasets. This behavior
was consistent in both test sets. Although the proposed method abstains in a higher
degree than the others state-of-the-art methods, the improvement in terms of correctness
2.6 Experiments and Results 27
Table 2.2: Counts of wins for each pair of models in terms of CR and CP. The numbers
indicate the number of times the model in the row obtained a better performance than
the model in the column.
Train-Test
Model Correctness CompletenessMKCLPT CLPT LO MKCLPT CLPT LO
MKCLPT - 14 15 - 4 2
CLPT 2 - 9 12 - 0
LO 1 7 - 14 16 -
Test-Test
MKCLPT - 13 12 - 4 2
CLPT 3 - 4 12 - 0
LO 4 12 - 13 16 -
Table 2.3: Average relative difference (%) for each pair of models in terms of CR and CP.
The models in the column are used as reference to measure the gain of the models in the
rows.
Train-Test
Model Correctness CompletenessMKCLPT CLPT LO MKCLPT CLPT LO
MKCLPT − 14.75 14.10 − −0.82 −1.53
CLPT −10.24 − −0.41 0.90 − −0.72
LO −9.70 0.84 − 1.63 0.73 −
Test-Test
MKCLPT − 15.95 11.39 − −0.83 −1.97
CLPT −10.28 − −3.71 0.92 − −1.14
LO −6.79 4.21 − 2.11 1.18 −
Table 2.4: Average performance in terms of CR and CP
Model Train-Test Test-TestCR CP CR CP
MKCLPT 0.8165 0.9773 0.7764 0.9730
CLPT 0.7268 0.9859 0.6880 0.9817
LO 0.7309 0.9931 0.7114 0.9931
is higher than the decrease in terms of completeness. Table 2.4 shows the average absolute
correctness and completeness for each method and test set.
2.6.3 Topology Comparison of the MKCLPT and CLPT Models
As shown in Figure 2.3a, the proposed MKCLPT language and its training algorithm
induces more compact topologies than its non-kernelized counterpart (CLPT and CLeRa).
This fact can be observed by the fact that the curve generated by MKCLPT completely
dominates the curve induced by CLPT.
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(a) Cumulative maximum depth and number of nodes per tree.
(b) Cumulative number of kernels per depth and prediction rate per kernel.
(c) Predictions done by depth. Left: Train-test set, Right: Test-test set.
Figure 2.3: Topology analysis
Also, the learning strategy detailed in Section 2.3 tends to locate expressive kernels
(e.g. RankSVM) near the root of the trees and a higher number of kernels with limited
expressiveness (e.g. binning) in the leaves. Therefore, given that the number of nodes
increases exponentially on the height of the tree, it is natural to observe a higher number
of nodes using Binning than RankSVM (see Figure 2.3b). However, given that MKCLPT
follows a Pareto rule, a vast majority of the predictions are performed by the underrep-
resented RankSVM kernel (see Figures 2.3b and 2.3c). In this sense, MKCLPT is a NSR
able to reduce the lexicographic bias of traditional CLPT by inducing shallower topologies
2.6 Experiments and Results 29
Table 2.5: Average performance of the ensembles in terms of correctness and completeness.
Ensemble Train-Test Test-TestCR CP CR CP
CRP 0.7862 0.9958 0.7424 0.9956
Borda 0.7881 0.9958 0.7437 0.9956
CR 0.7883 0.9958 0.7442 0.9956
LexRank 0.7878 0.9958 0.7459 0.9956
Table 2.6: Counts of wins and ties for each ensemble models in terms of correctness and
completeness.
Train-Test
Ensemble Correctness CompletenessMKCLPT CLPT LO LE MKCLPT CLPT LO
CRP 4 16 14 5 16 12 3
Borda 5 16 15 4 16 12 3
CR 5 16 15 7 16 12 3
LexRank 5 16 15 1 16 12 3
Test-Test
CRP 4 12 11 6 16 12 3
Borda 5 14 10 5 16 12 3
CR 6 14 10 7 16 12 3
LexRank 5 14 11 5 16 12 3
with expressive kernels near the root.
2.6.4 Assessment of the Lexicographic Ensemble Methods
We validated the proposed LxE by comparing the single MKCLPT model trained in Sec-
tion 2.6.2 with ensembles consisting of 5 randomized MKCLPT. The number of estimators
in the ensemble is relatively low since the MKCLPT produced relatively high completeness
values (> 97%). Therefore, it is expected to take a few number of steps in the hierarchy
to produce a final answer. We used 75% of the features when creating each node following
the randomization rule explained in Section 2.3.4.
Tables 2.5, 2.6 and 2.7 show the behavior of the proposed ensemble method using the
four aforementioned heuristics (i.e. CRP , Borda, correctness and LexRank). All the meth-
ods behaved similarly way with slightly different results, being the one based on Borda
count the method with the highest correctness. Since the abstention degree does not de-
pend on the order of the base estimators, all the methods obtained the same completeness
score.
The proposed aggregation strategy was able to increase the completeness of the base
MKCLPT model to 99.58% in the train-test set and 99.56% in the test-test set. Moreover,
the attained completeness values are higher than the ones obtained by the rest of the
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Table 2.7: Average relative difference (%) between each LE strategy and base lexicographic
model in terms of CR and CP.
Train-Test
Ensemble Correctness CompletenessMKCLPT CLPT LO LE MKCLPT CLPT LO
CRP -3.2183 9.1312 8.3927 -0.4529 1.9132 1.0712 0.3419
Borda -2.7968 9.5616 8.8072 -0.0824 1.9132 1.0712 0.3419
CR -2.7741 9.5883 8.8369 -0.0367 1.9132 1.0712 0.3419
LexRank -2.8385 9.5164 8.7632 -0.1364 1.9132 1.0712 0.3419
Test-Test
CRP -3.7773 9.0306 4.6674 -0.5214 2.3551 1.4845 0.3089
Borda -3.3340 9.4438 5.0503 -0.2930 2.3551 1.4845 0.3089
CR -3.2482 9.5393 5.1382 -0.1941 2.3551 1.4845 0.3089
LexRank -3.0632 9.7629 5.3451 -0.0123 2.3551 1.4845 0.3089
models. The best average results in the train-test and test-test sets were achieved by the
CR and LexRank rules respectively.
Since increasing completeness requires to introduce more risky predictions, the average
correctness decreased when compared with the base MKCLPT model. However, as can be
seen in the results, the behavior of the ensemble strategies is better in terms of correctness
than the other methods in the literature.
2.7 Conclusions and Future Work
Learning to rank is an inductive learning technique that focuses on creating predictive
models able to generalize underlying preference models on combinatorial domains. Being
a plausible representation of human preferences [292], conditional and unconditional LxO
are languages (and predictive models) for representing compactly and reasoning about
multi-attribute preferences. Moreover, since LxO are NSR, they are able to represent
preference models that can not be expressed as a utility function [277]. However, LxO
may pose a strong bias when dealing with preference functions that do not behave in a
lexicographic way. While other Learning to Rank methods can deal with non-categorical
features, traditional LxO methods require introducing global preprocessing techniques to
transform the attributes domain [36].
We overcome these limitations introducing Conditional Lexicographic Preference Trees
with Multiple Kernels, MKCLPT, a new parametric language to reason about lexico-
graphic preferences. MKCLPT is a kernelized version of CLPT, allowing: 2) to decrease
the dependence on the assumption of having an underlying lexicographic preference model,
and 2) to deal with non-categorical attributes.
We proposed a learning strategy to induce CLPT highly consistent with a partially
annotated training set. As shown in the experimental evaluation, the proposed language
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and learning strategy performed better in terms of correctness than CLPT (trained using
CLeRa algorithm [36]) and LxO (trained using LexRank [109]). However, MKCLPT was
more prune to abstain than other rankers. Thereby, we defined an aggregation technique
to build ensembles of lexicographic rankers that induces more complete orders. Through
the proposed experiments we validated that the aggregation was able to increase the
completeness of the induced rankers with a controlled correctness reduction. On the other
hand, the computational cost of learning a MKCLPT node is higher than learning a CLPT
node, given that kernels are learned locally.
Combining learned randomized MKCLPT and lexicographic aggregation techniques,
we defined Rankdom Forest, which can be understood as the NSR analog of Random
Forest (RF) used for classification. As we show, Rankdom Forests offer promising results
when reasoning about partially annotated preference models, leading to future work in
different directions. For instance, we are considering the inclusion of a regularization
factor in the allowed completeness of each level to balance the prediction rate through the
hierarchy. Also, we intend to explore general voting rules by allowing inconsistencies and
introducing optimization techniques to minimize them.
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Chapter 3
Ranking for Imbalance
Classification
This chapter was published in [58]:
• Ricardo Cruz, Kelwin Fernandes, Jaime S. Cardoso, and Joaquim F. Pinto Costa. Tack-
ling class imbalance with ranking. In Neural Networks (IJCNN), 2016 International Joint
Conference on, pages 2182–2187. IEEE, 2016
Kelwin Fernandes conceived the proposed methodology and participated in the development
of the preliminary versions of the solution. Ricardo Cruz worked in the experimental assess-
ment and paper writing. Extensions of this work to handle imbalance distributions in ordinal
classification tasks were published in [60–62,264]:
• Ricardo Cruz, Kelwin Fernandes, Joaquim F. Pinto Costa, María Pérez Ortiz, and
Jaime S. Cardoso. Ordinal class imbalance with ranking. In Iberian Conference on
Pattern Recognition and Image Analysis, pages 3–12. Springer, 2017
• Ricardo Cruz, Kelwin Fernandes, Joaquim F. Pinto Costa, María Pérez Ortiz, and
Jaime S. Cardoso. Combining ranking with traditional methods for ordinal class imbal-
ance. In International Work-Conference on Artificial Neural Networks, pages 538–548.
Springer, 2017
• María Pérez-Ortiz, Kelwin Fernandes, Ricardo Cruz, Jaime S. Cardoso, Javier Briceño,
and César Hervás-Martínez. Fine-to-coarse ranking in ordinal and imbalanced domains:
An application to liver transplantation. In International Work-Conference on Artificial
Neural Networks, pages 525–537. Springer, 2017
• Ricardo Cruz, Kelwin Fernandes, Joaquim F. Pinto Costa, María Pérez-Ortiz, and
Jaime S. Cardoso. Binary ranking for ordinal class imbalance. In Pattern Analysis
and Applications. Springer, 2018
In classification, when there is a disproportion in the number of observations in each
class, the data is said to be class imbalance. Class imbalance is pervasive in real-world
applications of data classification and has been the focus of much research. The minority
class contributes too little to the decision boundary because the learning process learns
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from each observation in isolation. In this chapter, we discuss the application of learn-
ing pairwise rankers as a solution to class imbalance. We compare ranking models to
alternatives from the literature.
3.1 Introduction
It is not uncommon in classification problems for data to be class imbalance; that is,
the class distribution is not uniform, sometimes dramatically not. This is true in such
fields as medicine where more people are cleared as negative in screening than are accused
positives by such tests. In such cases, a naive application of learning algorithms will
produce uninteresting models that have very good overall accuracy, at the expense of the
minority class.
Several approaches have been proposed in tackling this problem, which usually involve:
A. Pre-processing step changing the class priors by undersampling the majority class
and/or creating new synthetic examples of the minority class [43], or even changing
class priors by changing class labels themselves (e.g., MetaCost [76]);
B. Training with costs instead of maximizing accuracy, the training algorithm max-
imizes weighted accuracy, so that the cost of misclassifying a class is inversely pro-
portional to its frequency;
C. Post-processing by tweaking the decision boundary by such measures as changing
a threshold after which one class is selected, sometimes with the aid of a ROC curve;
D. Ensembles by which each model within the ensemble is trained with balanced
subsets of the data, coupled with the previous preprocessing techniques.
This list is by no means meant to be exhaustive. One-class models are also sometimes
used to identify the minority class, though they do not usually produce interesting results
[241, see Table 4]. On the other hand, some rule induction models can be made to prioritize
one class, and have been found to produce interesting results [182].
In this work, we propose adding pairwise rankers to the repertoire of such techniques.
We will first introduce some of the current methods from the literature in more detail
before delving into learning pairwise rankers. Previous work had found that rankers can
produce better AUC curves [52].
3.1.1 Pre-processing
Stratification is the most popular pre-processing approach. It works either by undersam-
pling from the majority class which has the side benefit of significantly improving training
times when class imbalance is severe. Another strategy, sometimes used in conjunction,
is oversampling by creating new synthetic samples. A common algorithm is known as
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SMOTE [43], where new observations are built in between two existing observations us-
ing Euclidean distances. SMOTE has been extended by other algorithms; for example,
MSMOTE [154]. These extensions improve SMOTE by adding new heuristics, most no-
tably by identifying outliers and refraining from using them for the oversample, as well as
identifying boundary points.
Also worth of notice is MetaCost which works by first assigning a probability to each
observation as belonging to each class, by using bagging of models, and secondly by cal-
culating a threshold below which any observation of the majority class is assigned to the
minority class [76]. In other words, it balances class priors by actually changing the class
of those majority observations for which the underlying estimator is less certain about.
The immediate advantage of pre-processing is that it is model agnostic: class imbalance
can then be solved as a separate problem. This is especially important when one is unsure
of the most appropriate learner, and would prefer to tackle class imbalance as a separate
issue.
3.1.2 Training with costs
Training by explicitly defining costs seems like the most direct approach. Instead of
minimizing total misclassification, FP+FN, we minimize the weighted misclassification,
wPFP +wNFN, where to the weights wP and wN are assigned the inverse frequency of
their class priors (P and N stand for Positives and Negatives, respectively, while TP and
FP are True and False Positives, conversely for TN and FN).
Unfortunately, adding cost-sensitivity to the training algorithm is not always straight-
forward and is sometimes cumbersome. Taking Support Vector Machines (SVM) as an
example, suggestions have been made to introduce costs in the feature space transforma-
tion by changing the kernel function [335], introducing different penalties for the positive
and negative SVM slack variable ξ [23], among other approaches.
Furthermore, cost training sometimes saturates and cannot expand beyond the limits
of the data, which pre-processing methods can help. It has been found that pre-processing
approaches are in fact oftentimes superior [76].
3.1.3 Post-processing
This step consists in varying the threshold by which the class is chosen in a binary classifier
(e.g., Artificial Neural Networks (ANN)), or it could mean changing the bias in a SVM
model to adjust the decision boundary [249].
3.1.4 Ensembles
Several ensembles have been proposed recently. Easy Ensemble is a high performing
bagging technique where each model is trained from undersampled pools of the data, in
which each pool has the same number of positive and negative observations [213]. An
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Figure 3.1: Schematic of the pairwise ranking classifier applied to class imbalance data.
extension to this model is Balance Cascade whereby undersampling of the majority class
is guided to remove observations that have been correctly classified by the previous model
in the ensemble, also [213].
Other methods, such as SMOTE Boost, SMOTE Bagging, IIVOTES or RUSBOOST,
on the other hand, create new synthetic observations based on the harder to classify cases
of minority observations; this is in opposition to traditional boosting methods which assign
a distribution of weights to the observations.
Ensembles tend to triumph in recent literature [241]. It does not seem completely
clear however whether what contributes to these gains is the combination of ensemble and
stratification, or whether it is simply the ensemble since they are not usually benchmarked
against ensembles of the other approaches.
3.2 Ranking for Class Imbalance
One possible family of methods to tackle the class imbalance problem is pairwise ranking
algorithms, in particular, pairwise SRk. The term document is typically used in the
literature to refer to observation because of its genesis and tight connection to information
retrieval techniques [199].
In ranking, document xi is compared with another document xj , and we are interested
in predicting whether xi  xj , meaning xi is “preferred” to xj . The three big umbrellas
of rankers are:
• Pointwise, in which each document xi is trained individually and a score function,
f(xi), is given based on its relevance;
• Pairwise: each document xi is compared against all others xj , and if xi  xj , then
we train a function f so that:
– pairwise scoring ranker: if xi  xj then f(xi)> f(xj), with f : X → R;
– pairwise non-scoring ranker: the decision function is such that it decides
which of two documents is preferred, f : X2→X;
• Listwise, where the training loss function is based on all documents and their scores.
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We propose to consider pairwise SRk for the class imbalance problem. Ranking al-
gorithms for classification have been found to make highly competitive classifiers [109].
And, as we will see, there is no class imbalance when doing pairwise ranking. Since we
are comparing each observation of one class to every observation of the other class, the
ensuing training process is necessarily balanced.
In the same spirit of the category of models presented in the introduction, we can see
the ranking process as being composed of the following steps: pre-processing, training,
and post-processing (see diagram in Figure 3.1).
3.2.1 Pre-processing
In the case of binary classification, pairwise rankers are trained so that for every two
observations, (xi,xj) and respective class labels (yi,yj), a transformation f is applied so
that xi  xj if P(yi = 1)> P(yj = 1), and xi ≺ xj otherwise. Here we take 1 as being the
minority class, without loss of generality.
In order to illustrate the ranking approach, among many potential pairwise SRk, here
three are considered. Any others could be adapted in an analogous manner. These were
selected because they are a) pairwise scoring, and b) they encompass major families of
rankers:
Table 3.1: Ranking models explored
Family Ranker Reference
Linear SVM RankSVM [150]
ANN RankNet [39]
AdaBoost RankBoost [113]
In RankSVM, data is transformed into the space of differences, so the original dataset
X becomes X′, where x′ij = xi−xj and x′ji = xj−xi, for all pairs (i, j) such that yi 6= yj ,
with y′ij = yi and y′ji = yj .
In all others, data is transformed so that Xi = {xi,yi} becomes X′ij = {xi,y′ij}, for all
combinations (i, j), (and ditto for the symmetric relation (j, i)), where y′ij denotes a relation
of preference between xi and xj (y′ij = 1 if xi  xj , or −1 otherwise). In RankBoost, y′ij
denotes the class of i, y′ij = yi (and all combinations such that yi = yj are omitted), while
in RankNet y′ij represents the ranking probability we aim to estimate,
y′ij =

0, if yi < yj
1, if yi > yj
0.5, if yi = yj .
The data with which the ranking estimator is trained is therefore usually bigger, and
so training times tend to be slower than ordinary classification methods. In general, the
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transformed dataset N ′ ∈ O(N2), but in cases like RankSVM or RankBoost which use
only pairs of opposite classes, N ′ = 2N0N1 and, because of class imbalance, N0N1, so
N ′ ≈ 2N0.
3.2.2 Training
When it comes to training, RankSVM makes use of a linear SVM as a base estimator to
classify observations within the space of differences, where the decision rulew ·(xi−xj)> 0
can be transformed into a scoring function since w ·(xi−xj)> 0≡w ·xi >w ·xj ≡ s(xi)>
s(xj). In RankNet, an ANN is used to estimate y′ij which denotes the probability P(xi 
xj).
RankBoost, like AdaBoost from the same authors, trains a base estimator, at each
iteration t, using an underlying distribution of weights for each pair, for which Dij =Dji.
The difference from AdaBoost is in that αt is a function of the number of pairs whose
order has been correctly or incorrectly estimated: αt = 12 log
W−1
W+1
, where Wb={−1,+1} =∑
i,jDijIft(xi)−ft(xj)=b.
Loss functions are therefore hinge loss, logistic loss, and exponential loss for RankSVM,
RankNet, and RankBoost, respectively.
3.2.3 Post-processing
As discussed, a pairwise SRk produces a score function f : X→ R, with which we predict
a class {0,1} using a scoring threshold. We have chosen the threshold T that maximizes
the F1 score, which is more appropriate than accuracy for class imbalance, and is defined
as:
F1 =
2TP
2TP + FN + FP .
Using the training data, we have si = f(xi) which we order, and use each midpoint
s′i =
si+si+1
2 as possible candidates for threshold T , so that
T = argmax
s′i
F1(s′i).
For fairness, the F1 score metric is also used when cross-validating the best parameters
of the models we are comparing.
In the following experiments tables, we also make use of these scores to calculate the
area under curve (AUC) of ROC curves. The ROC curve is a common measure to evaluate
how correctly classified observations would be if the decision threshold T was changed.
What should constitute this decision threshold is not always obvious; in the SVM, this
could be the distance to the separating hyperplane, as was used, or varying the bias [249].
In ranking models, the ROC can easily be drawn by choosing different scores si for T .
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Table 3.2: Datasets
Dataset Minority N Features IR Overlap
sonar — 208 60 0.466 0.216
breast-cancer — 699 9 0.345 0.075
german — 1000 24 0.300 0.563
haberman — 306 3 0.265 0.605
transfusion — 748 4 0.238 0.629
vehicle van 846 18 0.235 0.090
CTG — 2126 22 0.222 0.172
hepatitis — 143 14 0.203 0.621
segment 1 2310 19 0.143 0.009
winequality-red 7,8 1599 11 0.136 0.512
vowel 1 990 13 0.091 0.011
abalone 9vs18 731 7 0.057 0.595
glass 6 214 9 0.042 0.556
car good 1728 6 0.040 0.667
yeast ME1 1484 8 0.030 0.341
Acknowledgments: Datasets come courtesy of the UCI Machine Learning repository [207]. The breast
cancer dataset was obtained from the University of Wisconsin Hospitals, Madison from Dr. William H.
Wolberg [224]. The vehicle dataset is originally from the Turing Institute, Glasgow, Scotland.
Wine-quality is originally from [54].
3.3 Experiments
Fifteen empirical datasets are considered (see Table 3.2). Most datasets used have N
(the number of observations) in the order of thousands, to ensure what is being tested is
“relative rarity”, and avoid “absolute rarity” issues [144]. Some of these are multinomial
classification datasets which were converted to binary classification using the class label
mentioned in the “Minority” column. These samples are based on [45]. All others are
binary classification datasets. Datasets in all proceeding tables are ordered by Imbalance
Ratio (IR), N1/N .
Overlap is a measure of how intertwined the observations from the two classes are.
There is a significant amount of literature on the role of overlapping in class imbalance
[274], with some authors arguing these problems are often conflated [72]. Our measure
of overlap is defined as the ratio of minority observations whose closest neighbor is an
observation of the majority class. We compare models’ correlation to IR and overlap in
the results.
Experiments are done by cross-validation through a bootstrap process: each sample is
randomly split into 40 folds of 80-20% stratified splits of train-test. The average of F1 and
ROC AUC for each dataset is exhibited. The best scores are presented in bold, as well
as all statistically identical scores, using a paired difference Student’s t-test with a 95%
confidence level.
Furthermore, a 5-fold validation is performed for SVM and ANN to find the best
parameter: the regularization coefficient C and hidden nodes H, respectively, choosing
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Table 3.3: Family: Linear SVM
Linear SVM F1 ROC AUC
Sample Ranking Baseline Weights SMOTE MSMOTEMetaCost Ranking Baseline Weights SMOTE MSMOTEMetaCost
sonar 0.741 0.723 0.734 0.723 0.724 0.725 0.832 0.823 0.826 0.823 0.823 0.816
breast-cancer-wisconsin 0.957 0.953 0.954 0.955 0.954 0.953 0.994 0.994 0.994 0.994 0.994 0.994
german 0.618 0.568 0.622 0.616 0.617 0.598 0.808 0.809 0.809 0.806 0.804 0.808
haberman 0.485 0.188 0.476 0.484 0.469 0.253 0.685 0.689 0.690 0.677 0.668 0.688
transfusion 0.516 0.154 0.528 0.518 0.522 0.174 0.758 0.758 0.757 0.753 0.752 0.758
vehicle-van 0.937 0.940 0.930 0.932 0.934 0.927 0.995 0.995 0.995 0.995 0.994 0.994
CTG 0.925 0.931 0.915 0.917 0.919 0.934 0.993 0.993 0.993 0.993 0.992 0.993
hepatitis 0.634 0.606 0.651 0.630 0.632 0.648 0.882 0.877 0.884 0.882 0.871 0.881
segment-1 0.986 0.991 0.988 0.990 0.990 0.990 0.996 0.998 0.997 0.998 0.998 0.999
winequality-red-7,8 0.517 0.228 0.479 0.482 0.491 0.346 0.858 0.857 0.858 0.856 0.850 0.855
vowel-1 0.457 0.180 0.445 0.442 0.421 0.273 0.892 0.884 0.893 0.887 0.850 0.870
abalone-9vs18 0.652 0.502 0.473 0.493 0.500 0.632 0.948 0.952 0.950 0.948 0.926 0.950
glass-6 0.695 0.000 0.234 0.236 0.226 0.010 0.984 0.507 0.763 0.752 0.761 0.436
car-good 0.476 0.064 0.422 0.438 0.391 0.274 0.959 0.958 0.959 0.958 0.941 0.955
yeast-ME1 0.612 0.523 0.556 0.562 0.564 0.571 0.986 0.986 0.986 0.985 0.984 0.986
Average 0.681 0.503 0.627 0.628 0.624 0.554 0.905 0.872 0.890 0.887 0.881 0.865
Winner 80% 20% 40% 26% 26% 20% 80% 66% 73% 13% 20% 46%
Table 3.4: Family: AdaBoost
AdaBoost F1 ROC AUC
Sample Ranking Baseline Weights SMOTE MSMOTEMetaCost Ranking Baseline Weights SMOTE MSMOTEMetaCost
sonar 0.787 0.824 0.824 0.824 0.824 0.818 0.891 0.917 0.917 0.917 0.917 0.916
breast-cancer 0.937 0.932 0.932 0.937 0.934 0.948 0.990 0.989 0.989 0.990 0.989 0.991
german 0.597 0.541 0.541 0.588 0.583 0.587 0.783 0.794 0.794 0.792 0.793 0.796
haberman 0.419 0.375 0.375 0.464 0.458 0.441 0.638 0.663 0.663 0.671 0.673 0.692
transfusion 0.502 0.418 0.418 0.511 0.509 0.493 0.718 0.745 0.745 0.737 0.737 0.740
vehicle-van 0.928 0.901 0.901 0.905 0.909 0.906 0.993 0.991 0.991 0.991 0.991 0.989
CTG 0.973 0.972 0.972 0.970 0.971 0.979 0.996 0.997 0.997 0.996 0.997 0.996
hepatitis 0.578 0.525 0.525 0.581 0.596 0.596 0.822 0.808 0.808 0.833 0.842 0.846
segment-1 0.993 0.990 0.990 0.987 0.988 0.988 1.000 1.000 1.000 1.000 1.000 1.000
winequality-red-7,8 0.520 0.431 0.431 0.509 0.511 0.528 0.867 0.868 0.868 0.864 0.863 0.869
vowel-1 0.692 0.443 0.443 0.610 0.549 0.633 0.953 0.946 0.946 0.948 0.930 0.939
abalone-9vs18 0.369 0.318 0.318 0.287 0.298 0.377 0.803 0.820 0.820 0.793 0.791 0.822
glass-6 0.801 0.670 0.670 0.825 0.777 0.713 0.996 0.998 0.998 0.993 0.989 0.982
car-good 0.573 0.388 0.388 0.596 0.515 0.401 0.974 0.977 0.977 0.976 0.965 0.919
yeast-ME1 0.667 0.671 0.671 0.654 0.635 0.698 0.982 0.986 0.986 0.985 0.982 0.986
Average 0.689 0.627 0.627 0.683 0.671 0.674 0.894 0.900 0.900 0.899 0.897 0.899
Winner 73% 13% 13% 46% 33% 46% 40% 66% 66% 46% 33% 60%
Table 3.5: Family: Artificial Neural Networks
Neural Networks F1 ROC AUC
Sample Ranking Baseline Weights SMOTE MSMOTEMetaCost Ranking Baseline Weights SMOTE MSMOTEMetaCost
sonar 0.805 0.804 0.801 0.731 0.732 0.725 0.881 0.896 0.895 0.830 0.829 0.817
breast-cancer 0.946 0.942 0.947 0.955 0.954 0.955 0.975 0.989 0.991 0.994 0.993 0.994
german 0.513 0.540 0.543 0.618 0.609 0.623 0.665 0.744 0.721 0.808 0.807 0.809
haberman 0.444 0.361 0.459 0.435 0.431 0.497 0.604 0.675 0.678 0.676 0.663 0.688
transfusion 0.495 0.391 0.506 0.492 0.502 0.525 0.549 0.764 0.753 0.757 0.755 0.758
vehicle-van 0.944 0.940 0.941 0.593 0.596 0.596 0.982 0.996 0.996 0.985 0.985 0.923
CTG 0.961 0.965 0.963 0.919 0.919 0.925 0.993 0.997 0.998 0.993 0.993 0.993
hepatitis 0.600 0.502 0.528 0.520 0.515 0.611 0.828 0.803 0.801 0.795 0.791 0.846
segment-1 0.989 0.990 0.975 0.984 0.984 0.986 0.999 0.999 0.999 0.996 0.996 0.996
winequality-red-7,8 0.477 0.482 0.508 0.316 0.317 0.269 0.555 0.823 0.843 0.790 0.786 0.655
vowel-1 0.397 0.946 0.855 0.480 0.482 0.379 0.516 0.989 0.973 0.963 0.954 0.899
abalone-9vs18 0.511 0.485 0.362 0.301 0.347 0.358 0.801 0.917 0.907 0.927 0.922 0.889
glass-6 0.024 0.000 0.136 0.350 0.347 0.290 0.442 0.338 0.556 0.683 0.698 0.610
car-good 0.839 0.849 0.737 0.447 0.402 0.392 0.959 0.996 0.982 0.966 0.951 0.953
yeast-ME1 0.653 0.564 0.528 0.603 0.583 0.597 0.950 0.986 0.983 0.986 0.984 0.986
Average 0.640 0.651 0.653 0.583 0.581 0.582 0.780 0.861 0.872 0.876 0.874 0.854
Winner 46% 40% 33% 20% 13% 33% 26% 60% 40% 26% 13% 33%
between 5 parameters along the range C ∈ [0.01,100], and H ∈ [F,F 2], with F being the
number of features. SVM was trained using a linear kernel with liblinear. Stochastic
gradient descent was used with learning rate = 1.0, and 1000 as the epochs maximum.
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The data was normalized for both. AdaBoost and RankBoost were trained as an ensemble
of 50 binary classifiers.
Four variants of the baseline model are provided in each column: loss function with
weights using inverse class frequencies, and also together with SMOTE [43] and MSMOTE
[154] with number of neighbors k = 5 applied to equalize frequencies, as well as with
MetaCost [76] using an ensemble of m = 50 with the other parameters being n = N ,
p= False and q = True.
3.4 Results
Table 3.6: Correlations: Data Complexity
Spearman’s ρ Ranking Baseline Weights SMOTE MSMOTE MetaCost
Linear SVM
IR 0.312 0.477 0.576 0.555 0.544 0.401
Overlap -0.185 -0.302 -0.293 -0.285 -0.293 -0.293
AdaBoost
IR 0.115 0.224 0.224 0.148 0.208 0.238
Overlap -0.668 -0.609 -0.609 -0.613 -0.601 -0.674
Neural Networks
IR 0.210 0.135 0.277 0.398 0.407 0.463
Overlap -0.645 -0.756 -0.791 -0.650 -0.647 -0.584
The ranking models here considered have performed statistically significantly better
than their counterparts from the literature, especially with regard to the F1 score (Ta-
ble 3.3). In Linear SVM, when ranking won, it won by a much bigger margin than when
it lost, 0.068/−0.009, relative to the second performer and best performer.
Table 3.7: Correlations: Inter-Family
Spearman’s ρ Baseline Weights SMOTE MSMOTE MetaCost
RankSVM 0.710 0.742 0.751 0.756 0.715
RankBoost 0.842 0.842 0.888 0.861 0.862
RankNet 0.736 0.754 0.610 0.614 0.656
The lower performance from the ROC AUC scores could suggest the threshold selection
(section 3.2.3) is partly responsible for the gain.
While not the main point of the work, it is worth noticing that, as other authors have
argued [274], data’s overlap (from Table 3.2) explains better model’s F1 scores than IR, as
measured by Spearman’s ρ (ρ ∈ [−1,1] with high/low |ρ| meaning high/low correlation),
see Table 3.6. More importantly, rankers, when compared to the other models within their
family, produce models least correlated to the IR. It was already visible from Table 3.3,
which is ordered by IR, that rankers gains are concentrated in the bottom (the more
unbalanced). And, while overlap explains scores better than IR, as already stated, no
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systemic tendency is apparent, and so all gains from rankers seem to accrue to solving the
IR problem.
Table 3.8: Correlations: Intra-Family
Spearman’s ρ RankSVM RankBoost RankNet
RankSVM 1.000 0.365 0.235
RankBoost 0.365 1.000 0.555
RankNet 0.235 0.555 1.000
Finally, we compare correlations within and between families of models. This can
help in differentiating, on the one hand, whether rankers are competing classifiers or
if, on the other hand, rankers are alternative models that learn different data patterns.
Correlation is, again, measured by Spearman’s ρ. Naturally, the correlation between any
two models will be high since we are using datasets that were chosen because they have
different IR, and IR is (inversely) correlated to model’s performance, and is, therefore,
a confounder. We control for IR’s correlation using Fisher’s partial correlation formula.
This does not affect the relative correlations between any two models, but it reduces the
overall magnitude of correlations to be more aligned to use cases when random samples
from the same population, having the same IR, are used.
Table 3.7 and 3.8 clearly show rankers more closely follow the decision function of their
family of models than that of the rest of the rankers. Ranking techniques are therefore
an extra technique of tackling class imbalance to try to improve a currently employed
solution.
3.5 Discussion
There is a latent benefit when considering rankers as possible classifiers; a latent benefit
that has not so far been discussed. Rankers can use extra information about the order
of classes. This means that data collection is not as constrained to broad categories such
as “healthy” and “sick”, or “credit-worthy” and “not credit-worthy”. Rankers can make
use of extra subtlety in the classification by having a gradient of classes. A tangent point
is that in many real-world applications it might make sense to express the data from the
get-go in terms of pairwise comparisons. It is often more intuitive for the human classifier
to compare observations than to assign labels.
This was not a focus of this discussion, but one inconvenience is that training times
are usually higher, possibly insuperably higher for very big datasets. We have however
only implemented and experimented with the three major ranking families while ignoring
the more recent progress.
Further work is required to more finely tuned ranking solutions, as well as combining
rankers with current pre-processing and ensemble solutions. Tackling imbalance in multi-
class problems and reducing training times are other problems of interest. The ranking
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threshold decision could possibly be solved using a SVM to separate classes, or, more
elegantly, while training.
3.6 Conclusion
Almost two hundred papers have been published since 2012, just by searching titles by
“class imbalance“ as reported by Google Scholar. It is not clear that ranking is a superior
solution, but it is a very competitive and promising alternative that we felt was sorely
lacking in the literature.
Some classical ranking models were compared with conventional classification models.
This work shows promising efficiency improvements from training using pairwise SRk
models. These models have been in general superior, and when their performance was
worse, it was worse by a smaller margin than when the performance was positive. It is
clear class imbalance performance can be improved by combining these models with other
approaches from the literature.
It was also found that performance scores of ranking models tend to correlate with
those of their underlying models, and so they may be seen as potential improvements on
top of traditional classifiers.
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Chapter 4
Constraining Type II Error
An extended version of this chapter was published in [59]:
• Ricardo Cruz, Kelwin Fernandes, Joaquim F. Pinto Costa, and Jaime S. Cardoso. Con-
straining Type II Error: Building Intentionally Biased Classifiers. In International Work-
Conference on Artificial Neural Networks, pages 549–560. Springer, 2017
The version included in this dissertation is restricted to the contributions done by Kelwin Fer-
nandes. Alternative approaches to the methodology presented in this chapter were proposed by
Ricardo Cruz in the aforementioned publication.
In many applications, false positives (type I error) and false negatives (type II) have
a different impact. In medicine, it is not considered as bad to falsely diagnosed someone
healthy as sick (false positive) as it is to diagnose someone sick as healthy (false negative).
But we are also willing to accept some rate of false negatives errors in order to make
the classification task possible at all. Where the line is drawn is subjective and prone to
controversy. Usually, this compromise is given by a cost matrix where an exchange rate
between errors is defined. For many reasons, however, it might not be natural to think of
this trade-off in terms of relative costs. We explore novel learning paradigms where this
trade-off can be given in the form of the number of false negatives we are willing to tolerate.
The classifier then tries to minimize false positives while keeping false negatives within
the acceptable bound. Here we consider classifiers based on kernel density estimation,
gradient descent modifications and applying a threshold to classifying and ranking scores.
4.1 Introduction
A common problem in medical and financial decision-making is that when classifying
an observation, different classification costs must be considered for different classification
errors. These costs are real, but expressing them in the form of a number is messy, hard
and prone to controversy. For instance, it is not obvious how bad it is to fail to diagnose
cancer versus being too careful and subjecting the patient to undue biopsies.
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Metrics based on minimizing the expected cost (or maximizing the expected benefit)
are not intuitive for human evaluators, such as physicians. Instead, humans tend to instead
avoid things like misclassifying positives beyond an acceptable rate of false negatives. It
is therefore important to hold our models to the same standard if they are intended to
be realistic contenders (or complements) to an existing human evaluator. An ML metric
based on a false negative threshold for training and evaluating models can potentially be
more intuitive and provide a higher sense of trustworthiness which is important for ML
penetration in such fields as medicine.
This situation is further aggravated by the fact that too commonly these problems
suffer from class imbalance; that is, there are typically too few observations of the more
severe positive class, which further taints training toward the majority class [31].
The problem we aim to tackle is best illustrated in broad strokes by the following
optimization problem:
Maximize TNR
subject to FNR≤ ρ.
Here, TNR refers to the true negatives rate, also known as specificity, and FNR is the
false negatives rate, and is equal to 1−sensitivity. Throughout the manuscript, we will be
using the user-defined parameter ρ to represent the user-acceptable FNR, and ρ̂ for the
empirical FNR, estimated from the data sample.
As is common in the literature, and without loss of generality, we take the positive
class (+) to be the minority class, and assume this is the class whose classification errors
we aim to control (FNR≤ ρ).
4.2 State of the Art
Imputing costs via a cost matrix is the de facto approach for tackling false classification
trade-offs. In the most common case, when the correct decision has null cost, then the
cost matrix has only one degree of freedom,(
0 cp/cn
1 0
)
These costs are then taken into account by the model through:
• pre-processing by changing the priors: either by stratification techniques (over-
sampling and undersampling) or by synthetically creating new observations [43] or
even changing the class labels as done by MetaCost [76];
• the training algorithm may in some cases be made sensible to the misclassifica-
tion costs as well. However, adding cost-sensitivity to the training algorithm is not
always straight-forward and is sometimes cumbersome. Taking SVMs as an example,
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suggestions have been made to introduce costs in the feature space transformation
by changing the kernel function [335], introducing different penalties for the positive
and negative SVM slack variable ξ [23], among other approaches. Furthermore, such
penalties might saturate the decision boundary as shown in Figure 4.1;
• post-processing techniques involve using class posterior probabilities or the dis-
tance to the decision boundary, usually in the context of a Area Under the Receiver
Operating Characteristic curve (ROC AUC) curve.
All these solutions, however, are based on a relative trade-off between FNR and FPR,
false negative and positive rates respectively. None of the approaches offers a means to
define an absolute trade-off.
Training
C=1 C=4 C=16 C=256
Validation
1 16 32 64 128 256
Cost
0.00
0.15
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N
Figure 4.1: SVM trained with several costs in a noisy synthetic sample. After a while,
there are no gains in ρˆ in the validation sample.
4.3 Proposal
Several proposals are explored in the following sections. The goal is to minimize true
negatives while keeping false negatives under a user-specified threshold.
XP
(X
|y
)
(a) Pointwise
XP
(X
|y
)
(b) Holistic
Figure 4.2: Comparing the current pointwise methodology to the proposed one.
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More concretely, if y is the endogenous label, we want to ensure P(yˆ=−|y=+) ≤ ρ (or,
equivalently, P(yˆ=+ |y=+)≥ 1−ρ) in order to keep this type of error within a reasonable
bound while maximizing specificity, P(yˆ=−|y=−). The user-defined parameter ρ corre-
sponds to an absolute trade-off in terms of false negatives, in contrast to the orthodox
approach of using relative trade-offs between false negatives and false positives.
One way to consider this change in methodology is to consider that current approaches
expand the decision boundary until cpP(yˆ=+ |y=−) = cnP(yˆ=−|y=+), see Figure 4.2a,
while our approach considers expanding the decision boundary of one class until the total
error rate in the other class is controlled, see Figure 4.2b.
Most of the approaches here presented can be described within the following general
framework:
(a) a function f : Rn→R ranks how confident we are in that an observation x is positive,
usually in the form of a probability P(y= + |x);
(b) apply a threshold t such that P(f(x)< t) = ρ or, in other words, find the ρ quantile
of f(x) for the training data.
4.4 Scoring Threshold
A model is trained to produce scores representing the likelihood that the observation
belongs to either class. A threshold is then used to find a quantile such that the FNR is
contained. More concretely:
1. train the model, a model such that f : Rn→ R,
2. get the scores for the positive training data, si = f(Xi), ∀i yi = 1,
3. choose a threshold t in the desired quantile, P(si < t) = ρ.
A scoring function can be estimated for such models as SVM by using the distance
to the hyperplane. More elegantly, rankers may also be built on top of SVM and other
models so that the output is a score representing order. There is a vast literature on this:
we will here consider RankSVM, and compare it against SVM with linear kernel. The
penalty term used was C = 1.
Using ranking for classification has already been used in [58] with good results for class
imbalance. This is essentially the same approach, using a different threshold function.
4.4.1 Ranking Threshold
One possible family of methods to tackle this problem is pairwise scoring ranking models.
In contrast to classifiers, which not always make it easy to apply a threshold, this family
of methods ranks the observations making a threshold straightforward to apply.
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Table 4.1: Datasets used for the experiments.
Dataset Minority N Features IR
breast-cancer wisconsin 699 9 0.345
car good 1728 6 0.040
german — 1000 24 0.300
haberman — 306 3 0.265
heart — 270 13 0.444
sonar — 208 60 0.466
transfusion — 748 4 0.238
vehicle van 846 18 0.235
vowel 1 990 13 0.091
winequality-red 7,8 1599 11 0.136
Acknowledgments: Datasets come courtesy of the UCI Machine Learning repository [207]. The breast
cancer dataset was obtained from the University of Wisconsin Hospitals, Madison from Dr. William H.
Wolberg [224]. The vehicle dataset is originally from the Turing Institute, Glasgow, Scotland.
Wine-quality is originally from [54].
In ranking, observation xi is compared with another observation xj , and we are in-
terested in predicting whether xi  xj , meaning xi is “preferred” to xj . In the particular
case of pairwise scoring ranking, each observation xi is compared against all others xj ,
and if xi  xj , then we train a function f so that f(xi)> f(xj), with f : X → R [199].
In this work, we have compared linear SVM with RankSVM [149]. In RankSVM, data
is transformed into the space of differences, so the original dataset X becomes X′, where
x′ij = xi−xj and x′ji = xj −xi, for all pairs (i, j) such that yi 6= yj , with y′ij = yi and
y′ji = yj . When it comes to training, RankSVM makes use of a linear SVM as a base
estimator to classify observations within the space of differences, where the decision rule
w ·(xi−xj)> 0 can be transformed into a scoring function since w ·(xi−xj)> 0⇔w ·xi>
w ·xj ⇔ s(xi)> s(xj).
4.5 Experiments
The datasets used are summarized in Table 4.1. IR is the imbalance ratio, IR = N+/N,
where N+ and N are the number of positive and total observations. All empirical tests are
targeting ρ = 0.05. The Minority column shows which class is being considered positive,
if the dataset is multi-class. All data and code used in the elaboration of this Chapter are
available from: http://vcmi.inescporto.pt/reproducible_research/iwann2017/Type2Error/.
Implementations used Python, SciPy, scikit-learn, and TensorFlow.
The results provided in this work correspond to a stratified k-fold assessment technique
with k=5. For each dataset, we show scores for the training and testing set using the
previously defined metrics. Table 4.2 summarizes the results using traditional and rank-
based SVM.
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4.6 Discussion and Future Work
One major difficulty shows to be keeping the training in tandem with the validation results.
Solutions could encompass (a) aggressive regularization strategies, (b) evaluating ρ̂ in a
different sample while training, and (c) using a smaller desired TNR value ρ′ = ηρ with
0< η < 1 and obtained by cross-validation to ensure desired TNR is controlled.
A simple post-processing threshold method has proven simple and maybe acceptable,
especially when used in tandeum with a scoring pairwise ranker.
Possibly, rule induction could provide fruitful models for FNR-constraining. Mod-
els such as PNrule offer an interesting framework [7]. Positive and Negative rules are
constructed, each with an associated level of PN or FN rate, which are then applied in
sequence. Firstly, Positive rules are applied to reject examples; only then Negative rules
are applied on top of the rejected examples, optimizing recall and precision in separate.
In multiclass scenarios, this new formulation to classification would be highly specific
to the application. Suggestions would be to use a different ρ for each minority class or
aggregate minority classes and then subclassify among them.
Table 4.2: Performance of threshold approach using SVM-based models (ρ = 0.05). The
first and second lines of each dataset corresponds to the model performance on the training
and test set respectively.
Linear SVM RankSVM
FNR TNR FNR TNR
breast-cancer-wisconsin 0.05 0.98 0.05 0.98
0.09 0.98 0.07 0.98
car-good 0.04 0.90 0.04 0.91
0.11 0.80 0.17 0.83
german 0.05 0.39 0.05 0.41
0.09 0.38 0.08 0.40
haberman 0.05 0.12 0.05 0.13
0.08 0.11 0.08 0.12
heart 0.04 0.60 0.04 0.64
0.06 0.59 0.10 0.59
sonar 0.04 0.99 0.04 0.77
0.42 0.69 0.34 0.51
transfusion 0.05 0.26 0.05 0.27
0.09 0.24 0.09 0.23
vehicle-van 0.05 0.99 0.05 0.99
0.07 0.98 0.07 0.98
vowel-1 0.04 0.68 0.04 0.76
0.26 0.68 0.27 0.76
winequality-red-7,8 0.04 0.56 0.04 0.57
0.07 0.54 0.07 0.56
4.7 Conclusion 51
4.7 Conclusion
We have started by proposing a new learning problem: instead of defining a relative trade-
off using cost matrices, we suggest it might be useful in some cases for learning algorithms
to allow defining an absolute trade-off in the form of a false negative threshold. In the
terminology we have used, we try to maximize specificity (true negatives) while keeping
Type II errors, false negatives, within a certain bound.
We suggest a post-processing technique that, combined with ranking models, have
shown to be simple and effective. Two problems and conclusions arrive. (I) It is not easy
to improve on a simple scoring threshold when considering specificity. (II) A big difficulty
arises in keeping FNR at bay when using the estimated model on validation data.
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Chapter 5
Transfer Learning
This chapter was published in [89]:
• Kelwin Fernandes and Jaime S. Cardoso. Hypothesis transfer learning based on structural
model similarity. Neural Computing and Applications, pages 1–14, 2018
TL focuses on building better predictive models by exploiting knowledge gained in
previous related tasks, being able to soften the traditional supervised learning assumption
of having identical train-test distributions. Most efforts on TL consider revisiting the
data from the source tasks or rely on transferring knowledge for specific models. In
this chapter, a general framework is proposed for transferring knowledge by including a
regularization factor based on the structural model similarity between related tasks. The
proposed approach is instantiated to different models for regression, classification, ranking
and recommender systems, obtaining competitive results in all of them. Also, we explore
high-level concepts in TL like sparse transfer, partially-observable transfer and cross-model
transfer.
5.1 Introduction
Traditionally, supervised learning focuses on building models able to generalize from la-
beled training instances to test instances drawn from the same distribution [257]. However,
since we are living in a data-driven world that is constantly changing, domain distribu-
tions change quickly in real applications, and concepts that were valid in training time
may no longer hold. Moreover, requirements, understood as the predictive task, may have
changed. Thereby, classical approaches require to collect and to annotate new data and
to build new models from scratch. Since the repetitive data collection and model fit-
ting process may become rapidly intractable in real-world applications [257], it would be
advantageous to transfer knowledge obtained from related problems to our target problem.
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TL aims to extract knowledge from at least one source task and use it when learning a
predictive model for a target task [257]. The intuition behind this idea is that learning a
new task from related tasks should be easier (faster or with better solutions) than learning
the target task in isolation. In this work, we focus on inductive TL, where both domains
are represented by the same feature space and where the source and target tasks are
different but related [257].
Pan and Yang [257] categorized previous efforts on inductive transfer into four groups
depending on what is being transferred: instances, feature-representation, model parame-
ters and relational knowledge [71]. Instance transfer consists in using data from the source
task when learning the target problem [27,63,122,308], usually by means of assigning dif-
ferent weights to the observations. Feature-representation transfer concerns on finding
a shared low-dimensional feature representation that is suitable for learning the target
task [12, 84, 218, 287]. We group these two approaches under the umbrella of data-driven
transfer, where source data is re-used to train the target task. Although these approaches
may seem appealing, the vast amount of training data in the source task turns the process
prohibitively expensive. Analogously to Nearest Neighbors techniques in traditional ML,
deferring the entire learning to the target-learning stage may be understood as lazy learn-
ing, i.e., deferring the actual learning until the query (target task) is made to the system.
From a human-inspired point of view, this would be analogous to revisiting basic arith-
metic problems when learning differential calculus or re-learning to walk when learning to
run.
Thereby, TL techniques (and its community) should be focused on adapting knowl-
edge instead of data. This idea is handled by parameter transfer approaches, which rely on
the idea that individual models for related tasks should share some structure (parameters
or hyperparameters) [257]. In this sense, the knowledge generated from a source task is
understood as the parameters that define a given model: the coefficients of a regression,
the weights of an ANN, the feature hierarchy of a DT. A few methods have been pro-
posed on this line [13,33,85,163,197], most of them for transferring parameters for specific
models: Gaussian Processes [33], SVM [85, 197], ANN [357] and ensembles [164]. Also,
initialization-based models [169, 270] can be included in this group, which use the source
model as an initialization for the target task optimization process. This is frequently done
in ANN to promote convergence to local optima near the source model [169, 306]. This
behavior can also be achieved by applying a small number of iterations in the optimiza-
tion process [270, 306] or by fixing certain parameters from the source model [169, 254].
However, this scheme does not guarantee that knowledge is preserved during optimization.
HTL is a generalization of parameter transfer that has gained traction in the last
few years [28, 77, 85, 163, 184, 185, 205, 267, 323, 363]. HTL assumes that knowledge is
transferred directly from the source hypotheses. Experimental assessment [22,323] as well
as theoretical properties regarding the stability of these models have been addressed by
several authors in the past [28,184,267]. However, these works assumed that transfer was
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done between generalized linear models by regularizing the difference between source and
target coefficients. In a more recent work [185], the problem of transferring knowledge
from multiple source hypotheses with fast convergence using Regularized Empirical Risk
Minimization was addressed.
In this work, we generalize the HTL framework to be able to include other learning
models and types of transfer. Thereby, we propose a unified structure-transfer approach
that aims to transfer knowledge by regularizing the structural distance between the target
and the source model. In order to illustrate the potential and flexibility of the proposed
framework, we instantiate the proposed framework to four learning tasks: regression,
classification, learning to rank and recommender systems (Sect. 5.3). Also, we explore
three high-level concepts in the TL area: sparse, partially observable, and cross-model
transfer.
The motivation for sparse transfer relies on using almost equivalent decision processes
for related tasks by sparsely updating minor details in the model. For example, when an
English Checkers player tries to play International Checkers, most of the decision rules
learned for playing the former version are still valid for the second version. Thereby, the
effort devoted to transfer the knowledge from one game to the other is spent in learning
the few new rules instead of learning slight variations of the entire set of rules. Further
details about this type of transfer are presented in Sect. 5.3.1.
On the other hand, partial transfer can be understood as having limited observability of
the source model. This partial observability can be defined as restricting the set of assumed
parameters by the source model that are observable when fitting the target model or by
limiting the source model properties that are accessible during transfer. Being able to reuse
knowledge in this context allows transfer in environments where privacy and security are
important. Also, by transferring high-level properties instead of low-level parameters, we
can cover a wider spectrum of related tasks. We illustrate this concept in Sect. 5.3.2 and
5.3.3.
Finally, we explore in Sect. 5.3.3.2 an additional capability of the proposed framework,
which relies on transferring knowledge between different types of models (e.g., Logistic
Regression and DT, SVM and AdaBoost, etc.).
5.2 Transfer Learning using Structural Model Similarity
We consider the following scenario in this work. We have two learning tasks denoted by
source and target. Without loss of generality, we assume that both tasks share the same
feature spaceX ⊂Rd and output type Y ⊂T (e.g., regression, classification). Although this
notation is an oversimplification that can be extended to other specific tasks like ranking
and recommender systems, we adopt this simplistic scenario to present the method. For
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a given task T ∈ {source, target}, we have the training data DT ⊆ XT ×Y T . Thus, the
learning objective, Eq. (5.1), is to find the best model M∗ given DT
M∗ = argmax
M
(
P (M |DT )
)
(5.1)
, where M is an instance belonging to the space of models. Applying the Bayes theorem
and a monotonous logarithmic transformation, Eq. (5.1) can be transformed to Eq. (5.2)
with the same solution.
M∗ = argmax
M
(
log(P (DT |M)) + log(P (M))
)
(5.2)
In this sense, Eq. (5.2) can be understood as finding the model that maximizes the
(weighted) tradeoff between fitting the data (dataFitness) and having a desired structure
(modelFitness).
M∗ = argmax
M
(
dataFitness(M,XT ) +λ modelFitness(M)
)
, λ≥ 0 (5.3)
In a TL context, dataFitness is only associated to the model performance on the target
data. While in classical learning settings the modelFitness term gives priority to simple
models, we propose to prioritize models with high similarity with the model obtained using
the source data only:
M∗ = argmax
M
(
dataFitness(M,Xtarget) +λ similarity(M,M source)
)
, λ≥ 0 (5.4)
Eq. (5.4) presents a unified framework for hypothesis-transfer that can be instantiated
to several predictive models given:
• A function that defines the similarity between the knowledge synthesized in the
target model and the one in the source model.
• An optimization framework that allows introducing the regularization term using
the structural similarity function.
The analogous minimization problem can be defined using a data-driven loss function
and a model-driven dissimilarity function.
As defined in Eq. (5.5), this framework can be extended to support transfer from
multiple sources S = {s1,s2, . . . ,sn} in a straightforward manner, where λj denotes the
regularization level associated to the source task j.
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M∗ = argmax
M
dataFitness(M,Xtarget) +
n∑
j=1
λj similarity (M,M sj ) (5.5)
where λj ≥ 0, ∀j ∈ {1, . . . ,n}
Thereby, instead of transferring data from the source task as done by previous methods
in the literature, knowledge is transferred through the model structure. Since a predictive
model is a succinct representation of the data, the proposed approach is an efficient way
to introduce knowledge obtained from the source task without resorting to the source
data. Therefore, the proposed approach is also useful in scenarios where source data is
unavailable at transfer time and in online learning settings.
5.3 Instantiations and Experimental Evaluation
In this section, several instantiations of the proposed framework to different models are
presented. These models explore general learning tasks usually studied in the literature:
regression, classification, learning to rank and recommender systems. Moreover, we val-
idate high-level transfer concepts in each one of them in order to prove the flexibility of
the proposed framework. For instance, concepts like sparsity, partial observability of the
source model and cross-model transfer are analyzed.
For readability, the experimental evaluation is presented along with the model instan-
tiation. Also, the following baselines [69,197] are used for comparison purposes:
• Target-only: the target model is learned using the target data only. This baseline
is analogous to ignoring the source task and building a target model from scratch.
• Weighting (W): the target model is learned using a weighted combination of source
and target data. The weight associated to each class is trained using nested cross-
validation.
• Extended (Ext): the target model is learned using the target data extended with
the prediction obtained by the source model. For classification tasks, the estimated
probability is considered instead of the final class.
In order to avoid overfitting to the training data in these settings, all the baselines are
regularized using their corresponding penalty terms (e.g., L1, L2).
In the experimental evaluation, data was split using a stratified training-test parti-
tion (80-20). Then, in order to validate the model performance on different stages of
the data acquisition process, the training set was randomly subsampled in 10 nested sub-
sets with several sizes (10%,20%,30%, . . . ,100%). Each experiment was repeated 30 times
varying the test partition. For reproducibility purposes, source code and training-test
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Figure 5.1: The Signed Area under the Gain Curve (sAUC) is the sum of the area of all
positive transfer regions (dark areas) minus the area of the negative transfer regions (light
areas).
partitions are made available1. The regularization factor and all the remaining intrin-
sic meta-parameters were learned using nested Stratified K-fold cross-validation (K = 3)
over the training set. The same parameter fine-tuning scheme was conducted for all the
baselines and proposed methods.
For each method, the absolute gain is measured when compared with the Target-
only. Thus, positive gain reflects positive transfer and, analogously, negative gain reflects
negative transfer. Figure 5.1 illustrates this concept, where dark regions represent positive
transfer and light regions negative transfer. Many papers in the literature confine the
results to a predefined training-test partition [63, 85, 164], restricting the comparison of
the methods to specific stages of the data acquisition process. Other methods enumerate
the performance when varying training set sizes [122,169,197]. In order to provide useful
feedback about the actual performance of the method through the entire spectrum of data
acquisition, the normalized Discounted Cumulative Gain (nDCG) was considered. nDCG
is frequently used in learning to rank tasks to compare different rankers and, to the best of
our knowledge, has not been used for assessing TL. Its adequacy to TL stands as follows.
If we consider a sequence of nested training sets, the main focus of TL is to increase
the performance especially on the smallest sets [352], where data is scarce. Thereby,
considering the aforementioned nested training subsets, the gain obtained by considering
the i-th training subset is analogous to the relevance of the item ranked at position i in a
ranking setting. Wang et al. [334] show that nDCG can decide consistently the best ranker
in every pair of substantially different ranking functions. Eq. (5.7) defines a continuous
version of the nDCG ∈ (−∞,100] over the space of percentage inclusion of training data,
where BE(x) andME(x) are the error of the baseline strategy and of the model of interest
1https://github.com/kelwinfc/transfer-learning
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when considering x% of the data. ME∗ is the zero constant representing the error of the
best model assuming a noiseless training set. Given that it would be computationally
intractable to build all possible training sets, we considered an approximation of Eq. (5.7)
using the trapezoidal rule of the aforementioned partitions.
DCG(BE,ME) =
∫ 100
0
BE(x)−ME(x)
log2(x+ 1) + 1
dx (5.6)
nDCG(BE,ME) =100 DCG(BE,ME)
DCG(BE,ME∗) (5.7)
In order to simplify the assessment of the proposed methodologies, we validate the
performance of the proposed methodologies with single source-target settings.
5.3.1 Regression
In this section, we instantiate the proposed framework to the Linear Regression model.
In Eq. (5.8) we adopt the well known Elastic Net (EN) loss function, where ωs and ωt
stands for the source and target coefficients respectively and ‖ ‖˙p is the p-norm of the
coefficients. In this case, the model similarity is instantiated as the distance between the
target and source coefficients. In order to allow concept drift, the independent term is not
regularized.
JX,y(θ) =
∑
i∈N
(
yi−X>i ·ωt
)2
+λ
(
α ‖ ωt−ωs ‖11 +(1−α) ‖ ωt−ωs ‖22
)
(5.8)
The target model ωt can be defined in terms of the source model as ωt = ωs + ∆
and, considering the residuals of the source model on the target task, i = yi−X>i ·ws,
the optimization objective defined in Eq. (5.8) can be rewritten as stated in Eq. (5.9).
Thereby, the optimization objective is equivalent to fitting a classical regularized linear
regression to the residuals.
J ′X,(∆) =
∑
i∈N
(
i−X>i ·∆
)2
+λ
(
α ‖∆ ‖11 +(1−α) ‖∆ ‖22
)
(5.9)
Sparse transfer is an interesting concept that can be achieved using this framework and
the proper regularizer. The intuition behind this idea is that an intelligent agent should be
able to reuse a decision strategy obtained from a related source task by changing a small
number of details instead of updating the entire model. In this specific instantiation, such
property can be obtained by using an L0 or L1 regularizer. Since Eq. (5.9) is agnostic
about the source coefficients distribution, encouraging sparsity in the transfer stage induces
sparse differences between the source and target model instead of sparse coefficients per
se.
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Table 5.1: Comparison of Regression models using different transfer strategies: Ridge (L2),
Lasso (L1) and ElasticNet (EN). Performance is measured using Mean Absolute Error.
Dataset[207] W Ext ProposedL2 L1 EN
Automobile Gas/Diesel 6.75 3.07 22.01 19.31 17.74
Solar Flare M/C 11.83 0.14 1.67 -0.29 0.47
Parkinson Men/Women[326] 5.32 -0.42 5.74 -7.60 -7.48
Students P1/M1 [55] 0.30 0.29 2.06 0.09 0.25
Students P1/P2 [55] 4.08 1.00 3.83 4.30 4.23
Wine Red/White [54] -0.60 -0.06 0.15 -2.50 -0.92
Wine White/Red [54] 0.42 -0.16 0.52 -0.88 -0.21
In the experimental assessment, three regularizers for the transfer step were used:
Ridge (α= 0), Lasso (α= 1) and the general Elastic Net (0≤ α≤ 1).
Table 5.1 shows the results obtained in several datasets. Gain was measured in terms
of decrease in the Mean Absolute Error (MAE). Hereafter, the best scores are presented in
bold, as well as all statistically identical scores, using a paired difference Student’s t-test
with a 90% confidence level. The best results were obtained by at least one of the proposed
regularization schemes on most datasets (see Table 5.1). As can be seen in Figure 5.2, the
proposed strategy using L2 normalization dominates the other curves, especially in the
smallest partitions where the larger gains are achieved. As expected, while all the models
achieved positive transfer on the first partitions, as we move towards the full inclusion of
the training data, the gains become negative.
It is well known that, when evaluated using only prediction quality, Ridge tends to be
superior to Lasso (and Elastic Net). Thus, results are aligned with this. An interesting
behavior can be observed by studying the results obtained in the Students Performance [55]
dataset, where we explored predicting the students’ grades on maths (M) and Portuguese
(P). In the case that knowledge was transferred between different courses in the same
academic period (P1/M1) the L2 regularizer achieved the best results. On the other
hand, when knowledge was transferred between the same course but using different periods
(P1/P2), a sparse transfer strategy obtained the best results. These examples validated
the motivation behind sparse transfer, which focuses on changing a small subset (sparse)
of properties of the model when the tasks are strongly related.
5.3.2 Classification
The proposed TL framework is instantiated to Linear SVM and to the AdaBoost classifier
in this section. Although other classifiers can be adapted to this framework, these models
are suitable to explore the idea concisely. For example, ANN may be regularized using
the coefficients difference and DT by considering the edit distance between the source and
target trees.
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Figure 5.2: Average gains (left) and positive transfer rates (right) with nested training
sets on regression tasks
Also, we explore in this section the concept of partial transfer, allowing to selectively
transfer knowledge from the source model. Partial transfer can be understood as improv-
ing the model performance on the target task by using a partially observable source model.
This can be done by considering regularization schemes that explore high-level properties
of the model instead of its actual state (i.e., assumed values). This capability is especially
important in some scenarios, where unlimited access to the model parameters is not pos-
sible due to privacy and security concerns (e.g., health and biometrics applications). In
these cases just high-level properties of the model are available. Also, regularizing high-
level properties of the models allows transfer between less similar tasks. Thereby, even
when the source model is fully observable, it could be interesting to study partial transfer
mechanisms.
5.3.2.1 Support Vector Machines
Similarly to the Linear Regression, the proposed framework can be instantiated to linear
SVM considering the difference between the source and target coefficients. This idea was
previously explored for Structural SVM by Lee and Jang [197] and in a multitask learning
setting by Evgeniou and Pontil [84]. In both cases, the dual formulation is used. Instead,
we use the soft-margin primal formulation with hinge loss (cf. Eq. 5.10) using stochastic
subgradient descent [300]. Also, some authors explored this problem from a theoretical
point of view to show its stability [184,267].
argmin
ωt
1
N
N∑
i=1
max
(
0,1−yiX>i ·ωt
)
+λ ‖ ωt−ωs ‖22 (5.10)
In order to validate the concept of partial transfer, we explore the idea of transferring
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Figure 5.3: Sign regularization factors assuming wsi > 0. First row illustrates the penal-
ization using L1 regularizers (p = 1) with same-sign uncontrolled penalty on the left and
with different α values on the right (0.9 - solid, 0.7 - dashed, 0.5 - dotted). Second row is
analogous to the first row but using L2 penalty (p= 2).
the contribution direction of each feature (i.e., coefficient sign) instead of its importance
in the source task (i.e., coefficient magnitude). This type of transfer is not only pertinent
in partially observable settings but also allows positive transfer between tasks that are
only slightly related. Eq. (5.11) defines a way to regularize the coefficient sign [95].
δp(ωt ,ωs) =
d∑
i=1
max(0,−ωti · sign(ωsi ))p (5.11)
Although this regularizer is able to control the sign change between the source and
target task, it does not establish any control on models with large coefficients with the
same sign. Thereby, we include the classical Tikhonov regularization (see Eq. (5.12)).
Figure 5.3 illustrates the behavior of two particular instances of the proposed regularizer
with p= 1 and p= 2.
∆p,α(ωti ,ωsi ) = αδp(ωti ,ωsi ) + (1−α) ‖ ωt ‖pp, 0≤ α≤ 1 (5.12)
The proposed regularizer is based on the Hinge loss traditionally used in the opti-
mization of SVM. In this sense, the particular case when p = 2 is a smooth version that
allows gradient computation on its entire domain. Thereby, it does not introduce further
complexity to the loss function defined in Eq. (5.10).
On the other hand, when p= 1, the derivative at ωi = 0 is non-deterministic. However,
the subgradient at ωi = 0 can be computed, inducing a subgradient descent optimization
strategy. This type of regularization would also induce sparse transfer; a concept previ-
ously studied in Section 5.3.1. In this work, we only present results for the smooth version
of the proposed regularizer.
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Table 5.2: Comparison of classifiers using different transfer strategies: SVM with Struc-
tural regularization (SVM), SVM with Structural Sign regularization (S-SVM), SVM with
Structural Sign-mixed regularization (αS-SVM). Performance is measured using accuracy.
Dataset [207] W Ext ProposedSVM S-SVM αS-SVM
Echocardiogram (fluid) 0.16 -3.76 3.77 5.22 9.21
Glass (RI high) 13.48 0.37 2.08 4.07 12.86
Hepatitis (No Histology) 9.05 -1.89 17.54 8.84 9.62
Car Evaluation high/med -1.00 -1.29 1.99 2.40 3.51
Pima Indian (old) -9.91 2.83 3.32 6.17 3.58
Contraceptive (Working) -7.94 0.78 5.75 9.13 9.84
Ionosphere Ft. 29 (High) 15.96 2.29 10.02 5.57 4.87
Wine (White/Red) -10.96 1.21 -0.46 11.76 18.74
Table 5.2 shows the results for SVM. The proposed schemes achieved the best results
in most datasets using the proposed structural similarity transfer. Moreover, the sign reg-
ularization scheme obtained better results than the difference-based in several datasets.
In this sense, structural regularization TL offers a competitive and efficient framework
for transferring knowledge from SVM. As was validated in the experimental evaluation,
considering partial-transfer schemes improves the transfer gains between more dissimilar
tasks. For example, comparing the gain obtained in the Wine dataset by the partial
transfer strategy was higher than in the Hepatitis dataset. This suggests that predicting
the life expectancy of patients with and without histology is more related than predict-
ing the quality of different types of wine. Thereby, using a strong regularization with
full observability achieves the best performance in the latter while using a more flexible
regularization (partial observability) achieves the best performance in the former.
For this instantiation, the gain achieved by the models as we collect more data does
not decrease. In general, we may observe that the gains achieved by the models with
partial observability dominate the other curves (see Figure 5.4). Thereby, it was validated
the relevance of transferring partial knowledge instead of promoting low-level similarity
between source and target models.
5.3.2.2 AdaBoost
In this case, we instantiate the proposed framework to the Discrete AdaBoost model
[114]. As typical, we used unidimensional decision thresholds as weak learners. However,
the concepts explored in this section can be easily extended to other types of estimators.
In the AdaBoost model, two type of concepts can be transferred from a source model:
the weak estimators and their associated importance. We regularized the weak estimators
by encouraging similar decision thresholds, considering that the target model can prob-
abilistically choose a learner from the pool of source weak learners or can create a new
estimator from scratch. On the other hand, in order to regularize the relative importance
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Figure 5.4: Average gains (left) and positive transfer rates (right) with nested training
sets on classification tasks using SVM.
of each estimator, we encourage closeness between the iteration at which each estimator
was chosen in the source and target tasks. This type of regularization has the secondary
advantage of promoting similar updates to the weight distribution associated with the
training set in both, the source and the target task.
In this sense, at each iteration of the AdaBoost training algorithm, we select the es-
timator (f,t,d, i) that minimizes the tradeoff between the exponential loss, traditionally
used in AdaBoost, and the regularizer defined in Eq. (5.13), where f is the feature of in-
terest, t is the threshold value, d∈ {−1,+1} is the estimator output when the thresholding
condition is satisfied, i is the iteration where the estimator was included in the ensemble
and, N is the maximum number of estimators.
D(e,pool) = argmin
p∈pool
(αDthrs(e,p) + (1−α)Dorder(e,p)) (5.13)
Dthrs((f t, tt,dt, it),(fs, ts,ds, is)) =
|t
t− ts| , if f t = fs ∧ dt = ds
1 , otherwise
Dorder((f t, tt,dt, it),(fs, ts,ds, is)) =

|it−is|
N , if f t = fs ∧ dt = ds
1 , otherwise
Given that Dthrs denotes the similarity between the decision thresholds in the source
and target hypotheses and Dorder denotes the similarity between the feature relevances,
the α parameter controls the model observability. By setting α = 1, we will observe the
decision thresholds and ignore the importance. Conversely, using α = 0 will ignore the
thresholds but will encourage the target model to choose the features in a similar order.
In the experimental assessment, we considered models with 50 estimators. Table 5.3 shows
the results for the proposed regularizers. While the proposed strategy achieved positive
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Table 5.3: Comparison of classifiers using different transfer strategies: AdaBoost with
observable thresholds and order (Full), AdaBoost with observable thresholds (Thres) and
Adaboost with observable order (Order). Performance is measured using accuracy.
Dataset [207] W Ext ProposedFull Thres Order
Echocardiogram (fluid) 10.55 -0.28 -0.07 2.38 -4.53
Glass (RI high) 4.04 3.60 2.63 2.14 -5.56
Hepatitis (No Histology) -12.66 -2.76 -4.36 -6.70 -10.96
Car Evaluation high/med -37.81 17.83 2.51 19.61 17.56
Pima Indian (old) 0.32 -4.03 -0.06 -1.77 -2.87
Contraceptive (Working) 14.90 0.63 1.00 4.74 2.72
Ionosphere Ft. 29 (High) 28.66 12.45 5.13 16.47 13.13
Wine (White/Red) -0.38 -0.54 0.30 -0.74 -0.26
transfer in most cases, the weighting strategy achieved the larger gains in the smallest
partitions on average (see Figure 5.5).
Partial observability of the decision thresholds obtained better performance than trans-
ferring the selection order of the weak estimators.
5.3.3 Learning to Rank
Learning to Rank in combinatorial domains has become a trendy topic in recent years
due to the growing number of applications involving the prediction of structured pref-
erence data. Examples of applications where predicting rankings is crucial are found in
information retrieval (e.g., search engines) and recommender systems. Learning to rank
strategies can be categorized according to their input type into pointwise, pairwise and
listwise techniques. In this section, we consider pairwise rankers, which rely on deciding
which observation, if any, is better in a given pair.
5.3.3.1 Lexicographic Orders
Here, we instantiate the proposed TL framework to lexicographic orders [109], which com-
pactly express the order between any pair of observations. Instantiating other ranking
models like RankSVM [150] is very straightforward using the techniques explored in pre-
vious sections. In order to simplify the presentation of the structural similarity function
between lexicographic orders, we limit the scope of this work to unconditional/linear LxO
– (e.g., LexRank [109]) with binary features. LxO can be understood as a total order
of the attributes and of their respective values. Thereby, given a ranking task with D
binary attributes, a LxO model M can be understood as a pair M =< A,V > where
A : N≤D → N≤D is a bijective function that indicates the relevance of each feature and
V : N≤D→ B is a function that defines the preferred value for a given feature.
Figure 5.6 illustrates an instance of a linear Lexicographic Ranker with three features:
main course, drink and dessert. The attribute domains are {meat, fish}, {wine, water}
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Figure 5.5: Average gains (left) and positive transfer rates (right) with nested training
sets on classification tasks using AdaBoost
and {cake, pie} respectively. To predict the ordering of two options using such model,
the two observations are compared through the model in a cascade manner (using the
feature relevance), until they differ in a given feature. The order direction is dictated by
the preferred value for that feature. For instance, using the model illustrated in Figure
5.6, the following is a valid ordering of options:
(meat,wine,cake)A (meat,wine,pie)A (meat,water,pie)A (fish,wine,cake)
Linear LxO are of interest due to their high interpretability. Despite the existence of
lexicographic rankers with higher expressiveness, we limit the scope of this work to this
type of ranker to simplify the regularizer definition. The ideas explored in this section can
be extended to conditional LxO [97].
We define the distance between two LxO as the weighted sum of the normalized Kendall
tau distance between the attribute ordering and the number of attributes with different
preferred values in Eqs. (5.14)-(5.16). This distance can be extended to conditional LxO
[34,98] by considering the edit distance between trees instead of the Kendall tau distance.
main course
meat A fish
drink
wine A water
dessert
cake A pie
Figure 5.6: Illustration of a unconditional Lexicographic Ranker with three attributes
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distα(〈As,V s〉,〈At,V t〉) = αK(As,At) + (1−α)P (V s,V t) (5.14)
K(As,At) =
(
D
2
)−1 ∑
1≤i<j≤D
[As(i)<As(j) 6≡ At(i)<At(j)] (5.15)
P (V s,V t) = 1
D
D∑
i=1
[V s(i) 6≡ V t(i)] (5.16)
Given the discrete nature of LxO, greedy algorithms have been used in the literature
to obtain models fitted to data [109]. In our experimental evaluation, the regularization
term is introduced as part of the objective function in a local search strategy. The neigh-
borhood is defined by all possible swaps of consecutive attribute pairs and by changing the
preferred value of each feature. A first-best approach was conducted for choosing the next
neighbor to be expanded. Table 5.4 shows the results obtained for this task. Since local
search rapidly converges to local optima, two independent runs were executed starting
from different initial solutions. These solutions were generated using the greedy LexRank
algorithm proposed by Flach and Matsubara [109] on the source and target data sepa-
rately. Besides the instantiation with full-knowledge transfer, which was denoted in Table
5.4 as Comb (α = 0.5), two instances with partial observability of the model structure
were considered: Priorities (α = 1) and Preferences (α = 0). Performance is measured in
terms of correctness [47] (see Eq. (5.17)), which considers the balance between concordant
(C) and discordant (D) predicted pairs. As was observed with the classification models,
using partial transfer improved the model performance in most datasets. Moreover, as
can be seen in Figure 5.7 the gains achieved by the proposed strategies are consistently
higher than the ones achieved by the other methods in the literature, being able to achieve
positive transfer in more than 80% of the cases.
CR(A,A∗) =
|C|− |D|
|C|+ |D| (5.17)
5.3.3.2 Cross-model Transfer: from RankSVM to Lexicographic Orders
In this section we explore another capability of the proposed transfer framework: trans-
ferring knowledge between models with different nature. In order to do this, we can use
a regularizer that relies on high-level structural properties of the model instead of model
specific parameters. We explored some intuitions behind this idea in the sign regulariza-
tion for the SVM. In this section, we will transfer information from the RankSVM model
[150] to LxO. We can use linear SVM in the context of rankings by transforming the
decision function f(a)< f(b) into g(a− b)> 0. In this sense, the final linear SVM model
will induce a decision boundary defined by ω>(a− b)> 0. Then, for binary variables, the
absolute-valued magnitude of each coefficient can be understood as the feature relevance
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Table 5.4: Comparison of Ranking models using different transfer strategies: Priorities
(Prior), Preferences (Pref) and Combined (Comb). Performance is measured using cor-
rectness.
Dataset[207] W Ext
Proposed
LexRank-LexRank RankSVM-LexRank
Prior Pref Comb Prior Pref Comb
Lenses (Hyper./Myope) 37.38 33.87 42.71 33.71 32.24 11.37 12.39 -2.24
T.A Regular/Summer 11.77 10.81 17.53 12.68 7.40 11.73 8.30 9.01
Acute Infl Urin./Renal 28.19 12.32 28.08 28.08 31.08 28.08 28.08 30.94
Servo A/C 1.83 -4.96 13.97 11.39 20.49 7.67 -5.27 7.56
Mammographic (Old) 3.44 1.49 1.70 0.19 1.67 9.34 7.91 9.18
Contraceptive/Std. Liv -7.50 -1.26 -0.17 -0.45 -0.48 -0.91 -1.02 -1.07
and the coefficient sign as the preferred value of each feature in the lexicographic orders.
Thereby, we can use the regularizer formalized in Eq. (5.20) to transfer knowledge from
RankSVM to linear Lexicographic Rankers.
distα(ωs,〈At,V t〉) = αK(ωs,At) + (1−α)P (ωs,V t) (5.18)
K(ωs,At) =
(
D
2
)−1 ∑
1≤i<j≤D
[|ωsi |> |ωsj | 6≡ At(i)<At(j)] (5.19)
P (ωs,V t) = 1
D
D∑
i=1
[(sign(ωsi ))> 0) 6≡ V t(i)] (5.20)
Table 5.4 shows the behavior of the cross-model transfer between these two models.
As can be seen in the results, the proposed framework was able to achieve competitive
results, obtaining correctness values similar to other traditional techniques and even better
results in some datasets. Although the performance gain is not transversal to the entire
set of problems used for validation, it was shown that using regularization on high-level
structural properties of the models were able to transfer knowledge even between highly
dissimilar learning paradigms.
This idea can also be explored in other predictive tasks (e.g., classification, regression)
and between other models. For example, we can transfer the thresholds decided by a
DT as the weak estimators used in AdaBoost, the features chosen by a sparse generalized
linear model to the probabilities of including each feature in a RF, etc.
5.3.4 Recommender Systems
Collaborative filtering is a frequent paradigm in Recommender Systems based on the idea
of using preferences from many users to guide predictions about a given user’s prefer-
ences, conversely, for items. Given N users and M items, Matrix Factorization is a type
of collaborative filtering technique that approximates the preference matrix R ∈ RN×M
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Figure 5.7: Average gains (left) and positive transfer rates (right) with nested training
sets on ranking tasks using LexRank
by combining two matrices U ∈ RN×D, V ∈ RM×D, where D is a small number of un-
observed factors that model user and items preferences, U and V respectively [236]. As
typical, we consider the combination R= U ·V >. Salakhutdinov and Mnih [236] proposed
Probabilistic Matrix Factorization, a method for fitting these latent factors by means of
minimizing the regularized sum-of-squared-errors (see Eq. (5.21)), where ‖ · ‖2Fro denotes
the Frobenius norm and Iij equals 1 if user i rated item j and equals 0 otherwise.
J(U,V ) = 12
N∑
i=1
M∑
j=1
Iij(Rij−UiV >j )2 +
λU
2
N∑
i=1
‖Ui‖2Fro+
λV
2
M∑
j=1
‖Vi‖2Fro (5.21)
A local minimum of J can be found using gradient descent. A well-known problem in
Recommender Systems is the cold-start problem [208], which can be understood as the
impossibility of producing accurate predictions for users (or items) with scarce information.
This problem has been tackled in the past by introducing content information, using some
priors when initializing the latent features of an entity, among others. In general, this
problem can be understood as transferring knowledge from existing users to new users. In
this work, we instantiate the proposed TL framework for solving the cold-start problem.
Given k new users, the fitted unobserved factors for a given user Ui are regularized in
order to be similar to its most similar previously fitted user U∗i (see Eq. (5.22)).
J ′(U) = 12
N+k∑
i=N+1
M∑
j=1
Iij(Rij−UiV >j )2 +
λU
2
N+k∑
i=N+1
‖Ui−U∗i ‖2Fro (5.22)
In order to simplify the computation of the most similar user, two variations of the pro-
posed idea were considered: a subset of candidate users obtained using K-means (K=10)
and a unique central user with the averaged latent features of the previously trained users.
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Table 5.5: Comparison of Recommender Systems using different transfer strategies: Struc-
tural with a unique central user (Global) and Structural with a subset of candidate users
(Subset). Performance is measured using Mean Absolute Error.
Dataset W Ext ProposedGlobal Subset
Movielens100k [142] 9.08 4.52 12.06 12.59
Amazon Instant Video [229] 5.67 -0.11 6.08 6.64
Amazon Musical Instruments [229] 2.45 6.30 3.88 5.12
Amazon Videogames [229] 9.27 0.22 10.12 11.05
Jester2+ [124] 2.92 -1.72 12.46 19.40
Applying the same ideas explored in Linear Regression (cf. Section (5.3.1)), the problem
can be formulated in terms of the target residuals (Eqs. (5.23)).
J ′′(U) = 12
N+k∑
i=N+1
M∑
j=1
Iij(Rˆij−∆iV >j )2 +
λU
2
N+k∑
i=N+1
‖∆i‖2Fro (5.23)
where Rˆij =Rij−U∗i V >j
In the experimental evaluation, the Extended baseline was modeled by interpolating
the average ratings for the specified item and the predicted ratings. All experiments were
executed using D = 50 latent factors and λU = λV ∈ [10−3, . . . ,103]. The users considered
for transfer were the top 100 users with more votes in order to validate the widest spectrum
of known ratings. As can be seen in Table 5.5, the proposed transfer schemes obtained the
best results in most cases. An interesting property on the results that wasn’t observed in
previous cases is that gains achieved by our model increase through most of the spectrum
of inclusion rates while the gains achieved by the other strategies saturate and decrease
drastically after a given point (60% of inclusion rate). Moreover, the rate of cases with
positive transfer using the proposed strategy is close to 100% (see Figure 5.8).
5.3.5 Discussion
The proposed generic strategies achieved good performance when compared to traditional
transfer strategies (see Table 5.6). For example, in more than 76% of the cases, the HTL
techniques achieved better performance than their literature counterparts in at least half of
the datasets. In general, at least one of the HTL-based strategies performed better than
the alternative approaches from the literature. Moreover, the proposed methodologies
tend to dominate the other approaches when data is scarce which is one of them main
goals of TL (see Figures 5.2, 5.4, 5.5, 5.7 and 5.8).
The optimal performance of the gain curves should be a monotonically decreasing
curve, where the gains achieved by using TL are high when data is scarce and tend to zero
as we add data to the training set. However, given that we measure the performance of
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Figure 5.8: Average gains (left) and positive transfer rates (right) with nested training
sets on Recommender Systems
the model on a small subset of partitions (30 runs), it is expectable to observe an irregular
behavior.
We focused on providing a general framework that may be instantiated to achieve
good performance in a wide diversity of scenarios. As in traditional ML settings where
the best model is unknown a priori, finding the best regularizer, its observability and the
regularization strength (λ) are application-dependent problems which can be solved – in
general – using cross-validation. Moreover, application knowledge can be used to conduct
this selection.
5.4 Conclusions
In this work, we presented a new TL framework based on structural model regulariza-
tion. In contrast to most TL techniques, which either transfer data or are designed for
specific models, the proposed framework addresses the problem of transferring knowledge
in a general way. Namely, knowledge is transferred by including a regularization term
that measures the structural similarity between source and target models. Thereby, the
proposed method is able to reuse knowledge gained from the source task without revisiting
source data, which might be prohibitively large or even unavailable at transfer time. In
order to show its flexibility, the proposed framework was instantiated to several learning
tasks: regression, classification, learning to rank and recommender systems. Positive re-
sults were obtained in most experiments, being competitive with other methods in the
literature both, in terms of predictive performance and in terms of computational cost.
Furthermore, key problems like sparse, partial and cross-model transfer were analyzed
and assessed, showing their adequacy in several scenarios. The proposed method relies on
defining a good relatedness measure between models, which may allow the integration of
application-specific knowledge.
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Table 5.6: Overview of the performance of the proposed strategies. The table summarizes
the number of datasets (%) where each proposed strategy achieved an average behavior
better than the literature baselines. The cases where the proposed techniques performed
better than the baselines are presented in bold.
Task Model Type W Ext
Regression
L2 Full 71 100
L1 Full, Sparse 29 29
EN Full 29 43
Classification
SVM Full 75 88
S-SVM Partial 62 100
αS-SVM Partial 75 100
AdaBoost-Full Full 38 50
AdaBoost-Thres Partial 25 62
AdaBoost-Order Partial 38 50
Ranking
LexRank-LexRank-Prior Partial 67 83
LexRank-LexRank-Pref Partial 50 67
LexRank-LexRank-Comb Full 50 67
RankSVM-LexRank-Prior Cross-model, Partial 50 83
RankSVM-LexRank-Pref Cross-model, Partial 33 50
RankSVM-LexRank-Comb Cross-model, Full 67 67
RecSys Global Partial 100 80Subset Partial 100 80
As future work, it is relevant to evaluate the performance of the proposed methodology
with multiple source tasks and with multiple similarity functions, enabling the user to
specify several alternatives to embed the desired knowledge in the learning process. While
this could be done in a straightforward manner using weighted regularization terms, the
empirical study of this problem is relevant.
TL research line should move towards a deep understanding of how models encode
knowledge and how to transfer this knowledge in a general and unified way. Through this
chapter, we explored how this can be done efficiently. Emerging regularization schemes
that favor this kind of transfer are feasible paths to explore, as well as similarity learning
techniques able to infer the actual relatedness between models for a specific task.
Chapter 6
Directional Classification
This chapter was published in [88]:
• Kelwin Fernandes and Jaime S. Cardoso. Discriminative directional classifiers. Neuro-
computing, 207:141–149, 2016
In different areas of knowledge, phenomena are represented by directional -angular or
periodic- data; from wind direction and geographical coordinates to time references like
days of the week or months of the calendar. These values are usually represented in a
linear scale, and restricted to a given range (e.g. [0,2pi)), hiding the real nature of this
information. Therefore, dealing with directional data requires special methods. So far,
the design of classifiers for periodic variables adopts a generative approach based on the
usage of the von Mises distribution or variants. Since for nonperiodic variables state of
the art approaches are based on nongenerative methods, it is pertinent to investigate the
suitability of other approaches for periodic variables. We propose a discriminative dLR
model able to deal with angular data, which does not make any assumption on the data
distribution. Also, we study the expressiveness of this model for any number of features.
Finally, we validate our model against the previously proposed directional naïve Bayes
approach and against an SVM with a directional Radial Basis Function (RBF) kernel
with synthetic and real data obtaining competitive results.
6.1 Introduction
Several phenomena and concepts in real life applications are represented by angular data
or, as is referred in the literature, directional data. Some examples of directional informa-
tion are the wind direction as analyzed by meteorologists, magnetic fields in rocks studied
by geologists, geographic coordinates, among others [222]. Also, some entities are usually
referenced in an angular manner; gynecologists denote the location to perform a biopsy,
when performing a colposcopic screening, using the angle formed by the vertical axis of the
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cervix. Another example can be found in the area of CV, where color is often defined in
cylindrical spaces like the Hue-Staturation-Value (HSV) color space. However, directional
information is not constrained to scientific contexts; on a daily basis, we naturally use
angular variables. For example, time is usually represented by hours, days of the week,
the day of the month, season, etc. This reference system is cyclic by nature.
Directional variables are usually encoded as a periodic value in a given range (e.g.,
[0,2pi), [0◦,360◦)). This work focuses merely in this representation of directionality, where
an angular variable is a real-valued number with periodicity defined by a range. However,
directional data can also be found in other representations, such as discrete categorical
values ordered by a circular relation [73]. Also, some literature makes use of histograms
which lie in a circular space instead of the linear one.
Working effectively with directional data requires dealing with techniques that are
aware of the angular nature of the information [222]. For example, 0 and 2pi are indeed
the same angle, and their average is not pi but 0. In this sense, directional statistics
concerns the problems derived from using traditional linear statistics with this type of
data [222]. Even visualization of this type of data requires different representations to
illustrate its periodic behavior (e.g., rose diagrams and circular histograms). In order to
formalize the definition of a directional function, consider the predicate dir defined in the
Eq. (6.1), where N is the set of integers and B= {true, false}.
dir : N−→ B
dir(i) = true, iff the i-th feature is directional (6.1)
We will say that the function f , with domain in Rn, is directional with period ~P (i.e.
the feature in the position i has period ~Pi), if and only if the Eq. (6.2) holds, where
non-directional features are assumed to have infinite period (i.e. ¬dir(i)⇒ ~Pi =∞+).
f(~θ) =f(~θ+~k ◦ ~P ), ~k ∈ Zn (6.2)
Here on, we will restrict the periodicity of the directional values to Pi = 1, without loss
of generality.
Supervised learning can be understood as the process of learning a function f based
on so-called training data that comprises examples of the input vectors and their corre-
sponding target values [32]. In this work, we are interested in the learning task known as
classification, where the target can take a finite number of values. These values are usually
denoted as classes or labels, and the input vector defines a set of features that describe
objects in the domain of the function. As the result of a supervised classification task, we
obtain a classifier, which is used to assign a class to an object that has not been seen at
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the training stage. The ability to correctly label new instances is known as generalization
[32]. Traditional models that do not take into account directionality may suffer a drop of
generalization in areas near to the period of the function. Furthermore, the function may
return different decisions for different ∆+~k ◦ ~P , ~k ∈ Zn, and a fixed ∆ ∈Rn, despite all of
them semantically represent the same angle.
In this work we propose a binary classifier aware of the directional constraint. The
rest of this chapter is organized as follows. Section 6.2 describes related work in the area
of directional statistics and learning. Sections 6.3, 6.4 and 6.5 detail the proposed model,
its expressiveness and the optimization strategy, respectively. Section 6.6 summarizes the
performed experiments to assess the relevance of the proposed model and, finally, Section
6.7 summarizes some conclusions and future work.
6.2 Related work
Most different types of problems and approaches in ML can be broadly defined as a
classification, regression or clustering tasks. Classification and Regression are the most
common supervised learning tasks. On the other hand, clustering is probably the best
known unsupervised learning task, where the objective is to group data into non-predefined
categories based on some similarity criterion.
Previous attempts to address learning tasks with directional data have been carried out
in each of the aforementioned areas. Most of them take advantage of circular distributions
(such as von Mises and von Mises-Fisher). For instance, Banarjee et al. [25] proposed
a generative mixture-model approach for clustering directional data using the von Mises-
Fisher distribution. Moreover, they conclude that the Spherical k-means is a particular
case of the mixture of von Mises-Fisher model. Fitting mixtures of angular distributions
have been separately studied by Mooney et al. [238] and Mardia et al. [225].
Regression scenarios with directional data have been studied in several contexts [108,
173,339]. Xu and Schoenberg [339] proposed a kernel regression method based on the von
Mises distribution. Their method was used to discover the relationship between a single
directional explanatory variable (wind direction) and a real-valued linear response variable
(total area burned per day in wildfires). Fisher and Lee [108] studied the regression prob-
lem where the predictive variables are linear and the model outcome is directional. Their
work also assumes that angular observations follow von Mises distributions and focuses
on the estimation of the distribution parameters. Finally, Kato et al. [173] addressed the
circular-circular problem, wherein both, predictive and target observations, have a circular
nature.
Circular ordinal regression is an intermediate problem in this area, which lies between
regression and classification. It considers a discrete number of labels which preserve a
certain circular order. Devlaminck et al. [73] proposed two methods to solve this problem.
The first one is an SVM variation, and the second method transforms the circular ordinal
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regression problem into multiclass classification. However, the directionality concerns in
[73] are focused on the model outcome rather than on the feature space.
In the area of directional classification, different approaches have been considered:
from Discriminant Analysis [105, 106] to generative models [221, 222, 361]. SenGupta and
Roy [297] proposed a distance-based classification rule using the chord-length between
two points on the circle to classify unidimensional data. In more recent work, SenGupta
and Ugwuowo [298] developed a multidimensional method for binary classification using
directional data; they studied data on a torus (two directional variables) and cylinder
(one linear variable and one directional variable). Their approach has the limitation that
it assumes as known the probabilities of misclassification [298].
Kirby and Miranda [179] proposed a variation on the classic feed-forward ANN by
including the notion of a circular node, able to store and transmit angular information.
In fact, their node is an abstraction for the combination of a pair of coupled nodes, whose
combined values are constrained to lie on the unit circle. However, their solution is not
invariant to the same inputs at different periods. Namely, a pair of coupled nodes may
return different responses to the same angular input. Furthermore, their model requires
defining the hybrid architecture manually.
Finally, adaptations to generative models were studied in the past. First, Zemel et
al. [361] extended the Boltzmann machine to consider cyclic units. On the other hand,
López et al. proposed a directional naïve Bayes formulation [221,222]. Their contribution
involves using the von Mises and von Mises-Fisher distributions for the directional variables
instead of the classic Gaussian distribution. The effectiveness of this method relies on the
independence assumption of the features and the adequacy of the von Mises distribution
to model the behavior of the directional features.
In this work, we propose a dLR, the discriminative counterpart to the Naïve Bayes
model, which does not make assumptions on the distribution of the input data.
6.3 Directional Logistic Regression
Generative classifiers aim to model the joint probability p(x,y), where x and y respectively
denote the input and output variables. Traditional generative models would then make
their predictions by choosing the label y that maximizes p(x,y), computed using Bayes
rules [244]. Instead, discriminative classifiers model the posterior probability p(y|x). This
computation is done in a direct manner or by learning a map from inputs x to the class
labels [244].
As we have shown in Section 6.2, previous attempts to design classifiers for periodic
data adopted a generative approach based on the von Mises distribution or variants [222].
Since state-of-the-art approaches are based on non-generative methods for non-periodic
variables [219], in this work we propose a discriminant approach to classify directional
data. Our contribution stands as a directional-aware version of the Logistic Regression
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(LR) [230], which is the discriminant counterpart of the naïve Bayes classifier, previously
used to address this problem. This relation is known as a Generative-Discriminative pair
[244].
Eq. (6.3) defines the dLR model. This model can be understood as a LR with a
mapping from the original angular space to a linear one. As we show in the Section 6.5,
this mapping is learned simultaneously with the feature coefficients. Hereinafter, the two
possible labels belong to {0,1}, and n is the number of features.
f(θ) = 1
1 +e−k·h(θ)
(6.3)
h(θ) = ω0 +
n∑
i=1
ωigi(θi)
gi(θi) =
sin(2pi(θi+ϕi)) , if dir(i)θi ,otherwise.
This model is a hybrid approach to LR for modeling linear and directional data,
whereby a mapping from angular variables to linear space is learned. The number of
parameters involved in the proposed model is
n+ 1 + (#i ∈ N+| i≤ n : dir(i))
If all the variables are linear, the model is reduced to the traditional LR with n+
1 parameters. Also, we have included an extra k parameter that defines the slope of
the sigmoid function, which does not change the predicted label but softens the decision
boundary. Given the properties of the sine function, the model holds the directional
condition.
6.4 Expressiveness of the Model
In this section we analyze the model’s expressiveness by studying the induced boundaries,
as was done by López et al. [222] for the von Mises naïve Bayes model. We start with
the scenario where the feature space is constrained to one directional feature (Section
6.4.1). Section 6.4.2 presents the most general scenario with an unconstrained number of
directional and linear features. As previously mentioned, when all variables are linear, the
model becomes a classical LR and the subsequent decision surface is a hyperplane in the
Rn space. Therefore, we are interested in settings where at least one variable is directional.
6.4.1 One-dimensional feature space with one angular variable
In this section we show the expressiveness of the dLR for the trivial case of unidimensional
problems with a single angular variable. As we show below, it is easier to reason about
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the expressiveness of the model in the equivalent space where each variable is transformed
into a pair of coordinates in a (0,0)-centered unit 2-sphere, where xi = cos(2piθi) and
yi = sin(2piθi). This space will hereafter be referred to as the transformed space or extended
space, while the original data representation will be denoted as the original space.
Without loss of generality, we assume that the model classifies an instance as positive
if its outcome is larger than 0.5, thus leaving the final decision to the sign of the h function.
Theorem 1. The dLR classifier with one predictive directional variable induces a sepa-
ration boundary equivalent to a two dimensional line in the transformed space. Moreover,
the set of induced decision lines is complete in the space of two dimensional lines.
Proof.
h(θ) = 0
≡ 〈Definition of h〉
ω0 +ω1 sin(2pi(θ1 +ϕ1)) = 0
≡ 〈Sum of two angles〉
ω0 +ω1 (sin(2piθ1)cos(2piϕ1) + cos(2piθ1)sin(2piϕ1)) = 0
≡ 〈x1 = cos(2piθ1), y1 = sin(2piθ1)〉
ω0 +ω1 (y1 cos(2piϕ1) +x1 sin(2piϕ1)) = 0
≡ 〈Arithmetic〉
ω1 cos(2piϕ1)y1 =−ω1 sin(2piϕ1)x1−ω0
≡ 〈Arithmetic〉
y1 =−tan(2piϕ1)x1− ω0
ω1 cos(2piϕ1)
Then, given that the range of the tangent function is R, the decision boundary can
be rewritten as the two dimensional line equation y = mx+ b, with any possible slope
m=−tan(2piϕ1) and y-intercept b= ω0ω1 cos(2piϕ1) .
Theorem 1 shows that the expressiveness of the dLR for unidimensional problems with
one predictive directional variable in the transformed space is defined by the entire set of
two dimensional lines. However, the decision boundary in the original space is not linear;
it is translated as two decision angular-thresholds, φ and φ′, such that, if the angular
distance between them is ∆, one of the possible induced models in the original space is
represented by the parameter configuration:
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ϕ1 =± 12pi arcsin
√1 + cos(2pi∆)
2
−φ
ω0 =∓
√
(1 + cos(2pi∆))
2
ω1 = 1
where ω0 takes the positive version of the equation if the distance between both thresholds
is greater than half of the period (φ1 the negative side) and vice versa. Notice that there
is an infinite number of models with the same decision boundary, since we can scale ω by
any non-zero factor and obtain the same predictions. This property is also true for the
standard LR. An example of the model expressiveness for this trivial case is illustrated in
Figure 6.1.
Figure 6.1: Decision boundary for a problem with one directional variable. Left: decision
boundary in the original space represented by two decision thresholds. Right: decision
boundary in the extended space represented by the 2-dimensional line.
6.4.2 N-dimensional feature space with K angular variables
We now analyze the general scenario where the feature space has an unrestricted number
of directional and non-directional variables. For the sake of simplicity, we assume that
the first K features are directional and the remaining linear (referred to as hypothesis H0
in the proof of the Theorem 2. This assumption does not suppose a loss of generality
given that the model is invariant to the arrangement of the features. As we did before, we
analyze the expressiveness of the model in the transformed space.
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Theorem 2. The dLR classifier with N predictive variables, being K ≤N of them direc-
tional, induces a separation boundary equivalent to a (N +K)-dimensional hyperplane in
the transformed space.
Proof.
ω0 +
N∑
i=1
ωigi(θi) = 0
≡ 〈Range Split〉
ω0 +
K∑
i=1
ωigi(θi) +
N∑
i=K+1
ωigi(θi) = 0
≡ 〈H0, Definition of g〉
ω0 +
K∑
i=1
ωi sin(2pi(θi+ϕi)) +
N∑
i=K+1
ωiθi = 0
≡ 〈Sum of two angles, Arithmetic〉
ω0 +
N∑
i=K+1
ωiθi +
K∑
i=1
ωi (sin(2piθi)cos(2piϕi) + cos(2piθi)sin(2piϕi)) = 0
≡ 〈xi = cos(2piθi), yi = sin(2piθi), Arithmetic〉
ω0 +
N∑
i=K+1
ωiθi +
K∑
i=1
(ωi sin(2piϕi)xi+ωi cos(2piϕi)yi) = 0
An interesting and usual two dimensional scenario arises when angular measurements
are accompanied by a scale factor or magnitude (e.g. wind direction and speed, forces,
etc), thereby inducing a cylinder as the geometric space where input vectors lie. Figure 6.2
shows an example of the decision region in both, the original R2 space and the transformed
R3 space, where one variable is directional.
6.5 Optimization Strategy
For the purpose of this work, the traditional gradient descent learning strategy from the
LR was adapted to the proposed directional version. Let us assume we have a set of
labeled input data S, where each instance <θ,y> ∈ S ⊆ Rn×{0,1}, is a pair of an input
vector θ and its corresponding label y.
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Figure 6.2: Decision boundary for a mixed problem in R2. Left: non-linear decision
boundary in the original space. Right: decision boundary in the extended space repre-
sented by a three dimensional plane.
From this scenario, we consider the traditional regularized Logistic loss function (Log
loss) used in (multinomial) LR (c.f. Eq. (6.4)).
J(ω,ϕ) =− 1|S|
∑
<θ,y>∈S
cost(y,θ) + λ2n
n∑
i=1
ω2i (6.4)
cost(y,θ) = y log(f(θ)) + (1−y) log(1−f(θ)) (6.5)
This function can be enhanced in order to include different misclassification costs by
considering the weighted sum of the errors. In order to fit the model, the goal of our
optimization task is to find the best parameter configuration ω,ϕ such that:
argmin
ω,ϕ
J(ω,ϕ)
Using a gradient descent strategy requires the computation of the partial derivatives of
the goal function J with respect to each model parameter. The corresponding derivatives
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are shown below in the Eqs. (6.6a) - (6.6d).
∂
∂ω0
J(ω,ϕ) = k|S|
∑
<θ,y>∈S
(f(θ)−y) (6.6a)
∂
∂ωi>0
J(ω,ϕ) = k|S|
∑
<θ,y>∈S
(f(θ)−y) ·gi(θi) + λ
n
ωi (6.6b)
∂
∂ϕi
J(ω,ϕ) = k ·ωi|S|
∑
<θ,y>∈S
(f(θ)−y) ∂
∂ϕi
gi(θi) (6.6c)
∂
∂ϕi
gi(θi) =
2pi cos(2pi(θi+ϕi)) , if dir(i)0 , otherwise (6.6d)
Algorithm 1 Gradient descent with variable sigmoid’s slope
1: function Gradient descent(samples, labels)
2: ω, ϕ ← initialize_model()
3: ω∗, ϕ∗ ← ω, ϕ
4: J∗ ← J(ω,ϕ)
5: k, ε ← 1, εinit
6:
7: for i← 1 to max_iterations do
8: ω, ϕ ← ω−α · ∂
∂ω
J(ω,ϕ), ϕ−α · ∂
∂ϕ
J(ω,ϕ)
9: Jnext ← J(ω,ϕ)
10: if k < kmax ∧ |Jnext−J∗|< ε then
11: k, ε ← k+ 1, ε ·ε∆
12: end if
13: if Jnext < J∗ then
14: ω∗, ϕ∗ ← ω, ϕ
15: J∗ ← Jnext
16: else
17: α ← α ·decaying_rate
18: end if
19: end for
20:
21: return ω∗, ϕ∗
22: end function
Then, we can use a gradient-based optimization strategy to fit the model. In our case,
we have used a Gradient Descent variation with decaying learning rate and increasing
slope of the sigmoid function to boost the algorithm’s convergence (see Algorithm 1). In
order to avoid having to change the learning rate as the slope of the sigmoid function
changes, we removed the constant k from the derivatives, which preserves the direction of
the gradient but simplifies parameter tuning. In gradient descent optimization techniques,
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monotonously decreasing the learning rate towards zero guarantees the convergence of the
iterative process. In our setting, given that the search space is not convex, the method may
converge to a local minimum. However, as will be shown in the experimental evaluation,
the proposed algorithm is able to reach competitive results.
6.6 Experiments
In this section, we detail the experimental evaluation of the proposed dLR classifier and
its non-directional version LR against their generative counterparts von Mises naïve Bayes
and Gaussian naïve Bayes classifiers [222]. These methods can be summarized as follows:
1. Gaussian Naive Bayes (GNB): Gaussian NB classifier that models continuous vari-
ables using Gaussian distributions.
2. von-Mises Naive Bayes (vMNB): NB classifier that models linear variables using
Gaussian distributions and directional variables using von Mises distributions.
Furthermore, López et al. [222] validated a feature selection strategy proposed by
Langley and Sage [196] as a wrapper of their NB approach. Also, they evaluated the per-
formance of the NB classifier by discretizing all the continuous variables. However, given
that the goal of this section is to validate the performance of the proposed discrimina-
tive method against its generative counterpart, we considered the plain GNB and vMNB
methods. The study of feature selection and discretization strategies are out of the scope
of this work and might improve the results shown below. In the following experiments, the
κ parameter of the von Mises distribution was approximated by 100 iterations (a much
larger number of iterations than required to have good convergence values) of the Newton’s
method proposed by Sra [314].
Also, we compare our model with an SVM [53] using a directional squared exponential
(i.e. Gaussian RBF) kernel [293]. This kernel considers the distance between a given pair of
points, wherein the distance between two directional variables is considered in an angular
manner instead of the traditional Euclidean distance. The regularization parameter (C)
and the γ parameter of the squared exponential kernel was chosen by cross-validation
among seven different values in the logarithmic scale between 10−2 and 102.
On the other hand, both LR variants had an initial learning rate value (α) of 0.1
and a maximum number of 20,000 iterations for the synthetic data and 10,000 iterations
for real data, but most datasets required much less iterations to converge. The model
was initialized using small random values (ωi ∈ [−0.05,0.05] and ϕi ∈ [−0.05,0.05]). The
regularization constant C =λ−1 was chosen following the same strategy used in the training
of the SVM.
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6.6.1 Experiments with Synthetic Data
We evaluated the performance of the classifiers using one directional predictive variable
and two possible responses (binary classification), under three different statistical distri-
butions (e.g., uniform, triangular and von Mises). Then, for each possible distribution, we
randomly generated 75 synthetic binary datasets with 100 samples (50 samples per class).
Afterward, we validated the accuracy of each model using a training and test validation
assessment using the classic 70-30 partition. We compared the two aforementioned naïve
Bayes versions with the two versions of the LR. Also, we assessed the proposed strategy
by comparing the results with a brute force search that compares each possible pair of
thresholds (by maximizing the margin between two observations belonging to different
classes) and minimizes the training error (g-dLR), which represents the best value that
could be achieved by optimizing the model according to its training classification error. It
should be clear that the brute force optimization is not an option in practice when several
features are used.
Table 6.1: Average classification error per model with unidimensional synthetic datasets.
Distr. GNB vMNB LR dLR g-dLR
Uni-
form
91.25±
4.85
92.56±
6.15
82.99±
7.63
93.44±
3.02
96.07±
2.00
Trian-
gular
93.56±
4.14
94.82±
2.62
86.99±
8.53
95.34±
2.43
96.78±
1.89
von
Mises
95.25±
2.56
96.25±
2.42
87.34±
9.46
95.56±
2.52
96.47±
2.25
Table 6.1 summarizes the accuracy results for these experiments. In general, the Grid
Search strategy obtained the best results for each possible distribution. As expected, the
dLR classifier trained with the gradient descent algorithm outperforms both generative
models for all the distribution but the von Mises distribution. Furthermore, the difference
between the gradient-based and the grid strategy suggests that there is still room for im-
proving the optimization stage, although the optimization is doing a good job. The worst
results were obtained by the LR as it does not have enough expressiveness to discriminate
these directional datasets.
6.6.2 Experiments with Real Data
Then, we validated the advantages of the proposed approach using thirteen real datasets.
For this purpose, we compared the two naïve Bayes variations and the SVM with di-
rectional RBF kernel against the classic LR and the directional version proposed in this
work. For computational reasons we only validated the gradient-based optimization strat-
egy, given that the Grid-Search approach, used in the previous experiments, would be
computationally intractable. Table 6.2 summarizes the dimensionality of the evaluated
datasets (e.g. number of variables, class values and instances).
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Table 6.2: Summary of the main characteristics of the datasets used in this work. Including
number of features per type (i.e. Directional - Dir, Linear - Lin, Discrete - Disc) and
number of samples per dataset (#).
Dataset Number of variables Class #Dir Lin Disc values
Colposcopy 3 6 0 3 150
Behavior 140 426 20 4 261
Arrhythmia 4 191 66 2 430
eBay 1 2 0 11 528
Megaspores 1 0 0 2 960
Characters 5 31 0 10 1,000
OnlineNews 1 12 0 2 1,000
Continents 2 0 0 5 3,481
Wall 6 6 0 4 5,456
Temperature0 1 1 1 3 8,764
Temperature1 2 1 0 3 8,764
Temperature2 5 1 0 3 8,764
MAGIC 1 10 0 2 19,020
Multiclass instances were handled using a one-versus-one approach for both versions
of the LR. All the experiments detailed below were executed with a stratified 5-fold cross-
validation technique (by preserving the percentage of samples for each class), and results
of 40 different runs were averaged. Results of these experiments are summarized in Table
6.3, exhibiting average accuracy and standard deviation for forty independent runs. The
best model for each dataset is represented bold.
When comparing generative models, we obtained similar results to those obtained by
López et al., namely vMNB achieves similar or better results than the GNB in most
datasets [222]. The directional version of the LR classifier reports a broad and significant
advantage when compared with the non-directional approach, achieving up to 22% more
percentage points in the eBay dataset than the traditional LR.
In general, the best results in the entire set of problems were achieved either by the
dLR (6 datasets) or by the SVM model (7 datasets). As can be seen in Table 6.3, dLR
obtained better results than the SVM model mainly in the datasets with fewer instances.
Given that the RBF kernel can be understood as a projection on a feature space with
an infinite number of dimensions, the SVM model can generate highly nonlinear decision
regions in contrast with the (N+K)-hyperplanes generated by dLR. Thereby, dLR offers a
much more succinct representation to reason about directional data without compromising
accuracy. Also, in some contexts, it is preferred to use simpler (linear) models, especially
when computational resources are limited or when there are interpretability requirements.
Moreover, dLR achieved better results than its non-directional and generative counter-
parts in almost all datasets, being only surpassed in the Temperature0 dataset. Further-
more, when combining the best descriptors for the basic Temperature dataset, considering
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Table 6.3: Average accuracy per model using 5-fold cross-validation.
Dataset GNB vMNB LR dLR SVM
Col-
poscopy 74.71±7.08 70.93±7.83 73.66±6.97 80.61±6.49 80.39±7.51
Behavior 47.21±9.43 49.26±9.20 82.46±3.48 82.68±3.56 82.63±3.71
Arrhyth-
mia 67.06±4.03 67.05±4.07 78.31±3.99 78.38±4.04 78.66±3.87
eBay 77.45±3.37 83.88±3.75 62.33±4.42 84.86±3.21 84.11±3.21
Megas-
pores 76.72±2.54 76.61±2.71 62.50±0.00 76.78±2.58 76.32±2.72
Charac-
ters 70.94±2.62 73.40±2.99 94.99±1.59 95.77±1.35 95.75±1.27
Online-
News 55.37±2.12 55.29±2.03 56.25±2.94 56.26±2.95 52.80±0.10
Continents 94.66±0.72 94.90±1.08 94.79±0.74 95.87±0.72 97.72±0.48
Wall 45.69±2.01 51.07±2.79 58.06±1.39 66.53±1.29 86.41±0.94
Tempera-
ture0 68.56±0.83 69.99±1.80 59.15±0.78 56.14±0.92 72.76±0.82
Tempera-
ture1 64.44±0.83 65.04±1.49 59.15±0.90 70.28±0.89 71.21±0.91
Tempera-
ture2 12.84±0.09 67.70±1.66 59.65±0.70 79.21±0.87 82.28±0.79
MAGIC 72.68±0.53 73.01±0.52 79.08±0.50 80.77±0.49 87.35±0.46
the season as a nominal value encoded as an integer for the vMNB and, as a directional
variable for the dLR, the dLR classifier achieves the best performance. On average, the
proposed model achieved accuracy values 8.15% higher than the vMNB.
The main disadvantage of the proposed model, when compared with its generative
counterpart, is the computational time required for the training stage. While naïve Bayes
approaches require basic fitting of statistical distributions, dLR is learned by means of an
iterative procedure, with asymptotic complexity O(I×|S|×N), where I is the maximum
number of iterations, |S| is the number of samples in the training set and N is the number
of features. However, once trained, dLR is computationally competitive as it has linear
complexity on the number of features – O(N).
6.7 Conclusions
Different concepts in real life applications are represented by directional variables. These
concepts are not restricted to the scientific domain but can be easily found in daily routines,
such as representing of time in a periodic repetitive calendar (e.g., hour, the day of the
week, month, etc.). Traditional classifiers, which are unaware of the angular nature of
these variables, might not properly model the data. Thereby, some directional classifiers
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Figure 6.3: Decision boundary for a linear SVM in the extended space (dashed line) and
in the original space (solid line).
have been proposed in the past, most of them using generative approaches [222, 361] and
the directional von Mises distribution [105,222].
In this work, we proposed a discriminative binary classifier that is able to receive
mixed data (directional and linear). This classifier adds to the classic LR awareness about
the angular nature of the data. As we demonstrated in the experimental assessment of
the proposed model with both synthetic and real data, it can achieve competitive results
when compared against traditional non-directional LR, previous generative approaches,
and SVM using a directional RBF kernel. Other advantages of the dLR model accruing
from retaining the access to the posterior probabilities include risk minimization, reject
option, compensating for class priors, combining models, etc. Non-probabilistic methods,
like the SVM, need to involve an intermediate step where a map from the decision regions
to the actual probability is estimated [32]. Therefore, the dLR classifier offers promising
results when dealing with directional data, and there is room for future improvement.
We plan to adapt our dLR model to be intended as a directional perceptron within
an ANN. The opportunity of studying the effect of dynamic frequency regimes in this
classifier is an open problem, as the dLR classifier was defined in a way that it is able to
encode only a single period of the directional variables. Finally, there is room for exploring
more advanced optimization techniques that may improve the performance of this model.
Extending the proposed work to Support Vector Machines is relevant since the deci-
sion region obtained in the extended space does not correspond to the right margin that
maximizes the distance between the support vectors and the decision boundary in the
original space. Figure 6.3 shows the different regions obtained by maximizing the margin
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in the extended space (dashed line) and in the original space (solid line). For visualization
purposes, the decision boundary computed in the original space is transformed into its
equivalent line in the extended space. This artifact is a result of comparing the distance
between the support vector and the decision boundary in the two-dimensional Euclidean
space instead of using the angular distance between the support vector and the boundary-
sphere intersection points. Thus, we proposed several instantiations of directional Support
Vector Machines covering kernels, including their kernelized counterparts.
Chapter 7
Deep Local Binary Patterns
LBP is a traditional descriptor for texture analysis that gained attention in the last decade.
Being robust to several properties such as invariance to illumination translation and scal-
ing, LBP achieved state-of-the-art results in several applications. However, LBP are not
able to capture high-level features from the image, merely encoding features with low ab-
straction levels. In this work, we propose Deep LBP, which borrow ideas from the deep
learning community to improve LBP expressiveness. By using parametrized data-driven
LBP, we enable successive applications of the LBP operators with increasing abstraction
levels. We validate the relevance of the proposed idea in several datasets from a wide
range of applications. Deep LBP improved the performance of traditional and multiscale
LBP in all cases.
7.1 Introduction
In recent years, CV community has moved towards the usage of Deep Learning (DL)
strategies to solve a wide variety of traditional problems, from image enhancement [337]
to scene recognition [372]. DL concepts emerged from traditional shallow concepts from
the early years of CV (e.g. filters, convolution, pooling, thresholding, etc.).
Although these techniques have achieved state-of-the-art performance in several of
tasks, the DL hype has overshadowed research on other fundamental ideas. Narrowing
the spectrum of methods to a single class will eventually saturate, creating a monotonous
environment where the same basic idea is being replicated over and over, and missing
the opportunity to develop other paradigms with the potential to lead to complementary
solutions.
As deep strategies have benefited from traditional -shallow- methods in the past, some
classical methods started to take advantage of key DL concepts. That is the case of
deep Kernels [48], which explores the successive application of nonlinear mappings within
the kernel umbrella. In this work, we incorporate deep concepts into LBP [251, 252], a
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traditional descriptor for texture analysis. LBP is a robust descriptor that briefly sum-
marizes texture information, being invariant to illumination translation and scaling. LBP
has been successfully used in a wide variety of applications, including texture classifica-
tion [134, 135, 211, 368], face/gender recognition [8, 155, 281, 301, 362, 367], among others
[242,342,354].
LBP has two main ingredients:
• The neighborhood (N ), usually defined by an angular resolution (typically 8 sam-
pling angles) and radius r of the neighborhoods. Figure 7.1 illustrates several possible
neighborhoods.
• The binarization function b(xref ,xi) ∈ {0,1}, which allows the comparison between
the reference point (central pixel) and each one of the points xi in the neighborhood.
Classical LBP is applicable when xref (and xi) are in an ordered set (e.g., R and Z),
with b(xref ,xi) defined as
b(xref ,xi) = (xref ≺ xi), (7.1)
where ≺ is the order relation on the set (interpolation is used to compute xi when
a neighbor location does not coincide with the center of a pixel).
xref
(a) r=1, n=8
xref
(b) r=2, n=16
xref
(c) r=2, n=8
Figure 7.1: LBP neighborhoods with radius (r) and angular resolution (n). The first two
cases use Euclidean distance to define the neighborhood, the last case use Manhattan
distance.
The output of the LBP at each position ref is the code resulting from the comparison
(binarization function) of the value xref with each of the xi in the neighborhood, with
i ∈ N (ref), see Figure 7.2. The LBP codes can be represented by their numerical value
as formally defined in (7.2).
LBP (xref ) =
∑
i∈|N (ref)|
2i · b(xref ,xi) (7.2)
LBP codes can take 2|N | different values. In predictive tasks, for typical choices of
angular resolution, LBP codes are compactly summarized into a histogram with 2|N | bins,
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Figure 7.2: Cylinder and linear representation of the codes at some pixel positions. En-
codings are built in a clockwise manner from the starting point indicated in the middle
section of both figures.
being this the feature vector representing the object/region/image (see Figure 7.3). Also,
it is typical to compute the histograms in sub-regions and to build a predictive model by
using as features the concatenation of the region histograms, being non-overlapping and
overlapping [26] blocks traditional choices (see Figure 7.4).
Original image LBP encodings Histogram
⇒
e3 e6 e9 . . . e3
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Figure 7.3: Traditional pipeline for image classification using LBP.
In the last decade, several variations of the LBP have been proposed to attain different
properties. The two best-known variations were proposed by Ojala et al., the original
authors of the LBP methodology: rotation invariant and uniform LBP [252].
Rotation invariance can be achieved by assigning a unique identifier to all the patterns
that can be obtained by applying circular shifts. The new encoding is defined in (7.3),
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Figure 7.4: Multi-block LBP with 2×2 non-overlapping blocks.
where ROR(e, i) applies a circular-wrapped bit-wise shift of i positions to the encoding e.
LBP (xref ) = min{ROR(LBP (xref ), i) | i ∈ [0, . . . |N |)} (7.3)
In the same work, Ojala et al. [252] identified that uniform patterns (i.e., patterns
with two or less circular transitions) are responsible for the vast majority of the histogram
frequencies, leaving low discriminative power to the remaining ones. Then, the relatively
small proportion of non-uniform patterns limits the reliability of their probabilities, all
the non-uniform patterns are assigned to a single bin in the histogram construction, while
uniform patterns are assigned to individual bins. [252].
Heikkila et al. proposed Center-Symmetric LBP [148], which increases robustness on
flat image areas and improves computational efficiency. This is achieved by comparing
pairs of neighbors located in centered symmetric directions instead of comparing each
neighbor with the reference pixel. Thus, an encoding with four bits is generated from
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a neighborhood of 8 pixels. Also, the binarization function incorporates an activation
tolerance given by b(xi,xj) = xi > xj +T . Further extensions of this idea can be found in
[307,325,346].
Local Ternary Patterns (LTP) are an extension of LBP that use a 3-valued mapping
instead of a binarization function. The function used by LTP is formalized at (7.4). LTP
are less sensitive to noise in uniform regions at the cost of losing invariance to illumination
scaling. Moreover, LTP induce an additional complexity in the number of encodings,
producing histograms with up to 3N bins.
bT (xref ,xi) =

−1 xi < xref −T
0 xref −T ≤ xi ≤ xref +T
+1 xref +T < xi
(7.4)
So far, we have mainly described methods that rely on redefining the construction of
the LBP encodings. A different line of research focuses on improving LBP by modifying
the texture summarization when building the frequency histograms. Two examples of this
idea were presented in this work: uniform LBP [252] and multi-block LBP (see Figure
7.4).
Since different scales may bring complementary information, one can concatenate the
histograms of LBP values at different scales. Berkan et al. proposed this idea in the
Over-Complete Local Binary Pattern (OCLPB)[26]. Besides computing the encoding at
multiple scales, OCLPB computes the histograms on several spatially overlapped blocks.
An alternative to this way of modeling multiscale patterns is to, at each point, compute
the LBP code at different scales, concatenate the codes and summarize (i.e., compute the
histogram) of the concatenated feature vector. This latter option has difficulties concerning
the dimensionality of the data (potentially tackled with a bag of words approach) and the
nature of the codes (making unsuitable standard k-means to find the bins-centers for a
bag of words approach).
Multi-channel data (e.g., Red-Green-Blue (RGB)) has been handled in a similar way,
by 1) computing and summarizing the LBP codes in each channel independently and then
concatenating the histograms [49] and by 2) computing a joint code for the three channels
[373].
As LBP have been successfully used to describe spatial relations between pixels, some
works explored embedding temporal information on LBP for object detection and back-
ground removal [70,347,351,356,365,367].
Finally, LBP Network (LBPNet) was introduced by Xi et al. [336] as a preliminary
attempt to embed DL concepts in LBP. Their proposal consists in using a pyramidal
approach on the neighborhood scales and histogram sampling. Then, Principal Component
Analysis (PCA) is used on the frequency histograms to reduce the dimensionality of the
feature space. Xi et al. analogize the pyramidal construction of LBP neighborhoods and
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histogram sampling as a convolutional layer, where multiple filters operate at different
resolutions, and the dimensionality reduction as a Pooling layer. However, LBPNets aren’t
capable of aggregating information from a single resolution into higher levels of abstraction
which is the main advantage of DNN.
In the next sections, we will bring some ideas from the DL community to traditional
LBP. In this sense, we intend to build LBP blocks that can be applied recursively to build
features with higher-level of abstraction.
7.2 Deep Local Binary Patterns
The ability to build features with increasing abstraction level using a recursive combination
of relatively simple processing modules is one of the reasons that made Convolutional
Neural Network (CNN) – and in general ANN – so successful. In this work, we propose
to represent “higher order” information about texture by applying LBP recursively, i.e.,
cascading LBP computing blocks one after the other (see Figure 7.5). In this sense, while
an LBP encoding describes the local texture, a second order LBP encoding describes the
texture of textures.
Im
ag
e
LB
P
LB
P . . .
LB
P
H
ist
og
ra
m
M
od
el
Figure 7.5: Recursive application of LBP.
However, while it is trivial to recursively apply convolutions – and many other filters
– in a cascade fashion, traditional LBP are not able to digest their own output.
Traditional LBP rely on receiving as input an image with a domain in an ordered set
(e.g., grayscale intensities). However, LBP codes are not in an ordered set, dismissing
the direct recursive application of standard LBP. As such we will first generalize the main
operations supporting LBP and discuss next how to assemble a deep/recursive LBP feature
extractor. We start the discussion with the binarization function b(xref ,xi).
It is instructive to think, in the conventional LBP, if non-trivial alternative functions
exist to the adopted one, Eq. (7.1). What is(are) the main property(ies) required by
the binarization function? Does it need to make use of a (potentially implicit) order
relationship? A main property of the binarization function is to be independent of scaling
and translation of the input data, that is,
b(k1xref +k2, k1xi+k2) = b(xref ,xi), k1 > 0. (7.5)
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It is trivial to prove that the only options for the binarization function that hold Eq.
(7.5) are the constant functions (always zeros or always ones), the one given by Eq. (7.1)
and its reciprocal.
Proof. Assume xi,xj >xref and b(xref ,xi) 6= b(xref ,xj). Under the independence to trans-
lation and scaling (Eq. (7.5)), b(xref ,xi) = b(xref ,xj) as shown below, which is a contra-
diction.
b(xref ,xi)
=〈 Identity of multiplication 〉
b
(
xj−xref
xj−xref xref ,
xj−xref
xj−xref xi
)
=〈 Identity of addition 〉
b
(
xj−xref + (xi−xi)
xj−xref xref ,
xj−xref
xj−xref xi+
(
xrefxj−xrefxj
xj−xref
))
=〈Arithmetic〉
b
(
xi−xref
xj−xref xref +xref
xj−xi
xj−xref ,
xi−xref
xj−xref xj +xref
xj−xi
xj−xref
)
=
〈
Eq. (7.5), where k1 =
xi−xref
xj−xref ,k2 = xref
xj−xi
xj−xref
〉
b(xref ,xj)
Therefore, b(xref ,xi) must be equal to all xi above xref . Similarly, b(xref ,xi) must be
equal to all xi below xref .
Among our options, the constant binarization function is not a viable option, since the
information (in information theory perspective) in the output is zero. Since the recursive
application of functions can be understood as a composition, invariance to scaling and
translation is trivially ensured by using a traditional LBP in the first transformation.
Given that transitivity is a relevant property held by the natural ordering of real
numbers, we argue that such property should be guaranteed by our binarization function.
In this sense, we will focus on strict partial orders of encodings. Following, we show how
to build such binarization functions for the i-th application of the LBP operator, where
i > 1. We will consider both predefined/expert-driven solutions and data-driven solutions
(and therefore, application specific).
Hereafter, we will refer to the binarization function as the partial ordering of LBP
encodings. Despite the existence of other types of functions may be of general interest,
narrowing the search space to those that can be represented as a partial ordering induce
efficient learning mechanisms.
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7.2.1 Preliminaries
Let us formalize the deep binarization function as the order relation b+ ∈ P(EN ×EN ),
where EN is the set of encodings induced by the neighborhood N .
Let Φ be an oracle Φ ::P(EN ×EN )→R that assesses the performance of a binarization
function. For example, among other options, the oracle can be defined as the performance
of the traditional LBP pipeline (see Figure 7.3) on a dataset for a given predictive task.
7.2.2 Deep Binarization Function
From the entire space of binarization functions, we restrict our analysis to those induced by
strict partial orders. Within this context, it is easy to see that learning the best binariza-
tion function by exhaustive exploration is intractable since the number of combinations
equals the number of DAG with 2|N | = |EN | nodes. The DAG counting problem was
studied by Robinson [282] and is given by the recurrence relation Eqs. (7.6)-(7.7).
a0 = 1 (7.6)
an>1 =
n∑
k=1
(−1)k−1
(
n
k
)
2k(n−k)an−k (7.7)
Table 7.1: Lower bound of the number of combinations for deciding the best LBP bina-
rization function as partial orders.
# Neighbors Rotational Inv. Uniform Traditional
2 2 ·101 2 ·104 5 ·102
3 5 ·102 1 ·1015 7 ·1011
4 3 ·106 2 ·1041 8 ·1046
5 7 ·1011 6 ·1094 2 ·10179
6 1 ·1036 2 ·10190 1 ·10685
7 2 ·1072 3 ·10346 3 ·102640
8 1 ·10225 1 ·10585 3 ·1010288
Table 7.1 illustrates the size of the search space for several numbers of neighbors. For
instance, for the traditional setting with 8 neighbors, the number of combinations has
more than 10,000 digits. Thereby, a heuristic approximation must be carried out.
7.2.2.1 Learning b+ from a User-defined dissimilarity function
The definition of a dissimilarity function between two codes seems reasonably accessible.
For instance, an immediate option is to adopt the Hamming distance between codes, dH .
With rotation invariance in mind, one can adopt the minimum hamming distance between
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all circularly shifted versions of xref and xi, driH . The circular invariant hamming distance
between xref and xi can be computed as
driH = min
s∈0,··· ,N−1
dH(ROR(xref ,s),xi) (7.8)
Having defined such a dissimilarity function between pairs of codes, one can now
proceed with the definition of the binarization function.
Given the dissimilarity function, we can learn a mapping of the codes to an ordered set.
Resorting to Spectral Embedding [245], one can obtain such a mapping. The conventional
binarization function, Eq. (7.1), can then be applied. Other alternatives for building
the mappings can be found in the manifold learning literature: Isomaps [321], Multi
Dimensional Scaling (MDS) [181], among others. In this case, the oracle function can be
defined as the intrinsic loss functions used in the optimization process of such algorithms.
Preserving a desired property P such as rotational invariance and sign invariance
(i.e., interchangeability between ones and zeros) can be achieved by considering P -aware
dissimilarities.
7.2.2.2 Learning b+ from a High-dimensional Space
A second option is to map the code space to a new (higher-dimensional) space that char-
acterizes LBP encodings. Then, an ordering or preference relationship can be learned in
the extended space, for instance resorting to preference learning algorithms [97,109,165].
Some examples of properties that characterize LBP encodings are:
• Number of transitions of size 1 (e.g., 101, 010).
• Number of groups/transitions.
• Size of the smallest/largest group.
• Diversity on the group sizes.
• Number of ones.
Techniques to learn the final ordering based on the new high-dimensional space include:
• Dimensionality reduction techniques, including Spectral embeddings, PCA, MDS
and other manifold techniques.
• Preference learning strategies for learning rankings [97,109,165].
A case of special interest that will be used in the experimental section of this work are
Lexicographic Rankers (LR) [97, 109]. In this work, we will focus on the simplest type of
LR, linear LR. Let us assume that features in the new high-dimensional space are SRk
(e.g., monotonic functions) on the texture complexity of the codes. Thus, for each code
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Figure 7.6: Deep LBP.
ei and feature sj , the complexity associated to ei by sj is denoted as sj(ei). We assume
sj(ei) to lie in a discrete domain with a well-known order relation.
Thus, each feature is grouping the codes into equivalence classes. For example, the
codes with zero transitions (i.e., flat textures), two transitions (i.e., uniform textures) and
so on.
If we concatenate the output of the SRk in a linear manner (s0(ei),s1(ei), · · · ,sn(ei)), a
natural arrangement is their lexicographic order (see Eq. (7.9)), where each sj(ei) is subor-
dering the equivalence class obtained by the previous prefix of rankers (s0(ei), · · · ,sj−1(ei)).
LexRank(a,b) =

a= b , |a|= 0 ∨|b|= 0
a≺ b ,a0 ≺ b0
a b ,a0  b0
LexRank(t(a), t(b)) ,a0 = b0
(7.9)
where t(a) returns the tail of the sequence. Namely, the order between two encodings is
decided by the first SRk in the hierarchy that assigns different values to the encodings.
Therefore, the learning process is reduced to find the best feature arrangement. A
heuristic approximation to this problem can be achieved by iteratively appending to the
sequence of features the one that maximizes the performance of the oracle Φ.
Similarly to property-aware dissimilarity functions, if the features in the new feature
vector V(x) are invariant to P , the P -invariance of the learned binarization function is
automatically guaranteed.
7.3 Deep Architectures
Given the closed form of the LBP with deep binarization functions, their recursive combi-
nation seems feasible. In this section, several alternatives for the aggregation of deep LBP
operators are proposed.
7.3.1 Deep LBP (DLBP)
The simplest way of aggregating Deep LBP operators is by applying them recursively and
computing the final encoding histograms. Figure 7.6 shows this architecture. The first
transformation is done by a traditional shallow LBP while the remaining transformations
are performed using deep binarization functions.
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(a) Input image (b) LBP (c) DeepLBP(2) (d) DeepLBP(4)
Figure 7.7: Visualization of LBP encodings from a Brodatz database [37] image. The
results obtained by applying n layers of Deep LBP operators are denoted as DeepLBP(n).
A neighborhood of size 8, radius 10 and Euclidean distance was used. The grayscale
intensity is defined by the order of the equivalence classes.
Figure 7.7 illustrates the patterns detected by several deep levels on a cracker image
from the Brodatz database. In this case, the ordering between LBP encodings was learned
by using a lexicographic ordering of encodings on the number of groups, the size of the
largest group and IR between 0’s and 1’s. We can observe that the initial layers of the
architecture extract information from local textures while the later layers have higher
levels of abstraction.
7.3.2 Multi-Deep LBP (MDLBP)
Although it may be a good idea to extract higher-order information from images, for the
usual applications of LBP, it is important to be able to detect features at different levels
of abstraction. For instance, if the image has textures with several complexity levels, it
may be relevant to keep the patterns extracted at different abstraction levels. Resorting
to the techniques employed in the analysis of multimodal data [171], we can aggregate this
information in two ways: feature and decision-level fusion.
7.3.2.1 Feature-level fusion
one histogram is computed at each layer and the model is built using the concatenation
of all the histograms as features.
7.3.2.2 Decision-level fusion
one histogram and decision model is computed at each layer. The final model uses the
probabilities estimated by each model to produce the final decision.
Figures 7.8a and 7.8b show Multi-Deep LBP architectures with feature-level and
decision-level fusion respectively. In our experimental setting, feature-level fusion was
used.
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(a) Multi-Deep LBP with feature-level fusion.
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(b) Multi-Deep LBP with decision-level fusion.
Figure 7.8: Deep LBP architectures.
7.3.3 Multiscale Deep LBP (Multiscale DLBP)
In the last few years, DL approaches have benefited from multi-scale architectures that
can aggregate information from different image scales [79,243,333]. Despite being able to
induce higher abstraction levels, deep networks are restrained to the size of the individual
operators. Thereby, aggregating multi-scale information in deep architectures may exploit
their capability to detect traits that appear at different scales in the images in addition to
turning the decision process scale invariant.
In this work, we consider the stacking of deep independent architectures at several
scales. The final decision is made by concatenating the individual information produced
at each scale factor (cf. Figure 7.9). Depending on the fusion approach, the final model
operates in different spaces (i.e., feature or decision level). In an LBP context, we can de-
fine the scale operator of an image by resizing the image or by increasing the neighborhood
radius.
7.4 Experiments
In this section, we compare the performance of the proposed deep LBP architectures
against shallow LBP versions. Several datasets were chosen from the LBP literature
covering a wide range of applications, from texture categorization to object recognition.
Table 7.2 summarizes the datasets used in this work.
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Figure 7.9: Multi-scale Deep LBP.
Table 7.2: Summary of the datasets used in the experiments
Dataset Reference Task Images Classes
KTH TIPS [143] Texture 810 10
FMD [303] Texture 1000 10
Virus [288] Texture 1500 15
Brodatz* [37] Texture 1776 111
Kylberg [186] Texture 4480 28
102 Flowers [246] Object 8189 102
Caltech 101 [87] Object 9144 102
We used a 10-fold stratified cross-validation strategy and the average performance of
each method was measured in terms of:
• Accuracy.
• Class rank: Position (%) of the ground truth label in the ranking of classes ordered
by confidence. The ranking was induced using probabilistic classifiers.
While high values are preferred when using accuracy, low values are preferred for
class rank. All the images were resized to have a maximum size of 100× 100 and the
neighborhood used for all the LBP operators was formed by 8 neighbors on a radius of size
3, which proved to be a good configuration for the baseline LBP. The final features were
built using a global histogram, without resorting to image blocks. Further improvements
in each application can be achieved by fine-tuning the LBP neighborhoods and by using
other spatial sampling techniques on the histogram construction. Since the objective of
this work was to compare the performance of each strategy objectively, we decided to
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(a) KTH TIPS (b) FMD (c) Virus (d) Brodatz
(e) Kylberg (f) 102 Flowers (g) Caltech 101
Figure 7.10: Sample images from each dataset
Table 7.3: Class rank (%) of the ground-truth label and accuracy with single-scale strate-
gies
Dataset Strategy
Class Rank Accuracy
Layers Layers
1 2 3 4 5 1 2 3 4 5
KTH TIPS
LBP 1.55 - - - - 89.22 - - - -
Similarity - 1.60 1.68 1.82 1.86 - 88.96 88.57 86.99 87.97
High Dim - 0.94 0.91 1.09 1.11 - 92.96 93.58 92.72 92.36
FMD
LBP 26.96 - - - - 29.20 - - - -
Similarity - 25.77 25.79 25.61 25.59 - 28.90 30.00 30.90 30.80
High Dim - 23.20 23.36 23.30 23.50 - 33.40 32.60 33.30 33.00
Virus
LBP 8.08 - - - - 56.80 - - - -
Similarity - 6.61 6.78 6.72 6.73 - 61.00 61.33 60.93 61.93
High Dim - 6.65 6.50 6.53 6.55 - 61.53 61.27 61.47 62.27
Brodatz
LBP 0.25 - - - - 89.23 - - - -
Similarity - 0.22 0.22 0.23 0.25 - 89.73 90.23 90.50 90.36
High Dim - 0.21 0.21 0.22 0.23 - 90.72 90.72 90.09 89.59
Kylberg
LBP 0.23 - - - - 95.29 - - - -
Similarity - 0.18 0.16 0.14 0.14 - 96.14 96.52 96.72 96.81
High Dim - 0.07 0.07 0.07 0.07 - 98.37 98.35 98.26 98.24
102 Flowers
LBP 13.46 - - - - 23.18 - - - -
Similarity - 13.34 13.56 13.99 14.29 - 25.59 24.46 24.92 24.58
High Dim - 13.10 12.99 13.15 13.32 - 24.56 23.76 22.81 22.36
Caltech 101
LBP 13.05 - - - - 39.71 - - - -
Similarity - 12.37 12.23 12.32 12.38 - 40.35 40.07 39.74 39.81
High Dim - 11.98 12.19 12.16 12.34 - 41.45 40.78 40.56 40.43
fix these parameters. The final decision model is a RF with 1000 trees. In the last two
datasets, which contain more than 100 classes, the maximum depth of the decision trees
was bounded to 20 in order to limit the required memory.
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In all our experiments, training data was augmented by including vertical and hori-
zontal flips.
7.4.1 Single-scale
First, we validated the performance of the proposed deep architectures on single scale
settings with increasing number of deep layers. Information from each layer was merged
at a feature level by concatenating the layerwise histogram (c.f. Section 7.3.2). Table 7.3
summarizes the results of this setting. In all the datasets, the proposed models surpassed
the results achieved by traditional LBP.
Furthermore, even when the accuracy gains are small, the large gains in terms of
class rank suggest that the deep architectures induce more stable models, which assign a
high probability on the ground-truth level, even on misclassified cases. For instance, in
the Kylberg dataset, a small relative accuracy gain of 3.23% was achieved by the High
Dimensional rule, the relative gain on the class rank was 69.56%.
With a few exceptions, the data-driven deep operator based on a high dimensional
projection achieved the best performance. Despite the possibility to induce encoding
orderings using user-defined similarity functions, the final orderings are static and domain
independent. In this sense, more flexible data-driven approaches as the one suggested in
Section 7.2.2.2 are able to take advantage of the dataset-specific properties.
Despite the capability of the proposed deep architectures to achieve large gain margins,
the deep LBP operators saturate rapidly. For instance, most of the best results were found
on architectures with up to three deep layers. Further research on aggregation techniques
to achieve higher levels of abstraction should be conducted. For instance, it would be
interesting to explore efficient non-parametric approaches for building encoding orderings
that allow more flexible data-driven optimization.
7.4.2 Multi-Scale
A relevant question in this context is if the observed gains are due to the higher abstrac-
tion levels of the deep LBP encodings or to the aggregation of information from larger
neighborhoods. Namely, when applying a second-order operator, the neighbors of the ref-
erence pixel include information from their own neighborhood which was initially out of
the scope of the local LBP operator. Thereby, we compare the performance of the Deep
LBP and multiscale LBP.
To simplify the model assessment, we fixed the number of layers to 3 in the deep
architectures. A scaling factor of 0.5 was used on each layer of the pyramidal multiscale
operator. Guided by the results achieved in the single-scale experiments, the deep operator
based on the lexicographic sorting of the high-dimensional feature space was used in all
cases.
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Table 7.4 summarizes the results on the multiscale settings. In most cases, all the deep
LBP architectures surpassed the performance of the best multiscale shallow architecture.
Thereby, the aggregation level achieved by deep LBP operators goes beyond a multiscale
analysis, being able to address meta-texture information. Furthermore, when combined
with a multiscale approach, deep LBP achieved the best results in all the cases.
Table 7.4: Performance of multi-scale strategies
Dataset Strategy
Class Rank Accuracy
Scales Scales
1 2 3 1 2 3
KTH TIPS Shallow 1.55 1.17 1.22 89.22 90.94 90.93Deep 0.91 0.79 0.62 93.58 94.21 94.96
FMD Shallow 26.96 26.31 26.32 29.20 29.60 29.80Deep 23.36 23.54 23.77 32.60 33.20 33.00
Virus Shallow 8.08 7.51 7.97 56.80 60.60 58.60Deep 6.50 5.92 6.04 61.27 66.13 64.87
Brodatz Shallow 0.25 0.20 0.23 89.23 90.77 90.00Deep 0.21 0.13 0.13 90.72 92.97 93.11
Kylberg Shallow 0.23 0.13 0.12 95.29 97.34 97.57Deep 0.07 0.05 0.04 98.35 98.84 98.95
102 Flowers Shallow 13.46 13.10 12.79 23.18 25.10 26.40Deep 12.99 12.68 12.71 23.76 26.02 26.87
Caltech 101 Shallow 12.92 12.46 12.28 40.07 40.84 41.03Deep 12.21 11.74 11.60 40.68 41.67 42.01
7.4.3 LBPNet
Finally, we compare the performance of our deep LBP architecture against the state-of-
the-art LBPNet [336]. As referred in the introduction, LBPNet uses LBP encodings at
different neighborhood radius and histogram sampling in order to simulate the process of
learning a bag of convolutional filters in deep networks. Then, the dimensionality of the
descriptors is reduced by means of PCA, resorting to the idea of pooling layers from CNN.
However, the output of a LBPNet cannot be used by itself in successive calls of the same
function. Thereby, it is incapable of building features with higher expressiveness than the
individual operators.
In our experiments, we considered the best LBPNet with up to three scales and his-
togram computations with non-overlapping histograms that divide the image into 1× 1,
2×2 and 3×3 blocks. The number of components kept in the PCA transformation was
chosen to retain 95% of the variance for most datasets except for 102 Flowers and Caltech,
where a value of 99% was chosen due to poor performance of the previous value. A global
histogram was used in our deep LBP architecture
Table 7.5 summarizes the results obtained by multiscale LBP (shallow), LBPNet and
our proposed deep LBP. In order to understand if the gains achieved by the LBPNet are
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due to the overcomplete sampling or to the PCA transformation preceding the final classi-
fier, we validated the performance of our deep architecture with a PCA transformation on
the global descriptor before applying the RF classifier. Despite being able to surpass the
performance of our deep LBP without dimensionality reduction, LBPNet did not improve
the results obtained by our deep architecture with PCA in most cases. In this sense,
even without resorting to local descriptors on the histogram sampling, our model was able
to achieve the best results within the family of LBP methods. The only exception was
observed in the 102 Flowers dataset (see Figure 7.10f), where the spatial information can
be relevant. It is important to note that our model can also benefit from using spatial
sampling of the LBP activations. Moreover, deep learning concepts such as dropout and
pooling layers can be introduced within the Deep LBP architectures in a straightforward
manner.
Table 7.5: Comparison with LBPNet
Dataset Strategy Class Rank Accuracy
KTH TIPS
Shallow 1.17 90.94
LBPNet 0.43 96.29
Deep LBP 0.62 94.96
Deep LBP (PCA) 0.16 98.39
FMD
Shallow 26.31 29.80
LBPNet 25.71 30.00
Deep LBP 23.36 33.20
Deep LBP (PCA) 23.20 32.30
Virus
Shallow 7.51 60.60
LBPNet 7.18 60.73
Deep LBP 5.92 66.13
Deep LBP (PCA) 5.91 65.60
Brodatz
Shallow 0.20 90.77
LBPNet 0.20 91.49
Deep LBP 0.13 93.11
Deep LBP (PCA) 0.12 94.46
Kylberg
Shallow 0.12 97.57
LBPNet 0.19 95.80
Deep LBP 0.04 98.95
Deep LBP (PCA) 0.02 99.55
102 Flowers
Shallow 12.79 26.40
LBPNet 9.61 35.56
Deep LBP 12.68 26.87
Deep LBP (PCA) 22.30 8.80
Caltech 101
Shallow 12.46 41.03
LBPNet 12.11 42.69
Deep LBP 11.60 42.01
Deep LBP (PCA) 10.87 45.14
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7.5 Conclusions
LBP have achieved competitive performance in several CV tasks, being a robust and easy
to compute descriptor with high discriminative power on a wide spectrum of tasks. In this
work, we proposed Deep LBP, an extension of the traditional LBP that allow successive
applications of the operator. By applying LBP in a recursive way, features with a higher
level of abstraction are computed that improve the descriptor discriminability.
The key aspect of our proposal is the introduction of flexible binarization rules that
define an order relation between LBP encodings. This was achieved with two main learning
paradigms. First, learning the ordering based on a user-defined encoding similarity metric.
Second, allowing the user to describe LBP encodings on a high-dimensional space and
learning the ordering on the extended space directly. Both ideas improved the performance
of traditional LBP in a diverse set of datasets, covering various applications such as face
analysis, texture categorization and object detection. As expected, the paradigm based on
a projection to a high-dimensional space achieved the best performance, given its capability
of using application-specific knowledge efficiently. The proposed deep LBP can aggregate
information from local neighborhoods into higher abstraction levels, being able to surpass
the performance obtained by multiscale LBP as well.
While the advantages of the proposed approach were demonstrated in the experimental
section, further research can be conducted on several areas. For instance, it would be
interesting to find the minimal properties of interest that should be guaranteed by the
binarization function. In this work, since we are dealing with intensity-based image, we
restricted our analysis to partial orderings. However, under the presence of other types
of data such as directional (i.e., periodic, angular) data, cycling or local orderings could
be more suitable. In the most extreme case, the binarization function may be arbitrarily
complex without being restricted to strict orders.
On the other hand, constraining the shape of the binarization function allows more
efficient ways to find suitable candidates. In this sense, it is relevant to explore ways to
improve the performance of the similarity-based deep LBP. Two possible options would
be to refine the final embedding by using training data and allowing the user to specify
incomplete similarity information.
In this work, each layer was learned in a local fashion, without space for further refine-
ment. While this idea was commonly used in the DL community when training stacked
networks, later improvements take advantage of refining locally trained architectures [248].
Therefore, we plan to explore global optimization techniques to refine the layerwise bina-
rization functions.
DL imposed a new era in CV and ML, achieving outstanding results on applications
where previous state-of-the-art methods performed poorly. While the foundations of DL
rely on very simple image processing operators, relevant properties held by traditional
methods, such as illumination and rotational invariance, are not guaranteed. Moreover,
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the amount of data required to learn competitive deep models from scratch is usually
prohibitive. Thereby, it is relevant to explore the path to a unification of traditional and
DL concepts. In this work, we explored this idea within the context of LBP. The extension
of deep concepts to other traditional methods is of great interest in order to rekindle the
most fundamental concepts of CV to the research community.
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Chapter 8
Image Segmentation by Quality
Inference
This chapter was published in [101]:
• Kelwin Fernandes, Ricardo Cruz, and Jaime S. Cardoso. Image segmentation by quality
inference. In Neural Networks (IJCNN), 2018 International Joint Conference on. IEEE,
2018
This work was done in collaboration with Ricardo Cruz, who designed and implemented the
artificial mask generation procedure (see Section 8.3.2.2).
Traditionally, CNN are trained for semantic segmentation by having an image given
as input and the segmented mask as output. In this work, we propose an ANN trained by
being given an image and mask pair, with the output being the quality of that pairing.
The segmentation is then created afterwards through backpropagation on the mask. This
allows enriching training with semi-supervised synthetic variations on the ground-truth.
The proposed iterative segmentation technique allows improving an existing segmentation
or creating one from scratch. We compare the performance of the proposed methodology
with state-of-the-art deep architectures for image segmentation and achieve competitive
results, being able to improve their segmentation.
8.1 Introduction
Segmentation of images into its constituent parts is a decades-old problem. Traditional
methods range from the usage of a color threshold to clustering, and iterative methods
such as region growing and active contours. However, all these methods require strong
human supervision and tuning to find the right parameters.
The advent of ML, in particular CNN like SegNet [24], has allowed semantic segmen-
tation – where the parameters of the model are optimized automatically in a supervised
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Figure 8.1: Diagram representing segmentation flows.
manner on the object of interest. These new methods lack the iterative nature of previous
techniques. The downside of such methods is the vast amount of data required for train-
ing. Furthermore, applying these models to slightly different contexts, without re-training
or fine-tuning, proves problematic.
Opposite to howML algorithms are trained, as humans, we do not have a single ground-
truth solution on our daily tasks, but a spectrum of choices that can fulfill our goal to a
certain degree. From economics and social choice perspective, this decision process usually
involves a utility function that reflects our satisfaction degree about a solution [78,107,190].
Based on such utility function, we can apply local (and non-local) updates to fulfill the
requirements. In this work, we propose a novel segmentation paradigm: the CNN is
trained to learn the quality of an (image, segmentation) pair. For a given dataset of
images, multiple possible (synthetically-created) segmentations of varying qualities are
used in the training process. The model not only has more information, but the problem
complexity is reduced. The output, instead of having size 2width×height (the segmentation
probability mask), is a single number (the quality of the given segmentation). This is
represented in a diagram in Figure 8.1.
Once training is performed, the segmentation process is no longer done in a single
forward-pass like in the traditional approach. In our proposal, the segmentation process
also makes use of the network as an oracle of the current segmentation quality to refine
the mask iteratively. In order to do this, we rely on the backpropagation algorithm. This
iterative process is inspired by previous segmentation techniques such as region growing,
and the human visual system; human design evolves steps of “anticipated emergence” –
sketching, in particular, involves seeing-moving-seeing steps [255]. The proposed model
is an iterative process that can, not only produce segmentations from scratch, but also
improve on those provided by an existing model.
8.2 State-of-the-art
Many traditional CV techniques have involved iterative processes. This is the case, for
example, of region growing and active contours (also known as snakes).
In region growing [86], the segmentation is initialized from a seed point R(0) at time
0, and then grows to include its neighbor pixels N, R(t+1) =⋃jR(t)∪Nj according to a
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user-provided logical predicate P (R∪Nj). In active contours [172], a curve composed of
discrete points v(s) = {(x(s),y(s))}, indexed by s∈ [0,1], is found by minimizing an energy
function Esnake =
∫ 1
0 [Einternal(x(s)) +Eexternal(x(s))]ds. The Einternal acts as a regularizer
punishing many oscillations in the curve, while Eexternal is a function of the intensity or
gradients within the image and can be both negative (repellent) or positive (attractor).
These traditional techniques have recently been surpassed by CNN, which are capable
of “semantic segmentation”; i.e., the ground-truth is used to guide the learning process.
The most widely used architectures are based on an encoder-decoder two-phased
ANN; the image is first compressed into a smaller semantic representation, usually using
convolutions and pooling (the encoding phase), and then decompressed into the final seg-
mentation, usually using convolutions transposes (the decoding phase). The first example
of this was SegNet [24].
A big problem in the encoding-decoding strategy is in avoiding the so-called checker-
board problem. Some detail is lost during the encoding step, which prevents the decoding
step of doing as good a job as it could in refining the segmentation. This can result
in segmentations with a checkerboard effect. Since the encoding-decoding phases of the
ANN are symmetric, U-Net [283] created so-called “skip-layers” where each decoding layer
` does not only receive as input the activation output of the previous layer `−1, but also
of the symmetric layers L− ` from the encoding phase, where L is the number of layers
and ` > L2 . In summary, each encoding layer computes the usual function a(`) = f(a(`−1))
and each decoding layer computes the function a(`) = f(a(`−1),a(L−`)) which is also using
information from the encoding phase. It should be pointed out that U-Net was the best
performing model in the ISBI 2016 Skin Lesion Analysis Towards Melanoma Detection
Challenge [141], which supports its choice as one of the baseline models in this work.
Another important landmark in avoiding the checkerboard effect are dilated kernels
(originally known as atrous convolutions). DeepLab [44], which makes use of such kernels,
ranks first place in many benchmarks, including PASCAL VOC. There are no distinct en-
coding and decoding phases which produce activation maps of varying size. In this model,
the activation maps remain the same size across the network. Filters are interconnected
to the layers in a way, that each weight is shared across the same activation, so that the
activation produced can have the same dimension along the network. Such a model is also
used as a baseline in this work.
Also, worth mentioning is that iterative segmentation already exists in the form of
Recurrent Neural Network (RNN) adapted for segmentation [370]. The current work is
innovative in that it is far simpler than any previous approach, since it most resembles
traditional architectures used for segmentation.
8.3 Deep Segmentation by Quality Inference
The main idea of this chapter can be summarized as follows:
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1. learn to evaluate the quality of a certain segmentation mask for a given image;
2. use the model learnt in 1) to find a (local) optimal segmentation by walking in the
space of segmentation masks.
The proposed idea is illustrated in Figure 8.2, where the image-mask is iteratively fed to
the quality oracle in order to estimate the correspondence between them. Then, a search
procedure is used to discover potential improvements to the input mask. This process
is repeated until a convergence criterion (e.g., desired quality, improvement tolerance,
number of iterations) is met.
We propose to achieve 1) by using Deep CNN and 2) by using gradient ascent (back-
propagation) over the input mask. We argue that it is more robust to learn to evaluate the
quality of a given image/segmentation pair than to learn how to segment the image. Also,
the quality concept has the potential to be more generic and easily transferred between
tasks.
8.3.1 Quality Inference as Deep Similarity Learning
In this section, we address several aspects of the construction of a model capable of pre-
dicting the quality of a semantic image segmentation mask. How to express a utility of an
entity (e.g., commodity, good, segmentation mask) is an open problem in economics and
social choice [190]. The main choices for modeling utilities are pairwise preferences [97]
and cardinal/ordinal functions [81]. These paradigms can be mapped to similarity learning
as regression and ranking similarity learning respectively. To simplify the learning process
(i.e., decision models and optimization), we model the utility (quality) of a segmentation
mask as a cardinal function. Thereby, we are interested in regression models where pairs
of objects – image i and mask m – are given to the model, being the quality qˆ the outcome
of the model. In our case, the utility is a measure of quality or correspondence between
the mask and the image. This can be learnt by minimizing the regularized loss function
min
θ
∑
k
Lθ (f(ik,mk), qk) +λR(θ), (8.1)
where L can be instantiated to the squared error of the estimated quality and the corre-
sponding ground-truth quality and R is a regularizer of the model complexity (e.g., L2).
In this approach, we assume that, during training, a quality function for each image-mask
pair is available.
The most straightforward strategy to solve this problem would be to use a traditional
CNN where the mask is appended to the image as an additional channel (see Figure 8.3).
These two data sources (i.e., image and mask) belong to different categories (real-valued
and binary) but are handled by the same operation (i.e., convolution) which may difficult
the learning process.
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Figure 8.2: Illustration of the iterative process of quality estimation and improvement.
The search procedure indicates that red/blue regions should be added/removed from the
input mask to improve the quality estimated by the oracle.
An alternative approach would be to have separate streams for the input image and
masks (see Figure 8.4), being merged in the final dense blocks by concatenating their
latent representation. The main drawback of this model would be that as we move deeper
through the network, the intrinsic loss of resolution would limit the analysis of low-level
patterns. Moreover, since each stream works with a different type of data, it is not clear
how similar would be their latent representation.
In this work, we propose a deep architecture to tackle this problem, allowing an early
integration of the information from image and masks. The main intuition behind this archi-
tecture is (i) having two streams that attempt to model the regions defined as foreground
and background respectively by the input mask; (ii) streams communicate – “gossips” –
to each other in order to increase/decrease their confidence on the recognition of their
corresponding regions. In the rest of this section, we formalize the proposed architecture
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Figure 8.3: Diagram representing a potential single-mixed stream approach to the problem.
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Figure 8.4: Diagram representing a potential dual stream approach to the problem.
and its training procedure.
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Figure 8.5: Diagram of the general Gossip network.
8.3.1.1 Gossip Networks
Gossip networks are structured in such a way that the foreground and background rep-
resentation is modeled by a pair of streams. This architecture is best described in three
degrees of scale:
1. The general architecture is composed of the initial split into background and
foreground streams, followed by dense layers, which produce the final quality score
(see Figure 8.5).
2. Within each stream, gossip blocks are consecutively intertwined with traditional
convolutions; pooling is applied at the end of the stream to feature maps and masks
(see Figure 8.6).
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Figure 8.6: Diagram of the two streams containing the gossip blocks.
3. At the lower-level, the gossip block combines the information from the two streams
(see Figure 8.7). The gossip block receives the feature maps obtained by 2D con-
volutional layers for the corresponding stream S and reciprocal layer Sˆ. Then, for
the Region of Interest (ROI) of each channel, we penalize the activations where
the reciprocal channel has stronger activations than the current one. We set the
non-linearity term of these layers to the penalty term to favor the propagation of
gradients to the original source pixels at inference. Namely, we avoid the problem
of dead units where gradients are zero [145].
This type of double-helix connection between streams seen in the diagram was used to
ensure an early interaction between both streams to reinforce/penalize their assumptions
on each resolution-level.
The propagation of gradients through max-pooling blocks is sparse, leading to an
unstable refinement of the segmentation masks (see section 8.3.3). Thereby, we decided
to use average pooling that ensures gradients are propagated through all the pixels in the
block. Also, we restrain the activations of the convolutions to the valid regions to avoid
unbalanced magnitude of the gradients in the edges of the image.
8.3.2 Training
Here, we describe how to efficiently train the proposed architecture in order to cover the
space of potential segmentation masks in an efficient manner.
8.3.2.1 Similarity Metric
The similarity metric used in this work was the Sørensen-Dice coefficient D, often referred
to as simply the Dice Coefficient. This index is given by the intersection over the union
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Figure 8.7: Diagram of the gossip block. Thick arrows define the first argument of the
operations that are not commutative.
of the true and predicted masks,
D(Y, Yˆ ) = 2|Y ∩ Yˆ ||Y |+ |Yˆ | . (8.2)
The index may be seen as a kind of F1 score, hereby ensuring both positives and negatives
(mis)classifications are captured equally in the metric.
8.3.2.2 Transformations
Two levels of transformations were applied: at the level of the ground-truth image and
mask pairs, and then further transformations were applied to synthetically generate dif-
ferent segmentations of varying degrees of quality similarities – the ability to perform
this latter data augmentation process is one of the key features that makes the Gossip
architecture stand out from the current state-of-the-art.
Traditional data augmentation was applied to the ground-truth image and mask
pairs. These transformations encompass random horizontal and vertical flips, horizontal
and vertical shifts, random zoom scales, as well as shear and contrast stretching deforma-
tions. These transformations were customized for each trained dataset.
Original Elastic Dilation Erosion Random
switches
Rotate Flip &
offset
Figure 8.8: Examples of synthetically created segmentations.
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Furthermore, the Gossip architecture can be trained for new segmentation masks cre-
ated synthetically – with their corresponding similarity metric. The following transfor-
mations have been used. Notice all of them have one or multiple parameters, which are
listed in brackets.
• Elastic deformation (α, σ, α′), which is a type of local, affine distortion [309]
• Morphological erosion and dilation (size)
• Random pixel switching (#pixels)
• Rotations (angle)
• Flip transformations (horizontal and/or vertical), and horizontal and vertical mask
shifts (xoffset, yoffset).
These transformations are illustrated in Figure 8.8. The parameters of these transforma-
tions were transversed in order to provide a balanced range of qualities of Dice. There
is an inverse relation between the magnitude of each one of these parameters and the
similarity index, but quantifying this relation is not straightforward. For this reason, the
following procedure was applied.
First, the impact of each combination of transformations and respective parameters had
on the similarity index was computed empirically. For each transformation, parameters
were drawn by grid-search, and a similarity index D(Y,Y ′) was computed between the
ground-truth mask Y and the synthetically created Y ′. Dice was discretized into B bins
(in our case, B = 8). A frequency distribution pib was then found, representing the number
of times p that the parameter combination i resulted in Dice b.
A couple of these transformations are stochastic (elastic and random pixel switch),
therefore these two transformations were repeated 10 times for each ground-truth mask.
After this initial distribution was empirically computed, a second distribution was
then computed from which we could sample parameters in order to ensure the similarity
index was being drawn equitably across all bins (so that dice was evenly represented).
This was performed by finding β which minimized the system composed of B equations,
representing each bin as 
β ·p1 = 1B
...
β ·pB = 1B .
(8.3)
This was solved as a non-negative linear square problem, in order to ensure that each β
represented a probability, which was then used to draw the parameters.
Notice there is a different β for each dataset and transformation. The reason why
each transformation had their own β was to ensure that each transformation was used
uniformly. Otherwise, some transformations might have overshadowed others. Notice
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that horizontal/vertical flips and mask shift offsets transformations were combined into a
single transformation (see the previous bullet list) because it was not possible to create
an equitable distribution from which to sample mask flips alone.
8.3.3 Improving Segmentation by Backpropagation
During training, the Gossip network uses traditional gradient descent by computing the
gradients of predicted quality relative to each weight wi within the network, ∂Lwi . Each
weight is then updated in the opposite direction of the gradient, wi← wi−α∂Lwi , using a
learning rate α. This step is known as backpropagation.
On segmentation inference, inspired by the literature on generating adversarial exam-
ples [126], we propose improving a given segmentation by performing backpropagation
on the predicted segmentation mask mˆij by minimizing dL(qˆ,q)dmˆij , after the model has been
trained. Here, qˆ = f(i,m) and q is a constant for the best possible similarity.
We have found, as reported below, that this technique works well both for improving
existing segmentations, as well as creating segmentations from scratch, by starting with a
black mask. An initial mask mˆij is then updated using the following rule,
mˆij ← mˆij−α ∂L
mij
. (8.4)
Some architectural design choices were based on allowing this use-case. To avoid coarse
gradients, average pooling has been used, rather than the more traditional maximum
pooling approach. The derivative of average pooling is the averaging constant, while the
derivative of maximum pooling is 1 for one pixel (the activation pixel) and 0 for all others.
Empirically, this resulted in a very coarse segmentation.
For better convergence, gradients are normalized ( Lmij ∈ [−1,1]) per mask and a sigmoid
smoothness is applied (S(x) = 11+exp−kx). Both this k and the number of backpropagation
iterations were found empirically for each dataset using the validation set, and a fixed
learning rate α was used.
An alternative to backpropagation would have been using an exhaustive or heuristic
exploration of the space of segmentation masks using the network as a fitness oracle.
While these techniques would be able to discover non-local improvements, backpropagation
stands as an efficient exploration strategy when the decision function is known and C1
(differentiable).
8.4 Experiments
In this section, we provide a detailed analysis of the experiments and results. First, we
describe the datasets and baselines used in the validation of the proposed strategy. Then,
we validate the performance of the proposed strategy on these datasets and on cross-
database applications, where models are trained and validated on different datasets.
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8.4.1 Data
Table 8.1: Summary of the datasets used in this work. FS denotes the average relative
foreground size.
Dataset Ref. # Imgs. % FS
SmartSkins [331] 80 37.5
PH2 [232] 200 49.1
ISBI 2017 [141] 2750 9.3
Teeth-UCV [102] 100 23.7
Breast-Aesthetics [40] 120 19.1
Cervix-HUC [95] 287 5.8
Cervix-MobileODT [167] 1613 17.1
Mobbio [299] 2164 5.1
We validated the performance of the proposed architectures on six real-life biomedical
datasets. The datasets cover applications on the segmentation of melanoma, teeth, breast,
cervix, and iris. Further details and sample images are shown in Table 8.1 and Figure 8.9
respectively. These datasets were chosen to provide a range of segmentation of diverse
complexity used in real clinical applications.
The goal of the first three datasets (i.e., SmartSkins, PH2, and ISBI 2017) is to seg-
ment skin lesions in dermoscopic images. The task on the Teeth-UCV, Breast-Aesthetics
and Mobbio databases is to segment teeth, breasts, and iris from the background on nat-
ural RGB images. Finally, the object of interest in Cervix-HUC and Cervix-MobileODT
datasets is the cervix, being the images acquired using digital colposcopy with several
modalities (i.e., Hinselmann, Schiller and Green filter [94]).
We divided all the datasets into training, validation and test sets following the standard
60-20-20 partitioning. All images were first resized to 128×128 for easy comparison.
8.4.2 Models
To validate the performance of the proposed technique, we compared our results with the
state-of-the-art U-Net [283] and U-Net with Dilated Convolutions (DilatedNet) [44]. For
each model, we choose the best number of blocks (i.e., two convolutional layers and one
pooling layer) on the validation set within the interval 2, 3 and 4. We use 32 filters on
the first convolutional layer and double the value on each level as typically done in the
literature [283]. The loss function for the Gossip Network was the mean squared error,
and the networks were trained with 2, 3 and 4 gossip-gossip-pooling blocks, with one and
two dense layers per each stream and in the final common section. ReLU activations were
used on the intermediate dense layers and a sigmoid activation on the final layer to predict
a quality value between 0 and 1.
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(a) SmartSkins (b) PH2 (c) ISBI 2017 (d) Teeth-UCV
(e) Breast Aesthetics (f) Cervix-HUC (g) Cervix-
MobileODT
(h) Mobbio
Figure 8.9: Sample images and masks from the several datasets used for training.
We trained the models using Adam [178] for a maximum number of 500 iterations. To
avoid overfitting, early-stopping was used after 50 iterations without improvement, and
the best validation model was used.
8.4.3 Results
First, we explore the performance of the model in the most extreme scenario, where the
initial segmentation is empty (i.e., black mask). Figure 8.10 shows the performance of
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Figure 8.10: Average Gossip Network performance after N iterations of refinement starting
from empty masks.
the network after N iterations of refinement. As can be seen in the Figure 8.10, the
network converges to a good solution on about 20 iterations. The remaining steps of
the optimization focus on minor details with little impact on the overall performance.
Some degenerated cases were observed where the network performance decayed after some
iterations. This effect is the result of miss-estimations of the quality function, where the
network was not able to learn the right direction for improvement. Figure 8.11 illustrates
the network progress at several stages of the refinement. As can be seen in the figure, the
proposed approach emulates the traditional region-growing strategy [86], where the mask
is progressively extended.
(a) Source image (b) Ground
truth
(c) Initial mask (d) 5 steps (e) 10 steps (f) 100 steps
(g) Source image (h) Ground
truth
(i) Initial mask (j) 5 steps (k) 10 steps (l) 100 steps
Figure 8.11: Iterative refinement of images from PH2 and Breast Aesthetics datasets,
respectively, using Gossip Networks. Initial masks are completely void.
The second scenario we explored was the iterative refinement of base segmentation
done by the UNet and DilatedNet architectures. In this case, we choose the best number
of refinement steps on the validation set. As can be seen in Table 8.2, the proposed strategy
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improved the performance of the UNet and DilatedNet architectures in all databases.
Finally, we validate the performance of the proposed model on cross-database scenarios,
where the model was trained for a given task and validated on a different dataset. This
is common in applications where training data is synthetic due to field restrictions (e.g.,
aerospace) and cross-sensor applications. Results of this experiment are presented in Table
8.3. In the first two cases, we use datasets for melanoma segmentation. We can observe
large gains achieved by the Gossip network being initialized by the U-Net and Dilated-Net
masks. For the validation of cervix segmentation (i.e., Cervix-MobileODT to Cervix-
HUC), we observe a drop in the model performance when compared to training on the
Cervix-HUC dataset directly. However, the Gossip Network achieves better performance
than its counterparts. The last case covers cross-domain transitions, from melanoma to
cervix segmentation. We observe a gain of about 6% when comparing the U-Net and Gossip
Networks. The intuition behind these gains is that the notion of segmentation quality is
more robust to changes in the data distribution. Namely, some concepts associated to
predicting the quality of a segmentation such as the alignment between edges, the difference
of contrast between foreground and background can be easily transferred among tasks.
Table 8.2: Model performance in terms of Dice’s coefficient. Best results per database are
presented in bold.
Dataset U-Net Dilated-NetOriginal Gossip Original Gossip
SmartSkins 76.62 79.45 76.35 83.36
PH2 83.70 84.09 85.52 86.41
ISBI 2017 71.35 76.52 72.06 76.11
Teeth-UCV 85.85 85.91 86.03 86.14
Breast Aesthetics 93.08 93.31 94.03 94.15
Cervix-HUC 77.25 77.26 75.37 75.37
Cervix-MobileODT 88.24 88.25 86.38 88.25
Mobbio 67.91 68.23 69.90 70.11
Table 8.3: Cross-database Model performance in terms of Dice’s coefficient
Source Target U-Net Dilated-NetOriginal Gossip Original Gossip
PH2 SmartSkins 76.87 81.21 75.71 81.60
PH2 ISBI 2017 64.44 67.02 66.13 72.10
Cervix-MobileODT Cervix-HUC 57.94 57.99 32.18 36.00
PH2 Cervix-HUC 44.44 50.28 60.42 60.62
8.5 Conclusion
This chapter addresses the problem of semantic image segmentation with DNN. We pro-
pose a new paradigm based on similarity learning techniques that tries to learn a quality
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function that maps an image-mask pair to the corresponding segmentation quality. Us-
ing the proposed architecture and, in combination with backpropagation, the proposed
strategy is able to improve segmentation masks by maximizing the expected quality. By
framing the problem as a regression task, we reduce the output complexity. Moreover,
we are able to exploit the dataset size by learning from a synthetically generated large
number of candidate segmentation masks with their corresponding quality values.
We validated the proposed strategy in several biomedical applications and achieved
the best results when compared with the state-of-the-art U-net and Dilated-Net architec-
tures. Also, we validated the proposed approach on cross-database scenarios and achieved
promising results.
As future work, we intend to explore pairwise approaches based on the triplet loss [294],
where the learning process is driven by comparing the outcome of pairs of masks for a
single image. The proposed network could also be used for dynamic ensembles of models
from which to produce the final segmentation. Namely, the importance of each model on
the decision can rely on the quality predicted by the proposed network.
Smaller details that could be improved are the fixed learning rate and the fixed number
of iterations used on the segmentation by backpropagation part of the work.
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Part II
Automated Processing of Digital
Colposcopies
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Summary of the Contributions
The second part of this work is devoted to the analysis of applied contributions to the
automated analysis of digital colposcopies for the analysis of cervical cancer and forensic
assessment of sexual assault.
Literature Review and Database
Despite the vast amount of work in the automated analysis of digital colposcopies, there
is no unified framework for discussion and assessment of DSS in this area. Thus, the main
open challenges, areas of actions and previous contributions in the field are scattered.
In Chapter 9, we define and characterize the main areas of research surrounding the
automated analysis of digital colposcopies. We study the main problems that have been
tackled in the past by presenting a comparative review of the literature in the area, from
the segmentation of the image in the main constituent anatomical parts of the cervix to
the final diagnosis support. Also, we define the main open challenges in ML and CV for
the automated analysis of digital colposcopies. Besides the analysis of the literature, we
acquired, annotated and published a video database that serves as a common ground for
the evaluation of the main tasks in the area.
Temporal Segmentation
In order to promote the acceptance of DSS by healthcare practitioners, the data acquisi-
tion protocols should be close to the daily routine of medical teams. Typical approaches in
the development of CAD systems constrain the acquisition settings to unrealistic scenar-
ios, introducing additional complexity to the already complex analysis of human patients.
However, an unconstrained acquisition setting induces new sources of noise and uncer-
tainty, including the appearance of irrelevant scenes in the colposcopy video. Thus, in
Chapter 10, we propose a framework to remove such noisy scenes and to identify the stage
of the protocol that is being executed at each frame of the video. This system can be used
as a preprocessing step to facilitate the work of decision models tailored to each acquisition
modality.
Cervix Segmentation
The segmentation of the anatomical parts of the cervix is a challenging problem due to
the high semantic level involved in the characterization of each region and to the lack of
clear boundaries between each part, limiting the applicability of traditional unsupervised
methodologies used in CV. In Chapter 8, we proposed a deep methodology for image
segmentation, finding satisfactory results in the segmentation of the cervix.
In several applications, including the analysis of digital colposcopies, objects of interest
hold a spatial arrangement that is known a priori. The main anatomical parts of the
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objects observed in a typical colposcopy follow an ordinal arrangement, being nested one
inside the other. For instance, the external orifice, the transformation zone, the cervix,
the vaginal walls and the colposcope are arranged one inside the other. In Chapter 11,
we propose a DL approach for image segmentation that promotes ordinal arrangements
between objects in the image. Besides the evaluation of colposcopic images, we instantiate
the problem to other biomedical tasks where ordinal arrangements are naturally found,
including the segmentation of the iris, teeth, and breasts.
Risk Prediction and Quality Assessment
In developing countries, resources are insufficient and patients usually have poor adherence
to routine screening due to low problem awareness. Consequently, the prediction of the
individual patient’s risk becomes a fundamental problem in the proper management of
cervical cancer screening programs. On the other hand, most of these screening methods
highly depend on the physician expertise and subjective comfort on the decision process,
being a key aspect to improve data acquisition using the physician preferences.
Thus, the multi-modal and multi-expert nature of these problems imposes critical chal-
lenges to ML methodologies, requiring to learn robust models with scarce data from each
modality and expert. To tackle this problem, we instantiate the HTL framework based on
structural similarity that was proposed in Chapter 5 to these two tasks: cross-modality
individual risk and cross-expert subjective quality assessment of colposcopic images for
different modalities. More specifically, we validate the performance of transferring the
sign of the coefficients in linear models.
Forensic Assessment of Sexual Assaults
Finally, we study the application of forensic assessment of sexual assaults using digital
colposcopies in Chapter 13. We propose an end-to-end framework to support the forensic
decision covering several computational tasks that were mentioned in the previous parts of
this work, from modality recognition to the segmentation and characterization of lesions,
to the final classification of each case according to the forensic assessment. We validate the
performance of both, traditional methodologies in CV and DL strategies. Also, we validate
the relevance of the ranking-based strategy for class imbalance proposed in Chapter 3,
extending the proposed methodology to DL.
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Chapter 9
Automated Methods for the
Decision Support of Cervical
Cancer Screening using Digital
Colposcopies
This chapter was published in [96]:
• Kelwin Fernandes, Jaime S. Cardoso, and Jessica Fernandes. Automated methods for
the decision support of cervical cancer screening using digital colposcopies. IEEE Access,
2018
Cervical cancer remains a significant cause of mortality in low-income countries. How-
ever, it can often be cured by removing the affected tissues when detected in early stages.
Thereby, it is relevant to provide universal and efficient access to cervical screening pro-
grams, being digital colposcopy an inexpensive technique with high potential of scalability.
The development of CAD systems for the automated processing of digital colposcopies has
gained the attention of the CV and ML communities in the last decade, giving origin to
a wide diversity of tasks and computational solutions. However, there is a lack of a uni-
fied framework to discuss the main tasks and to assess their performance. Thus, in this
work, we studied the core research lines surrounding the automated analysis of digital
colposcopies and built a topology of problems and techniques, including their key proper-
ties, advantages, and limitations. Also, we discussed the open challenges in the area and
released a database that serves as a common basis to evaluate such systems.
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9.1 Introduction
Cervical cancer remains a significant cause of mortality in low-income countries [174].
Despite the possibility of prevention with regular cytological screening, cervical cancer is
the cause of more than 500,000 cases per year, and kills more than 250,000 patients in the
same period, on world basis [94].
However, cervical cancer can be prevented by means of the Human papillomavirus
(HPV) infection vaccine, and regular low-cost screening programs (e.g., cytology, digital
colposcopy) [111]. Furthermore, cervical cancer can often be cured by removing the af-
fected tissues when identified in early stages [94,111]. The development of cervical cancer
is usually slow and preceded by changes in the cervix (dysplasia). Despite the presence
of symptoms on its later stages (e.g., postcoital bleeding, bleeding between periods, in-
creased vaginal discharge, and pelvic pain), the absence of early-stage symptoms might
incur in carelessness prevention. Additionally, in developing countries, resources to per-
form screening programs with universal access are scarce and insufficient. Also, patients
usually have poor adherence to routine screening due to low problem awareness.
While improving the resection of lesions in the first visits has a direct impact on
patients that attend the screening programs, the most vulnerable populations have difficult
access to such programs’ information and medical centers. Consequently, the individual
risk estimation has a crucial role in this context in order to optimize the effectiveness of
these programs. Identifying patients with the highest risk of developing cervical cancer can
improve the targeting efficacy of cervical cancer screening programs. Thus, recent attempts
to address the predictive analysis of this problem have been proposed [95], including a
competition sponsored by Genentech and Symphony Health Solutions [166].
During the cervical cancer examination, cervical cancer screening programs cover the
following stages:
Figure 9.1: Samples of cytological screening [311]. Left: conventional cytology. Right:
liquid-based cytology
• Cytology, either conventional or liquid (see Figure 9.1).
• Colposcopy, covering several modalities (see Figure 9.2).
• Biopsy.
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Figure 9.2: Modalities of the colposcopy examination. From left to right: Hinselmann,
Green-filter, Schiller
These stages are often done in a cascade fashion, by moving towards the succeeding
steps with the discovery of relevant indicators on the preliminary ones. Both cytology and
colposcopy are image-based screening processes. The former focuses on the examination
of vaginal and cervical cells under the microscope and the latter on the macroscopic
examination with the naked eye (or with a magnifier lens).
The conventional cytological screening involves manual smearing and staining [29]. The
complexity of the acquisition process for conventional cytology requires mobilizing expert
teams to the field. Even when the acquisition is properly made, the uneven distribution
of cells may induce dense regions where light cannot penetrate and empty regions of the
slide [29]. Other artifacts such as blood may harm the effectiveness of this screening
modality. To overcome these difficulties, liquid-based cytology (LBC) preparations have
been delved. Liquid preparations help to standardize the distribution of cells and to dilute
the presence of external factors. Some common techniques for the preparation of LBC can
be found in [269, 322]. However, the cost increase (e.g., about 5 to 10 times higher [29])
and technical difficulties to make equipment available in remote locations appease the use
of this technique in low-income countries.
On the other hand, digital colposcopy is a low-cost alternative to cytology. Nowadays,
portable and mobile devices have been introduced in the market as an alternative to
traditional colposcopes [187,188,237], facilitating its scalability and portability to locations
with vulnerable populations. The main drawback of the digital colposcopy is the high
sensitivity variability when carried out by experts with different levels of expertise. Plenty
efforts have been devoted in the last two decades to automate the analysis of colposcopy
images in order to support the medical decision process and to provide a data-driven
channel for communication of findings. These efforts aim to objectify the analysis of this
modality.
The automated analysis of digital colposcopies using ML and CV techniques has grown
over the last years. Figure 9.3 shows the number of published papers per year reported by
Google Scholar in this area. In addition to the aforementioned competition on the analysis
of vulnerable population, Intel and MobileODT organized a constet for the automatic
analysis of digital colposcopies in 2017 [167]. This increasing interest has resulted in a
stable community with well identified problems that range, from the Quality Assessment
(QA) [95] and enhancement [130, 204] of digital colposcopies, to the segmentation of the
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Figure 9.3: Number of papers reported by Google Scholar for the query (‘computer
vision‘ OR ‘image processing‘ OR ‘machine learning‘) AND (‘colposcopy‘ OR
‘cervigram‘), not including patents nor citations
anatomical parts of the cervix [65, 206], to the final diagnosis [289, 344, 345]. While the
vast majority of databases that were used in the development of these papers are closed,
as a result of these competitions, new public databases of considerable size and with new
challenges were released [151, 167]. We are facing a possible turning point in the area,
with the driving interest of governments and companies involved in the area, and the new
advent of DL techniques that has been permeating all the areas of CV.
Therefore, it is relevant at this point to formalize the basis of the area, providing a
comparative analysis of the main tasks involved in the area and the solutions that have
been proposed in the last years. In this work, we aim to provide such foundations. Also, we
release a database that will be continuously updated with transverse annotations. Finally,
we enumerate the open problems and challenges in the area.
The rest of the chapter is organized as follows. Section 9.2 defines background medical
concepts involved in the analysis of digital colposcopies. Section 9.3 describes the main
tasks involved in colposcopic image processing and the solutions that have been proposed
in the literature to tackle each one of them. Section 9.5 describes the available databases
and challenges associated with each one of them. Section 9.6 describes the database and
annotations provided in this work. Finally, section 9.7 concludes the work and discuss the
main open challenges in the area.
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9.2.1 Cervix Anatomy
The main regions of interest in the analysis of colposcopy images include: the external
orifice (external os), the area of ectopy, Squamocolumnar Junction (SCJ), the transforma-
tion zone and the area of Squamous Epithelium (SE), also known as the exocervix. Figure
9.4 identifies the location of these regions.
External os
Columnar
Epithelium
NewSCJ
Original
SCJ
Transformation
zone
Crypt open-
ing
Squamous
Epithelium
Vaginal
Walls
Speculum
Figure 9.4: Relevant parts of the Cervix Anatomy and external objects (in bold).
Overall, the epithelium covers the superficial cells of the cervix. The low environmental
aggression in the internal orifice of the cervix makes the cells in that region of columnar
type. Thereby, it is relatively easy to observe the vascularity in this region. Conversely,
the aggressive environment in the external region, caused by external factors such as
the acid pH levels and trauma during intercourse, makes the external cells of squamous
type. In some cases, the Columnar Epithelium (CE) extends outside the external orifice
and gets exposed. Being exposed to external stimuli, CE turns into SE, originating the
transformation zone (see Figure 9.4). The intersection of these two regions is the SCJ.
9.2.2 Colposcopy Examination
The observation of the cervix following the recommended protocol for digital colposcopies
covers four main stages [296].
First, observation of the SE and CE with a magnifier lens is performed after application
of a normal saline solution. During this step, the SE is observed to define landmarks of the
transformation zone. The SE is typically smooth with a pink tone. The main landmarks
of interest constitute crypt openings and nabothian follicles. These artifacts define the
external boundary of the transformation zone. The inner border is determined by the SCJ.
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The entire observation of the regions of interest is often unachievable from a single image
since the SCJ may recede into the canal as the woman ages. Also, the CE is observed at
this stage. The common appearance of the CE is dark red with complex patterns such as
grape-like or sea-anemone tentacles-like or villous appearance [296].
To improve the visualization of the vasculature, a green filter is used on the colposcope
to enhance the contrast of the vessels. The two most common vascular patterns observed
in the SE are reticular and hairpin-shaped capillaries [296]. These patterns are typically
found on specific regions of the cervix.
The third stage of the colposcopy examination consists in the observation of the cervix
tissues after application of 5% acetic acid solution. This step is known as Hinselmann.
In this step, SE and CE should be observed again. The change of appearance of these
tissues after the application of acetic acid improves the discriminability of these regions
by a human expert. Precancerous lesions can be observed in this phase.
Finally, the physician applies Lugol’s iodine solution to the cervix, a step that is known
as the Schiller’s test. The normal vaginal and cervical SE stain and become mahogany
brown or black [296], the immature squamous metaplastic epithelium does not stain or
partially stain. Some abnormal patterns such as cervical polyps do not stain with iodine
[296]. Thereby, the Schiller’s test improves the discriminability of normal and abnormal
regions in the transformation zone.
Cervical cancer is characterized by the abnormal growth of cells on the cervix. The wide
spectrum of abnormal features associated with CIN may difficult the labor of a medical
examiner. The high variance of appearance between women may difficult an objective
assessment from unskilled examiners. Thereby, the characterization of these patterns and
the identification of abnormal features in each part of the cervix anatomy have a direct
impact on the expert decision.
9.3 Main Tasks
The applications surrounding the development of CAD systems for digital colposcopies
cover a wide spectrum of tasks, from the analysis of the image quality, to the semantic
segmentation of the image on its constituents parts, to the final diagnosis of the patients.
Thus, CV and ML researchers have gathered around these tasks in the last decades.
The main source of data for this analysis are static color images directly captured from
digital colposcopes. However, given that in some cases it is not possible to observe all the
structures of the cervix in a single frame as well as its response to the acetic acid solution,
some lines of work focused on the analysis of multiple views and even continuous videos.
In this section, we organize the literature into five main areas:
• QA and enhancement of digital colposcopies (section 9.3.1).
• Segmentation of cervix tissues (section 9.3.2).
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Quality Assessment
and Enhancement
Image Segmentation
Image Registration
Detection of Abnormal Tissues
Classification of Global Traits
(multiview, video)
Figure 9.5: Pipeline of the main steps in the development of CAD systems for the au-
tomation of digital colposcopy analysis.
• Image Registration (section 9.3.3).
• Detection and characterization of abnormal tissues (section 9.3.4).
• Classification of patient traits (section 9.3.5).
These tasks are typically applied in a cascade fashion as illustrated in Figure 9.5.
However, some methods may ignore parts of the pipeline or even include additional de-
pendencies between them. For instance, methods focusing on static data would ignore
the image registration step and some strategies to address the image quality require to
segment the cervix tissues. Thus, this pipeline serves as a general overview of the main
tasks but can be adapted to the intrinsic properties of each automation strategy.
In the rest of this section, we do a comparative analysis of the main methodologies
that have been applied to each problem and we discuss their advantages and limitations.
9.3.1 Quality Assessment and Enhancement
The concept of quality has attained a significant interest in the CV research community.
Traditional methodologies focus on a low-level notion of quality, measuring distortions of
the image at a signal level [116,170]. In medical imaging, the notion of quality goes beyond
low-level aspects of the images to semantic concepts such as visibility of the anatomical
body parts, patient’s pose, absence of external artifacts, among others.
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Therefore, methodologies to address the assessment and enhancement of medical image
quality are often application-specific and require extensive domain knowledge. In this
section, we cover the main lines of research in this area for colposcopic image processing.
9.3.1.1 Quality Assessment
In the area of QA, Gu and Li [132] proposed a framework to validate the quality of uterine
cervical imagery in an online scenario, so the physician may perform corrections to improve
the acquisition of data in real time. In [132], the QA problem is modeled as a binary task
where the program is required to decide if the image is good enough or not. Six types
of problems related to colposcopic images were handled: zoom, position, foreign objects,
contrast, blur and contamination. These traits were quantified using different models and,
using a thresholding operator, it is decided if there are features with inadequate quality.
The main disadvantage of this approach is the simplicity of the quality decision model
(i.e., thresholding operators). Also, no quantitative assessment of the methodology is
presented.
Fernandes et al. [95] proposed a learning methodology to tackle this problem. First,
several features related to the image quality are extracted, including the area of the main
parts of the cervix, the presence of specular reflections, observability of the entire cervix,
and color statistics. Then a SVM is used to learn the quality decision model on a set of
images, covering several modalities (e.g., Hinselmann, Green light, and Schiller) and inter-
expert annotations. Fernandes et al. proposed a TL approach to improve the robustness of
the learning process, where the knowledge acquired from the other modalities and experts
is reused when a model for a new modality/physician is learned.
9.3.1.2 Quality Enhancement
Several works have been proposed in the area of quality enhancement of colposcopic im-
ages [64, 65, 130, 183, 193, 202, 204, 285], most of them focusing on the removal of specular
reflections (SpR) [64, 65, 130, 183, 193, 202]. The remaining works, proposed by Li et al.
[204] and Rouhbakhsh et al. [285] focused on the enhancement of images by means of
color and contrast normalization. It is relevant to highlight that image enhancement can
be done with two goals in mind, which may lead to different techniques and evaluation
settings. First, this process may be done to boost the performance of automatic image
processing algorithms. Second, image enhancement can be done for human visualization
purposes. This can be done by several means, such as: highlighting relevant patterns of
the image that are indistinguishable by the human eye, recovering damaged regions of
the image, among others. All the aforementioned papers focused on the improvement for
further automatic image analysis.
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Removal of Specular Reflections Specular reflections or glares raise challenging prob-
lems in medical image analysis, as it degrades (partially or entirely) the information in the
affected pixels [193]. Moreover, it can introduce artifacts in feature extraction algorithms
[193] . The acquisition conditions and involved tissues in the colposcopic assessment are
prone to generate this phenomenon.
(a) Lange et al. [193] (b) Das et al. [64, 65] (c) Gordon et al. [130]
Figure 9.6: Illustration of the results for SpR removal proposed in [65, 130, 193]. Top:
original images. Bottom: corrected images.
Lange [193] proposed a method to remove this type of reflection using the green channel
of the RGB color space, which classifies the types of glares that can be found in these
images in two types: large saturated regions (detected with adaptive thresholds), and
small high contrast regions (detected with morphological operators and thresholding).
Once these regions are identified, missing information is filled by means of interpolation
using Laplace’s equation and modifying the intensity component of the HSI color space in
the transformed image. The method is validated using qualitative subjective inspection.
Similarly, Das et al. [64,65] proposed a similar approach to manage SpR. First, the affected
regions are detected using the intersection of a thresholding operator on the three RGB
channels independently. Then, Laplace’s equation is used to select the smoothest possible
interpolant.
Gordon et al. [130] proposed a different approach in both, detection and removal of
SpR. In the detection subtask, fixed thresholds are used to detect high brightness and
low color saturation areas. Then, pixels located in neighborhoods with high gradients
are selected as SpR candidates. These pixels are mapped to the Saturation-Value space
from the HSV color space and a mixture of two Gaussians is fitted. In the results, one
of the Gaussians represent pixels with color information and the other contains merely
white pixels. The pixels that belong to the second Gaussian are considered as damaged
and are removed from the original image. To fill the damaged regions, a simple inpainting
technique that propagates the color of the surrounding pixels is executed. This process is
done under the assumption that the color underneath the SpR regions is almost constant
and similar to the neighboring pixels.
Although none of the aforementioned papers show objective assessment of their meth-
ods, visual inspection suggests similar results in all of them. Figure 9.6 shows sample
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images presented by each author. The methodology proposed by Das et al. shows some
undercorrected areas, where residual specular reflections are observable. Also, despite
the additional number of manually-defined parameters, the unsupervised learning stage
proposed by Gordon et al. makes it more adaptable to new settings and datasets.
Image Normalization Li et al. [204] propose a color calibration system to map the
color appearance of different colposcopes into one standard color space with normalized
illumination. The process involves a preliminary calibration system where the physician
presents a target color palette to the colposcope. The main disadvantage of this method
is that it should be done before the acquisition of the images, which limits its applicability
to already acquired datasets. Also, with the advent of mobile colposcopes, the acquisition
conditions can vary quickly, requiring continuous calibration.
Other attempts, such as the one proposed by Rouhbakhsh et al. [285], perform simple
normalization by means of brightness and contrast equalization.
The actual impact of this step in the final pipeline will depend on the type of as-
sumptions made by the following steps of the automatic analysis. The types of invariance
(e.g., pose, illumination, etc.) that can be ensured at this stage will facilitate the job of
the following methods. However, as we introduce additional constraints, the applicability
of automatic methodologies for the analysis of digital colposcopies will be confined, es-
pecially on remote settings with inexperienced staff. In counterpart, a new trend in DL
to induce robust models is augmenting the data by introducing simulated perturbations
(e.g., rotations, flips, contrast stretching, etc.).
9.3.2 Semantic Image Segmentation
Most efforts on the line of semantic image segmentation focused on the Hinselmann stage
of the colposcopy protocol. Also, it is assumed that specular reflections have been removed
from the image either during acquisition or as a preprocessing step.
The main trend in segmentation of the different regions of the cervix focus on the
segmentation of the cervix from the outer parts (i.e., vaginal walls and speculum) and the
segmentation of the acetowhite (AW) regions. Typical methodologies on this line belong
to the class of unsupervised methods (e.g., clustering). The most common models are
K-means [64, 131, 256, 262, 272, 324, 348], Gaussian Mixture Model (GMM) [130, 131, 202,
228, 272, 279, 315, 348, 349, 374], and Mean shift [202]. Regarding the feature space, most
methodologies use raw color information on different color spaces, being the Lab color
space the most widely used [64, 130,131,152,183,272,279,315,348,349,374,374], followed
by RGB [228, 262], CIE Luv [202] and K-L color spaces [202]). Some additional features
such as color ratios [262], texture information [130,228,374], and spatial information (i.e.,
distance to the image center) [272,279,315,348,349,374] are used.
Clustering algorithms at a pixelwise level do not guarantee spacial consistency of the
segmented regions, even when spatial features are considered. Thereby, post-processing
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step was carried out in these works to decide the final segments that represent the areas
of interest. Das et al. [64,65] and Traversi et al. [324] use the largest contour as the cervix
representative, Gordon et al. [130] select the cluster with the lowest mean distance to the
image center and highest mean redness level as the cervix region, using size to solve ties.
Gu and Li [132] used morphological operators to fill small holes in the final segmentation.
Since the core cervix structures have smooth and almost indistinguishable contours,
the performance of these methodologies is limited, not being able to differentiate the cervix
from other structures such as the vaginal walls. For instance, Figure 9.7 shows the results
of the method proposed by Das et al., where an oversegmentation of the cervix is done.
Figure 9.7: Das et al. [64] - input images (left), cervix segmentation (right).
In order to counteract oversegmentations of the vaginal walls, some authors applied
domain knowledge on the expected shape of the cervix. For instance, some works used
active contours [131, 223, 275, 374] solely or as a post-processing technique. Lotenberg et
al. [223] include shape-priors (e.g., circles and ellipses) to encourage this behavior. Van
Raad and Bradley [275] applied iterative multi-scale active contours by sequentially using
the previous contour to reduce initialization impact.
For the segmentation of other regions, such as the CE, Gordon et al. [130] used a
cascade of GMM, where the first level segments the cervix from the background using
the redness level of the Lab color space, and the second level segments the CE from the
rest of the cervix using texture and contrast features. Li et al. [202] used a cascade of
GMM on the K-L color space and Mean shift on CIE-Luv to segment the cervix from the
background and the external orifice from the cervix respectively.
A different unsupervised approach was proposed by Lange [192] based on the watershed
algorithm. First, cervix and vagina are segmented using a hue color classifier. Then,
the watershed algorithm is applied to detect the low-intensity border around the cervix.
Finally, they extract a feature related to the AW response consisting in the product of
the green channel in the RGB color space and the saturation value in the HSI color
space. The watershed algorithm is applied iteratively on the gradient of the AW feature
to segment the cervix into a disjoint subset of coherent regions in terms of AW response.
This step addresses the separation of CE and SE, such that the CE is identified as the
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resulting regions from the AW watershed segmentation that have lower feature values
than the surrounding regions (i.e., valleys). The same idea is applied over the gradient
of the red channel to detect the external orifice by identifying the valleys. Figure 9.8
shows segmentations obtained by the methodology proposed by Lange [192]. While the
core regions of the cervix are properly identified, some artifacts are observed such as the
recognition of external objects as AW regions and the disconnected appearance of the
external orifice (external os).
Figure 9.8: Lange and Ferris [192,195] - cervix segmentation.
Some authors refine the segmentation task by detecting the external orifice [131, 206,
349, 374]. This process is done by gradient analysis in order to find the largest concave
region in the image.
In general, these works do not present any objective assessment of the attained per-
formance in terms of segmentation quality, providing in some cases a subjective notion of
expert satisfaction [64,65,130,132,192,195,202].
The main drawback of these unsupervised strategies is the low semantic level at the
decision process, working at a pixel or neighborhood level. Thereby, spatial coherence
is unattained in most cases. Moreover, the lack of contours difficults the separability of
the main regions without a global image representation. A common assumption of these
techniques is that the cervix covers a significant portion of the image and that external
objects (e.g., colposcope, gloves, swabs, etc.) are not present. Thereby, their robustness
to unconstrained settings is limited.
In order to overcome the limitations of the unsupervised segmentation algorithms,
several supervised methodologies have been proposed using traditional segmentation-by-
classification pipelines consisting in feature extraction and modeling with SVM [158,206,
349]. These techniques rely on color [158, 349] and texture information [349]. Huang
et al. performed the recognition on superpixels resulting of a preliminary unsupervised
clustering step [158]. Then, they use a one-vs-one SVM to classify the regions as AW,
CE and SE. While they present results for the pixelwise classification accuracy of cervix
and non-cervix tissues, they do not show any quantitative results of the final multiclass
segmentation.
Recent advances on semantic segmentation of digital colposcopies using DL techniques
can be found in [90, 91, 93]. The work of Fernandes and Cardoso [90] tackles the joint
segmentation of several objects (i.e., colposcope, vaginal walls, cervix, transformation
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zone, and external orifice) in digital colposcopies. The proposed methodology extends
the U-net deep architecture to improve the spatial ordinal consistency between objects.
Namely, they induce segmentations where the objects of interest appear nested one inside
the other. They validated the performance of their model on two databases covering all
the colposcopy modalities and achieved a macro-average Dice’s coefficient of 51.24% and
66.98% on the databases [95] and [167] respectively. Besides the capability of segmenting
the entire set of objects globally, using DNN enables more semantic segmentations, where
the segmentation of cervix tissues without edges is achieved by considering feature spaces
with a high level of abstraction.
9.3.3 Image Registration
According to Shapiro and Stockman [302], image registration defines the process whereby
points of two images from similar viewpoints of essentially the same scene are geomet-
rically transformed in such a way that corresponding points of the two images have the
same coordinates after transformation. The definition of Shapiro and Stockman might be
relaxed when considering multimodal image registration by accepting a broad definition of
similar viewpoints of essentially the same scene. Medical image registration is a challeng-
ing process, the intrinsic properties of each modality may distort the visual aspect of the
objects in the image. We can think about medical image registration even in extreme cases
where the images to align represent the external (e.g., RGB or depth image of the body)
and internal structures (e.g., X-rays, ultrasound, etc.). The registration of body parts is
complex, given the elastic deformations that occur in the body. For instance, the cervix
is distorted in a non-rigid manner due to the patient breathing, muscular movements,
etc. Even more, the modalities involved in the colposcopy may reveal and hide structures.
For instance, the green light enhances vascularities, Hinselmann shows AW regions and
Schiller’s test strongly dichotomizes the cervix into normal and abnormal regions.
In the literature, there are several works that have targeted the registration of colpo-
scopies [2, 5, 6, 15, 118–121, 139, 140, 194, 201, 206, 233, 234, 261]. Three main lines of work
have been proposed: global (either rigid or elastic), landmark-based and segmentation-
based registration.
Since most of these works dealt with images from the same phase (typically Hinsel-
mann), they were able to use standard (normalized) cross-correlation techniques [2,5,139,
140], commonly used when images belong to the same modality. In order to overcome the
natural variations of the cervix, some works refine the rigid registration using local elastic
registration techniques [119,121,194,201].
Acosta-Mesa and his collaborators have a line of work in this area [2–6,139,140], either
as the core focus of their work or as a preliminary step for the final classification of patients.
Thus, Acosta et al. [6] proposed a two-stage method to deal with local deformations. First,
a phase correlation is applied to remove global translation difference between images. This
method has some advantages when dealing with different contrast and brightness and
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with some simple intra-modal changes (i.e., AW response), as can be observed in the AW
response [6]. Then, local deformations are removed by means of locally normalized cross-
correlation. To accelerate the registration process, they proposed a method to register
cervical images in grayscale [234], which performs a search of small local regions of the
image in consecutive frames. The main challenge of colposcopy registration is the lack of
distinctive landmarks in almost the entire cervix anatomy. In this sense, Acosta-Mesa et
al. [2] proposed to use a manual stain landmark (at acquisition time) using Lugol solution
and to use this landmark to simplify the registration process. While it is true that using
such landmarks reduces the complexity of automatic methods for image registration, it
adds complexity to the physician labor and could occlude relevant regions of the image
with abnormal tissues.
Garcia-Arteaga et al. proposed several methods for colposcopic image registration
[119–121]. In [121], an elastic registration algorithm was proposed, representing the prob-
lem as an optimization over a set of continuous deformation vector fields. Regularization
was modeled by describing equilibrium in an elastic material using a linearized 2D elas-
ticity operator (also used by Li et al. in [201]). The registration method is done in a
multiscale fashion in order to speed up the process. No objective results are provided, but
a simple visual inspection. Similarly to the two-stage approach used by Acosta-Mesa et
al., Garcia-Arteaga and collaborators [119] applied rigid registration with cross-correlation
followed by elastic registration.
Given the challenges involved in global registration techniques, several attempts to
address the problem as a landmark detection have been proposed [15, 110, 118, 206, 233].
These techniques take advantage of interest points such as Harris corner detector [15,110,
233] that can be used to register images over time. Then, local descriptors such as SIFT
[233], cross-correlation and distance [15] are used to identify matches. In posterior work,
Garcia-Arteaga et al. [118] introduce geometric information about feasible deformations
in order to remove false positives.
An alternative line of work use pre-segmented regions of the cervix to conduct regis-
tration [206,261]. This kind of segmentation produces very coarse results, especially when
the reference objects are of limited size such as the external orifice [261].
9.3.4 Abnormal Tissue Detection and Characterization
In the area of abnormal tissue detection and characterization, several methods have been
proposed, some of them included hyper-spectral imaging [74,103,104,136,137,329]. Since
the current challenge in digital colposcopy is the scalability to remote health-care centers
with low resources, we will discuss methods that are able to work with traditional digital
colposcopy that can be ported to current mobile devices. Namely, we focus on image
processing techniques that handle RGB color images (and video).
In this section, we discuss works that tackled the localized recognition of these ab-
normalities. This could be considered as a midpoint between the previous section that
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tackled the pixelwise segmentation of the anatomic part and the next section that will
cover the detection of relevant traits at a patient level (i.e., medical records, demographic
data, etc.). In this sense, the following strategies address the problem of identifying and
characterizing abnormal tissues at specific regions of the cervix. The main assumption of
the works in this area is that the image constitutes the cervix regions (either by detection
and cropping or by constrained acquisition) and that relevant anatomic parts have been
segmented in a previous stage. Also, most works assume specular reflections (see 9.3.1.2)
have been removed. This last assumption is especially relevant since these artifacts could
be easily recognized as positive AW lesions. We can study these works from three different
perspectives: lesion of interest, learning paradigm and type of data. Table 9.1 presents
the main alternatives in these lines.
Table 9.1: Summary of the main categories of work on the detection of abnormal tissues.
Topic Alternatives
Lesions
• AW lesions.
• Vessels and mo-
saicism.
Learning paradigm
• Unsupervised.
• Supervised.
Data
• Image-based.
• Sequence of images (tempo-
ral).
Two main types of abnormal traits have been addressed in the literature: AW lesions
and abnormal vascularities/mosaicism.
For the detection of vascularities and mosaicism, most works relied on simple image
processing techniques on static images. The main lines of research involve morphological
operators and template matching [67,161,203,315–317,327], being the former of unsuper-
vised nature and the latter of supervised nature with lazy learning (i.e., neighbor-based).
Thereby, these techniques are highly sensitive to changes to the image resolution, scaling
and illumination. This area is almost unexplored and has space for more robust techniques,
able to cope with complex vessel patterns and with unconstrained settings.
As for segmentation, several works in the detection of AW lesions applied unsupervised
techniques, ranging from K-means [156,204], GMM [66,68,129,130,202,315,318,328,328],
Mean Shift [201] and Watershed analysis [127, 128, 193, 202, 338] to adaptive thresholding
[51,318]. The goal of watershed analysis techniques was mainly to over-segment the cervix
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according to the AW response of the features [128]. Also, some works used deterministic
annealing [327] and active contours [80] to detect lesions. The most widely used features
for static images include color [127, 129, 130, 156, 193, 201, 202, 204, 273, 315, 316] texture
[129, 204], edges [240] and spatial information [156, 315], also used by other supervised
methods that will be explained below. The main limitation of unsupervised strategies is
their low discriminative power to differentiate abnormal AW regions from SE since they
have similar colors [130]. Other problems such as high number of false negatives on regions
with shadows and false positives on the vaginal walls are also typical [130]. In Figure 9.9,
Gordon et al. illustrate these problems in the resulting images. This effect is present in
general for methods that make predictions using local information (i.e., pixelwise data)
without considering a global representation of the image.
Figure 9.9: Gordon et al. [130] - AW detected regions (green), manual annotations con-
tours(white)
Then, several methods addressed the problem from a supervised learning perspective.
In general, this was done by extracting features from individual pixels, overlapping and
non-overlapping tiles or by super-pixels obtained by segmentation techniques and applying
a learning mechanism on the corresponding space. For classification, the most used method
was K-Nearest Neighbors (KNN) [2, 3, 5, 177, 226,231,271,272,278,280,285,343], followed
by SVM [14,177,206,271,343], naive Bayes [2,6,271,279] and Multilayer Perceptron (MLP)
[285,310,343]. Other authors used Adaboost [342,343], Conditional Random Field (CRF)
[228, 262], among others [261, 285, 291, 343, 358]. The most common features for static
images were color histograms at different scales [177,206,231,271,278,343], oriented color
gradients [177, 285, 342, 343], other color-based features [14, 231, 261, 262, 279, 285, 342,
358, 366], edges and texture [177, 206, 342, 343, 350], discrete wavelet transform [226, 272,
280, 350], and the amount of punctuation and vessels [228, 260, 262]. For sequence-based
recognition, the features involve changes on the temporal AW response either in a two
image sequence (i.e., before and after application of acetic acid) [119, 119, 120, 201, 210,
260,261] or at a fine-grained resolution level [2–6,139,291].
While these efforts addressed the problem from a pixelwise perspective, Alush et al.
[9, 10] modeled the problem from a boundary-based approach, by classifying edges of
superpixels as a lesion or not. In this sense, a more global concept of the image is built.
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Superpixels are built using the watershed algorithm. The classification is performed by
learning a dictionary of visual words and the problem is modeled using Markov Random
Field (MRF), where each superpixel corresponds to a binary random variable indicating
whether the region is part of the lesion. The final detection is done using belief propagation.
Another dictionary-based algorithm was proposed by Zhang et al. [364], who used the K-
Singular Value Decomposition (SVD) method to create positive and negative dictionaries
of sparse representations. Finally, reconstructive errors of the sparse coefficients from the
test images are calculated and compared for classification purposes.
A recent trend in the lesion detection combines different modalities for improving the
final performance. In this sense, we have the work of Xu et al. [341] that combines text
and image features in a late fusion and the work of Song et al. [313] that combines results
from several modalities (e.g., cytology, HPV, colposcopy) and demographics (e.g., age) to
train their model. Results on this direction seem promising.
Figure 9.10: Van Raad et al. [330] - yellow segments are characterized as smooth contours
and black segments as irregular.
Van Raad and her collaborators [330] proposed an automatic characterization of the
lesions borders. After segmenting AW regions using GMM, contours are characterized
by detecting smoothness and irregularities. This type of characterization is relevant for
medical teams as a way to introduce explanatory predictions for the decision support.
Figure 9.10 shows the detected AW regions and the segment characterized as smooth
(green) and irregular (black).
For multi-image – temporal – approaches, where a sequence of images is presented to
the model, the main lines of work were presented by the teams of Li [201], Park [261], Liu
[210], Acosta-Mesa [2, 5, 6], and Garcia-Arteaga [119, 120]. In these cases, the change in
color before and after the application of acetic acid is used. The works conducted by Li
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et al. [201], Liu et al. [210], and Park et al. [261] focused on pairs of images (i.e., pre-
acetic and post-acetic). The first two approaches used Mean Shift clustering and level sets
respectively. The last approach, proposed by Park et al. [261] validated the performance
of ensembles of supervised classification algorithms.
Acosta-Mesa and his team worked at a more fine-grained level [2, 5, 6] by extracting
information from continuous frames at a pixelwise level to measure the AW response.
Their preliminary approach modeled the response using a parabola, which parameters are
then used as features to classify the tissues using the naïve Bayes classifier. In successive
works [2,5], they explored discretization schemes to encode time series information, being
able to surpass the human-level performance by 3% in terms of accuracy at a dataset
with about 50 patients (76% and 73% respectively). This study was replicated for the
assessment under green light in [139, 140]. In a more recent work [227], they studied the
performance of several classifiers on temporal data, achieving the best results with ANN
(89% of accuracy). Active contours were used as a post-processing step to identify good
candidates for biopsy in [227,278].
Finally, Garcia-Arteaga et al. [119,120] also considered time series analysis on the AW
response of the pixels. They focused on differentiating abnormal from normal tissues as a
first task, achieving considerable performance (79.3% accuracy and 85% ROC AUC). Also,
they present results for the classification of low-grade and high-grade lesion classification,
achieving an accuracy of 92% and ROC AUC of 87%. While these results are satisfactory,
the datasets are very limited in terms of the number of patients (3 and 10).
As a side application, Fernandes et al. [91] tackled the detection and characterization of
lesions on the vagina using DNN. While the images of study are from digital colposcopies,
the application of interest is the forensic evaluation of sexual assault.
9.3.5 Classification of Global Traits in Colposcopies
Typical CAD systems involve the detection of global traits observed at images, from
low-level tasks such as the modality recognition [94] to more semantic tasks like the iden-
tification of the cervix type [168,175] and cancer detection [289,344,345].
Fernandes et al. [94] proposed a framework to recognize the acquisition modality
of each frame in a video sequence. They propose a supervised learning scheme using
color information and KNN. Global consistency between the predicted modalities and the
colposcopy protocol is enforced using weighted finite automata. Also, a preprocessing step
to filter noisy frames where the physician manipulates the cervix region is proposed.
Several works have addressed the problem of classifying a cervigram as cancer or non-
cancer, being the line of research proposed by Huang and her team the most prominent
[177,313,341–343,345]. The standard scale to grade CIN consists on three ordinal grades
[345]: CIN1 (mild), CIN2 (moderate), and CIN3(severe). However, most works address the
predictive task as a binary classification one by considering the classification of CIN1 from
CIN2/3 or cancer (CIN2/3+) [345]. After some preprocessing steps that cover removal of
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specular reflections and identification of the ROI containing the cervix, these works ex-
tracted image features in a pyramidal fashion, including color histograms (typically on the
Lab color space) [342,343,345], histogram of gradients [342,343,345], and LBP [343,345].
Several classifiers were used, including tree ensembles (RF, Gradient Boosting, AdaBoost),
ANN, LR, SVM and KNN. RF achieved a top performance of 84% ROC AUC in a dataset
collected by the National Cancer Institute (NCI) in the Guanacaste project [151] with
+1000 patients. In a more recent work, Xu et al. [345] compared the performance of
deep features and the aforementioned pipeline based on traditional methodologies. In this
sense, they extracted the features from the last dense layers from CaffeNet [162] trained on
ImageNet and fine-tuned the last layer. While they achieved higher performance by using
handcrafted features, further gains may be observed by training the network end-to-end
instead of the final layer.
Xu et al. [344] proposed a multimodal approach to predict cervical cancer by merging
deep features from AlexNet [180] and high-level information from medical records (e.g.,
age, HPV status, etc.). They were able to improve the performance obtained with image
data from 88.77% ROC AUC to 94%.
Sato et al. [289] used CNN trained from scratch to predict cervical cancer on colpo-
scopies with Hinselmann and Green filter modalities. As in the works mentioned above
[344,345], the architecture is considerably shallow, with 3 groups of convolutional-pooling
layers and a couple of densely connected layers. They trained the architecture on a dataset
with 485 images achieving 50% accuracy in recognizing 3 balanced classes. Further inves-
tigation of state-of-the-art architectures and regularization techniques (e.g., TL, data aug-
mentation) should be conducted in order to assess the actual capabilities of deep method-
ologies in this area.
In a recent competition about the categorization of cervix based on their transforma-
tion zones, DL methodologies achieved the best performance. The task was to characterize
the cervix into three types depending on the transformation zone tissues type and observ-
ability [167]. The database consists of more than 1800 images from several modalities
(Hinselmann, Green, and Schiller). The acquisition setting was unconstrained, having im-
ages with bad quality and images where the cervix was considerably small. Main pipelines
to solve this problem involve the segmentation of the cervix and its transformation zone
using the U-net architecture [175] and an ensemble of deep architectures to classify the
images [168].
9.4 Summary
The research ecosystem on ML and CV techniques for the decision support of digital
colposcopies has reached a sound point, with well-identified problems and paradigms to
tackle them. Here, we will summarize the main traits of the aforementioned tasks and
solutions. Figure 9.11 gathers the main features and works in each of these areas.
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Figure 9.11: Summary of the main research topics and selected works in the area
In the area of quality enhancement, the removal of specular reflections and the stan-
dardization of the color space are the main tasks of interest. The former has been tackled
by a detection-inpainting scheme while the second one has been solved using camera cal-
ibration and simple image processing techniques. For QA, the main features of interest
are the entire observability of the cervix and the absence of disturbing artifacts such as
specular reflections, bleeding, and external objects.
The semantic segmentation of the cervix tissues has been one of the areas that per-
ceived more attention from the research community. The vast majority of works addressed
the problem using unsupervised clustering techniques. However, the hard assumptions on
these works and the smooth boundaries between the cervix tissues demand more expres-
sive models with high semantic power. Therefore, some supervised methodologies have
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appeared, including traditional ML and DL pipelines.
The registration of colposcopies was studied for unimodal settings. On the one hand,
global image registration techniques that attempt to find a good global alignment of the
images have been proposed. These techniques typically involve a rigid alignment of the
main structures of the cervix, followed by an elastic registration to address eventual de-
formations of the body parts. On the other hand, landmark-based registration aims to
detect and track points of interest.
For the spatial location and characterization of lesions, basic image processing tech-
niques were used to detect vessels and mosaicism, including morphology operators and
template matching. The recognition of AW lesions received more attention, with methods
covering both unsupervised and supervised techniques, and static and continuous acquisi-
tions.
The final step of any CAD system is the diagnosis support. Therefore, providing a
global decision per patient has been widely studied using ML techniques. Traditional
methodologies include color and texture information while novel techniques attempt to
learn relevant features using deep methodologies. Some works have addressed the ag-
gregation of multimodal data (e.g., medical records) achieving the best results in the
literature.
9.5 Databases
As important as the methods delved to solve the aforementioned tasks are the databases
used to validate their findings. Thus, the actual impact of any data-driven system relies on
the similarity between the test database and the organic data acquired on a daily basis on
medical facilities. Also, the diversity of acquisition settings and abnormalities is relevant.
In this sense, we summarize the main aspects of the available datasets in the area (see
Table 9.2).
Table 9.2: Summary of the datasets available databases
Author Multimodal Multiview Size AnnotationsImages # Patients Spatial Global
Acosta-Mesa et al. [3] No Yes 10 videos 10 Yes∗ No
Fernandes et al. [95] Yes No 287 100 Yes Yes
Guanacaste Project (NCI/NIH) Yes Yes +2k 387 No Yes
Intel and MobileODT [167] Yes No 2k - Yes∗ Yes
∗ Provided by us as part of this project.
9.5.1 Acosta-Mesa et al.
Acosta-Mesa and his team made available ten videos with digital colposcopies of 10 patients
after application of acetic acid [3]. The database does not contain manual annotations
and the acquisition was very controlled. The duration of the sequences is 30 seconds
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(311 frames). The images have high quality and allow to study small patterns with high
temporal and spatial resolution. This dataset can be used to validate (elastic) registration
techniques and detection of AW regions.
We made available as part of this project, manual annotations of 10 landmarks per
video to validate the performance of image registration techniques 1.
9.5.2 Fernandes et al.
The dataset was acquired by Fernandes et al. [95] in collaboration with Hospital Universi-
tario de Caracas from Venezuela. The number of images is 287, including three modalities
(Hinselmann, Green light, and Schiller). Several features were extracted from the dataset
for the QA task. The original subjective quality annotations were performed by six ex-
perts. The dataset also contains manual segmentation masks of the colposcope, vaginal
walls, cervix, external orifice, and artifacts. It can be used to validate the performance
of QA methodologies and semantic image segmentation algorithms. The dataset can be
accessed in the UCI Machine Learning repository 2.
9.5.3 Guanacaste Project (NCI/NIH)
The dataset is made available by the NCI/National Institute of Health (NIH). The dataset
was collected by the NCI in the Guanacaste project [151]. It contains 2120 images from
387. Each patient has 1-2 images per visit, with a maximum of 20 images over the
images for a single patient. Besides the image data, medical records are made available,
including age of the patient, HPV test, histology results. The patients are annotated with
the corresponding CIN progression level (i.e., normal, CIN1, CIN2, CIN3, and cancer).
The presence of multiple images per patient in combination with other sources of data
encourages the development of multi-view and multi-modal algorithms.
The dataset only contains global information about the patient. Therefore, the dataset
can be directly used to evaluate automatic methods for the detection of cervical intraep-
ithelial neoplasia and cancer. It is also sensible to be used for assessment of semantic
segmentation and registration techniques but it would require further annotations.
9.5.4 Intel & MobileODT
Intel and MobileODT made available a database with about 2000 static images, covering
the main modalities of the digital colposcopy. The dataset was released under the scope of
a competition to identify the type of cervix among three types according to the location
of the transformation zone [167]:
1. Type I: completely ectocervical, fully visible, small or large.
1https://github.com/kelwinfc/cervical-cancer-screening
2https://archive.ics.uci.edu/ml/datasets/Quality+Assessment+of+Digital+Colposcopies
9.6 DCDB: Digital Colposcopy Database 153
2. Type II: has endocervical component, fully visible, may have ectocervical compo-
nent which may be small or large.
3. Type III: has endocervical component, is not fully visible, may have ectocervical
component which may be small or large.
The dataset contains 1481 training images with annotations about the cervix type. The
images distribution is unbalanced with 17%, 53%, and 30% respectively. All the cervix
images in this dataset are considered normal (not cancerous) but the identification of the
cervix type may require further testing [167]. The dataset has a large number of images
that have not been curated but that can be used for the development of semi-supervised
approaches.
As part of this project, we provide manual segmentation masks for this database,
including the cervix region, transformation zone and external orifice.
9.6 DCDB: Digital Colposcopy Database
As was discussed in the previous section, several datasets have been acquired and made
available by the research community. However, given the lack of a dataset that can be
used on the assessment of all the aforementioned tasks, we collected a database with
129 digital colposcopies in video format. The videos were acquired between 2013 and
2015 at Hospital Universitario de Caracas in Caracas, Venezuela. The dataset covers
the entire examination, including the main modalities of the colposcopy examination and
intervals where the physician manipulates the cervix region. Thus, the dataset raises
several challenges, from the multimodal and time-based integration of the decision to the
identification of the proper frames to apply the models. In this sense, this dataset is close to
a real-life scenario for the assessment of automated techniques. Figure 9.12 shows sample
images from the database. Figure 9.13 summarizes some statistics about the videos.
Also, we make available the following annotations:
• Modality Detection: temporal annotations for the videos of the start and ending
points of the modalities per frame. Also, we include annotations of the transition
and noisy frames.
• Quality Assessment: annotations from 6 experts in an ordinal scale (i.e., poor,
fair, good, excellent) for 287 images.
• Semantic Segmentation: annotations for 287 images of the colposcope, vaginal
walls, cervix, external orifice, and artifacts.
• Image Registration: landmark annotations for image registration, including Y
points per video annotated every ten frames.
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(a) Hinselmann
(b) Green filter
(c) Schiller
(d) Noisy frames where the physician manipulates the colposcope and the cervix region
Figure 9.12: Sample images from the DCDB database.
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Figure 9.13: Summary of the database statistics and distribution of the video durations.
• Abnormalities: annotations about the lesions and abnormalities present in the
image.
The videos and annotations will be continuously updated and improved. The database
can be accessed online in 3. Further details about the dataset, training/test partitions can
be found on the project website.
9.7 Conclusions and Challenges
The automated analysis of digital colposcopies has attained significant attention from
the ML and CV research communities. We studied in this chapter the main lines of
research that have been conducted in this field and built a topology of tasks and approaches
that encompass the area. While the field reached a certain level of maturity, the recent
investment of companies and governments in the area and the recent publication of large
databases open the possibility to include more advanced techniques in the development of
CAD systems for digital colposcopies.
The main contributions of this work can be summarized as follows:
• We performed a review of the literature in the area.
• We established a common ground for the analysis of CAD systems for digital colpo-
scopies.
• We released a video database with partial annotations that covers the main areas
that were identified.
3https://github.com/kelwinfc/cervical-cancer-screening
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• We provide annotations for databases from third parties.
• We released source code and benchmarks for comparison on these databases.
Finally, despite the huge efforts that have been devoted to this area, several open
challenges were identified. Below, we enumerate the main open problems in the area.
Quality Assessment and Enhancement:
The notion of quality is a very subjective concept. Therefore, using a binary scale (i.e.,
bad, good) to define the quality of a digital colposcopy is too reductionist. Thus, a fully
automated system should be able to identify, for each expert, the expected image quality
in order to 1) suggest improvements during acquisition in real-time, and 2) retrieve the
best frame to the human expert to maximize the confidence of his decision. While there
is space on the normalization and enhancement of images without constrained acquisition
settings, the appearance of DL techniques that are robust to such variability may reduce
the impact of these techniques.
Segmentation of Cervix Tissues:
In the area of semantic segmentation, the main limitation of the current strategies is
the lack of adaptability to unconstrained settings. Due to the low semantic level of the
techniques proposed in the literature, they are not able to segment objects with smooth
transitions such as the cervix and the vaginal walls or the SCJ. Thus, most of the published
works focused on the segmentation of three entities: background, cervix and the external
orifice. Moreover, current techniques are not able to cope with several modalities. Also, it
is relevant to explore methods to promote spatial consistency among the detected objects.
The development of DL architectures for semantic segmentation may be able to cir-
cumvent these problems, being able to represent global semantic properties of the image.
Image Registration
The main open challenge on the registration of digital colposcopies lies in the elastic
registration of several modalities. Given the different signal statistics and disjoint observ-
ability of certain structures on the modalities, traditional registration techniques would
not be able to cope with multimodal registration. Using segmented regions identified on
each modality may drive a coarse alignment of the main cervix structures. However, a
deformable alignment of the inner structures of the cervix would require additional com-
plexity.
Lesion Detection and Characterization
Besides the multimodal and temporal analysis that is intrinsic to all tasks, learning
to detect and characterize lesions with cost-effective ways of annotations is a relevant
problem. Traditional methodologies require a large amount of manual labeling, including
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spatial localization of the lesions at an image level. Learning to detect lesions from weakly
supervised annotations, where the expert identifies the presence of lesions in the video
without explicitly identifying their boundaries, would directly impact the scalability of
these frameworks.
Classification of Global Traits
Being the final stage of any CAD system, the amount of open problems in this area
is prominent. We should look towards holistic frameworks able to extract knowledge
from each modality (image and non-image data). Also, the inclusion of information from
multiple visits from the same patient over the years should be addressed in order to identify
long-term changes in the cervix.
While current strategies have simplified the prediction task to binary settings, devel-
oping predictive systems that are able to identify the progression of the lesions following
the CIN ordinal scale would accelerate the acceptance of these systems.
Current systems work on a disjoint fashion by applying the aforementioned tasks in a
cascade fashion. In this sense, the knowledge acquired from one task such as segmentation
is not used when learning to solve another task such as QA or cancer prediction. Thus, it
is relevant to study TL and multitask learning approaches in order to induce more robust
and holistic decisions.
The final challenge –which is ubiquitous in all ML tasks for medicine– is the construc-
tion of interpretable and explanatory models. The proper support to the human expert
must go beyond a simple categorical label. In order to facilitate and improve the work
of the physicians and in order to have a tangible impact in the fight against the disease,
CAD systems should be able to illustrate the human expert with similar examples from
the past, to identify the factors that influenced the decision, to suggest treatment options
with potential pros/cons for each case, among others.
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Chapter 10
Temporal Segmentation of Digital
Colposcopies
An extended version of this chapter was published in [94]:
• Kelwin Fernandes, Jaime S. Cardoso, and Jessica Fernandes. Temporal segmentation of
digital colposcopies. In Iberian Conference on Pattern Recognition and Image Analysis,
pages 262–271. Springer, 2015
Cervical cancer remains a significant cause of mortality in low-income countries. Dig-
ital colposcopy is a promising and inexpensive technology for the detection of cervical
intraepithelial neoplasia. However, diagnostic sensitivity varies widely depending on the
doctor expertise. Therefore, automation of this process is needed in both, detection and
visualization. Colposcopies cover four steps: macroscopic view with magnifier white light,
observation under green light, Hinselmann and Schiller. Also, there are transition inter-
vals where the specialist manipulates the observed area. In this chapter, we focus on the
temporal segmentation of the video in these steps. Using our solution, physicians may
focus on the step of interest and lesion detection tools can determine the interval to diag-
nose. We solved the temporal segmentation problem using Weighted Automata. Images
were described by their chromacity histograms and labeled using a KNN classifier with a
precision of 97%. Transition frames were recognized with a precision of 91%.
10.1 Introduction
As was mentioned in previous chapters, the protocol recommended by the World Health
Organization (WHO) [250] for the colposcopic screening covers the following steps (see
Figure 10.1): macroscopic view with magnifier white light, followed by observation un-
der green light for diagnosis of aberrant vascularization and then evaluate the cervical
characteristics after exposure to acetic acid solution (Hinselmann) and potassium iodine
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Figure 10.1: Top: Diagnosis steps. From left to right: macroscopic observation, green
filter, Hinselmann and Schiller. Bottom: Transition frames. The first three frames have
occlusions of the cervix area and the last one presents a strong illumination difference
after removing the green filter.
(Schiller) [250]. Although Hinselmann and macroscopic observation cannot be differen-
tiated on healthy patients, these two steps can be distinguished using contextual infor-
mation. Throughout the procedure, the expert disturbs the cervix area to achieve better
focus, to move from one step to the next, to clean the cervix area, etc. Figure 10.1 shows
four transition frames. These scenes do not bring useful information for the diagnosis
and should not be considered in the detection of lesions. In this chapter, we propose
a methodology to recognize each of these modalities in a continuous video, serving as a
preliminary stage for the diagnosis of cervical lesions. Also, we remove irrelevant frames
from the video, where the physician is manipulating the cervix region, allowing automated
techniques to retrieve information from relevant excerpts of the video. The recognition
of the acquisition modality is relevant on the succeeding steps of any multimodal CAD
system in order to handle each source of data properly. While several techniques have been
proposed for the detection of lesions, this work constitutes the first attempt to automate
the modality recognition of digital colposcopies from uncontrolled acquisition settings.
10.2 System Overview
An automated system is proposed in this chapter to segment the different steps of the
colposcopic assessment. Our system can be split into three stages: transition removal,
screening modality recognition (frame labeling) and temporal segmentation. Figure 10.2
illustrates this process.
In general, the temporal segmentation problem implies finding the segments and the
labels simultaneously. It is a hard problem which can be addressed sequentially. In this
Transition
Removal
(Motion Estimation)
Screening Modal-
ity Recognition
(frame by frame)
Temporal
Segmentation
(context-aware)
Figure 10.2: Flow chart describing the proposed framework.
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work, we take advantage of the knowledge domain by labeling the frames without con-
sidering the context and then, minimizing the temporal inconsistencies using the WHO
protocol definition. The labeling is done by classification using templates from previ-
ous colposcopies and the temporal segmentation is done by translating the colposcopic
procedure to a non-deterministic weighted automaton, which can be implemented using
Dynamic Programming (DP). The temporal boundaries optimization tries to reach max-
imal consistency with the preassigned labels. The remainder of this section details the
proposed system.
10.2.1 Transition Removal
In order to remove transition scenes, we adopted a motion-based approach. We assume
that transitions correspond to frames with high motion. First, we apply a Gaussian blur to
attenuate noisy pixels. Then, motion is estimated using the Euclidean pixel-wise distance
between a frame and its neighborhood (W frames before and after the given frame).
Finally, we apply a thresholding operator to differentiate between transition and non-
transition frames. Eq. (10.1) shows the formula that determines if a given frame belongs
to a transition. Therein, Ii stands for the i− th frame of the sequence I. Although more
advanced approaches could be implemented, this standard procedure attained already
good performance.
Transition(i) =
 1
2W
∑
w∈[−W..W ]
‖ G(Ii+w)−G(Ii) ‖2 > threshold
 (10.1)
10.2.2 Screening Modality Recognition
Each colposcopic image is represented by its one-dimensional hue histogram and saturation
histogram. To efficiently reduce the presence of noisy objects in the boundaries of the
image, we masked the ROI by removing everything outside an image-centered circle (with
diameter equal to 0.75 of the image side). This approach considers that the cervix region
occupies more than half of the cervigram image [64] and that it is approximately centered.
The recognition of each modality is done on a per-frame basis. We propose a classifica-
tion method based on KNN. The similarity between two images is defined by the average
distance between their histograms. We compared three histogram distances. The bin-to-
bin Minkowski distance of order 1 (L1), which is equivalent to the Histogram Intersection
distance [286] and the cross-bin distances: Earth’s Mover Distance (EMD) [286] and Cir-
cular Earth’s Mover Distance (CEMD) [276]. Given the huge amount of images and the
low intra-variance between images within the same video, we indexed an equally spaced
subset of images in the KNN knowledge base. Each video contains the same number of
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Figure 10.3: Weighted Finite Automaton that recognizes the temporal segmentation of
colposcopies (Transition - T , Macroscopic view - M , Green - G, Hinselmann - H and
Schiller - S.
images per phase to avoid oversampling and bias. We smooth the labels by selecting the
mode of a local window.
10.2.3 Temporal Segmentation
Finally, we have to decide the temporal boundaries between the diagnosis steps. For this
purpose, let’s generalize the problem of temporal segmentation as the problem of recog-
nizing a word (sequence of predicted labels) in a Weighted Finite Automaton (WFA) with
minimal accumulated value. The WFA is derived from the domain-dependant protocol.
Furthermore, the transition weights are related to the presence of mislabeling. If any
transition in our policy either consumes an input character or moves “forward” to another
state in a directed acyclic graph, the recognition problem holds the conditions to formulate
a DP implementation. Figure 10.3 shows a graphical representation of the automaton. We
denote each phase by its first letter. The automaton represented in Figure 10.3 is formally
defined as A=< Σ,Q,∆, c,{M},{S},0,v >, where
• Σ = {T,M,G,H,S,λ}.
• Q= {M,G,H,S}.
• ∆⊆Q×Σ×Q is the transition relation defined below, together with the cost func-
tion c : ∆ −→ {0,1}. The accepted labels of each state are defined by the top-loop
transitions shown in Figure 10.3.
– (s,q,s)−→ 0, if q ∈ accepted_labels(s).
– (s,q,s)−→ 1, if q 6∈ accepted_labels(s).
– (s,λ,s′)−→ 0, if s′ 6= s and s′ follows s in the protocol.
– v ∈ N, the minimal threshold that accepts the word.
Using the same reasoning we could instantiate any other policy in a straightforward
manner. As we said before, given that after each transition the recognition problem
is smaller, we can implement this automaton using the DP function defined in the Eq.
(10.2), where seq stands for the sequence of labels predicted by the step classifier, next(s)
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returns the protocol step that follows s and has_next(s)≡ (s 6= S). It is assumed that the
preconditions are evaluated in the same order they are shown. The optimal boundaries can
be retrieved from the DP matrix. Since the number of steps in the colposcopic procedure
is constant, the performance of the algorithm is linear in the length of the sequence.
B[i,s] =

0, if i= length(seq)
B[i+ 1,s], if seq[i] ∈ {transition,s}
min(B[i+ 1,M ],B[i,H]), if s=M ∧seq[i] =H
B[i+ 1,H], if s=H ∧seq[i] =M
min(B[i,next(s)],1 +B[i+ 1,s]), if has_next(s)
1 +B[i+ 1,s]), otherwise
(10.2)
10.3 Experiments
In this section, we describe the experiments that we performed in this work. We gathered
a dataset of 56 colposcopies from different patients that cover a total of 143640 colposcopic
images, with every image resized to 64× 64 pixels. Sequences were manually annotated
by a specialist. The videos and annotations are public on request. Table 10.1 shows
the number of frames per video in each phase. In order to avoid biased results due to
differences in the length of the procedures, every patient was equally weighted in the
compilation of the results.
Table 10.1: Statistics of the class distribution per video
Number of Frames Percentage
Class Min Max Avg. Max Avg.
Transition 0 6488 1071 59.76 39.53
Macroscopic 66 1380 313 100.00 13.88
Green 0 767 187 31.32 7.72
Hinselmann 0 2104 688 52.60 28.45
Schiller 0 2752 304 32.33 10.42
Video 200 11998 2565 – –
For the assessment of every step of the proposed framework, we used a leave-one-
patient-out cross-validation (LOOCV). In this sense, each colposcopy is entirely new for
the system at the evaluation stage.
For the classification of the transition frames, we performed several experiments vary-
ing the number of neighbors. This parameter is internally learned using LOOCV. Figure
10.4 shows the performance of the algorithm at different values ofW . Table 10.2 shows the
classification results for this stage. The average accuracy of the transition recognition is
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Figure 10.4: Error rate of the transition removal method using different neighborhood
sizes
Table 10.2: Transition Classifier Results
Class Precision Recall F-measure
non-transition 0.9325 0.9129 0.9206
transition 0.8610 0.8820 0.8672
Weighted Avg. 0.9146 0.9087 0.9087
90.86%. Furthermore, 93.25% of the frames that pass to the next stage (colposcopic-step
classification) belong to a non-transition interval. There is room for human error in the
decision of the boundaries of the transition intervals, i.e., it is difficult for a trained human
to decide where is the beginning of a transition interval and where it ends. This artifact
is also common between the different steps of the colposcopic evaluation. Therefore, the
errors shown in these experiments are prone to small human inaccuracies.
Figure 10.5: Colposcopic Step accuracy varying the number of indexed frames
For the assessment of the step classification, the number of neighbors in the KNN
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Table 10.3: Average classification metrics per class: Macroscopic, Green, Hinselmann and
Schiller. Results with 16 indexed frames per video. The results denoted by T-d, where d
is the similarity distance, include the temporal segmentation step.
Phase Distance Transition Non-TransitionAcc. Prec. Rec. F Acc. Prec. Rec. F
Macro
L1 0.82 0.36 0.28 0.52 0.70 0.38 0.31 0.52
T-L1 0.96 0.99 0.78 0.84 0.98 1.00 0.95 0.95
EMD 0.80 0.32 0.28 0.48 0.65 0.33 0.31 0.49
T-EMD 0.95 0.99 0.74 0.80 0.96 1.00 0.89 0.89
Green
L1 0.97 0.97 0.67 0.75 1.00 1.00 0.98 0.98
T-L1 0.97 0.98 0.66 0.74 0.99 1.00 0.96 0.96
EMD 0.97 0.96 0.67 0.75 1.00 1.00 0.98 0.98
T-EMD 0.97 0.97 0.63 0.70 0.99 0.99 0.91 0.90
Hins
L1 0.80 0.75 0.55 0.56 0.67 0.76 0.62 0.60
T-L1 0.92 0.96 0.79 0.81 0.92 0.98 0.89 0.88
EMD 0.80 0.76 0.47 0.54 0.65 0.76 0.53 0.58
T-EMD 0.91 0.93 0.76 0.77 0.89 0.95 0.86 0.83
Sch
L1 0.90 0.74 0.60 0.60 0.88 0.79 0.93 0.79
T-L1 0.91 0.83 0.61 0.65 0.89 0.89 0.93 0.82
EMD 0.88 0.67 0.54 0.52 0.82 0.70 0.82 0.62
T-EMD 0.89 0.77 0.55 0.55 0.84 0.84 0.83 0.71
Avg.
L1 0.87 0.70 0.52 0.61 0.81 0.73 0.71 0.72
T-L1 0.94 0.94 0.71 0.76 0.95 0.97 0.93 0.90
EMD 0.86 0.68 0.49 0.57 0.78 0.70 0.66 0.67
T-EMD 0.93 0.91 0.67 0.70 0.92 0.94 0.87 0.83
was set to 5, and the hue and saturation histograms had 180 and 256 bins respectively.
We performed experiments varying the number of indexed frames in the KNN database.
The results of this experiments can be seen in Figure 10.5. The highest accuracy was
achieved with 16 indexed frames per phase per video. These results include the temporal
segmentation.
Ground Truth
KNN
Temp. Seg.
Figure 10.6: Timeline with the steps represented by colors: Transition (gray), Macroscopic
View (red), Green (green), Hinselmann (white) and Schiller (brown).
Table 10.3 shows the classification metrics for each colposcopic step using two distance
functions: L1 (equivalent to Histogram Intersection) and EMD. We compare each distance
before and after temporal segmentation. Contrary to what we thought, CEMD did not
improve the accuracy but obtained a significant performance impact. Therefore, we only
show the results related to the first two distances. As can be seen in the results, the selec-
tion of the decision boundaries using the proposed DP algorithm improves the detection
of almost every stage. On average, the temporal segmentation algorithm improved the
accuracy in 14% and 28% in the Macroscopic view phase. In general, the L1 distance
166 Temporal Segmentation of Digital Colposcopies
achieved better performance than the EMD. Figure 10.6 shows an example of the step
detection results before and after the temporal decision.
10.4 Conclusions
In this work, we provided a framework to temporarily segment a colposcopic assessment
according to its different steps. To assess the quality of the proposed framework we gath-
ered and annotated an open dataset of 56 colposcopies. The proposed framework achieved
a precision of 91.46% in the transition detection using an efficient threshold on motion
estimation. Using chromacity information (hue and saturation histograms), we achieved a
precision of 96.65% in the step classification. As we observed in the experiments, for this
problem the L1 distance behaved better than the EMD, because histograms from different
stages are near, and noisy pixels have a high weight in the resulting EMD. Contextual in-
formation provided valuable information to smooth and improve the classification results
obtained by the per-frame KNN classifier.
Chapter 11
Ordinal Segmentation
This chapter was published in [90]:
• Kelwin Fernandes and Jaime S. Cardoso. Ordinal image segmentation using deep neural
networks. In Neural Networks (IJCNN), 2018 International Joint Conference on. IEEE,
2018
Ordinal arrangement of objects is a common property in biomedical images. Tradi-
tional methods to deal with semantic image segmentation in this setting are ad-hoc and
application specific. In this chapter, we propose ordinal-aware deep learning architectures
for image segmentation that enforce pixelwise consistency by construction. We validated
the proposed architectures on several real-life biomedical datasets and achieved competi-
tive results in all cases.
11.1 Introduction
Semantic image segmentation has attracted attention in the research community in the
last decades. From its early stages with handcrafted features [157, 268, 304] to more re-
cent approaches based on DNN[24, 44, 216, 247], semantic segmentation has captured a
significant portion of the research efforts on image processing. While the focus of image
segmentation is to partition an image into a subset of disjoint coherent regions, in seman-
tic image segmentation, a label is assigned to each pixel corresponding to a concept of
interest in the corresponding application [247]. Semantic image segmentation has been
successfully used in a wide spectrum of scenarios, from biomedical applications where the
acquisition setting is often well controlled and the number of classes is relatively small [157]
to more challenging scenarios with unconstrained images acquired in the wild like scene
parsing and recognition for autonomous driving, where a large open set of classes may
appear [24]. The vast amount of unconstrained image databases that have been created
in the last few years allowed DNN to gain space in this field [24,44,216,247]. However, in
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Figure 11.1: Ordinal arrangements
some scenarios such as biomedical imaging, where data is scarce, prior knowledge should
be imposed to overcome the difficulty of learning robust data representations. Thereby, it
is normal to observe even nowadays a significant proportion of handcrafted pipelines with
ad-hoc approximations to the semantic segmentation of objects in medical applications
[133,210].
In this work, we address the problem of ordinal semantic segmentation, where the
objects of interest hold a spatial order relation. This setting is frequently observed in
medical imaging, where the disposition of organs or body structures is known apriori.
For example, in mammograms, the pectoral muscle, breast and remaining background are
always found in a linear arrangement; in cervigrams, the external orifice, SCJ, cervix, and
speculum hold a nested arrangement (i.e., one inside the other). Figure 11.1 illustrates
typical cases of ordinal segmentation tasks with linear and nested ordinal transitions.
While the problem of ordinal classification [138] has been widely studied in the past [41,
112,138], promoting class coherence in images has not been systematically studied. Thus,
most attempts to handle this kind of property focus on cascade methods where the ROI
is progressively narrowed class by class or ad-hoc strategies. Needless to say that these
approaches work in a local fashion not being able to recover from errors in previous stages
of the ROI estimation.
11.2 Related work
In this section, we summarize the current research landscape on the two main topics of
this work: semantic image segmentation and ordinal classification.
11.2.1 Semantic Image Segmentation
Traditional techniques to tackle image segmentation span over a large set of techniques,
including basic thresholding, graph-based methodologies, active shape models, and clus-
tering [268]. These methods are usually combined with handcrafted feature extraction
processes and traditional classifiers to assign a semantic level to each pixel (or superpixel).
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The same pixelwise classification approach can be extended to deep learning by using
well known encoder-decoder architectures [24, 247, 283], where the network aims to pre-
dict the entire segmentation mask. In order to alleviate the large number of parameters
in dense layers, several architectures have been proposed in the past [283]. U-net is a
fully-convolutional architecture for semantic image segmentation that has achieved state-
of-the-art results on medical segmentation tasks [283]. U-net incorporates skip connections
between layers at the same level of the encoder and decoder blocks in order to improve
the propagation of the gradients and to improve the resolution of the reconstruction pro-
cess. An alternative idea to overcome data scarcity is using pre-trained networks on large
classification databases such as ImageNet [24,44,247].
Since pixelwise approaches tend to produce incoherent spatial labeling, these tech-
niques are often combined with post-processing strategies such as Conditional Random
Fields to propagate information to a global level [44]. Finally, all these architectures are
frequently combined using a cascade of decision networks that allow further refinement of
the segmentation masks.
11.2.2 Ordinal Classification
Ordinal classification, also known as ordinal regression [41,112,138,265,266], can be under-
stood as the supervised learning task of classifying observations into a finite set of classes
Ci, i ∈ [1,k] such that classes are ordered C1 ≺ C2 ≺ . . .≺ Ck.
Despite traditional techniques for nominal multiclass settings can be used for learn-
ing ordinal problems, learning stable classifiers that reduce eventual inconsistencies in
the decision space are desirable. Also, regression techniques and multipartite ranking
strategies can be used with further post-processing at the expense of suboptimal results.
Therefore, ordinal-aware classifiers have been proposed in the past to tackle this prob-
lem [41, 112, 265, 266]. We can broadly categorize these ideas according to the type of
decision region they induce. On the one hand, we have hard-ordinal methodologies that
enforce the decision boundaries to be parallel (either on the feature space or on a high-
dimensional space). This can be achieved by pre-processing the dataset using the data
replication method [41] or by imposing such parallelism directly in the learning process
[50]. In general, this idea can be understood as having a single decision hyperplane that
projects the observations into a linear space and a set of thresholds that dichotomize the
decision space into contiguous non-overlapping regions [50]. On the other hand, we have
soft-ordinal methodologies that do not force the boundaries to be parallel. A well-known
representative of this paradigm is the method proposed by Frank & Hall (F&H) [112]
where k−1 classifiers {D1,D2, . . . ,Dk−1} are learned independently such that Di classifies
an observations as belonging to the first i classes or to the last k− i classes. Then, the
final prediction is done by aggregating the decisions using a cascade or voting rule.
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(a) Image
(b) Nominal masks
(c) Ordinal masks
Figure 11.2: Visualization of the ground-truth masks for the segmentation of sclera, pupil
and iris using the nominal and ordinal representations.
11.3 Ordinal Segmentation using Deep Neural Networks
Let us denote the neighborhood of a given pixel p as N (p). We assume the neighborhood
is formed by the surrounding pixels in a k-connected adjacency and the central pixel itself.
We will denote the class of pixel p as C(p). We say a semantic segmentation is strictly
consistent with an ordinal segmentation setting if, in the neighborhood of every pixel p in
the image I, at most two consecutive classes are present.
∀
p∈I
(
max
q∈N (p)
C(q) − min
q∈N (p)
C(q)
)
≤ 1 (11.1)
Such assumption is often too hard in real-life settings, where the object pose may
generate occlusions that induce non-adjacent transitions. However, as we will show in this
chapter, assuming that prior may be beneficial for segmentation algorithms when most
pixels in the image are consistent with an ordinal segmentation.
11.3.1 Ordinal Class Encoding
We propose to use the class ensemble proposed by F&H [112] for ordinal classification.
Thus, for a segmentation task with k ordinal classes, we train k−1 models such that each
model Di estimates the binary segmentation mask of the classes Y0 =
i⋃
j=1
Cj and Y1 =
k⋃
j=i+1
Cj . Thus, while the expected segmentation masks for the nominal case would follow
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Figure 11.3: Ordinal ensemble based on the Frank & Hall approach.
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Figure 11.4: Ordinal consistent network based on the Frank & Hall approach.
the ones illustrated in Figure 11.2b, the segmentation masks of the proposed approach
approximate the masks from Figure 11.2c. Figure 11.3 illustrates the ensemble. The main
intuition behind this idea is that the constituent parts of an object also belong to the
object. Thereby, the data representation of an object as the union of its parts should be
easier to represent and more coherent than the individual representation of its components.
Another advantage of this formulation is the reduction of inter-class transition boundaries,
which are the most critic parts on image segmentation. This property can be easily proved
by the fact that the set of transitions in the F&H ordinal formulation is a proper subset
of the nominal transitions.
In the original formulation of the F&H approach, each model in the ensemble is learned
independently. However, using DNN allows to seamlessly integrate the optimization pro-
cess of all the models in the ensemble by learning a common feature representation. Then,
the final class for each pixel is the highest class with a probability higher than 0.5. Here,
we are assuming monotonicity on the predicted probabilities. In the following section, we
design a deep architecture that holds such property.
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Figure 11.5: Ordinal consistent network with parallel decision boundaries. upslope denotes the
linear model on the pointwise latent space, +bi denotes the addition of the class-specific
bias term and s is the sigmoid function.
11.3.2 Pixelwise consistency
Learning a DNN – or any other standard classifier – with the aforementioned class encoding
does not guarantee that the output probabilities are consistent (i.e., monotonous). For
instance, the probability assigned to a pixel by the estimator Di might be lower than the
probability assigned by Di+1. Therefore, in order to facilitate the learning process, we aim
to force consistency between the class probabilities assigned to each pixel by construction.
Namely, we want to ensure that, for each pixel p, P (Dpi )>P (D
p
i+1). Hereafter, we assume
that the segmentation models return a probabilistic output [0,1].
Applying the Bayes theorem, we obtain the following
P (C+i+1) =
P (C+i+1|C+i )P (C+i )
P (C+i |C+i+1)
,
where C+i stands for the transitive closure of class i and P (C+i |C+i+1) = 1 by definition.
Therefore, we can interpret the output of each model in the ensemble as the conditional
probability P (C+i+1|C+i ). Pixelwise consistency can be achieved as:
P (C+i+1) = P (C+i+1|C+i )P (C+i ),
where P (C+i+1|C+i ) is the output of the (i+1)-th model and P (C+i ) is the corrected prob-
ability of the class i. The base case of the recursion is the first model P (C+1 ). Figure 11.4
illustrates the architecture of the pixelwise ordinal consistent model. A relevant property
of the proposed model is that estimators from lower classes do not need to learn the inner
inter-class boundaries and can focus on learning the global concepts while estimators from
upper classes can focus on learning to recognize the inner transitions.
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In traditional segmentation techniques, this kind of consistency is achieved by reducing
the ROI from the base classes to the top ones. The ROI operation can be understood as the
intersection of both masks. From fuzzy set theory, an alternative approach to compute a
pixelwise ordinal-consistent segmentation is to use the minimum class membership between
Di and Di+1 (i.e. replacing the multiplication of the probabilities by the minimum). A
main disadvantage of the minimum operator is its non-differentiability at the transition
between the two branches of the operator. Moreover, in degenerated cases, gradients only
propagate by a single branch of the network during training.
Low
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(a) Strong ordinal model
with parallel hyperplanes.
Low
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?
(b) Degraded ordinal
model with non-parallel
hyperplanes.
Figure 11.6: The boundary intersection problem in ordinal classification
11.3.3 Parameter sharing and Decision Boundary Parallelism
So far, we have defined how to build ordinal pixelwise-consistent deep segmentation net-
works. However, current models do not necessarily hold spatial-consistency constraints.
Namely, two neighboring pixels may be predicted as non-contiguous classes. Two pro-
posals led us to mitigate such problem: 1) the F&H encoding reduces the critic regions
by diminishing the perimeter of object transitions, and 2) the architecture proposed in
Section 11.3.2 guarantees that outputs are locally consistent.
In most semantic segmentation tasks, neighboring pixels in the image reflect similar
properties. Therefore, it is expected to observe a similar latent representation of neigh-
boring pixels at a given layer in the network. Thus, we can promote spatial consistency
by forcing the final decision function at a given latent space to be well-behaved in terms
of ordinal constraints. A common assumption in ordinal classification is the parallelism
of the decision boundaries, which strictly avoids the non-ordinal class transitions and in-
tersection problem (see Figure 11.6). While this assumption is often too restrictive for
real-life datasets with linear models, imposing such behavior in a latent high-dimensional
space may induce robust models, especially when data is scarce.
So far, we described the proposed framework for ordinal segmentation as having an
independent model per output mask. However, multiclass ANN are typically learned by
using a single model that outputs a vector with the probability of each class. Let us define
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the latent pixelwise feature map computed by a DNN for image segmentation Dseg. We
can induce parallel decision boundaries by considering a linear model with common slope
coefficients and individual bias terms. Namely,
Dppar,i = bi+ωT ·Dpseg > 0, i= 1, . . . ,k. (11.2)
The probabilistic estimation of Dppar,i can be computed as the sigmoid activation of the
bi+ωT ·Dpseg linear function. Thus, the final model proposed in Eq. (11.2) and schematized
in Figure 11.5 promotes spatial consistency by removing the intersection between the
decision hyperplanes at a given latent space.
Contrary to pixelwise consistency, we do not achieve spatial consistency by construc-
tion. Namely, the combination of the proposed techniques promotes such behavior on
properly regularized models but do not ensure strict ordinal transitions. It is relevant to
highlight that strict spatial consistency is not necessarily ideal, especially when object’s
pose may induce small non-ordinal transitions.
11.3.4 Generalization to Domains with Arbitrary Partial Orders
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Figure 11.7: Domains with spatial partial orders
Let us define a classification task where the classes belong to a partially ordered set.
Namely, we extend the total order of classes by allowing pairs of classes that are not
comparable. Examples of this setting can be found in a wide diversity of applications,
Figure 11.7 illustrates several segmentation problems that belong to this kind. The partial
ordering defined between the classes induces a directed acyclic graph of precedence. The
proposed methodology can be extended in a straightforward manner to this scenario by:
• Using the Frank and Hall encoding on the space of predecessors and successors.
Namely, the model Di is a binary segmentation model trained to predict:
11.4 Experiments 175
Figure 11.8: Sample images and their corresponding ordinal mask from each dataset.
Datasets are ordered by appearance on Table 11.1. The intensity of the classes resembles
the order used for the ordinal labels, being the black and white objects from the first and
last classes respectively.
Y0 ={Cj |1≤ j ≤ k,Cj + Ci} (11.3)
Y1 ={Cj |1≤ j ≤ k,Ci ≺+ Cj} (11.4)
where ≺+ is the ordering induced by the transitive closure of the class poset.
• Applying the consistency operator to the outputs of all the predecessor models.
We did not consider this generic setting in the experimental assessment in order to
simplify the analysis of the results.
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Table 11.1: Summary of the datasets.
Dataset Ref. # Imgs # Classes
Teeth-ISBI [332] 40 5
HRF [38] 45 3
Teeth-UCV [102] 100 4
Breast Aesthetics [40] 120 4
InBreast [239] 194 3
Cervix-HUC [94][95] 287 4
Cervix-MobileODT [167] 1480 5
Mobbio [299] 1817 4
11.4 Experiments
We validated the performance of the proposed architectures on eight real-life biomedical
datasets. The datasets cover a wide spectrum of applications, acquisition modalities, and
difficulties. Further details and sample images are shown in Table 11.1 and Figure 11.8
respectively. We used a 5-fold cross-validation strategy with 3 folds for training, 1 fold
for validation and 1 for testing. Model performance is measured in terms of Hausdorff
distance [160], Dice coefficient [75] and Average MAE. The best model parametrization
was chosen using each target metric on the validation set.
We compare the performance of our approach using the U-net architecture [283] as
the base model. The network depth ranges from 2 to 4 groups of convolution blocks (i.e.,
two convolution layers and one pooling layer) for the encoder and decoder sections. The
number of filters for the first layer is 32 and doubles after each block (e.g., 32, 64, 128).
Data augmentation is applied in all datasets, covering horizontal/vertical flips, scaling and
contrast stretching when possible. Networks are optimized for a maximum number of 500
iterations with Adadelta optimizer [359] and batch-size 16. Early stopping with patience
of 100 iterations was used to control overfitting.
As loss function to train the models, we chose the product of the Dice’s coefficient [75]
per class (see Eq. (11.5)). While we considered other loss functions such as cross-entropy,
the imbalanced distribution of the classes led to naive models that always predict the
same class. Conversely, the Dice’s coefficient, also known as F1-score in the classification
community, is a robust metric to assess models on imbalance settings [58].
k−1∏
i=1
Dice(Mi,Mˆi) (11.5)
Dice(X,Y ) = 2X
⋂
Y
|X|+ |Y | (11.6)
It is important to highlight that Eq. (11.5) is not symmetric. Thereby, the results
will depend on the class ordering (i.e., A≺B ≺C or C ≺B ≺A). However, in traditional
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Table 11.2: Average model performance where – denotes models with ordinal encoding
(section 11.3.1) and Cons denotes models with pixelwise consistency (section 11.3.2). The
best result for each dataset and metric is presented in bold. The number of datasets where
each model achieves the best results is shown at the bottom of each table.
(a) Hausdorff distance
Dataset U-net Ordinal Ord-Parallel– Cons – Cons
Teeth-ISBI 10.52 9.18 9.90 9.25 13.59
HRF 5.09 3.22 2.58 3.27 1.26
Teeth-UCV 5.70 5.48 5.67 6.50 8.51
Breast Aesthetics 2.38 2.30 2.23 2.36 2.46
InBreast 22.79 2.79 2.73 2.67 3.07
Cervix-HUC 18.20 12.50 12.31 12.21 12.36
Cervix-MobileODT 15.68 6.96 6.54 6.45 6.02
Mobbio 5.65 4.26 6.78 4.23 4.86
Best 0 2 1 3 2
(b) Dice coefficient
Dataset U-net Ordinal Ord-Parallel– Cons – Cons
Teeth-ISBI 28.41 51.27 44.46 52.11 27.83
HRF 66.18 74.27 84.85 78.66 94.34
Teeth-UCV 87.37 87.49 87.40 85.33 74.00
Breast Aesthetics 93.19 93.35 93.93 93.67 92.86
InBreast 65.25 97.31 97.18 97.26 96.89
Cervix-HUC 38.64 48.69 48.78 50.08 51.24
Cervix-MobileODT 39.67 64.40 66.15 63.78 66.98
Mobbio 20.06 40.16 35.19 39.96 40.54
Best 0 1 1 2 4
(c) Average MAE
Dataset U-net Ordinal Ord-Parallel– Cons – Cons
Teeth-ISBI 0.9555 0.7579 0.8711 0.7566 1.3113
HRF 0.0187 0.0409 0.0156 0.0450 0.0096
Teeth-UCV 0.1197 0.1150 0.1179 0.1440 0.2109
Breast Aesthetics 0.0341 0.0343 0.0308 0.0337 0.0341
InBreast 0.3085 0.0155 0.0162 0.0153 0.0189
Cervix-HUC 0.4971 0.3389 0.3447 0.3257 0.3295
Cervix-MobileODT 0.5432 0.1547 0.1440 0.1360 0.1342
Mobbio 0.6125 0.2064 0.2552 0.2059 0.2248
Best 0 2 1 4 2
semantic segmentation tasks, we are more interested in some categories (e.g., foreground
objects) than in the others (e.g., background), so this ordering appears naturally. In other
cases, the best direction of the ordering may be defined by cross-validation.
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As can be seen in the results (see Table 11.2), the U-net architecture is surpassed by at
least one of the proposed models in all databases. In general, using parallel decision bound-
aries achieved better results than soft-ordinal models in terms of Dice coefficient and MAE.
While hard parallelism among hyperplanes might be too restrictive for linear models, we
validated that DNN can learn feature representations where such constraint is beneficial.
All the proposed alternatives (i.e., with/without pixelwise consistency, soft/hard ordinal)
achieved top performance in several datasets. Therefore, the best model among all possible
combinations is task dependent.
11.5 Conclusions
This chapter addresses the problem of ordinal semantic segmentation, where objects hold
an ordinal spatial arrangement, either in a nested or linear ordering. We propose several
DL alternatives to tackle the problem from the two major perspectives on ordinal modeling:
parallel and non-parallel decision boundaries. We validated the proposed strategy in eight
biomedical datasets and achieved the best results when compared with the state-of-the-art
U-net architecture.
Chapter 12
Risk Prediction and Quality
Assessment of Digital
Colposcopies
An extended version of this chapter was published in [95]:
• Kelwin Fernandes, Jaime S. Cardoso, and Jessica Fernandes. Transfer learning with par-
tial observability applied to cervical cancer screening. In Iberian Conference on Pattern
Recognition and Image Analysis, pages 243–250. Springer, 2017
Additional work on the prediction of cervical cancer risk was published in [99]:
• Kelwin Fernandes, Davide Chicco, Jaime S. Cardoso, and Jessica Fernandes. Supervised
deep learning embeddings for the prediction of cervical cancer diagnosis. PeerJ Computer
Science, 2018
Cervical cancer remains a significant cause of mortality in low-income countries. As in
many other diseases, the existence of several screening/diagnosis methods and subjective
physician preferences creates a complex ecosystem for automated methods. In order to di-
minish the amount of labeled data from each modality/expert, we propose a regularization-
based TL strategy that encourages source and target models to share the same coefficient
signs. We instantiated the proposed framework to predict cross-modality individual risk
and cross-expert subjective quality assessment of colposcopic images for different modali-
ties. Thus, we are able to transfer knowledge gained from one expert/modality to another.
12.1 Introduction
Despite the possibility of prevention with regular cytological screening, cervical cancer
remains a significant cause of mortality in low-income countries. This being the cause of
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more than half a million cases per year, and killing more than a quarter of a million in
the same period [94]. As in many other diseases, the existence of several screening and
diagnosis methods creates a complex ecosystem from a CAD system point of view. For
instance, in the detection of pre-cancerous cervical lesions, screening strategies include
cytology, colposcopy (covering its several modalities [94]) and the gold-standard biopsy.
In developing countries, resources are scarce and patients usually have poor adherence
to routine screening due to low problem awareness. Consequently, the prediction of the
individual patient’s risk and the best screening strategy during her diagnosis becomes a
fundamental problem. Most of these screening methods highly depend on the physician
expertise and subjective comfort in the decision process, being a key aspect to improve
data acquisition using the physician preferences.
Thereby, from a technical point of view, all these predictive tasks are immersed in a
multi-modal and multi-expert setting. Traditionally, supervised learning techniques would
require to collect a vast amount of data from each source (i.e., modalities and experts)
and to build predictive models separately for each task. To overcome the data scarcity
problem, we propose to use TL. As was referred in chapter 5, TL aims to extract knowledge
from at least one source task and use it when learning a predictive model for a new target
task [257]. The intuition behind this idea is that learning a new task from related tasks
should be easier (faster, with better solutions or with less amount of labeled data) than
learning the target task in isolation.
In this work, we focus on the aforementioned HTL framework based on structural
model similarity. More specifically, we validate the performance of transferring the sign of
the coefficients in linear models. In order to prove its adequacy to different problems, we
instantiated this idea to two different problems: cross-modal individual risk prediction,
and cross-modal and cross-expert QA of digital colposcopies.
12.2 Methodology and Validation Strategy
In this work we focus on linear predictive models for regression (e.g. Linear Regression)
and classification (e.g. LR, SVM). Thereby, we assume that our model can be defined by
a vector of coefficients ω ∈Rd+1, which includes the bias term ω0. Here, we are interested
in transferring the contribution direction of each feature (i.e. coefficient sign) instead
of its importance in the source task (i.e. coefficient magnitude). Eq. (5.11) defines a
dissimilarity regularizer that encourages sign relatedness, where ωsrc and ωtgt denote the
source and target coefficients respectively. We follow the transfer scheme proposed in Eqs.
(5.11)-(5.12) and illustrated in Figure 5.3.
Data was split using a stratified training-test partition (80-20). Then, in order to
validate the model performance on different stages of the data acquisition process, the
training set was randomly subsampled in 10 nested subsets with several sizes (10%, 20%,
30%, . . ., 100%). Each experiment was repeated 30 times varying the test partition. The
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regularization factor (λ) and all the remaining intrinsic hyper-parameters were learned
using Stratified K-fold cross-validation (K = 3) over the training set.
For each method, the normalized signed Area Under the gain Curve (sAUC) is mea-
sured when compared with training the model using target data only, where the gain is
measured in terms of percentage relative gain. Thus, positive gain reflects positive transfer
and, analogously, negative gain reflects negative transfer.
We instantiate the proposed sign-transfer method to two linear models: linear regres-
sion for the risk prediction task and SVM for the QA task. In each case, we validate the
proposed method with fixed sign importance (α= 1) - denoted as Sign - and with varying
tradeoff between sign agreement and coefficient magnitude (0 ≤ α ≤ 1) - denoted as α-
Sign. The proposed regularizers are compared to the state-of-the-art approach, hereafter
referred as Diff, where the model is learned using full-observability transfer by regularizing
coefficients to be similar to the source-model coefficients [85,184,197,267].
12.2.1 Risk Factors
In this section, we instantiate the proposed partial transfer technique to predict the indi-
vidual patient’s risk when multiple screening strategies are available (i.e., colposcopy using
acetic acid - Hinselmann, colposcopy using Lugol iodine - Schiller, cytology, and biopsy).
For this purpose, a database with 858 patients including demographic information, habits
and historical medical records was collected (see Table 12.1). Several patients decided not
to answer some of the questions due to privacy concerns. Hence, the features denoted by
bool × T, T ∈ {bool, int}, were encoded as two independent values: whether or not the
patient answered the question and the reported value. Missing values were filled using the
sample mean. Categorical features were encoded using the one-of-K scheme.
Table 12.1: Features acquired in the risk factors dataset.
Feature Type Feature Type
Age int IUD (years) int
# sexual partners bool × int STDs bool × bool
Age of 1st sexual intercourse bool × int STDs (how many?) int
# of pregnancies bool × int Diagnosed STDs categorical
Smokes? bool × bool STDs (years since first diag.) int
Smokes? (years & packs) int × int STDs (years last diag.) int
Hormonal Contraceptives? bool Has previous cervical diag.? bool
Horm. Contr.? (years) int Prev. cervical diag. (years) int
Intrauterine device? (IUD) bool Prev. cervical diagnosis categorical
Table 12.2 shows the results for this task using a regularized linear regression. It was
validated that gains achieved by the proposed partial transfer framework were higher than
the obtained by the fully observable transfer recently used in the literature. In most cases,
the best results were obtained by the α-controlled sign regularization approach.
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Table 12.2: sAUC obtained by the TL approaches on the risk prediction task with mul-
tiple screening strategies: Hinselmann (H), Schiller (S), Cytology (C) and Biopsy (B).
Performance is measured in terms of Rooted Mean Squared Error (RMSE).
Source Target Diff Sign α-Sign Source Target Diff Sign α-Sign
H S 66.09 66.02 68.96 C H 35.05 34.51 35.11
H C 19.51 24.67 37.12 C S 55.45 53.97 55.81
H B 54.70 52.39 54.96 C B 47.37 47.40 47.54
S H 38.72 36.44 38.74 B H 47.99 47.39 48.80
S C 33.55 34.21 39.90 B S 64.10 61.89 66.66
S B 45.48 42.19 45.34 B C 28.18 34.14 43.69
12.2.2 Quality Assessment
Choosing frames with good quality to perform the screening is an important step to
improve physician’s effectiveness. However, several challenges arise when defining the
quality in this context. Thus, quality becomes a subjective concept subject to human
preferences. In this work we consider a binary annotation scheme (e.g., good and bad
quality) to simplify the presentation of the proposed framework. However, in the future,
we will consider ordinal scales (e.g., poor, fair, good, excellent) and pairwise relative
preferences (e.g., the image A is better than the image B). The following semantic medical
features were considered:
• Image area occupied by each anatomical body part (cervix, external os, and vaginal
walls) and occluding objects (speculum and other artifacts).
• The area of each region occluded by artifacts or by SpR.
• The maximum area difference between the four cervix quadrants.
• Fitness goodness of the cervix to a given geometric model: convex hull, bounding
box, circle, and ellipse.
• Distance between the image center and the cervix centroid/external os.
• Mean and standard deviation of each RGB and HSV channel in the cervix area and
in the entire image.
Figure 12.1: Colposcopy modalities. From left to right: Hinselmann, Green light and
Schiller.
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In a joint collaboration with Hospital Universitario de Caracas, a dataset with annota-
tions from 6 experts on about 100 cervigrams per modality (see Figure 12.1) was collected
[94]. In the experimental evaluation, each ROI was manually segmented by an expert to
simplify the comparison of the TL approaches.
Table 12.3: sAUC obtained by the TL approaches on the quality prediction task with
several colposcopic modalities: Hinselmann (H), Green (G) and Schiller (S). Performance
is measured in terms of accuracy.
Source Target Diff Sign α-Sign Source Target Diff Sign α-Sign
H G 53.31 54.14 53.83 H S 47.82 46.58 45.73
G H 64.13 68.05 68.30 G S 47.07 47.98 48.15
S H 63.73 62.67 61.02 S G 47.16 49.28 48.54
Table 12.3 shows the results for the binary classification of the subjective image quality
using SVM. The target labels are assigned using the mode of the annotations given by the
physicians. Contrary to the linear regression case, the version with α= 1 obtained better
results than the α-Sign approach. This can be explained by the fact that each modality
has a few annotated instances per expert (about 100), turning it difficult to correctly
estimate the α parameter.
Figure 12.2: Heatmap of the transfer gain obtained by the α-Sign regularizer when com-
pared to the state-of-the-art regularizer. Transfer is done from a given expert’s preferences
(row) to another expert’s preferences (column) between the same modality. The modalities
are, from left to right: Hinselmann, Green light and Schiller.
Figure 12.2 shows the gains obtained by the α-Sign version of the regularizer when
compared with the state-of-the-art approach on a multi-expert setting. Here, source and
target tasks represent different annotators’ preferences (i.e., transferring from the i-th
expert in the row to the j-th expert in the column). Analogously to previous experiments,
the proposed transfer with partial observability obtained the best results in most cases.
Schiller was the modality with highest gains. However, it was also the most unstable, being
also the one with lowest gains in some cases. Using partial transfer schemes, some experts
reflected poor performance as source in some modalities (e.g., expert 2 in Hinselmann)
while behaving as good sources in other modalities (e.g., expert 2 in Green). Moreover,
since the partial model observability is a weak prior over the model space, the set of models
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that achieves an optimal regularization value is infinite, inducing a non-symmetric gain
matrix.
12.3 Conclusions
In this work, we validated the performance of the TL framework proposed in Chapter 5
on two cervical cancer screening tasks. First, we validate the impact of transferring the
coefficient sign between models aiming to predict the outcome of several cervical cancer
screening modalities. Also, we validate the impact of using TL to learn subjective QA
models on scenarios with multiple experts and modalities.
In all cases, we validated that applying TL with partial observability induces larger
gains than transferring the entire model instantiation. Since diverse applications can found
similar properties at a high semantic level, applying a transfer with partial observability
of high-level properties of the model structure increases the chances of observing gains
when the source and target tasks are not closely related. This work suggests that the
analysis of how models encode high-level properties of the domain may improve transfer
performance.
Chapter 13
A Deep Learning Approach for
the Forensic Evaluation of Sexual
Assault
This chapter was published in [93]:
• Kelwin Fernandes, Jaime S. Cardoso, and Birgitte Schmidt Astrup. A deep learning ap-
proach for the forensic evaluation of sexual assault. In Pattern Analysis and Applications.
Springer, 2018
A preliminary version of this work was published in [92]:
• Kelwin Fernandes, Jaime S. Cardoso, and Birgitte Schmidt Astrup. Automated detection
and categorization of genital injuries using digital colposcopy. In Iberian Conference on
Pattern Recognition and Image Analysis, pages 251–258. Springer, 2017
Despite the existence of patterns able to discriminate between consensual and non-
consensual intercourse, the relevance of genital lesions in the corroboration of a legal rape
complaint is currently under debate in many countries. The testimony of the physicians
when assessing these lesions has been questioned in court due to several factors (e.g., a
lack of comprehensive knowledge of lesions, wide spectrum of background area, among
others). Thereby, it is relevant to provide automated tools to support the decision process
in an objective manner. In this work, we evaluate the performance of state-of-the-art
deep learning architectures for the forensic assessment of sexual assault. We propose a
deep architecture and learning strategy to tackle the class imbalance on deep learning
using ranking. The proposed methodologies achieved the best results when compared
with handcrafted feature engineering and with other deep architectures.
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13.1 Introduction
The relevance of genital lesions in the corroboration of a legal rape complaint is currently
under debate in many countries [17, 19, 20]. Since genital lesions are frequent in both,
consensual and non-consensual intercourse [17, 18], the existence of a pattern of genital
injury able to discriminate trauma seen in rape cases and trauma seen following consensual
sexual intercourse has been a matter of study in the past [20]. Discriminative patterns
were analyzed by several authors [20, 312]. Slaughter et al. [312] suggested that multiple
genital lesions at multiple locations are frequent in rape victims, while single lesions in the
posterior forchette are predominant in consensual sexual intercourse. Astrup et al. [20]
suggested a higher frequency of abrasions, hematomas and multiple lesions in rape cases.
Also, Astrup et al. [20] confirmed a higher frequency of lesions in locations other than the
6 o’clock position and the presence of larger and more complex lesions in non-consensual
cases.
Despite the existence of such patterns have been validated by several studies, the
debate continues. Legal experts suggest the lack of comprehensive knowledge of lesions
sustained during consensual sexual intercourse as a key problem [17]. Moreover, the expert
responsible for conducting such evaluations as well as the physical analysis of sexual assault
victims itself differs around the world [19]. For instance, in the US most examinations are
done by specially trained nurses, while in many European countries the examinations are
performed by gynecologists [263]. Other countries like Denmark delegate this responsi-
bility to forensic pathologists [19]. Given the wide spectrum of background knowledge of
experts and the low inter-evaluator agreement [18], the expert testimony given by these
professionals in cases of genital lesions in sexual assaults has been questioned in court in
several countries [19].
In previous work, we proposed a preliminary framework for the automated forensic
evaluation of sexual assault on digital colposcopies based on image processing and ML
techniques [92]. This framework tackled several problems that are relevant from an au-
tomation point of view, from the acquisition modality identification and the semantic
object segmentation to the lesion categorization and final forensic assessment. While
previous attempts to use ML for automated analysis of digital colposcopies have been
addressed in the past [94, 95, 158], the proposed project is the first attempt to tackle the
forensic evaluation of sexual assault using colposcopic images from a computational per-
spective. Building an objective data-driven system may increase the reliability of genital
trauma findings in legal rape complaints. Also, it would serve as a common basis for
the interaction between medical and legal teams. The main contributions of the current
chapter are:
• We extend the framework for the forensic evaluation of sexual assault by including
the spatial localization of the genital injuries.
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• We validate the performance of state-of-the-art deep architectures for segmentation
and classification to tackle all the subtasks in the framework.
• We propose learning methodologies to address the problem of data imbalance in seg-
mentation and classification tasks using deep learning, including a deep architecture
that extends the ranking methodology proposed in [58] to deep learning.
• We propose a visualization mechanism to understand the image regions with the
strongest impact on the final decision.
The rest of the chapter is organized as follows. Section 13.2 summarizes some concepts
from the forensic community that are relevant to the comprehensive understanding of
the proposed pipeline. Aiming to facilitate the automation of the decision process and
to remove external sources of bias, we divided the entire pipeline into several (minor)
subtasks which are described in section 13.3.1. In section 13.3.2, we describe the deep
learning architectures and strategies that are used in this work for each type of task.
Finally, section 13.4 presents the results obtained in the experimental assessment of the
proposed methodology and section 13.6 summarizes the findings of this work.
13.2 Basic Concepts and Definitions
In this section, we describe forensic concepts that are fundamental in this work. Specifi-
cally, the type of lesions of interest, and the investigative techniques used in their detection.
Further details about these concepts can be found in the medical literature [16].
13.2.1 Investigative Techniques
The usual methodologies for the detection of genital injuries cover the naked eye inspection,
the colposcope and inspection after application of toluidine blue dye (see Figure 13.1) [16].
In this work, we merely include the two latter which allow automation.
(a) Colposcope with light source (b) Colposcope (c) Toluidine blue dye
Figure 13.1: Examples of images from several acquisition techniques
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Colposcope: The investigator inspects the external genitalia and afterwards the vagina
and cervix using digital colposcope. A colposcope is a binocular instrument that magnifies
and illuminates the inspected area.
Toluidine Blue Dye: After inspection, a blue dye is applied to the genital mucous
membranes and then wiped off. Toluidine blue stains exposed cellular nuclei but not
intact mucosa, thus enhancing areas of surface disruption.
13.2.2 Genital Injuries
The European and Australian categorization of genital injuries is used in this work, which
comprises laceration, abrasion and hematoma (see Figure 13.2) [16].
(a) Laceration (b) Abrasion (c) Hematoma
Figure 13.2: Examples of genital injury on digital colposcopy. Injuries are marked with
blue arrows.
Laceration: Discontinuity of epidermis and dermis. Caused by a blunt force such as
tearing, crushing, or overstretching.
Abrasion: traumatic exposure of lower epidermis or upper dermis. Most often caused
by lateral rubbing or sliding against the skin tangentially. The outermost layer of skin is
scraped away from the deeper layers.
Contusion/Hematoma/Bruise: Traumatic extravasation of blood in tissues below an
intact epidermis. Caused by blunt force.
13.3 Proposed Methodology
In this section, we describe the sub-problems that were identified as relevant for the
automation of the forensic evaluation of sexual assault and the proposed deep architectures
and learning strategies for learning such problems.
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Figure 13.3: Pipeline of the proposed system for the automatic forensic assessment of sex-
ual assault. Thick arrows represent filtering of the Regions of Interest. Blocks highlighted
with thick borders were modeled as image segmentation tasks, blocks with blue background
were modeled as classification tasks (e.g. absence/presence, type, consensual/rape).
13.3.1 Pipeline
In order to facilitate the final analysis of these images, we subdivided the framework into
several subtasks that cover specific parts of the overall forensic assessment. The pipeline
can be broadly described by five predictive tasks: light source detection; segmentation of
gloves; detection and segmentation of the toluidine blue dye stained regions; detection,
classification and segmentation of lesions; and forensic assessment (i.e., discrimination of
consensual and non-consensual intercourse). Figure 13.3 illustrates the subtasks involved
in the general framework. Blocks highlighted with thick borders were modeled as image
segmentation tasks, blocks with blue background were modeled as classification tasks (e.g.,
absence/presence, type, consensual/rape).
In a preliminary work [92], we proposed supervised learning techniques to handle each
one of these subtasks using handcrafted features. Our preliminary approach is mainly
based on color quantization, superpixels and image descriptors (e.g., SIFT and SURF).
Further details about the methods can be seen in [92]. In this work, we improve those
results by considering state-of-the-art deep learning architectures and learning paradigms
that tackle the high data diversity and the imbalance class distribution.
13.3.1.1 Light Source Detection
The first step in the proposed pipeline is the detection of the light source. Being able to
recognize the use of an external light source pointing to a subset of the image reduces the
search space for relevant traits in the image. So, after identifying the presence of such
artifact, the ROI is narrowed to the illuminated region. Since the presence of the artificial
light source is spatially located in approximately the same round area (see 13.1a), we sim-
plified the task of segmenting the lighted-unlighted areas to a global binary classification
task.
190 A Deep Learning Approach for the Forensic Evaluation of Sexual Assault
13.3.1.2 Gloves Removal and Toluidine Blue Dye Segmentation
Secondly, to remove irrelevant objects that should not impose any kind of bias on the
model decision, we segment the gloves in the image to remove them in later stages of the
pipeline. Also, we propose to segment the stained regions with toluine blue dye to use
such spatial information in later stages. While we are not considering modality-dependent
systems due to the low number of images in our dataset, it is relevant to identify the
acquisition conditions for future refinements of the proposed system.
13.3.1.3 Lesion Analysis and Forensic Assessment
The final steps of the proposed system to support the expert’s decision are the detec-
tion and categorization of lesions and the final assessment (i.e., consensual intercourse vs.
rape). In this sense, we divided the problem into four main tasks. The lesion analysis
task was addressed in three steps: 1) detection of presence of lesions in the image (binary
classification task); 2) spatial location of the lesions (segmentation task); and 3) classifi-
cation of lesions according to the categorization referred in subsection 13.2.2 (multiclass
classification).
The final predictive task is the classification of the case as consensual or non-consensual
(binary classification).
13.3.2 Deep Architectures and Learning Strategies
In this section we describe the deep architectures used for segmentation (section 13.3.2.1)
and classification (section 13.3.2.2) tasks. Also, we propose learning strategies to tackle
the problem of data scarcity and imbalance nature of our tasks.
13.3.2.1 Deep Architectures for Segmentation
In previous work [92], we studied the performance of encoder-decoder networks for seg-
mentation. While the results show that these architectures are able to spatially locate the
objects of interest, they were not able to discover the true object boundaries in a sharp
manner, as done by traditional handcrafted techniques (see Figure 13.4).
Thereby, we considered the state-of-the-art U-net architecture [283] for image segmen-
tation. The U-net architecture is a fully convolutional segmentation network [217] able to
learn accurate segmentations with small datasets. This network improves the granularity
of the final segmentation by using bypass-merge layers between feature maps at the same
level of the encoding-decoding components.
In the original papers, the authors of the U-net architecture use the pixelwise categor-
ical cross-entropy loss function for optimizing the network parameters. However, this loss
function does not consider the IR between the objects in the image. Thereby, given that
we are interested in segmenting objects that are considerably small such as the genital
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Figure 13.4: Results obtained by the strategies to segment gloves (top) and toluidine blue
dye (bottom). Left: original image. Middle: Handcrafted features. Right: Encoder-
Decoder network.
lesions, we introduce an optimization process based on the fuzzy Sørense-Dice coefficient.
The hard version of this function is commonly known in classification as the F1 score, and
is widely used when the performance of classification techniques is assessed on unbalanced
settings [58]. Eq. 13.1 formalizes the fuzzy Dice coefficient between a ground-truth mask
M and a probabilistic binary segmentation P , where ∗ is the elementwise multiplication
(resembling the fuzzy set intersection).
fuzzyDice(M,P ) = 2 ‖M ∗P ‖1‖M ‖1 + ‖ P ‖1 (13.1)
13.3.2.2 Deep Architectures for Classification
For the classification task, we used the state-of-the-art classification networks ResNet-50
[146] and Inception-v3 [320]. In both cases, we include a final sequence of interleaved dense
and dropout layers for learning robust subtask-specific features. In the end, a softmax layer
is appended to obtain the final classifier. The depth, width, and activation functions are
defined using a validation set. Figure 13.5 illustrates the architecture of the proposed
network.
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Figure 13.5: Deep Network for classification.
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Given that our training data is scarce, we applied the initialization-based transfer
learning technique by using networks pretrained on the ImageNet dataset. While in our
previous work we constrained the learning process to fine-tuning the final dense layers of
the networks, in this work we consider a two-stage process. First, we freeze the original
parameters from the pre-trained network while we optimize the additional dense layers.
Then, we optimize the entire network.
13.3.2.3 Learning in Imbalance Settings
In most medical applications, the class distribution is inherently unbalanced, being the
class of interest usually poorly represented while most observations are normal cases. For
instance, in most screening programs, the number of patients with the disease is extremely
low when compared with the entire population size. The same property holds in our case,
where the number of rape victims and the number of patients with genital injuries is
relatively low when compared with the total population. In this setting, traditional ML
techniques tend to converge to a naive classifier that always predicts the majority class
(e.g., healthy, consensual sex, etc.) [58]. A widely used technique to tackle the imbalance
problem is using weighted loss functions that tend to balance the contribution of each class
in the learning process. These weights are represented by a cost matrix. For instance, in
our case, we should define the cost of classifying a rape victim as a consensual case and vice
versa. The same applies to missdetecting lesions which can be used as evidence in court.
Intuitively, these approaches are strongly avoided by the medical community since it is a
highly sensitive topic, being extremely difficult to estimate such costs, involving ethical
concerns. An alternative approach would be to train one-class models using observations
from one of the classes and to model the problem as an outlier detection one. However,
this second approach discards a vast amount of data which may improve discriminability.
A third approach based on ranking was presented in Chapter 3, outperforming state-of-
the-art methods. The idea was illustrated in Figure 3.1 and can be summarized as follows.
The binary unbalanced classification task is transformed into a balanced ranking problem
by considering all comparisons of pairs of objects from different classes. The ranker is
trained to classify which observation in a pair should be ranked first. Since all pairs are
compared, the model is balanced and each class contributes with the same impact on the
training loss.
The training and inference stages are illustrated in Figure 13.6. During training, both
high-dimensional images are independently projected to a one-dimensional space by using
a scorer and comparison is done on the linear space. During inference, a single image is
used and the right class is given by using a thresholding operator on the space of scores.
When dealing with a linear ranker such as the RankSVM model, the pairwise ranking
function is trained on the space of the feature difference between observations f(a,b) =
ω · (a−b)> 0, where the scoring function arises from the linear separability of the decision
function into ω · a > ω · b. While the decision function of a deep architecture D on the
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Scorer
−∞ ∞s0 s1
⇒f(img0, img1) = true
(a) Training pairwise scoring rankers.
Scorer
−∞ ∞sthrs
⇒ s > thrs
(b) Inference with pointwise scorer obtained from pairwise scoring rankers.
Figure 13.6: Illustration of training and inference with classifiers obtained with pairwise
scoring ranking
difference space D(a− b) is not linearly separable, if we consider a latent feature space
E(·) learned by the DNN, we can learn a linear ranker in the form ω · (E(a)−E(b)) > 0.
The learning process of the ranking coefficients ω and the embedding function E can be
learned in a joint fashion by considering the architecture defined in Figure 13.7, where E
is a DNN.
Image 0
Image 1
E
E
shared
e0
e1
	 Dense(1) Sigmoid Output
Figure 13.7: Deep Ranking Network.
In our case, we used the same pre-trained deep architectures that were aforementioned
described by ignoring the final softmax layer. Namely, our scorer is a deep CNN (e.g.,
ResNet, Inception) that projects images to a real-valued score. At training, images from
both classes are sampled and the tuples with observations from different classes are built.
So, for each pair of images i0 and i1 with labels l0 = false, l1 = true, the training pairs
〈(i0, i1), true〉 and 〈(i1, i0), false〉 are fed to the ranker. It is important to note that each
194 A Deep Learning Approach for the Forensic Evaluation of Sexual Assault
batch is balanced since the ranker receives both comparisons (i0, i1) and (i1, i0).
Training models with a class distribution that differs from the one observed during
inference may require additional post-processing [125]. Thus, the decision threshold that
maps scores to classes should be fine-tuned on the final evaluation setting. As in Chapter
3, we choose the thresholds that maximize the F1-score on an independent validation set.
The F1-score is widely applied on settings with highly unbalanced distribution to assess
the performance of classifiers, being more robust than other metrics such as accuracy.
13.3.2.4 Regularization
While handcrafted features can induce invariance to certain properties of interest such as
illumination, rotation, translation, and scale, DNN require a large amount of data to infer
such properties implicitly. Furthermore, given the high flexibility of the decision function
induced by DNN, they have the capability of overfitting to the training data, which is
even more evident in small datasets. Thereby, besides traditional L2 regularization of the
coefficients traditionally used in ML, we considered other regularization mechanisms that
have been widely used in the DL community.
The first technique that we use in all our networks is early stopping. This technique
consists in stopping the optimization technique without exhausting the allowed resources
(i.e., reaching the global optimum or using a maximum number of iterations). This proce-
dure has been considered a regularization technique that allows to solve the bias-variance
trade-off [284, 353]. In our case, we stop the learning process after N iterations without
improving the model performance on the validation loss.
Also, we used dropout, a technique that can be understood as randomly turning off
hidden units in the network. This mechanism leads to learning redundant latent rep-
resentation that improves the robustness of the network. Furthermore, dropout can be
understood as a regularization mechanism by implicitly combining an ensemble of struc-
turally different networks [319].
Finally, we augmented the training set by applying random transformations to the
training data at each iteration. The set of transformations that we use cover:
• Horizontal flips of the images.
• Affine transformations: random rotations, translations, shearing and scaling.
• Stretching of the color histogram.
Border regions were filled by reflecting the information from the original images. Figure
13.8 illustrates the effect of these transformations on sample images. These transforma-
tions (exception for color transformations) were also applied to the ground-truth masks in
the segmentation tasks to ensure consistency between the randomly transformed images
and the ground-truth.
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(a) Input images (b) Affine transformation (c) Contrast stretching
Figure 13.8: Data augmentation
At each iteration, all images are passed through the transformations with random
perturbations (e.g., rotation degree, scaling rate, etc.). This prevents the network from
memorizing information from specific pixels in the image by learning on a virtually in-
finite training set. The dataset is augmented proportionally to the number of training
iterations.
13.4 Experiments
In the experimental assessment of the proposed methods a dataset with 394 images col-
lected by the Southern Denmark Sexual Assault Referral Centre was used (78 images from
non-consensual intercourse and 316 from consensual intercourse). For further details about
the acquisition process refer to the source [18]. To keep the validation protocol consis-
tent with preliminary work [92], we use the same random training, validation and test
partitions from [92]. The partitions follow a standard 60-20-20 distribution. The splits
were done randomly in a stratified fashion by keeping the distribution of images with and
without artificial light, with each color of gloves and from consensual and non-consensual
cases was kept constant. Since the frequency of hematoma in our dataset was very lim-
ited, abrasion and hematoma cases were combined as a single class in the categorization
of lesions. The performance of each classification strategy was measured using accuracy
(Acc), F1-score (F1) and macro-averaged area under the ROC curve (AUC). Table 13.1
shows the class distribution for each classification subtask. For the segmentation tasks,
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the fuzzy Dice coefficient (see Eq. (13.1)) was used to validate the performance of all the
proposed techniques.
13.4.1 Hyper-parameter fine-tuning
Table 13.1: Class distribution per task.
Sub-task Classes Class distribution
Light Source without-with 84.81 - 15.19
Toluidine blue dye without-with 44.30 - 55.70
Lesion detection (binary) without-with 79.75 - 20.25
Lesion categorization none-laceration-others 74.68 - 16.46 - 8.86
Consensual/Rape consensual-rape 79.75 - 20.25
Table 13.2: Hyper-parameter configuration for the DNN.
(a) Segmentation Tasks
Parameter Range
Image resolution 128×128,256×256
Depth 2,3,4,5
Convolution size 3×3,5×5
(b) Classification Tasks
Parameter Range
Network Inception v3, ResNet 50
Dense Activations ReLU, logistic
Dense width 64, 128, 256
Dense depth 0, 1, 2
The best configuration for each network was chosen using a grid search strategy on the
parameter space defined in the Tables 13.2a and 13.2b. For the convolutional layers, we
used Rectifier Linear Units [123]. We used a maximum number of 500 and 100 iterations
for the segmentation and classification networks respectively. The batch size was set to
16. We used the AdaDelta optimization strategy for fitting all the architectures [359].
For the U-net strategy, we used two consecutive convolutional layers for each pooling
layer as suggested by the authors [283]. In this sense, the depth parameter in Table 13.2a
refers to the number of blocks with two convolutional layers and one pooling layer in the
encoding part of the network, being symmetric for the decoding part.
The early stopping parameter was empirically set to 20% of the maximum number of
iterations (i.e., 100 and 20 for segmentation and classification tasks respectively) and the
best model was chosen using the validation loss.
13.4.2 Results
Tables 13.3 and 13.4 show the results for the segmentation and classification subtasks
respectively on the test set. We compare the proposed deep learning strategies with the
hand-crafted methodology proposed in [92]. The hand-crafted pipeline for classification
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relies on features from color and texture information of superpixels in the image and
Bag-of-Words of SIFT and SURF descriptors. The methodology for segmentation uses
segmentation-by-classification of superpixels with features extracted from texture, color,
and shape. The underlying models used for both kind of tasks cover ensembles (e.g.,
RF, AdaBoost, Gradient Boosting), SVM and LR. Further details about the hand-crafted
methodology are presented in [92].
Table 13.3: Summary of the results for the segmentation subtasks. Trad denotes the
methodologies proposed in [92] using traditional CV and ML techniques. Deep denotes
the architectures using U-net. Performance is measured in terms of fuzzy Dice coefficient.
Sub-task Trad Deep
Gloves 84.99 87.63
Toluidine blue dye 84.30 88.03
Lesion 14.62 79.75
Table 13.4: Summary of the results for the classification subtasks. Trad denotes the
methodologies proposed in [92] using traditional CV and ML techniques. Class and
Rank refers to the base networks trained as classifiers and rankers respectively.
Sub-task
Accuracy F1-score ROC AUC
Trad Deep Trad Deep Trad DeepClass Rank Class Rank Class Rank
Light Source 100.0 94.9 100.0 100.0 93.3 100.0 100.0 100.0 100.0
Toluidine blue dye 93.7 100.0 98.7 96.6 100.0 98.9 99.2 100.0 100.0
Lesion detection (binary) 68.4 78.5 77.2 25.8 41.0 52.9 56.1 76.0 78.1
Lesion categorization 72.2 76.0 − 27.7 51.9 − 61.7 74.9 −
Consensual/Rape 84.8 87.3 84.8 55.2 72.7 77.4 74.6 93.5 95.3
The results are overall satisfactory, being able to provide positive predictive results for
all the proposed subtasks.
While in previous work [92], poor performance on the segmentation subtasks using deep
networks was observed, the combination of the Dice coefficient-based loss function and the
U-net architecture allowed to surpass the performance of traditional techniques in all cases.
As can be observed in Figure 13.9, even with the U-net architecture, the cross-entropy loss
tends to produce soft segmentations that rarely assign high probabilities to the injured
tissues. For the segmentation of gloves, the best network had the simplest parametrization,
with depth 2 and kernels with size 3×3. On the other hand, for the segmentation of blue
stained regions and lesions, the best-performing networks had kernels with size 5× 5.
In terms of depth, the segmentation of blue stained regions favored parametrizations
with high depth (5) while the segmentation of lesions performed the best with low-depth
architectures (2). The intuition behind this idea is the small size of lesions, which may
require a low loss of resolution, intrinsic of very deep networks. Moreover, the ground-
truth masks of the blue stained areas are very coarse and are formed by a single large
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(a) Input images
(b) Cross-entropy loss
(c) f-Dice
Figure 13.9: Comparison of the U-net segmentations with cross-entropy loss and fuzzy
Dice coefficient
.
object in most cases, which may be obtained with deep networks. In contrast, lesions
masks have high levels of details and several small lesions may be observed in a single
image.
As observed in related areas, deep learning strategies performed better than traditional
pipelines in most classification tasks in terms of accuracy, F1, and AUC. As was validated
in the literature [58], using the proposed classification as ranking strategy induced classi-
fiers with high ROC AUC and F1. However, the final classification performance is worse
than with traditional strategies. Thereby, further research should be conducted on the
threshold decision process. Despite the limited size of the database, models with high ex-
pressiveness such as the DeepRank strategy achieved a high test/validation performance
ratio of 0.91 and 0.89 in terms of F1-score and ROC AUC respectively on the detec-
tion of lesions, which was the task with the worst performance. On the other tasks, the
test/validation ratio is close to one. Thereby, models do not seem to be overfitting to the
training set.
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Figure 13.10: Receiver operating characteristic curve (ROC curve) of the models for foren-
sic assessment.
Figure 13.10 shows the ROC curves for the final task of the proposed pipeline (con-
sensual/rape). This task is the most sensitive since it is the most difficult to corroborate
by the human experts. As can be seen in the graph, the proposed deep learning strategies
dominate the performance of hand-crafted methodologies. Since both deep strategies have
the same underlying predictive model, their overall performance is similar in terms of area.
However, the ranking-based model is able to achieve optimal performance in terms of true
positives with a low number of false positives. This kind of curves is preferred in this
context since it can be corrected by further evidence. This preference is observed in most
medical applications, where screening strategies with high sensitivity are preferred since
it would motivate further examination [59].
The low performance of the lesion detection and categorization tasks when compared
to the consensual/non-consensual problem may be the consequence of two reasons. On
the one hand, the models may be learning external patterns during the acquisition process
of rape victims, in which case further validation is required to ensure that both groups
were handled indistinguishably. On the other hand, there might be potential patterns that
haven’t been quantified by the medical community. The latter would be more interesting,
motivating further research on understanding the decisions of the networks.
13.5 Deep Visualization
As was mentioned in Section 13.1, despite the existence of patterns able to discriminate be-
tween consensual and non-consensual intercourse, the relevance of the specialist judgment
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(a) Lesions. (b) Forensic evaluation.
Figure 13.11: Visualization of the most relevant regions for the binary classification of
lesions and forensic evaluation.
is often questioned in court. This would be exacerbated by the presence of computer-
based medical decision support systems despite being strongly data-driven and free of any
type of cultural bias. This matter is very relevant when dealing with black box predictive
systems such as DNN which decisions are difficult to interpret.
In this sense, DSS should aim to provide an explanatory decision instead of the single
predictive outcome (e.g., lesions vs. non-lesion, consensual vs. rape). Several strategies
have been proposed to analyze the decision process of DNN, from low-level visualization
of the convolutional layers [83, 198, 372] to high-level analysis of the sensitivity to certain
occlusions [360].
In this work, we use a technique based on the occlusion sensitivity proposed in [360].
The idea is to occlude with a rectangle portions on the image and to study the impact on
the network outcome. While in [360], the occlusion is done with a gray rectangle, we used
the average color of the image to resemble the background regions that were occluded in
the preliminary steps of the pipeline (e.g., gloves, light effect, etc.). Then, the probability
differences are accumulated through a sliding window with varying resolution. The final
result is an attention map that reflects the regions with the most relevant activations in
the decision process. We used occluding blocks of size 50× 50 and 100× 100 with stride
equals half of the block side (the original image resolution is 768×576). The total number
of occlusions is about 800. Final probabilities are normalized to the range 0−1 to improve
visualization. While this idea does not reflect why did the network make that decision;
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it illustrates what regions are relevant in the decision. This may improve the decision
process of the human expert by indicating relevant points in the image that suggest a
given decision.
Figure 13.11 shows the visualization results for some sample images on the classification
tasks of lesion detection and forensic evaluation. As can be seen in the images, the network
focuses on regions near the vagina and its surrounding areas. The high relevance of the
posterior forchette and surrounding regions is an interesting property, which has been
suggested as a strong decision factor by the medical community [20,312].
13.6 Conclusions
Despite the existence of patterns able to discriminate between consensual and non-consensual
intercourse have been proved, the relevance of genital lesions in the corroboration of a legal
rape complaint is currently under debate in many countries. Being the lack of compre-
hensive knowledge of lesions a driving factor in the acceptance of this type of evidence in
courts, it is fundamental to provide objective methods to support the expert’s decision.
In this work, we proposed a framework that covers the preliminary steps in the au-
tomated detection of genital injuries and the forensic assessment on digital colposcopies
using CV and ML. We proposed a method to visualize the areas of interest in the auto-
mated decision process to improve the support offered to the specialists. The proposed
system aims to objectify the forensic evaluation of sexual assault by using data-driven ML
models. Therefore, we covered aspects from the detection of genital injuries, to the forensic
assessment, to the explanation of the decision using visualization techniques. From a tech-
nical point of view, we compared the performance of traditional pipelines with handcrafted
features and deep learning approaches in several subtasks obtaining the best results with
deep learning strategies in all tasks. Also, we proposed extensions for the learning process
of segmentation and classification networks to handle imbalance settings, either in terms
of the object size in segmentation tasks or class distribution in classification tasks.
As future work, we intend to explore alternative mechanisms for the visualization and
explanation of the network’s predictions. Namely, enhancing the input image in order to
maximize the network confidence by means of gradient backpropagation as typically done
in the construction of adversarial examples [126, 258, 259]. Also, we plan to explore ideas
based on metric learning to provide similar historical examples to the human evaluator
when inspecting a new patient. In this work, we used initialization-based TL from networks
pre-trained on the ImageNet dataset. While such initialization has proved to be useful in
several applications, it is not clear whether such features are relevant for the initialization of
this kind of images. In this sense, we plan to work on transferring knowledge from networks
pre-trained on close domains such as nudity and pornography detection. These tasks have
gained some traction which databases that are openly available nowadays [11, 21, 220].
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Last, we will consider multitask learning settings, where a common feature representation
is jointly learned for all tasks.
Part III
Conclusions
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Chapter 14
Conclusions
Granting universal access to cervical cancer screening is a major challenge nowadays,
concentrating the attention of key players in the area, from companies such as Intel
and MobileODT [237] to global organizations such as the WHO. In a speech entitled
“Grand challenges for the next decade in global health policy and programmes”, the for-
mer Director-General of the WHO, Margaret Chan, highlighted the need for integration
of cervical cancer control into existing human immunodeficiency virus (HIV) services [42].
On February 2018, the current Director-General of the WHO Tedros Adhanom said1:
“One woman dies of cervical cancer every two minutes. Each one is
a tragedy. We’re working to scale up HPV vaccination, screening and
treatment for cervical cancer to save many more lives.”
The fast growth and expansion of world population require the involvement of auto-
mated methodologies in order to ensure the massive scalability of such health-care prob-
lems. The present thesis described an effort to develop ML and CV methods to assist the
digital colposcopy procedure with two target applications: cervical cancer and forensic as-
sessment of sexual assault. As relevant as having an end-to-end automated system for the
automation of these tasks is ensuring the acceptance of such system by the medical com-
munity. Therefore, in this thesis, we addressed both fundamental and applied topics in the
area. First, we extrapolate typical requirements raised by our application to other areas,
proposing general contributions that could be easily instantiated to other applications.
The first part of this thesis (see Chapters 2-8) summarizes this line of research. Then, we
instantiated several of our ideas and delved strategies to solve application-specific tasks in
the second part (see Chapters 9-13).
The outcomes of this thesis have been published in several international conferences and
specialized journals. This work benefited from collaborations with international research
teams (i.e., Venezuela, Spain and Canada) and local colleagues. Recent agreements with
active drivers in the area will enable us to instantiate several of the proposed ideas and to
formulate new contributions in the field.
1https://twitter.com/drtedros/status/965690574853505024
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14.1 Fundamental Contributions
• We proposed ranking as an alternative and general approach to model a vast amount
of learning tasks, typically modeled as classification or regression tasks. We argue
that ranking models are a closer representation of human preference models, being a
step forward on the generation of human-like machine decisions. First, we presented
an interpretable ranking model (Chapter 2, [97]). Second, we validate the gains of
using ranking as the underlying learning paradigm when tackling traditional tasks
such as binary (and ordinal) classification with imbalanced class distribution (Chap-
ter 3, [58, 60–62, 264]). We achieved competitive performance, surpassing state-of-
the-art techniques used to address unbalanced datasets. Improving the performance
of ML models with this condition is a key issue given the difficulty in collecting large
amounts of data from patients with a specific disease. As the final contribution of
this research line, we present a novel learning paradigm that focuses on automating
the “easy” cases and delegating “difficult” samples to a human examinator (Chapter
4, [59]).
• We addressed transfer learning as a way to learn robust models on scenarios where
data is scarce and difficult to acquire, such as the ones studied in this thesis. We
proposed a general transfer learning technique (Chapter 5, [89]) and instantiated it to
the main major learning tasks: regression, classification, ranking and recommender
systems. Then, we applied the proposed framework to the cervical cancer screening
tasks of predicting the individual patient’s risk and the quality assessment of digital
colposcopies (Chapter 12, [95]).
• The study of classifiers that properly handle directional –angular or periodic– data
was studied in Chapter 6. Angular data is often used to reference the cervix and
vagina by gynecologists and forensic pathologists. Thus, we proposed a generaliza-
tion to Logistic Regression (Chapter 6, [88]) to handle mixed (i.e., directional and
linear) data.
• We drew a link between shallow and deep methodologies in Chapter 7 by extending
a traditional descriptor in CV –Local Binary Patterns– to incorporate deep ideas.
Achieving a configurable balance between traditional and deep techniques leads to
a unified way of introducing expert and data-driven knowledge.
• We proposed a new paradigm for semantic image segmentation (Chapter 8), where
the outcome is achieved by iteratively estimating the quality of a segmentation mask
and by applying local refinements based on the quality estimation. This approach
attempts to unify traditional and deep segmentation techniques. On the one hand,
traditional methods such as region growing lack of high expressiveness inducing
segmentations based on low-level information such as intensity level but have the
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capability of building and improving partial solutions. On the other hand, deep
methodologies reach high abstraction levels but are unable to recover from misde-
tections. Thus, the proposed contribution attempts to reduce the gap between both
strategies. Also, we believe it is closer to the way we perceive concepts as humans,
by refining and improving our perception of the truth.
14.2 Applied Contributions
Besides our contributions on general ML and CV topics, we applied our ideas to application-
specific tasks. In the area of cervical cancer screening, we performed a literature review,
categorizing the main areas of research, limitations and open challenges. We acquired, an-
notated and released a database that will serve to validate the performance of automated
techniques by other members of the community. We worked on several of the main tasks,
including:
• Temporal segmentation of the videos according to the colposcopy protocol into its
four main modalities and removal of transition intervals (Chapter 10).
• Inference of the risk to develop cervical cancer at a patient level to optimize health-
care access (Chapter 12).
• Quality Assessment of digital colposcopies to select the best frames to perform the
diagnosis (Chapter 12). The proposed methodology can learn robust models adapted
to the specific preferences of the human evaluator.
• Segmentation of the main anatomical parts of the cervix and surrounding objects
observed in a typical colposcopy (Chapter 11). The proposed methodology addressed
the segmentation of all the objects of interest in a joint fashion, avoiding suboptimal
cascade methodologies that cannot recover from errors committed in the preliminary
stages.
Finally, our applied contribution on the automation of the forensic assessment of rape
and sexual assault victims, we proposed an end-to-end methodology that covers basic
tasks such as the modality recognition and removal of external objects to the identification
and characterization of genital injuries and the final forensic assessment. We studied a
visualization methodology as a preliminary attempt to provide an explanation about the
model’s decision.
14.3 Final Remarks and Future Work
Although several contributions were exposed in this thesis, achieving state-of-the-art re-
sults in several of the aforementioned tasks, the development of a CAD system for the
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decision support of digital colposcopies is far from being solved. Through this thesis, we
highlighted open problems and future lines of work on each chapter, being the list closer
to being illustrative than to being exhaustive. Digital colposcopy and its two main ap-
plications, cervical cancer screening and forensic analysis, is an inexhaustible source of
inspiration for both, fundamental and applied contributions in ML and CV. The high
complexity of the data, the diverse acquisition settings and medical patterns that can be
identified turns this area an ideal niche for exploring novel techniques in these areas. Here,
we would like to highlight some final open problems that permeate all the tasks surround-
ing the development of CAD systems and, with special interest, for digital colposcopies.
In addition to being growing in volume, acquisition modalities for medical diagnosis
have been growing in the last years. In this thesis, we discussed some underlying modalities
in the digital colposcopy. However, other sources of data can be found in medical records,
histological images, etc. With equal importance, the diversity of predictive tasks that
can be considered in the usual development of these systems difficults the development
of end-to-end automation. Therefore, the development of general pipelines able to cope
with the specificities of each modality and task while keeping the learning process robust
and reproducible is a must. While current trends in deep learning simplified some parts
of the pipeline, the added complexity and lack of interpretability of the resulting models
may raise difficulties on their acceptance.
In this thesis, we sketched some ideas on how to reach that goal, techniques such as
ranking present promising results as a general approach to model several types of tasks
with an unified learning scheme; transfer learning of high-level properties may enable us
to selectively transfer knowledge across modalities and even across predictive tasks; the
integration of shallow and deep strategies may restore the control on how much domain
knowledge are we willing to embed in our tasks. In collaboration with Fraunhofer Por-
tugal, an FCT project entitled “CLARE: Computer-Aided Cervical Cancer Screening”
was submitted and accepted for funding. The project will strengthen the contributions
presented in this work, focusing on the joint automated analysis of cytology and digital
colposcopy for the early detection of cervical cancer.
In the future, we would like to observe end-to-end learning pipelines, capable of address-
ing diverse tasks, from segmentation to classification and taking advantage of multimodal,
poorly annotated (e.g., weakly-supervised and semi-supervised) databases.
Humans are capable of working in teams and discussing ideas because they can argue
and debate instead of dictating and answer. The holy grail of ML models in medicine is the
construction of interpretable and self-explanatory models, where the physician is aware of
the why and not only of the what. Relevant decision support on medicine should go beyond
a binary label. In order to impact on the discovery of findings, CAD systems should be
able to illustrate the human expert with explanations. Concrete lines (but limited) lines
of work on this line include the explanation by example, the analysis of the impact that
influenced the decision and the analysis of the impact of a decision in the next stages of
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the diagnosis (i.e., treatment, surgical options, and potential side effects).
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