Abstract. The ideas of low frequency dynamics driven by pressure gradients in magnetised plasmas are outlined. Fluid, gyrofluid, and gyrokinetic models are defined. Basic computational methods including coordinate representations are reviewed and a list of criteria for well posed cases is given. The consequences of nonlinearity vis-a-vis instabilities are shown. Other topics used as examples are scale separation, the self consistent equilibrium, and interaction with large scale flows. 
magnetised these inequalities are well satisfied. Additionally, the commensurately small typical value of L ⊥ /L motivates "flute mode ordering" in the fluctuations, with perpendicular and parallel wavenumbers satisfying k ≪ k ⊥ to between two and three orders of magnitude [16, 17, 18, 19] .
In the above context a "moderate tokamak" is one with minor radius a ∼ 0.5 m and major radius aspect ratio R/a of about 3. Examples are ASDEX [20] and DIII-D [21] . The "large tokamak" environment starts with JET [22] at about a = 1/meters and extends to ITER [23] about three times larger (both with aspect ratio close to 3). Moderate tokamaks have L ⊥ /ρ s of at least 50 in the edge and large tokamaks have a/ρ s of at least 300 in the core. The significance of these values will be discussed in the Sections on edge and core turbulence, below.
Dynamical Character
The parameters which define the character of the dynamics are a set of time or space scale ratios [9] . The low frequency results in the motion across the magnetic field splitting into the fast gyromotion of particles and the slow motion of the gyrocenters. The latter is referred to as drift motion, for which the fundamental example is the ExB drift at velocity v E . To this are added the magnetic drifts resulting from grad-B and curvature. Particle motion is generally thermal in all three dimensions with v ⊥ ∼ v ∼ V e for the electrons by example. The gyrocenter drifts are one order down in ρ s /L ⊥ so that the ExB motion is in general subsonic.
The thermal reservoir has an energy density comparable to the electron pressure p e = n e T e . This is much smaller than the magnetic field energy density. In drift dynamics the ratio is expressed in terms of the sound velocity and the Alfvén velocity v A , yielding the parameter β e = 4πp e /B 2 which is the same as c 2 s /v 2 A . Tokamak plasmas have β e ≪ 1 with the consequence that there is not enough energy to dynamically compress the magnetic field, as the frequency inequality ω ≪ k ⊥ v A is always satisfied. Perpendicular force balance ∇ ⊥ ( p e + 4πB B) therefore remains strict in the fluctuations -ultimately this is the reason that the density and temperature can evolve independently. Parallel to the magnetic field this restriction does not apply and the flute mode inequality results in the general similarity ω ∼ k v A so that the parallel motion of electrons is compressible and electromagnetic. The ultimate reason for k ≪ k ⊥ is related: if both ω ≪ k v A and ω ≪ k V e were satisfied then the electron dynamics would be wiped out by dissipation and if additionally ω < ∼k c s then so would be the drift dynamics. The sense of the coordinate geometry used to model the dynamics follows these properties. Two coordinates, {x, y}, are perpendicular and one, s, is parallel. Since B never vanishes in a tokamak it is possible to align these such that x is a flux surface label, y labels field lines within the flux surface, and s tracks the position along a field line [24] . This means that the contravariant components B
x and B y are both zero while B s remains finite. The parallel gradient is then given by B∇ = B s (∂/∂s). The ExB drift in the direction of ∇x (radially outward, across flux surfaces) is then proportional to ∂ φ/∂y. If fluctuations p e and φ are proportional then v E · ∇ p e vanishes. If on average there is no phase shift α pφ between p e and φ in the y-direction (the usual sense is ∇x×∇y · ∇s > 0) then the flux surface averaged radial flux p e v x E vanishes. Energetic drive is given by the product of p e v x E and −∇p e ∼ (p e /L ⊥ )∇x, so that if α pφ = 0 there is neither net flux nor drive. This motion is opposed by parallel dynamics [8] . The general Ohm's law is the same as the parallel force equation of the electrons. The electric field is split into static and dynamic pieces, E = −(1/c)∂ A /∂t − ∇ φ giving the time and parallel space derivatives of the magnetic and electrostatic potentials, respectively. The Ohm's law contains the parallel electric and pressure forces, electron inertia, and resistive friction against the ions, n e e 1 c ∂ A ∂t
where d dt is the nonlinear ExB advective time derivative, η = 0.51m e ν e /n e e 2 is the parallel resistivity, ν e is the electron collision frequency, and we assume the parallel current fluctuations J = −n e e v are carried mostly by the electrons with the parallel ion velocity u remaining small. The terms involving ∇ represent the static forces. If resistivity, inertia, and induction are all small then the static forces have to balance. It is a property of closed magnetic surfaces with shear (given by ∂q/∂x) that ∇ with localised fluctuations cannot vanish [25] . Therefore the static forces tend to cause φ to line up with p e (the physics is dissipative parallel Alfvén relaxation). The pressure force in the Ohm's law conserves energy against the parallel divergence B∇ ( v /B) in the electron continuity, which is why that is compressible. Charge conservation is maintained by ion polarisation (the small correction due to finite inertia upon the ExB motion, kept only through its divergence in the ion continuity). The basic character of drift dynamics is then the dynamically incompressible, electrostatic motion across the magnetic field, advecting both profiles (the flux surface averaged component) and fluctuations (the departures), and compressible, electromagnetic motion along the magnetic field. The former is mostly ExB drift, and the latter is mostly competition with electron force balances with some additional ion dissipation through Landau damping or viscosity. The quantities in the Ohm's law may be normalised to yield [8] 
Here, the time is normalised to c s /L ⊥ while ∇ is scaled against L , so that the normalised parameters contain the parallel/perp scale ratio as well as velocity or frequency ratios. These are given bŷ
where the factor of 2π is by convention (the ratio k L = 2π is taken). These parameters control the response of φ to p e . The Alfvén dynamics tends to relax towards n e e φ = p e , which is defined as the "adiabatic state" following the idea of quasistatic evolution of φ following p e through this equality. Ifβ andμ and C are all small then the electrons are close to adiabatic (neglecting trapping effects, which this introduction does not treat). In fact the distinction between the core and edge regions is precisely this: in the edge L ⊥ is so short that while m e /M i ≪ 1 we haveμ > 1 since L /L ⊥ ∼ 10 3 is typical. Here, note that for a model linear profile
Typical values ofβ andμ and C in the edge are all larger than unity.
The competition between the drift motion and the parallel response is central to any scenario of this dynamics. A basic illustration is given in Fig. 1 . In general the ExB motion is turbulent and fluctuations continually wash each other out. But unless large scale magnetohydrodynamic (MHD) instabilities are present the parallel response is always able to keep φ and p e correlated. The sense is of φ to be tied to p e rather than the other way around, because the response of φ in the Alfvén dynamics is faster by a factor of k 2 ⊥ ρ 2 s which is less than unity in most of the spectrum. The turbulence spectrum typically involves two decades 10 −2 < k ⊥ ρ s < 1 of scales, with ρ i ∼ ρ s in general. The frequency range is wider because some of the flow responses are as slow as 2πc s /L which is closer to 10 −3 less than the drift frequency c s /L ⊥ . The latter is the fastest frequency in the turbulence and is safely slower than Ω i if the drift parameter ρ s /L ⊥ indeed remains small.
GYROFLUID AND GYROKINETIC MODELS
The equations used to model this low frequency dynamics are derived using the above considerations, with ρ s ≪ L ⊥ the fundamental small parameter on which the others depend. The fundamental processes are advection by the ExB velocity of both the fluctuations and background gradients, and parallel dynamics mostly in the electrons but also in the ions. The parallel pressure gradient is commensurate to the other forces and hence to conserve energy the continuity equations include compressible parallel motion and, conserving charge, the perpendicular polarisation drift for the ions. Hence one thinks of continuity and parallel forces in all the species rather than a single fluid MHD model.
Since ρ i ∼ ρ s the values of k ⊥ ρ i are not always small. ExB motion follows the gyroaveraged electrostatic potential, which is different for each species. While v E = (c/B
2 )B×∇ φ the gyroreduced ExB velocity is
In kinetic models the particles are treated separately and the gyroaveraged potential is φ G = J 0 ( φ), given by multiplication of each Fourier coefficient of φ by J 0 (k ⊥ v ⊥ /Ω z ) for species z. This follows from treating the particle as a charged ring of radius v ⊥ /Ω z , the gyroradius. Gyrokinetic models are based on this approximation [13, 14, 15] , formalised in terms of Lie transforms [26, 27] and Hamiltonian field theory [28, 29] . Gyrofluid models are related to gyrokinetic ones in the same way fluid models are to the underlying kinetic theory: rather than following the gyrocenters separately a set of low order moments are followed [11, 12] . These always include the density, usually also the parallel velocity, sometimes also the parallel and perpendicular temperatures and each one's associated parallel heat flux (one, two, or six moments, with three dimensional models requiring at least two). The gyroreduced ExB velocity is also approximated with moments over the J 0 effects. The traditional one is to use a Padé approximant
−1 , where ρ z is the species gyroradius. This form can be used even if the model geometry precludes the use of Fourier transforms.
Both gyrofluid and gyrokinetic models treat polarisation in a way different from MHD or fluid models. Instead of a polarisation velocity or current one has a polarisation density whose time derivative recovers the same charge conservation law as in the fluid models. This is due to the splitting between the contribution to the space density by the gyrocenter and a polarisation piece given by the part of the response which is different from the gyroaverage and depends on φ. Since the present purpose is numerics the equations are merely outlined. The simplest three dimensional gyrofluid model treats the gyrocenter density and parallel velocity of both the electrons and ions, with the isothermal simplification used for both species [9] . The continuity and parallel force equations for species z are given by
where N denotes the logarithm of the density, ∇N 0 = (−1/L ⊥ )∇x is the profile gradient, T z and M z and Ze are the species temperature, mass and charge, J = sp n z Ze u z is the parallel current, and φ G is species dependent. The sums here and below are over species z. For ions and electrons Z = ±1 respectively. The differential operators are
where B 0 is a constant representative value of B, K represents magnetic curvature effects, with Poisson brackets and gyroaveraged potentials given by
The derivation of these equations is very involved. Gyrokinetic theory itself has been given a major review recently [30] . The original gyrofluid model [11, 12] was extended to include electromagnetic responses [31] , corrected for energetic consistency [32] , and then re-derived with a consistent path from the gyrokinetic one using the corresponding energy theorems [33] . The updated gyrofluid model was also shown to be consistent with the collision dominated fluid model in the appropriate limits [34] .
Representation of the Geometry
Computational methods actually begin with the representation of the magnetic geometry, before the numerical scheme is considered. The first generation of models used one of two approaches. Two dimensional models used a heuristic treatment for the parallel dynamics, replacing it with a dissipative coupling model. In our terms that would be equivalent to taking
in Eq. (4) with D z constant, and then restricting the dynamics to the {x, y} plane. If magnetic curvature and gyroaveraging were neglected, and T i and D i set to zero, this would reduce to something identical in content to the well-known Hasegawa-Wakatani model [18] . The grid in {x, y} is equidistant and isotropic, with periodic boundary conditions. The resolution was made as high as possible, to try to cover the required two spectral decades even though in very early cases that was not possible.
Early three dimensional models [35, 36] were set up in a cylindrical geometry with B = B 0 but retaining toroidal effects through the model log B = (r/R 0 ) cos θ with R 0 a constant major radius. The coordinates were {r, θ, ζ} representing the minor radius and poloidal and toroidal angles. No attempt was made to fieldalign the coordinates. Rather, a Fourier representation was used for the angles and a finite difference scheme used for the minor radius. In this representation ∇ 
recalling q = q(r). This form is still in wide use. Its major drawback is the need for high resolution in all three coordinates, since both B θ and B ζ are finite. Worse still, very large values of k are present on the grid, due to the requirement that rh θ reach down towards ρ s hence requiring well over 10 3 grid points in typical cases. Some help has been obtained by considering a triangle of components in Fourier poloidal/toroidal mode number space, but with even moderate shear in q the range of k L values is still too large. Although these k values play no role in the dynamics, their presence on the grid requires filtering methods to remove the resulting large k v A values. Hence the models using this representation are limited to very low resolution computations to avoid prohibitive time step constraints and/or CPU and memory resource demands.
Modern computations avoid the unnecessary resolution by aligning the coordinates to the magnetic field [24, 37, 25, 38] . This exploits the property that k ≪ k ⊥ in the dynamics, reducing the numerical grid values of k v A or k V e sufficiently that every degree of freedom in the computational domain can be temporally resolved without complication. Additionally the size of the computation is reduced since only a few tens of grid points are necessary in the s direction. The necessary transformation is
giving one example of how to make B y vanish without approximation. This simplest version of field aligning has one remaining problem: the grid is no longer orthogonal in the perpendicular {x, y} plane, since g xy = ∇ · ∇y is not only finite but dependent upon s. The resulting s dependence of nonlinear dissipative mixing by the turbulence has been shown to cause problems in representing the dynamics. So we go one step further and use a different transformation on every plane in s on which we need information, namely, the node positions s = s k in the grid. This is given by
which is a simple generalisation of Eqs. (11) . These are called "straight metric" and "shifted metric" representations, respectively. In the latter, each member of the family of field aligned representations is equally, globally valid, but we exploit the property that g xy k is proportional to s − s k and is therefore zero where perpendicular drifts and ∇ 2 ⊥ operators are evaluated. In the parallel derivatives, however, information on neighboring {x, y} planes is needed, and these are on different coordinate systems. The resulting parallel derivative is found by
where h s is the equidistant grid spacing and ∆ ± = ±q∆s are the necessary shifts in the y-coordinate between the drift planes. Hence the name shifted metric for this treatment. It can be generalised without approximation to shaped tokamak geometry. In any of the above coordinate maps the choice of x is free. It can be r/a or (r/a) 2 or the volume enclosed by a flux surface or as in many models in use the toroidal flux enclosed by the surface.
All of the above models respect what is called global consistency, that is, the allowed values of k present on the grid are present in the actual torus [25] . The requirements for this follow from the fact that the θ and ζ domains are simultaneously periodic while q(r) is sheared in Eqs. (10) . This leads to the spectrum of k values given by k qR 0 = m − nq where {m, n} are the poloidal/toroidal Fourier mode numbers. Since q is sheared, the values of k vanish only on "rational surfaces" where q = m/n and then only for those particular degrees of freedom. Hence ∇ remains nonvanishing for any disturbance localised in both perpendicular dimensions (a flux surface averaged quantity obviously has k = 0). Retaining these properties under approximation is the main point. In any localising truncation of the toroidal flux surfaces the correct discreteness of the k spectrum, and related to this the spacing of rational surfaces, must be kept. Without the correct properties of ∇ the character of the competition between drift and Alfvén dynamics is lost. The safe way to do such a globally consistent truncation is to decompose the grid in terms of {m, n} values, keep only integral multiples of n (always reasonable in a tokamak, which is axisymmetric), express the boundary conditions in terms of the Fourier coefficients f n for any scalar field f , and then rebuild the boundary conditions in terms of the (truncated) grid. The double periodicity is expressed as
on a (2π 2 ) domain in {θ, ζ}. Using the coordinates in Eqs. (11), these become
Axisymmetry in ζ yields a discrete spectrum for n with unit spacing. The same applies to the circuit in y while holding s fixed. The poloidal circuit changes both coordinates, however. Fourier transform of this condition yields
that is, the same amplitude with a radially dependent toroidal phase shift after one poloidal circuit. This is the condition that must be maintained, without approximation, however one chooses to represent the coordinates. Omitting the details, the straight metric representation is given by
where a is a reference radius and q a = q(a), with boundary conditions
where K is the fundamental wavenumber of the y-domain andŝ = d log q/d log r is the shear. This can also be generalised to shaped geometry with or without the shifted metric treatment. Any of the above representations preserve global consistency. The remaining considerations have to do with resolution. Independent of physical scales, an requirement on the radial grid spacing follows indirectly from the distribution of rational surfaces [10] . Any degree of freedom experiences the magnetic shear if the boundary conditions force a degree of radial dependence that the grid can sense. This happens only if for all toroidal mode numbers the radial grid spacing is less than the rational surface spacing. For small scales the profile in q(r) may be taken as linear with constantŝ. Neighboring rational surfaces are at q values (m ± 1)/n and m/n, so that the spacing is ∆q = 1/n. This means
since k y = nq/r. The requirement that the grid spacing be less than this for all wavenumbers means we have to use the maximum value of k y , or π/h y . Therefore we find that
It is important to note that this requirement is independent of the representation as it is a property of the underlying physics. Unless sufficiently strong turbulence washes the dynamics out before parallel electron dynamics can propagate a distance L , this means that typically the resolution in x must be four times that in y, assumingŝ ∼ 1. If not, then the physics of magnetic shear is not captured, since the parallel boundary conditions allow random values in the minimum values of k . With the requirement met, turbulence propagating down magnetic field lines is smoothly sheared away and the parallel responses in the electrons retain their physical role. The final consideration is the resolution itself [39, 8] . Assuming a proper representation of the geometry as outlined above, the computation need only further ensure it accesses the full spectral range at least close to 10 −2 < k ⊥ ρ s < 1. The small scale end should actually reach past unity. The large scale end depends on the case. Edge turbulence is limited by the extent of the region over which edge parameters actually obtain. The domain on closed field lines should not be larger than L ⊥ (for experimental cases L ⊥ = L T e should be set since T e has the steepest gradient there). In some cases this can be as low as 20ρ s although 60ρ s is more typical. The size of the y-domain is set by physical extent or by the requirement that radial flows of any scale have room to reverse direction. In a tokamak with circular flux surfaces the physical domain size is 2πr/q. The domain size in a computation should be either this or at least as large as 4L ⊥ . If all of these conditions are met then the typical grid sizes are 50 to 100 in x, at least 4 times that in y, and 16 or 32 along s depending on the case (shaped tokamaks require more). For core turbulence or if studying the linear/nonlinear transition then the required node count in x increases by four.
Numerical Schemes
Numerical schemes are quite different for different types of models. Here we concentrate on fluid models. For particle in cell methods [14, 15, 40, 41] or phase space continuum methods [42, 43, 44] for gyrokinetics the reader is directed elsewhere although it is important to note that the basic requirements on geometry and resolution are common.
The requirements of a numerical scheme for fluid computations are given by the properties of the differential operators in the equations. The typical mathematical structure is common to all models: a set of dynamical quantities is advanced in time, and then at the end of a timestep a set of field quantities are computed from them. In our example the first step is given by Eqs. (4, 5) and the second by Eqs. (8) . In the very simplest fluid model of all, incompressible Eulerian fluid dynamics in two dimensions, the first step advances the vorticity and the second finds the stream function (equivalently, one advances the velocity vector field and then imposes the incompressibility constraint by a method equivalent to projection). Hence the methods in use are all borrowed from fluid dynamics. We do have one additional property to watch for, however, in the three dimensional models: waves. Not only sound waves are present but also Alfvén waves. The particular difficulty of these in this setting is their anisotropic dispersion. Dispersion usually refers to propagation speed in a given direction dependent on the wavenumbers in that direction. In this case the propagation speed in the parallel direction depends on the values taken by ∇ 2 ⊥ , the perpendicular direction. This is an unusual sort of dephasing, for which not just any scheme will suffice. In particular, implicit schemes (wherein terms other than ∂/∂t are evaluated at the forward time step) do very badly for this type of dispersion.
An additional consideration is the presence of the Ohm's law: while A is advanced the physical dissipation including turbulent mixing acts upon J . The scale dependence of this is given by Ampere's law which contains ∇ 2 ⊥ . Direct dissipation upon A must be avoided; otherwise, the numerical resistivity becomes ever larger for ever smaller k 2 ⊥ which is very unphysical. In turbulence the physics may be very anisotropic at medium to large scale even in just the two perpendicular coordinates since gradient forcing, the zonal average, and magnetic curvature all act to select between them. On the other hand, at sufficiently small scales the ExB nonlinear advection (diffusive mixing) overcomes all the linear forcing phenomena. This imposes an isotropic tendency in x and y. When magnetic fluctuations are significant, the parallel gradient acts with wavelike character in all three dimensions. The numerical scheme must be able to capture these features, so it should treat derivatives in all the coordinates equally. Especially precluded are mixed Fourier/finite-difference representations or mixed timestep schemes in which linear terms are implicit and nonlinear terms are explicit (i.e., the nonlinearities are evaluated using information from the previous timestep and then the linear terms are all solved for at the next one). All of these will impose artificial character on the results.
Here we outline the best scheme found for these problems to date [45, 46] . It comes from fluid dynamics, but has high accuracy also for waves. The essential idea is to exploit the Poisson bracket property of all the perpendicular drift terms including the magnetic nonlinearities, to determine the spatial discretisation in {x, y} or their equivalents [47] . Even the linear ∂/∂s terms can be done this way since q −1 ∂f /∂s = [χ, f ] for ∂χ/∂x = q −1 and χ = χ(x). The timestep is a multistep scheme using one evaluation of the right hand side per step, while expanding both left and right hand sides into a series of previous timesteps [48] . Among other things, this includes all mixed time/space derivatives in the equivalent Taylor expansion. Details and derivation of properties are deferred to the above two references. Herein we outline the basic ideas.
The timestep is given through the generic form ∂f /∂t = S. The expansion is a variant on the Adams/Bashforth theme given by Karniadakis [48] , with both sides expanded 3 timesteps deep in the history:
where ∆t is an equidistant time step. The coefficients are determined by the requirement to capture the equivalent Taylor expansion,
The incorporation of an implicit dissipation piece L is straightforward,
where the factor of 6/11 comes from the inverse sum over the α j . Although implicit techniques with wave dynamics should be avoided, there is no problem using this for the artificial diffusion one must do anyway to remove energy from the final factor of two in the spectrum beginning with wavenumbers in the vicinity of k y = (k y ) max /2. The spatial discretisation is that which is best for the Poisson brackets (often referred to as Jacobians in the literature). The three basic properties of antisymmetry of [47] . With an isotropically equidistant grid spacing of h these are evaluated at grid node 00 with + or − neighbours in xy plane, and are given by
Linear combinations of these are considered, and then the three properties used as constraints, to find
With this combination one finds that the sum over nodes on a double periodic grid of either f or g times [f, g] xy vanishes and that exchange of f and g changes the sign, satisfying the three properties. This has the property of minimising the amount of grid-scale noise artificially created by the scheme. There is already a physical amount of this produced by the cascade dynamics from large to small scale (in thermal free energy, while flow energy cascades the other way). Use of this Arakawa scheme allows smaller values for the numerical grid-scale dissipation required to contain the cascade and ultimately lower values of artificial dissipation in the dynamically significant regions of the spectrum. For anisotropic grids the factor of h 2 is merely replaced by h x h y . For nonequidistant grids the formula should be re-derived. In practice the nonequidistant property is treated through an inhomogeneous metric while the grid in terms of transformed coordinates remains equidistant.
The combination of these two methods was found by Naulin [45] and thoroughly tested by Naulin and Nielsen [46] . Studies of local collisionless magnetic reconnection, which uses a set of equations equivalent to a subset of the model of Eqs. (4, 5, 8) , found that the nonlinear transition could be reached with this scheme without any use of numerical dissipation (up to the stage where arbitrarily thin current sheets are nonlinearly generated) [49] .
EDGE TURBULENCE AND THE MEANING OF NONLINEARITY
Edge and core turbulence in a tokamak are radically different in physical character. The reason for that is the relative strength of the "adiabatic response" (the parallel electron dynamics in response to what the ExB turbulence causes in the fluctuations). In the edgeμ > 1 as defined in Eqs. (3), solely due to the scale ratio with large L = 2πqR 0 and small L ⊥ , so thermal electron motion is slower than the fastest part of the turbulence. Strong nonadiabaticity results: the difference h e = p e − φ in normalised fluctuations is somewhat give the adiabatic response to the cascades. The two sinks are resistive dissipation (through J) and turbulence mixing (cascade to subgrid scales through p). The latter is the principal sink in three dimensional cases. These nonlinear processes are stronger than linear forcing (vorticity larger than drive rates throughout the spectrum).
smaller but still comparable to either p e or φ. In the context of the gyrofluid model of Eqs. (4, 5, 8) , p e is n e T e N e and h e is n e ( N e − e φ/T e ) in physical units. Note that h e is conventionally normalised as a density. In the edge of moderate tokamaksβ > 1 so the adiabatic response is electromagnetic and C > 1 so it is also dissipative. In units of c s /L ⊥ the Alfvén transit frequency v A /qR 0 is given byβ −1/2 and the thermal transit frequency V e /qR 0 byμ −1/2 . The damping rate of shear Alfvén waves in the MHD limit is (C/2β)k
s that is, strongly scale dependent. All of these nonadiabatic/resistive features are stronger for k 2 ⊥ ρ 2 s closer to unity, so the last decade in the spectrum up to unity is the most important one. At smaller scale the dissipation is stronger and at larger scale the gradient drive allowed by the adiabatic response is weaker.
In general the dynamical frequencies c s /L ⊥ and V e /qR 0 and v A /qR 0 and ν e are all comparable. By contrast the sound wave transit c s /qR 0 and ion collision ν i frequencies are slower by a factor of nearly 100. This puts ion dissipation mechanisms well outside the collisional fluid regime. The above two moment gyrofluid model may be used to learn the properties of edge turbulence but to do any experimental modelling the temperature dynamics of both species should be included and due to these time scales the temperature should not only be anisotropic but also the associated parallel heat fluxes should be kept as dynamical variables. Hence the set of moments available is either two per species for heuristic studies or six per species for serious modelling. The following considerations are however common to all edge turbulence models which satisfy the geometry and resolution issues mentioned above. The discussion will be kept to the two moment ("four field" describing four dependent variables) model of Eqs. (4, 5, 8) .
The basic character of nonlinearity in the turbulence is transfer of free energy within the spectrum. The main effects are ExB advection of the vorticity, proportional to k 2 ⊥ ρ 2 s φ or, equivalently in the gyrofluid model, the negative gyrocenter charge density given by Ω ≡ N e − N i (recall that the actual space charge density is set FIGURE 3. Saturation time traces. Times are in units of L ⊥ /cs. The linear instability forms before t = 50 and remains dominant up to the moment of saturation at which the total growth rate Γ sharply drops to zero, at about 200. Fully developed turbulence is after 300. The grid dissipation is labelled ΓE and the gradient drive rate is Γn, defined in the text. In turbulence, Γ is much lower than the linear growth rate which is found to be about 0.1, while ΓE rises to compensate, via cascade of N 2 e towards smaller scales. The RMS vorticity sharply rises to about 1.8 at saturation and then falls to a value of 0.74 in the turbulence, with a curve very similar in shape to the diffusivity De. The latter becomes stationary at a value of 1.7 in these gyro-Bohm units in the turbulence. The RMS amplitudes of e φ/Te and Ne are similar at all times. The bottom row gives the gradient drive ('n') and resistive dissipation ('c') rates ('w') in units of cs/L ⊥ . At the moment of saturation all quantities still peak where the linear instability does, but later they have shifted to longer wavelength except Ω which is now mostly towards kyρs = 1. Note that the density of states is proportional to ky.
to zero by the polarisation equation), and ExB advection of the pressure, here represented by N e alone. The reason this combination, which in a gyrofluid model looks arbitrary, is chosen is that the vorticity is usually much smaller than either gyrocenter density and has different properties. In the equivalent fluid model we are dealing with ∇ 2 ⊥ φ and n e . Most of the energy transfer is simply random exchange, tending to broaden the spectrum. On top of this however are the cascade tendencies, which are preferentially to larger scale for the vorticity nonlinearity (the 2D fluid property, "direct" cascade towards smaller scales for vorticity and "inverse" towards larger scales for eddy flow energy), and to smaller scale for the pressure/density (the passive scalar property, purely "direct" transfer). In strict passively advection by 2D turbulence, starting with equal spectra for φ and N e , these nonlinearities cause the spectra to separate: φ steepens and collects to low-k ⊥ , while both N e and Ω flatten out towards high-k ⊥ .
The above two mechanisms describe the basic competition which is active in turbulence. The cascade tendencies cause the spectra to separate while the adiabatic response ties them together at both ends. Hence we find a basic transfer in the free energies represented by k 2 ⊥ φ 2 (the same as − φΩ up to FLR corrections) and N 2 e , towards low-and high-k ⊥ , respectively, with the imbalances at both low-and high-k ⊥ compensated by the adiabatic response. This can be quantified and measured in a turbulence computation, as was done by Camargo [50] . A sketch of the processes is given in Fig. 2 . The strength of these nonlinearly driven energetic transfer pathways typically scales as k ⊥ ρ s times c s /L ⊥ , which is the same as the diamagnetic frequency. If growth rates of linear instabilities are smaller than this, then linear eigenmodes are sheared apart by the turbulent eddies faster than they can grow, and so they do not control the physics. This is quantified by comparing linear growth rates to the vorticity: if Ω > γ L everywhere in the spectrum then the linear instabilities will be eliminated. Typical scaling for γ L due to interchange forcing by magnetic curvature is the ideal interchange growth rate γ I = c s /(RL ⊥ )
1/2 times a numerical constant in the range of 1/3, peaking at k Cursory illustration of the above properties can be obtained by starting the fluctuations at small amplitude, allowing the dominant linear instability to clearly form, and then observing changes that take place during saturation and later in the fully developed turbulence. In this way we obtain a proper scientific control case -comparison of linear instabilities and edge turbulence at equal parameter sets. This has been done in a lot of detail elsewhere [31, 51, 9, 52 ]. Here we follow Ref. [52] , which contains the full details of the setup, while using the above two-moment gyrofluid model as in Ref. [9] . The parameters wereβ = 1 andμ = 5 and C = 7.65 and 2L ⊥ /R = 0.05 and M i /m e = 3670 andŝ = 1, on a domain of (20 × 80)πρ s in {x, y} and 2π in s with 128 × 128 × 16 grid points. The resolution ratio h y /h x was four. The initial state was a random phase field in N e = N i with amplitude 10 −6 ρ s /L ⊥ in {x, y} with parallel envelope exp(−s 2 ), initially aligned to the magnetic field. The other variables started at zero and then were determined by the model equations. are given in Fig. 3 , scaled appropriately by factors of ρ s /L ⊥ . The total growth rate is given by Γ = (1/2E)∂E/∂t where E is the total fluctuation free energy (most of E is in the thermal free energy whose density is sp n z T z N 2 z /2). The drive rate is given by Γ n = (1/2E) sp (n z T z /L ⊥ ) N z u x E , and the grid dissipation rate Γ E is given by the action of numerical subgrid dissipation (cf. Ref. [32] for details). The linear growth phase begins when the dominant instability forms out of the initial bath and ends when the amplitude reaches of order ρ s /L ⊥ at which ∇ N e is comparable to ∇N 0 . The amplitudes overshoot and then saturate. The amplitude of N e , not shown, is close to e φ/T e at all times. The RMS vorticity as a frequency in units of c s /L ⊥ rises to an overshoot value of about 2.0 and then saturates at 0.74, which is much larger than any of Γ or Γ n or Γ E , showing the power of nonlinear mixing. This is the first indication that the turbulence is much more powerful than instabilities. Also, in saturation the nonlinear drive rate is significantly less than the original linear drive rates. This indicates much of the free energy is resident in degrees of freedom which are stable in a linear analysis. In the simple mixing level model of turbulence, by contrast, the vorticity is assumed to be comparable to the linear growth rate, which itself is assumed to be the nonlinear drive rate.
The spectra also show qualitative changes as the phase of turbulence is entered. These are given in Fig. 4 . All quantities are Fourier decomposed in the y-direction and products are averaged over {x, s}, resulting in k y -spectra. The squared amplitudes ("power spectra") in N e and e φ/T e and Ω in units of ρ s /L ⊥ are labelled ('n,p,w'), respectively, and the spectra of the gradient drive rate Γ n and collisional damping rate Γ c = (1/2E)η J 2 are labelled ('n,c'), respectively. Spectra are given at c s t/L ⊥ = 100 and 200 and 600, respectively showing the linear phase, the moment of saturation where Γ reaches zero, and the fully developed turbulence phase where all time traces are statistically stationary. During the linear phase all quantities show a clear peak at the most unstable k y -mode. At saturation this peak is still dominant. At late times the spectra become different, especially the vorticity which is flat out to k ⊥ ρ s ∼ 1, where due to the density of states most of the activity is. The low-k y collection of free energy and to a slightly lesser extent the resulting transport flux follows from the nonlinear transfer dynamics, not the most unstable linear mode.
Further properties of edge turbulence follow from these basic processes. Measurement of nonlinear transfer spectra finds the same results as in 2D computations, with N 2 z of both species, hence also the vorticity, showing a direct transfer out of longer wavelengths into shorter, while (k ⊥ φ) 2 opposite, showing an inverse transfer into longer wavelengths. The vorticity nonlinearity changes the balances among all the currents sufficiently that linearly stable degrees of freedom mutually destabilise in the presence of the profile gradient. This is ultimately why the fully developed turbulence loses memory of an initially present linear instability. Scaling of the turbulence finds a rising trend due to any ofβ orμ or C which control the adiabatic response, mostly due to these nonlinear properties. The details of what is necessary to show these results are involved and therefore presented elsewhere (cursory review in Ref. [53] , details in Refs. [31, 51, 9, 52] ).
CORE TURBULENCE AND THE MEANING OF SCALE SEPARATION
Core turbulence in a moderate to large tokamak (with a/ρ s at least about 150) has typical ratios of R/L ⊥ or order 10 or less so thatμ ≪ 1 and the adiabatic response is dominant. The temperatures in both species are of order 1 keV or larger, so that C ≪ 1 also. The plasma beta is also small, with β e < 10 −2 usually, so thatβ < 1 also (departure from this leads to MHD instability). Hence the electrons are close to adiabatic. The physics is controlled either by trapped electrons or ions. For trapped electrons, the parallel motion is averaged out and so they have no adiabatic response. They can be treated as a separate species although simply setting the parallel dynamics to zero is problematic in a 3D model (arbitrary, unphysical parallel gradients result). Up to now all reasonable treatments of them are kinetic [43] . Turbulence controlled by the ion temperature dynamics can be treated with either kinetic or fluid models (ealier comparisons are given in Ref. [54] ). For the ions the density gradient is not available as a drive, since the adiabatic response pins the phase shift between N e and φ to zero, and the difference N e − N i is just Ω. Hence, any model of core turbulence using fluid methods must treat the ion temperature. Moreover, treating the temperature on the same level as the density leads to treating the associated parallel heat flux as a dynamical variable in the same way as the parallel velocity (ultimately, since ω ≫ c s /qR 0 and ν e is no larger than V e /qR 0 and is often smaller). The complete gyrofluid model treats perpendicular and parallel temperatures separately (moments using v 2 and v 2 ⊥ , respectively), each with its own associated heat flux, for a total of six moment equations per species with significant differences in the energetic character in each of three pairs of dependent variables [32] .
Nevertheless, it is possible to understand the ideas of "ion temperature gradient" (ITG) core turbulence using a minimal model which can treat drive by ∇T i through T i fluctuations [55, 56] . Since the electrons are taken as adiabatic we need only electrostatic equations for N i , u i , T i , and (added here) also a parallel heat flux q i , and have them coupled to a polarisation equation. The four moment equations are
by direct analogy to Eqs. (4, 5) . The dependent variables are denoted by the tilde symbol. The factors of T i multiplying N i are normalisation constants. The dissipation term with V i /qR 0 in Eq. (31) represents a simple model for Landau damping of parallel dynamics [57] . Some complications, particularly in FLR effects, have been left out, and the somewhat arbitrary factor of 3 in the latter two equations models the appearance of higher order moments in the hierarchy. Note also that in an electrostatic model B∇ is just B s (∂)/∂s, which does not act on the profile quantities N 0 and T 0 . The gyroaveraged potential φ G and the other differential operators are defined as before. The polarisation equation is still
but now the model for the electron density is [11] N e − N e = T e e φ − φ
where the angle brackets denote the flux surface average ("zonal," over y and s). This reflects the action of the adiabatic response, through ∇ , only on the non-zonal component of h e .
One must be careful with N e . This is an initial condition whose time derivative vanishes. However, if The main point in presenting this example core turbulence model is more prosaic: simply to note that the same numerical methods can be used for both edge and core models because the terms in the equations and the order in which to treat them is the same. But the physics is rather different. This is why it is of advantage to develop numerical methods which do not assume the resulting character of the turbulence (dominance or absence of particular linear mode types, narrow ranges in the spectrum, etc).
In contrast to edge turbulence, the nonlinearities in core turbulence are rather weak. There is no turbulent density mixing (the lowest order fluid moment), only temperature and vorticity. Furthermore, the linear eigenmodes have a wave frequency spectrum ℜ[ω(k)] which is strongly dispersive in k y . Hence the linear instability is able to stamp its character on the turbulence even though the spectrum broadens, with the peak of all quantities (mainly, temperature and transport flux spectra) at roughly the same k y . Fig. 6 shows the spectra in the linear and turbulence phases of a typical case using the six moment electromagnetic model (from Ref. [10] ), with the peaks in the same place despite the general broadening in the turbulence.
Either this treatment or a fully electromagnetic one will admit core turbulence zonal flows [58, 59, 54, 60, 61, 62, 10, 56] , described by the part φ which is allowed by polarisation (Eq. 33). The actual drive is through the vorticity nonlinearity, given by the vestige of u E · ∇ N i since v E · ∇ N e vanishes. The zonal component of this is related to the ExB Reynolds stress v x E v y E and the correlation of that with the zonal vorticity Ω gives the energetic transfer rate from the ExB eddies (non-zonal φ) into the zonal flows. These zonal flows saturate due to a process called geodesic compression. In toroidal geometry a zonal ExB flow is not incompressible. It is faster on the outside of the torus due to the factor 1/B. In the model this is represented by the curvature term K( φ G ) giving the ExB compression directly. The part of K which acts through ∂/∂x gives the compression of the zonal flow. The terms K( φ G ) and K( p i ), with p i = n i T i + n i T i N i , exchange energy conservatively between ExB zonal flow energy and thermal free energy in the part of N 2 i and T 2 i due to the component which is both non-zonal and axisymmetric (toroidal mode zero, poloidal mode nonzero, dominantly the sin θ piece which lines up with K acting upon x). This latter component is called a sideband. The transfer of energy through this process is the same as the one involved in geodesic acoustic oscillations [63] , which would obtain if these two terms were the only ones present. In the turbulence, however, mostly incoherent oscillations are present at all frequencies up to several times c s /R and the process serves to take energy out of the zonal flows, saturating them. Again, this can be quantified and measured, as shown in Fig. 5 (from Ref. [10] ). The zonal flow energy equation in the four moment model in Eqs. (29) (30) (31) (32) (33) is given by
where the zonal flow energy, Reynolds stress drive, Maxwell stress drive, and geodesic curvature transfer are given by
respectively, where K(x) = ω B sin s with ω B = 2L ⊥ /R is the geodesic curvature (cf. Ref. [10] ; in the six moment model the energy theorem is slightly different in detail). The Maxwell stress is zero because the magnetic fluctuations b x vanish. The electron contributions to R E and T G vanish due to adiabaticity. The spectrum of R E due to contributions from each k y and the time traces of R E and T G are given in Fig. 5 . This shows the robust Reynolds stress and the detailed balance with geodesic compression in the saturation of E Z , which is statistically stationary. The geodesic compression holds the zonal flows to moderate amplitude, at which they moderate but do not suppress the turbulence.
The global scale rotation of the tokamak is not however determined by the turbulence. The influence of the turbulence upon the equilibrium scales as the square of the drift parameter ρ s /L ⊥ . But the geodesic compression processes (in all the equations, not just for zonal flow energy) scale with only one factor of ρ s /L ⊥ . So with ever larger domains in units of ρ s , the processes related to the turbulence and the maintenance of the equilibrium begin to separate. This is why the labels "moderate" and "large" tokamaks are significant. Computations of the entire core region (up to about r/a = 0.9) can be done at various values of ρ s /a to study this. The scale of the radial layers of φ describing the zonal flows reaches up to about 20 or 30ρ s . If L ⊥ /ρ s is only one to two times this, then the turbulence and profile scales overlap (the zonal flows are part of the turbulence, while the ExB rotation profile is part of the equilibrium). This is a somewhat more restrictive condition than the traditional one derived from separating the turbulence and thermal transport time scales (which is what is meant by the term "gyro-Bohm convergence" [64, 65] ). The RMS vorticity is of order c s /L ⊥ . The time required for turbulence to saturate is of order 100L ⊥ /c s . The transport time scale τ D is given by the square of the layer thickness divided by the diffusion coefficient. The latter scales as
The transport diffusion time would already be safely separate for L ⊥ /ρ s ∼ 30. Due to that radial width of φ however the zonal flow saturation time is closer to 10 3 L ⊥ /c s . This separates well from the transport time only for L ⊥ /ρ s > 100. For typical profiles a/L ⊥ ∼ 2, so that the moderate tokamak regime is reached only for a/ρ s of 200 or larger. At this level the relaxation of the profile in a self consistent computation begins to be slow enough that sources can be left out of a computation. Hence the saturation times are all within a run time which is still short to the profile relaxation time. Beyond this, the large tokamak regime is reached when even the shape of the profile does not change during a computational run of 500 to 10 3 a/c s . In both cases the limit is about L ⊥ /ρ s ≈ 200, so that if there is no shape to the profile a/ρ s ∼ 200 is sufficient, while a sinusoidal gradient profile (something like a/L ⊥ = 2 cos π[r/a − 1/2]) will keep its shape over that run only for a/ρ s larger than about 400. It is important to note that the actual numbers are dependent on the model and the parameters, and it is sensitive to the degree of shift of ExB eddy energy to larger scales. But these figures of 200 and 400 are a good guide in the case of the electromagnetic gyrofluid model.
The definition of transport scale separation is that the transport flux as a function of the actual gradients does not depend on the run history. That is, starting with several R/L T (different from the nominal value of 2), the trajectories of ion heat flux T i u x E versus R ∇ T i , volume averaged over the domain 0.5 < r/a < 0.75 have been found to actually overlap if a/ρ s is at least about 200 [32] . In global cases with the six-moment gyrofluid model for ions with adiabatic electrons, the nominal gradient values were initialised at R/L T = 6.9, 8.3, 10.4, 12.4, and 15.2 and allowed to relax. The resulting flux/gradient trajectories, shown in the left frame of Fig. 6 , demonstrate that the flux as a function of the gradient is temporally local, independent of the previous history. Each run was done for about 1200a/c s . The diffusivity χ is defined by dividing the flux by the absolute gradient value and expressed in terms of ρ a gyrokinetic model [54] .
The above limits were found "numerically empirically" using runs with the electromagnetic six-moment gyrofluid model for both species with polarisation and induction equations. The values of a/ρ s were in steps of a factor of two from 50 to 800. Roughly speaking, 200 is the moderate level, 400 is commensurate with JET, and 800 with ITER for typical parameters. The logarithmic gradients were set giving temperature and density scale lengths of a/L T = 2 cos π(r/a − 1/2) and L n = 3L T for both species, and n e = n i and T e = T i were assumed. The values β e = 0.002 and m e /M i = 1/3670 were taken. The rotation profile was found to be unaffected by the turbulence. This is quantified by measuring the sin s components of the terms in the ion continuity equation ( N i sin s , specifically) while neglecting the nonlinearities. The divergences due to K and ∇ , that is, the equilibrium pieces, are nonzero but cancel each other by a factor of at least ten compared to ∇·v E , for a/ρ s = 200 or larger. This is shown in Fig. 7 . For smaller values the temporal relaxation becomes apparent as a positive divergence layer with the same radial scale as the domain. On the level of the finite ∇ · v E the zonal flow divergence layers are barely visible. By contrast, if L ⊥ /ρ s < 50 these zonal flow layers begin to dominate.
The salient feature of core turbulence is this scale separation. The processes setting up the equilibrium, including the ExB flow profile, are temporally separated from those involved in the turbulence, including the fluctuating, compressible zonal flows. The latter are too weak to influence the background profile and barely appear in the flow sideband profile diagnostic. The transport at given times is given by the profile gradient at those times, not from how the system is (or is not) driven. These results are possible only in computations in which this scale separation is actually present, in both dimensions perpendicular to the magnetic field. Even the qualitative "look and feel" of turbulence in tokamak core regions is only accessible with large computations done with high resolution.
OUTLOOK
The study of nonlinear phenomena in magnetised plasmas by means of numerical simulations is itself a young field, and the part of it which deals with turbulence is even younger. Well resolved three dimensional computations which treat the electron dynamics date back less than fifteen years. It is only natural that there are many subtle phenomena and even numerical pitfalls which often go unaddressed at the current time in the scientific literature. One hindrance has been the dependence on linear instability theory or MHD as the basis for constructing scenarios which contribute to the formulation of the computations. The understanding that beyond ensuring the proper coverage of the relevant scales down to the ion gyroradius the expected behaviour can undesirably influence the setup of the computations is very new and incomplete. A key concept is scale separation, which is the first thing to suffer when memory and CPU resource limitations cause one to relax the difficulty of the problem. Many concepts which have grown out of early work are in fact direct consequences of insufficient scale separation, particularly those which involve a direct role for the turbulence in establishing the axisymmetric equilibrium flow state. Beyond the criteria of geometry and resolution in setting up computations, the use of control cases to decide among physical mechanisms is too often lacking. Early computations typically had only one mode of instability which is then the same mechanism to maintain the turbulence. But when more than one are present, the hope that one can interpret results in terms of a favoured mechanism has to be supported by a control against that mechanism and any competing ones. Not only for turbulence drive and saturation, this is also the case with research into flow generation. Computations are only useful as a theoretical tool, rather than an interpretation aid, when the a priori selection of an expected outcome is fully avoided. Very often, the subtleties are counterintuitive, and the selection of favoured outcomes is subconscious. If the proper groundwork is done and all the hypotheses are fully tested, then these computations can continue to be expected to lead to new insight which will help the understanding of these very complicated phenomena in present and future devices in fusion energy research.
