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Einleitung
Eine natu¨rliche Verallgemeinerung der Knotentheorie, in der Einbettungen von Kreislinien
untersucht werden, stellt das Studium der Einbettungen von Graphen in den dreidimensio-
nalen Raum dar. Ein Graph besteht auf der einen Seite aus Mengen von Ecken und Kanten,
auf der anderen Seite ist er als topologischer Raum ein eindimensionaler endlicher Zellen-
komplex. Die verschiedenen topologischen A¨quivalenzrelationen (zum Beispiel regula¨re
Isotopie, Kobordismus, Homotopie, Homologie), mit deren Hilfe man die Einbettungen
innerhalb der Knotentheorie untersucht, ko¨nnen auf eingebettete Graphen erweitert wer-
den. Daru¨ber hinaus lassen sich A¨quivalenzrelationen erkla¨ren, die nur fu¨r Graphen Sinn
ergeben. Grundlegende Definitionen und Ergebnisse zu diesem Thema lassen sich in [22],
§1, finden. Weitere A¨quivalenzrelationen fu¨r Graphen werden in [15] eingefu¨hrt. In dieser
Arbeit wird hauptsa¨chlich die Umgebungsisotopie eingebetteter Graphen behandelt. Al-
lerdings wird es in Kapitel 1, Definition 1.24 auf Seite 25 notwendig sein, den Begriff der
Umgebungsisotopie auf
”
nummerierte“ Umgebungsisotopie auszudehnen. Dabei wird der
Zellenkomplex bzw. das Bild der Einbettung mit Hilfe eines abstrakten Graphen numme-
riert.
Die aus der Knotentheorie bekannte Methode zur Berechnung der Verschlingungszahl
einer Verkettung wird anhand von nummerierten orientierten Graphendiagrammen auf
Einbettungen von Graphen erweitert, indem man die Kreuzungsinformationen des Dia-
gramms auf eine bestimmte Art aufsummiert. In Kapitel 2, Satz 2.22 auf Seite 41 erge-
ben sich gewisse Elemente y ∈ Zn, die eine solche Summation festlegen und gleichzeitig
ganzzahlige Verschlingungsinvarianten Ly fu¨r nummerierte orientierte Umgebungsisotopie
liefern. Wa¨hlt man als Graphen disjunkte Kreise, liefert die Invariante die u¨bliche Ver-
schlingungszahl. Sowohl fu¨r den vollsta¨ndigen bipartiten Graphen mit sechs Ecken K3,3
als auch fu¨r den vollsta¨ndigen Graphen mit 5 Ecken K5 ergibt sich genau die Invariante,
die laut §4 in [22] von J. Simon definiert wurde. Diese Graphen werden unter anderem in
Kapitel 6 behandelt.
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Die Elemente y ∈ Zn bilden einen freien Z-Modul (Verschlingungsmodul), der nur von
der Inzidenzmatrix des Graphen abha¨ngt. In Kapitel 3, Satz 3.7 auf Seite 70 wird gezeigt,
dass dieser isomorph zu dem Kohomologiemodul L (Z) aus [23] ist. Die Verschlingungsin-
varianten werden mithilfe der Wu-Invariante aus [23], §2, u¨ber den Kronecker-Index dieser
Moduln geliefert, siehe Satz 3.8 auf Seite 71. Im Gegensatz zum Ansatz der vorliegenden
Arbeit ergibt sich L (Z) als Spezialfall von Invarianten aus [30]. An dieser Stelle sei be-
merkt, dass in §3 von [23] die Wu-Invariante benutzt wird, um Einbettungen von Graphen
bis auf Homologie zu klassifizieren. Homologie eingebetteter Graphen ist eine Verallge-
meinerung der Homologie von Verkettungen. In beiden Fa¨llen kann eine Klassifikation
mithilfe von Delta-Bewegungen erreicht werden, siehe [12], Theorem 1.1. sowie [11], Theo-
rem 1.3. Fu¨r planare Graphen wird in [19], Theorem 2 eine weitere Klassifikation durch die
Verschlingungszahlen disjunkter Kreise des Graphen angegeben. Dieses Resultat wird in
[25], Main Theorem, auf nicht-planare Graphen erweitert. Danach sind zwei eingebettete
Graphen genau dann homolog, wenn sie fu¨r jeden Teilgraphen, der homo¨omorph zu zwei
disjunkten Kreisen, K3,3 oder K5 ist, dieselbe Wu-Invariante haben. Mithilfe der Metho-
den aus [25] und einer Formel fu¨r den Rang von L (Z) fu¨r 3-zusammenha¨ngende, einfache
Graphen in [14], Theorem 3.1., wird in Kapitel 7 eine Konstruktion einer Basis des Ver-
schlingungsmoduls vorgestellt. Jedem Basiselement entspricht einer der oben genannten
Teilgraphen, und aus der Konstruktion geht hervor, welche dieser Teilgraphen als Basisele-
mente gewa¨hlt werden ko¨nnen. Da der Summe zweier Elemente aus dem Verschlingungs-
modul die Summe ihrer Verschlingungsinvarianten zugewiesen wird, kann man sich also bei
der Berechnung der Verschlingungsinvariante eines Graphendiagramms auf Basiselemente
zuru¨ckziehen. Der Zusammenhang mit dem Kronecker-Index und der Wu-Invariante liefert
dann auch das oben erwa¨hnte Klassifikationsergebnis aus [25] fu¨r 3-zusammenha¨ngende,
einfache Graphen.
Die Kapitel 4 und 5 bescha¨ftigen sich mit Kontraktionen von Graphen (
”
Zusammen-
ziehen“ von Kanten) und die dadurch induzierten Homomorphismen der beteiligten Ver-
schlingungsmoduln. Die Ergebnisse dieser Abschnitte haben hauptsa¨chlich fu¨r Kapitel 7
vorbereitenden Charakter.
Um das oben erwa¨hnte Resultat aus [19] zu erhalten, werden orientierbare Bandfla¨chen
fu¨r planare, trivalente Graphen mit gewissen Verschlingungszahlen disjunkter Kreise des
Graphen als Eintra¨ge in der Seifertform definiert. Dabei entspricht ein verdrilltes Band
(≈ [0, 1] × [0, 1]) einer Kante und eine zweidimensionale Scheibe einer Ecke des Graphen
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(siehe Kapitel 8). Eindeutig bestimmte orientierbare Bandfla¨chen sind bereits in [8] so-
wohl fu¨r den Theta-Graphen als auch fu¨r den K4 unter der Bedingung, dass die Seifertform
der Bandfla¨che Null ist, konstruiert worden. In [4] wird eine weitere Konstruktion einer
orientierbaren Bandfla¨che fu¨r planare, trivalente, 3-zusammenha¨ngende Graphen mittels
Bedingungen an die Verschlingungszahlen der Randkomponenten der Fla¨che vorgestellt.
Dieser Ansatz beinhaltet die Resultate aus [8]. Ko¨nnen Bandfla¨chen auf eindeutige Weise
konstruiert werden, liefern sie zum Beispiel durch die Randverkettungen Invarianten fu¨r
Umgebungsisotopie dieser Graphen.
Die Verkettung L mit drei Komponenten, die in [8] als Randverkettung der Bandfla¨che
fu¨r den Theta-Graphen auftritt, ist bereits Gegenstand weiterer Untersuchungen gewesen.
So wird in [34], Theorem 1.6 gezeigt, dass zwei Einbettungen des Theta-Graphen genau
dann a¨quivalent sind, wenn die zugeho¨rigen Randverkettungen der Fla¨che jeweils eine
Komponente enthalten, die sich mit einer 2-Spha¨re von den anderen beiden Komponen-
ten trennen la¨sst. In [13], Theorem 1.1. wird der dritte Koeffizient des Conway-Polynoms
derjenigen Teilverkettungen von L, die aus zwei Komponenten bestehen, benutzt, um
eingebettete Theta-Graphen bis auf Umgebungsisotopie und Delta-Bewegungen, die nur
eine Kante betreffen (
”
self-delta-move“), zu klassifizieren. Nach [20] induzieren Vassiliev-
Invarianten von Verkettungen u¨ber die Randverkettung L Vassiliev-Invarianten fu¨r einge-
bettete Theta-Graphen. Ein allgemeineres Resultat dieser Art entha¨lt [33], Theorem 3.4.,
wo die Randverkettung der Bandfla¨che aus [19] verwendet wird. Daru¨ber hinaus werden
in [6], Theorem 1 und Theorem 2 mithilfe von L Basen fu¨r die Ra¨ume der Vassiliev-
Invarianten der Ordnung 2 und 3 eingebetteter Theta-Graphen angegeben.
In Kapitel 8 werden eindeutige Bandfla¨chen mithilfe der Gordon-Litherland-Form aus
[5] konstruiert. Im Falle des Theta-Graphen ergibt sich die Bandfla¨che aus [8] als Spezial-
fall. Als Motivation dient Lemma 2.2. aus [8], in dem gezeigt wird, dass es nicht mo¨glich ist,
Bandfla¨chen mit Seifertform Null fu¨r nicht-planare Graphen zu definieren. Aus Abschnitt
8.4.3 auf Seite 257 geht hervor, dass mithilfe der GL-Form fu¨r den nicht-planaren Gra-
phen K3,3 eine eindeutige Bandfla¨che konstruiert werden kann. Damit dies gelingt, wird
in 8.3 nachgewiesen, dass die Verschlingungsinvariante des K3,3 aus der GL-Form einer
Bandfla¨che zu K3,3 gewonnen werden kann. Nach einigen techninschen Vorbereitungen in
Kapitel 9 la¨sst sich so auch in Kapitel 10 eine eindeutige Bandfla¨che fu¨r eine Mo¨biusleiter
konstruieren. Dazu muss eine Basis des Verschlingungsmoduls der Mo¨biusleiter bekannt
sein. Diese ergibt sich aber aus dem Algorithmus in Kapitel 7.
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Teil I
Verschlingungsmoduln
9
Kapitel 1
Grundlagen
1.1 Graphen und Nummerierungen von Graphen
Definition 1.1 Zu einer endlichen Menge M bezeichne |M | die Anzahl der Elemente von
M , P(M) die Potenzmenge von M , Pn(M) := {S ∈ P(M) : 1 ≤ |S| ≤ n}, n ∈ N, die
Menge aller nicht-leeren Teilmengen mit ho¨chstens n Elementen und P∞(M) := P(M).
Zu einer Abbildung f : M → N ist fu¨r n ∈ N ∪ {∞} die Abbildung der Potenzmengen
Pn(f) : Pn(M) → Pn(N) gegeben durch A 7→ Pn(f)(A) := f(A). Ein nicht-orientierter
Graph G ist ein Tripel (V,E, g) bestehend aus nichtleeren endlichen Mengen E, V mit
E ∩ V = ∅ und einer Inzidenzabbildung g : E → P2(V ). Man nennt V die Eckenmenge
von G und E die Kantenmenge von G. Die Elemente der Eckenmenge heißen Ecken.
Ein Element der Kantenmenge bezeichnet man als Kante. Ein orientierter Graph G ist
ein Tripel (V,E, g) bestehend aus nichtleeren endlichen Mengen E, V mit E ∩ V = ∅
und einer Abbildung g : E → V × V . Man nennt g eine Orientierung von G. Ein Graph
kann orientiert oder nicht-orientiert sein. Ist G = (V,E, g) ein orientierter Graph und ν :
V ×V → P2(V ) definiert durch (x, y) 7→ {x, y}, so nennt man das Tripel (V,E, ν◦g) =: νG
den dem orientierten Graphen G zugrundeliegenden nicht-orientierten Graphen. Eine
Kante e ∈ E eines nicht-orientierten bzw. orientierten Graphen mit g(e) ∈ P1(V ) bzw.
(ν ◦ g)(e) ∈ P1(V ) nennt man Schlaufe. Einen Graphen, der aus genau einer Kante und
genau einer Ecke besteht, bezeichnet man als Schlaufengraph. Eine Kante e ∈ E eines
nicht-orientierten bzw. orientierten Graphen heißt mehrfache Kante, wenn es eine Kante
f ∈ E, f 6= e, mit g(f) = g(e) bzw. (ν ◦ g)(e) = (ν ◦ g)(f)gibt. Ein einfacher Graph
besitzt weder Schlaufen noch mehrfache Kanten. La¨sst man fu¨r einen Graphen E = ∅ zu,
so bezeichnet man den Graphen G = (V, ∅, ∅), V 6= ∅, der nur aus Ecken besteht, als
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Nullgraph. Ist daru¨ber hinaus V = ∅, so heißt G = ∅ der leere Graph.
Es seien nun G = (VG, EG, gG) und H = (VH , EH , gH) weder leere Graphen noch Null-
graphen. Eine Abbildung (f, F ) : G → H besteht aus Abbildungen f : VG → VH und
F : EG → EH . Ein Homomorphismus (f, F ) : G → H von nicht-orientierten Graphen
G = (VG, EG, gG) und H = (VH , EH , gH) ist eine Abbildung (f, F ), die der Bedingung
P2(f) ◦ gG = gH ◦ F genu¨gt. Ein Homomorphismus (f, F ) : G → H von orientierten
Graphen G = (VG, EG, gG) und H = (VH , EH , gH) ist eine Abbildung (f, F ), die die Be-
dingung gH ◦F = (f × f) ◦ gG erfu¨llt. Ist sowohl f also auch F injektiv/surjektiv/bijektiv,
so heißt (f, F ) injektiv/surjektiv/bijektiv. 2
Definition 1.2 Sei G = (V,E, g) ein orientierter bzw. nicht-orientierter Graph sowie
V∞ := {vi}i∈N und E∞ := {ei}i∈N disjunkte nichtleere Familien paarweise verschiedener
Elemente. Eine Abbildung w : V → V∞ nennt man eine einfache Eckennummerierung
von G. Eine Abbildung γ : E → E∞ heißt einfache Kantennummerierung von G. Eine
einfache Nummerierung von G ist ein Tupel (w, γ) bestehend aus einer einfachen Ecken-
nummerierung w und einer einfachen Kantennummerierung γ von G.
Fu¨r k, l ∈ N seien Vk := {vi}1≤i≤k = {v1, . . . , vk} und El := {ei}1≤i≤l = {e1, . . . , el}.
Eine Eckennummerierung von G ist eine Abbildung w : V → Vk. Eine Abbildung γ :
E → El wird Kantennummerierung von G genannt. Eine Nummerierung von G ist ein
Homomorphismus (w, γ) : G → (Vk, El, h), k, l ∈ N, orientierter bzw. nicht-orientierter
Graphen, wobei w eine Ecken- und γ eine Kantennummerierung von G ist.
Eine (einfache) Nummerierung (w, γ) heißt surjektiv bzw. injektiv bzw. bijektiv, wenn
sowohl w als auch γ surjektive bzw. injektive bzw. bijektive Abbildungen sind. 2
Bemerkung In Abschnitt 1.3 werden nummerierte Graphendiagramme und in 1.4
A¨quivalenzen solcher Diagramme betrachtet. Dort ist es zula¨ssig, dass gewisse Kanten
des Diagramms gleich nummeriert sind. Dazu wird die oben definierte surjektive Kanten-
nummerierung benutzt. Der Begriff der Nummerierung ist notwendig, um in Definition 1.8
auf Seite 14 die Inzidenzmatrix eines Graphen einfu¨hren zu ko¨nnen. 2
Korollar 1.3 Sei G = (V,E, g) ein orientierter bzw. nicht-orientierter Graph, w : V →
Vk eine Eckennummerierung und γ : E → El eine bijektive Kantennummerierung von G.
Fu¨r e ∈ El definiere h(e) :=
(
(w × w) ◦ g ◦ γ−1
)
(e) bzw. h(e) :=
(
P2(w) ◦ g ◦ γ
−1
)
(e).
Dann ist (w, γ) : G→ (Vk, El, h) eine Nummerierung. 2
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Korollar 1.4 Sei G = (V,E, g) ein orientierter bzw. nicht-orientierter Graph und (w, γ) :
G→ (Vk, El, h) eine Nummerierung von G mit surjektiver Kantennummerierung γ. Dann
ist h eindeutig bestimmt.
Beweis Es sei h′ so gewa¨hlt, dass (w, γ) : G→ (Vk, El, h
′) eine weitere Nummerierung
von G ist. Zuna¨chst sei G nicht-orientiert. Fu¨r e ∈ El und f ∈ γ
−1(e) gilt dann: h(e) =
hγ(f) = P2(w)g(f) = h
′γ(f) = h′(e). Daraus folgt h = h′. Fu¨r orientiertes G schliesst
man analog. 2
Korollar 1.5 Sei G = (V,E, g) ein orientierter Graph und (w, γ) : G → (Vk, El, h) eine
Nummerierung von G mit surjektiver Kantenummerierung γ. Genau dann ist (w, γ) :
νG → (Vk, El, h
′) eine surjektive Nummerierung nicht-orientierter Graphen, wenn h′ =
ν ◦ h gilt.
Beweis Sei e ∈ E. Man berechnet ((νh)γ) (e) = ν ((hγ)(e)) = ν (((w × w)g)(e)) =
(P2(w)(νg)) (e). Daher ist (w, γ) : G → (Vk, El, νh) eine Nummerierung von νG. Nach
Korollar 1.4 ist diese eindeutig bestimmt. 2
Korollar 1.6 Eine bijektive Eckenummerierung w und eine bijektive Kantennummerie-
rung γ eines Graphen G = (V,E, g) induzieren einen Isomorphismus (w, γ) : G →
(Vk, El, h). 2
Definition 1.7 Sei G = (V,E, g) ein nicht-orientierter Graph. Eine Kante e ∈ E heißt
inzident zu einer Ecke v ∈ V , wenn v ∈ g(e) gilt. Zwei verschiedene Ecken v, w ∈ V
nennt man adjazent, wenn es eine Kante e ∈ E gibt, so dass g(e) = {v, w} erfu¨llt ist. Fu¨r
v ∈ V ist Inz(v,G) := {e ∈ E | v ∈ g(e)} die Menge der zu v inzidenten Kanten von G
und Sch(v,G) := {e ∈ E | {v} = g(e)} die Menge der Schlaufen von G.
Ist G = (V,E, g) orientiert, so sind eine Kante und eine Ecke inzident, wenn sie es
in νG sind. Zwei Ecken sind adjazent in G, wenn sie es in νG sind. Fu¨r v ∈ V definiert
man Inz(v,G) := Inz(v, νG) und Sch(v,G) := Sch(v, νG).
Sei G = (V,E, g) ein orientierter bzw. nicht-orientierter Graph, w : V → Vk eine
Ecken- und γ : E → El eine Kantennummerierung von G. Fu¨r i ∈ {1, . . . , k} sei
ad(i, G,w, γ) :=
{
j ∈ {1, . . . , l} | ∃ v ∈ w−1(vi) : γ
−1(ej) ∩ Inz(v,G) 6= ∅
}
.
Es gilt also j ∈ ad(i, G,w, γ) genau dann, wenn es eine mit vi nummerierte Ecke von G
gibt, die inzident zu einer mit ej nummerierten Kante von G ist. 2
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Definition 1.8 Gegeben sei ein mittels (w, γ) : G → (Vk, El, h) surjektiv nummerierter
nicht-orientierter Graph G = (V,E, g). Die Inzidenzmatrix I(G,w, γ) von G ist eine k×l-
Matrix, definiert durch
I(G,w, γ)s,t :=

0 : vs /∈ h(et)
2 : {vs} = h(et)
1 : sonst
fu¨r s ∈ {1, . . . , k} und t ∈ {1, . . . , l}. Ist G orientiert, so ist die Inzidenzmatrix definiert
durch
I(G,w, γ)s,t :=

0 : vs /∈ h(et)
−0 : (vs, vs) = h(et)
1 : h(et) = (vs, vx) und x 6= s
−1 : h(et) = (vx, vs) und x 6= s
fu¨r s ∈ {1, . . . , k} und t ∈ {1, . . . , l}. Dabei steht das Minuszeichen bei −0 zur Kennzeich-
nung der Schlaufen, siehe [29], Definition 1.6.
Ist G = (V,E, g) ein orientierter Graph, w : V → Vk eine surjektive Eckennumme-
rierung und γ : E → El eine surjektive Kantennummerierung, so wird die In-Out-Matrix
IO(G,w, γ) fu¨r s ∈ {1, . . . , k} und t ∈ {1, . . . , l} definiert durch
IO(G,w, γ)s,t :=
∣∣{(e, v) ∈ γ−1(et)× w−1(vs) | g(e) = (v, u) ∧ u 6= v}∣∣
−
∣∣{(e, v) ∈ γ−1(et)× w−1(vs) | g(e) = (u, v) ∧ u 6= v}∣∣ .
2
Satz 1.9 Gegeben sei ein orientierter Graph G = (V,E, g) und eine surjektive Numme-
rierung (w, γ) : G → (Vk, El, h). Dann gilt IO(G,w, γ)s,t =
∣∣γ−1(et)∣∣ · I(G,w, γ)s,t fu¨r
s ∈ {1, . . . , k} und t ∈ {1, . . . , l}.
Beweis Der Beweis wird durch eine Fallunterscheidung gefu¨hrt. Es seien s ∈ {1, . . . , k},
t ∈ {1, . . . , l}. Zur Abku¨rzung seien I := I(G,w, γ), IO := IO(G,w, γ),
A :=
{
(e, v) ∈ γ−1(et)× w
−1(vs) | g(e) = (v, u) ∧ u 6= v
}
und
B :=
{
(e, v) ∈ γ−1(et)× w
−1(vs) | g(e) = (u, v) ∧ u 6= v
}
.
1. Fall : Is,t = 1. Dann gibt es ein i 6= s, so dass h(et) = (vs, vi) gilt. Es gelten die
folgenden Aussagen:
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1. A 6= ∅ : h(et) = (vs, vi) =⇒ ∃e ∈ γ
−1(et) : h(et) = hγ(e) = (w × w)g(e) =
(vs, vi) =⇒ ∃(v, u) ∈ V × V : g(e) = (v, u), v ∈ w
−1(vs), v 6= u =⇒ (e, v) ∈ A.
2. B = ∅ : Angenommen es gibt (e′, v′) ∈ B mit g(e′) = (u′, v′). Dann gilt (vs, vi) =
h(et) = (w × w)g(e
′) = (w(u′), w(v′)) = (w(u′), vs). Es folgt s = i. Widerspruch!
3. |A| ≤
∣∣γ−1(et)∣∣ : (e, v), (e, v′) ∈ A =⇒ g(e) = (v, u) = (v′, u′) =⇒ v = v′ ∧ u = u′.
4. |A| ≥
∣∣γ−1(et)∣∣ : Sei (e, v) ∈ A und e′ ∈ γ−1(et) mit e′ 6= e : (w×w)g(e′) = hγ(e′) =
h(et) = (vs, vi) =⇒ ∃(v
′, u′) ∈ V × V : v′ 6= u′, w(v′) = vs =⇒ (e
′, v′) ∈ A.
Insgesamt folgt IOs,t = |A| − |B| =
∣∣γ−1(et)∣∣ · 1− 0 = ∣∣γ−1(et)∣∣ · Is,t.
2. Fall : Is,t = −1. Durch Vertauschen der Rollen von i und s und von A und B ergibt
sich die Behauptung wie im ersten Fall.
3. Fall : Is,t = 0. Definitionsgema¨ß gilt vs /∈ νh(et). Angenommen es gibt (e, v) ∈ A mit
g(e) = (v, u). Dann folgt h(et) = (w × w)g(e) = (vs, w(u)) im Widerspruch zur Voraus-
setzung. Also ist A = ∅. Analog ergibt sich B = ∅. Insgesamt folgt IOs,t = 0 − 0 = 0 =∣∣γ−1(et)∣∣ · Is,t.
4. Fall : Is,t = −0. Es wird gezeigt, dass |A| = |B| gilt. Zuna¨chst sei A 6= ∅ : (e, v) ∈
A =⇒ g(e) = (v, u) ∧ v 6= u =⇒ (vs, vs) = h(et) = (vs, w(u)) =⇒ vs ∈ w
−1(u) =⇒
(e, u) ∈ B. So ergibt sich eine bijektive Zuordnung φ : A → B. Sei nun A = ∅ : Ange-
nommen es gilt B 6= ∅. Wie im Fall A 6= ∅ erha¨lt man hier A 6= ∅ durch Vertauschen der
Rollen von A und B. Also gilt A = B = ∅.
In beiden Fa¨llen ergibt sich IOs,t = |A| − |B| = 0 =
∣∣γ−1(et)∣∣ · Is,t. 2
Satz 1.10 Fu¨r X ∈ {G,H} seien orientierte Graphen X = (VX , EX , gX), surjektive
Ecken- bzw. Kantennummerierungen wX : VX → Vk bzw. γX : EX → El, sowie ein
Isomorphismus (f, F ) : G→ H vorgelegt, der wH ◦f = wG und γH ◦F = γG erfu¨llt. Dann
gilt IO (G,wG, γG) = IO (H,wH , γH) .
Beweis Fu¨r X ∈ {G,H}, i ∈ {1, . . . , k} und j ∈ {1, . . . , l} definiert man zuna¨chst
Ai,jX :=
{
(e, v) ∈ γ−1X (ej)× w
−1
X (vi) | gX(e) = (v, u) ∧ u 6= v
}
und
Bi,jX :=
{
(e, v) ∈ γ−1X (ej)× w
−1
X (vi) | gX(e) = (u, v) ∧ u 6= v
}
.
Damit gilt IO (X,wX , γX)i,j =
∣∣∣Ai,jX ∣∣∣ − ∣∣∣Bi,jX ∣∣∣. Fu¨r Y ∈ {A,B} seien die Abbildungen
φi,jY : Y
i,j
G → Y
i,j
H und ψ
i,j
Y : Y
i,j
H → Y
i,j
G gegeben durch φ
i,j
Y ((e, v)) := (F (e), f(v)) bzw.
ψi,jY ((e, v)) :=
(
F−1(e), f−1(v)
)
. Es wird zuna¨chst nachgewiesen, dass φi,jA wohldefiniert ist.
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Sei dazu (e, v) ∈ Ai,jG . Zum einen gilt (γH × wH)
(
φi,jA ((e, v))
)
= (γH × wH) (F (e), f(v)) =
(γG(e), wG(v)) = (ej , vi), zum anderen ist gH (F (e)) = (f × f) (gG(e)) = (f(v), f(u)).
Hierin ist f(v) 6= f(u), denn f ist injektiv und v 6= u. Zusammen ergibt sich demnach
(F (e), f(v)) ∈ Ai,jH .
Ersetzt man in diesen Betrachtungen f durch f−1 und F durch F−1, ergibt sich die
Wohldefiniertheit von ψi,jA . Diese ist die Umkehrabbildung zu φ
i,j
A . Somit gilt
∣∣∣Ai,jG ∣∣∣ = ∣∣∣Ai,jH ∣∣∣.
Fu¨r Y = B erha¨lt man auf dieselbe Art
∣∣∣Bi,jG ∣∣∣ = ∣∣∣Bi,jH ∣∣∣, so dass insgesamt gilt:
IO (G,wG, γG)i,j =
∣∣∣Ai,jG ∣∣∣− ∣∣∣Bi,jG ∣∣∣ = ∣∣∣Ai,jH ∣∣∣− ∣∣∣Bi,jH ∣∣∣ = IO (H,wH , γH)i,j . 2
Indexmengen Gegeben seien nichtleere Mengen I,X, Y sowie eine Abbildung φ : I →
X, xi := φ(i). Man nennt {xi}i∈I eine Familie von Elementen aus X. Sei nun {Xi}i∈I eine
Familie von Elementen aus P(X). Die Menge∏
i∈I
Xi :=
{
f | f : I →
⋃
i∈I
Xi mit f(i) ∈ Xi
}
heißt direktes Produkt der Mengen Xi, i ∈ I. Fu¨r f ∈
∏
i∈I Xi schreibt man f = (fi)i∈I .
Hierin ist fi = f(i) ∈ Xi gemeint. Ist (I,<I) zusa¨tzlich endlich und geordnet, also I =
{i1, i2, . . . , in} mit i1 <I i2 <I · · · <I in, n ∈ N, so schreibt man
∏
i∈I Xi = Xi1×· · ·×Xin
sowie f = (fi)i∈I = (fi1 , . . . , fin) ∈
∏
i∈I Xi. Gilt daru¨ber hinaus Xi = Y fu¨r alle i ∈ I, so
wird an dieser Stelle M(I, Y ) :=
∏
i∈I Xi fu¨r die Menge der mittels I indizierten |I|-Tupel
mit Eintra¨gen aus Y gesetzt. Derartige Tupel ko¨nnen auch in Spaltenform geschrieben
werden. Hierzu setzt man fu¨r f ∈M(I, Y )
f tr := (fi)
tr
i∈I := (fi1 , fi2 , . . . , fin)
tr :=
 
















fi1
fi2
...
fin

















und M tr(I, Y ) :=
{
f tr | f ∈M(I, Y )
}
. Fu¨r nichtleere geordnete endliche Mengen (I,<I),
(J,<J) bezeichnet M|I|×|J | (I, J, Y ) im folgenden die Menge der |I|×|J |-Matrizen mit Ein-
tra¨gen in Y , deren Elemente A ∈M|I|×|J | (I, J, Y ) als A = (Ai,j)i∈I,j∈J geschrieben werden.
Zu einer bijektiven Abbildung σ : I → J la¨ßt sich eine Abbildung Θ(σ) : M tr(J, Y ) →
M tr(I, Y ) durch [Θ(σ)(x)]i := xσ(i) definieren. Fu¨r Y = Z kann Θ(σ) als Homomorphis-
mus zwischen Z-Moduln, fu¨r einen Ko¨rper Y als Vektorraum-Homomorphismus aufgefasst
werden. Bezu¨glich der Standardbasen ei ∈M
tr(I, Y ), i ∈ I, die durch
(ei)s :=
 1 : s = i0 : s 6= i
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gegeben sind, ist Θ(σ) durch eine Permutationsmatrix P (σ) ∈M|I|×|J | (I, J, Y ) gegeben :
Θ(σ)(x) = P (σ) · x. Fu¨r diese gilt:
P (σ)i,j =
 1 : σ(i) = j0 : σ(i) 6= j .
Fu¨r Permutationsmatrizen gelten P (idI) = E|I|, P (σ◦τ) = P (τ)·P (σ), P
(
σ−1
)
= P (σ)−1
und detP (σ) ∈ {1,−1}.
Satz 1.11 Fu¨r X ∈ {G,H} seien orientierte Graphen X = (VX , EX , gX), surjekti-
ve Nummerierungen (wX , γX) : X → (VkX , ElX , hX) sowie ein Isomorphismus (f, F ) :
(VkG , ElG , hG) → (VkH , ElH , hH) gegeben. Dann gibt es bijektive Abbildungen σF : {1, . . . ,
lG} → {1, . . . , lH} und σf : {1, . . . , kG} → {1, . . . , kH}, so dass gilt:
P (σf ) · I (H,wH , γH) · P (σF )
tr = I (G,wG, γG) .
Beweis Da f, F bijektiv sind, gilt l := lG = lH und k := kG = kH . Also gibt es
bijektive Abbildungen σF : {1, . . . , l} → {1, . . . , l} mit F (ei) = eσF (i) fu¨r i ∈ {1, . . . , l}
und σf : {1, . . . , k} → {1, . . . , k} mit f(vi) = vσf (i) fu¨r i ∈ {1, . . . , k}. Zuna¨chst werden
die folgenden Aussagen gezeigt:
1. ∀ei ∈ El : hG (ei) = (vs, vt)⇔ hH
(
eσF (i)
)
=
(
vσf (s), vσf (t)
)
.
2. ∀i ∈ {1, . . . , k}, j ∈ {1, . . . , l} : I (H,wH , γH)σf (i),σF (j) = I (G,wG, γG)i,j .
Zu 1.:
⇒: hH
(
eσF (i)
)
= hHF (ei) = (f × f)hG(ei) = (f(vs), f(vt)) =
(
vσf (s), vσf (t)
)
.
⇐: hG(ei) = (f × f)
−1hHF (ei) =
(
f−1
(
vσf (s)
)
, f−1
(
vσf (s)
))
= (vs, vt).
Zu 2.: Dies folgt unmittelbar aus 1. und der Definition 1.8 der Inzidenzmatrix.
Sei nun I := I (H,wH , γH), s ∈ {1, . . . , k}, t ∈ {1, . . . , l} und A := P (σf ) · I ∈ Mk×l (Z).
Dann gilt As,t = Iσf (s),t. Definiere B ∈ Ml×k (Z) durch Bt,s := A
tr
σF (t),s
= As,σF (t) =
Iσf (s),σF (t) = I
tr
σF (t),σf (s)
. Man berechnet fu¨r i ∈ {1, . . . , k}, j ∈ {1, . . . , l}:
[
P (σf ) I [P (σF )]
tr]tr
j,i
=
(
P (σF ) [P (σf ) I]
tr)
j,i
=
(
P (σF )A
tr
)
j,i
= Bj,i = I
tr
σF (j),σf (i)
.
Mithilfe von 2. ergibt sich I (G,wG, γG)i,j = Iσf (i),σF (j) =
(
P (σf ) I [P (σF )]
tr)
i,j
. 2
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Satz 1.12 Fu¨r X ∈ {G,H} seien orientierte Graphen X = (VX , EX , gX), bijektive Num-
merierungen (wX , γX) : X → (VkX , ElX , hX) sowie σ ∈ SkH und τ ∈ SlH gegeben, so
dass
P (σ) · I (H,wH , γH) · P (τ)
tr = I (G,wG, γG) (1.1)
gilt. Dann ist G isomorph zu H.
Beweis Aus (1.1) folgt k := kG = kH und l := lG = lH . Definiere bijektive Abbildungen
f : Vk → Vk durch f(vi) := vσ(i) sowie F : El → El durch F (ei) := eτ(i). Es wird
gezeigt, dass (f, F ) : (Vk, El, hG) → (Vk, El, hH) ein Isomorphismus ist. Dann ist na¨mlich
(wH , γH)
−1 ◦ (f, F ) ◦ (wG, γG) nach Korollar 1.6 auf Seite 13 ein Isomorphismus von G
nach H.
Es genu¨gt nachzuweisen, dass hHF (ei) = (f × f)hG(ei) fu¨r alle ei ∈ El gilt. Sei dazu
hHF (ei) = (vs, vt).
1. Fall : s 6= t. Folgende A¨quivalenz zeigt die Behauptung:
hHF (ei) = hH
(
eτ(i)
)
= (vs, vt) ⇔ 1 = I (H,wH , γH)s,τ(i)
(1.1)
= I (G,wG, γG)σ−1(s),i und
−1 = I (H,wH , γH)t,τ(i)
(1.1)
= I (G,wG, γG)σ−1(t),i
⇔ hG(ei) =
(
vσ−1(s), vσ−1(t)
)
⇔ (vs, vt) = (f × f)hG(ei).
2.Fall : s = t. Folgende A¨quivalenz zeigt die Behauptung:
hHF (ei) = hH
(
eτ(i)
)
= (vs, vs) ⇔ −0 = I (H,wH , γH)s,τ(i)
(1.1)
= I (G,wG, γG)σ−1(s),i
⇔ hG(ei) =
(
vσ−1(s), vσ−1(s)
)
⇔ (vs, vs) = (f × f)hG(ei).
2
Bemerkungen
1. Da sich jede Permutation als Komposition endlich vieler Transpositionen schreiben
la¨ßt, bedeuten die Sa¨tze 1.11 und 1.12, dass zwei orientierte bijektiv nummerierte
Graphen genau dann isomorph sind, wenn sich ihre Inzidenzmatrizen durch Zeilen-
und Spaltenvertauschungen ineinander u¨berfu¨hren lassen.
2. Die Menge Zeilensummen der Inzidenzmatrix eines mittels (w, γ) bijektiv numme-
rierten orientierten Graphen G = (V,E, g) wird durch Zeilen- und Spaltenvertau-
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schungen nicht vera¨ndert, daher ist die Menge
|E|∑
j=1
I (G,w, γ)i,j
∣∣∣ 1 ≤ i ≤ |V |

eine Invariante fu¨r die Isomorphie von orientierten Graphen.
3. Die Sa¨tze 1.11, 1.12 gelten in entsprechender Form auch fu¨r nicht-orientierte Gra-
phen.
1.2 Topologische Graphen
Zellenkomplexe Um im folgenden den Begriff des topologischen Graphen zu definie-
ren, werden spezielle eindimensionale Zellenkomplexe verwendet. Eine ausfu¨hrliche Defi-
nition eines Zellenkomplexes kann [3], [21] entnommen werden. Mit einem Zellenkomplex
Z ist ein topologischer Raum Z zusammen mit einer Zellenzerlegung und charakteristi-
schen Abbildungen gemeint. Die hier auftretenden Zellenkomplexe haben endlich viele
Zellen, sind also kompakte topologische Ra¨ume. Eine Zelle ist eine zu einem geeigne-
ten offenen Ball homo¨omorphe Teilmenge des Zellenkomplexes. Die Menge der Zellen
eines Zellenkomplexes Z wird mit M(Z) ⊂ P(Z) bezeichnet. Fu¨r n ∈ N ∪ {∞} sind
Zn := {e ⊂ Z|dim(e) ≤ n} die Geru¨ste von Z. Die Menge der eindimensionalen Zellen
von Z wird mit Z1 := Z
1\Z0 ⊂ P(Z) bezeichnet. Die Nullzellen hingegen werden mittels
Z0 :=
{
x ∈ Z | {x} ∈ Z0
}
als Teilmenge von Z aufgefasst. Die charakteristischen Abbil-
dungen
{
Fe : D
1 → Z
}
e∈Z1
von Z induzieren jeweils eine Orientierung der Zellen von Z,
siehe [9], S. 3-4. Diese la¨ßt sich mit einer Durchlaufrichtung einer Zelle von Fe(−1) nach
Fe(1) identifizieren. Eine Orientierung eines Zellenkomplexes besteht aus der Gesamtheit
aller Orientierung der Zellen aus Z1. Ein orientierter Zellenkomplex (Z, o) ist ein Zel-
lenkomplex Z zusammen mit einer Orientierung o. Ab nun seien sa¨mtliche auftretenden
Zellenkomplexe eindimensional und endlich.
Definition 1.13 Sei Z ein Zellenkomplex. Fu¨r i ∈ {0, 1} und e ∈ Zi(Z) seien Fe : D
i →
Z die zugeho¨rigen charakteristischen Abbildungen von Z. Definiere z : Z1 → P2 (Z0)
durch e 7→ {Fe(−1), Fe(1)}. Dann bezeichnet das Tripel (Z0,Z1, z) den nicht-orientierten
Graphen zum Zellenkomplex Z. Ein orientierter Graph zum Zellenkomplex Z ist ein
Tripel (Z0,Z1, o), so dass die Abbildung o : Z1 → Z0×Z0 die Bedingung ν ◦ o = z erfu¨llt.
Es sei (Z, o) ein orientierter Zellenkomplex. Diejenige Orientierung g eines orientierten
Graphen zum Zellenkomplex Z, die der Bedingung g(e) = (Fe(−1), Fe(1)) fu¨r alle e ∈ Z1
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genu¨gt, heißt die von (Z, o) induzierte Orientierung. Dieser Graph zum Zellenkomplex Z
wird induzierter orientierter Graph genannt. Sowohl im orientierten als auch im nicht-
orientierten Fall wird ein Graph zum Zellenkomplex Z mit G(Z) bezeichnet. 2
Bemerkungen
1. Nicht-orientierte Graphen zu homo¨omorphen Zellenkomplexen sind isomorph. Der
nicht-orientierte Graph zu einem Zellenkomplex Z ha¨ngt nur von dem zugrundelie-
genden topologischen Raum Z und der Zellenzerlegung ab.
2. Jedem orientierten Graphen G(Z) zu einem Zellenkomplex Z, der keine Schlaufen
besitzt, la¨ßt sich genau ein orientierter Zellenkomplex (Z, o) zuordnen, dessen indu-
zierter orientierter Graph G (Z) ist.
Definition 1.14 Sei Z ein Zellenkomplex. Eine (einfache) Eckennummerierung von Z
ist eine (einfache) Eckennummerierung von G(Z). Eine (einfache) Kantennummerierung
von Z ist eine (einfache) Kantennummerierung von G(Z). Eine (einfache) Nummerie-
rung von Z ist eine (einfache) Nummerierung von G(Z). 2
Definition 1.15 Sei Z ein Zellenkomplex. Das Bild Γ(Z) einer Einbettung Γ : Z → R3
heißt topologischer Graph.
Satz 1.16 Sei Z ein Zellenkomplex und Γ : Z → R3 eine Einbettung. Es gelten die
folgenden Aussagen:
1. Γ(Z) ist ein Zellenkomplex mit eindimensionalen Zellen Γ(Z)1 = P(Γ) (Z1) und
Nullzellen Γ(Z)0 = Γ (Z0).
2. Definiert man eine Abbildung ∩Γ : Γ (Z)1 → P2(Γ (Z)0) durch (∩Γ) (x) := x∩Γ(Z)0,
wobei mit x der topologische Abschluss gemeint ist, so gilt (Γ(Z)0,Γ(Z)1,∩Γ) =
G (Γ(Z)) fu¨r den nicht-orientierten Graphen zum Zellenkomplex Γ(Z).
3. Die Abbildung (Γ|Z0 ,P (Γ) |Z1) : G(Z) → G (Γ(Z)) ist ein Isomorphismus nicht-
orientierter Graphen.
Beweis Zu 1.: Ist Fe eine charakteristische Abbildung von Z, so ist Γ ◦ Fe eine cha-
rakteristische Abbildung von Γ(Z).
Zu 2.: Sei x = P (Γ) (e) fu¨r ein e ∈ Z1. Es gilt damit: (∩Γ)(x) = Γ(e) ∩ Γ(Z)0 =
Γ(e) ∩ Γ (Z0) = Γ (e¯ ∩ Z0) = Γ ({Fe(1), Fe(−1)}) = {ΓFe(1),ΓFe(−1)} .
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Zu 3.: Die Abbildungen sind bijektiv, da Γ eine Einbettung ist. Weiterhin gilt fu¨r e ∈ Z1:
(∩Γ) (P (Γ) |Z1(e)) = (∩Γ) (P (Γ) (e)) = (∩Γ) (Γ(e)) = Γ(e)∩Γ (Z0) = Γ ({Fe(1), Fe(−1)})
= P2 (Γ) (z(e)). 2
1.3 Graphendiagramme
Topologische Graphen lassen sich anhand von regula¨ren Graphendiagrammen untersu-
chen. Ist eine Einbettung Γ : Z → R3 und eine regula¨re Projektion pi : R3 → P auf
eine geeignete Ebene P gegeben, so besteht ein regula¨res Diagramm D aus dem Bild
pi (Γ(Z)) zusammen mit U¨ber- und Unterkreuzungsinformationen an den Doppelpunkten{
x ∈ pi (Γ(Z)) |
∣∣pi−1(x)∣∣ = 2}. Es seien {Fe}e∈Γ(Z)1 charakteristische Abbildungen zum
Zellenkomplex Γ(Z) und o eine Orientierung von Γ(Z). Fu¨r jede Zelle e ∈ Γ(Z)1 la¨ßt sich
pi(e) mit einer Durchlaufrichtung von piFe(−1) nach piFe(1) versehen. Durch Anbringen
eines Pfeils an pi(e) im Diagramm D wird so eine Orientierung von pi(e) festgelegt. Ei-
ne Orientierung von D besteht aus der Gesamtheit von Orientierungen von pi(e) fu¨r alle
e ∈ Γ(Z)1. Ein orientiertes Diagramm (D, o) besteht aus einem Diagramm D und einer
Orientierung o von D.
Definition 1.17 Sei D ein Diagramm zu einer Einbettung Γ : Z → R3 und einer re-
gula¨ren Projektion pi. Definiere ∩D : P (pi) (Γ(Z)1) → P2(pi (Γ(Z)0)) durch x 7→ x ∩
pi (Γ(Z)0). Das Tripel (pi (Γ(Z)0) ,P (pi) (Γ(Z)1) ,∩D) heißt nicht-orientierter Graph zum
Diagramm D. Ein orientierter Graph zum Diagramm D ist ein Tripel (pi (Γ(Z)0) ,
P (pi) (Γ(Z)1) , o(D)), so dass die Abbildung o(D) : P (pi) (Γ(Z)1)→ pi (Γ(Z)0)×pi (Γ(Z)0)
die Bedingung ν ◦ o(D) = ∩D erfu¨llt. Es sei (D, o) ein orientiertes Diagramm. Dieje-
nige Orientierung g eines orientierten Graphen zum Diagramm D, die der Bedingung
g (pi(e)) = (piFe(−1), piFe(1)) fu¨r alle e ∈ Γ(Z)1 genu¨gt, heißt die von (D, o) induzierte
Orientierung. Dieser Graph wird induzierter orientierter Graph zum Diagramm D ge-
nannt. Sowohl im orientierten als auch im nicht-orientierten Fall wird ein Graph zu einem
Diagramm D mit G(D) bezeichnet. 2
Satz 1.18 Sei D ein Diagramm zu einer Einbettung Γ : Z → R3 und einer regula¨ren Pro-
jektion pi. Die Abbildung
(
pi|Γ(Z)0 ,P (pi) |Γ(Z)1
)
: G (Γ(Z))→ G(D) ist ein Isomorphismus
nicht-orientierter Graphen.
Beweis Da pi regula¨r ist, sind die Abbildungen offenbar bijektiv. Fu¨r x ∈ Γ(Z)1 gilt
weiterhin:
(
P2(pi|Γ(Z)0) ◦ (∩Γ)
)
(x) = P2(pi|Γ(Z)0) (x¯ ∩ Γ(Z)0) = pi|Γ(Z)0 (x¯ ∩ Γ(Z)0) =
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pi (x¯ ∩ Γ(Z)0) = pi(x) ∩ pi (Γ(Z)0) = (∩D) (pi(x)) =
(
(∩D) ◦ P (pi) |Γ(Z)1
)
(x). 2
Definition 1.19 Sei D ein regula¨res Graphendiagramm. Eine (einfache) Eckennumme-
rierung von D ist eine (einfache) Eckennummerierung von G(D). Eine (einfache) Kan-
tennummerierung des Diagramms D ist eine (einfache) Kantennummerierung von G(D).
Eine (einfache) Nummerierung von D ist eine (einfache) Nummerierung von G(D). 2
Definition 1.20 Ein Kreuzungspunkt τx eines Graphendiagramms D ist ein Doppel-
punkt x des Bildes einer regula¨ren Projektion zusammen mit einer U¨ber/Unterkreuzungs-
information. Die Menge der Kreuzungen eines Diagramms wird mit cr(D) bezeichnet. Ist
ein orientiertes Diagramm (D, o) gegeben, definiert man die Abbildung (D, o) : cr(D)→
{−1, 1} gema¨ß folgender lokaler Kreuzungssituationen:
−1 +1
   @@I
   @
@
@
@I
 
 
 
 
@@
Fu¨r ein orientiertes Diagramm (D, o) zusammen mit einer (einfachen) Kantennummerie-
rung γ definiert man fu¨r ei, ej ∈ El die Verdrillungszahl der Kanten ei und ej durch:
w
D,o
γ−1(ei),γ−1(ej)
:=
∑
{τx∈cr(D)|x∈f∩g ,f∈γ−1(ei),g∈γ−1(ej)}
(D, o)(τx)
2
1.4 A¨quivalenz von topologischen Graphen und deren Dia-
grammen
Sprechweisen und Notationen Es seien Z ein Zellenkomplex, Γ : Z → R3 eine Ein-
bettung, w eine (einfache) Eckennummerierung, γ eine (einfache) Kantennummerierung
und o eine Orientierung von Γ(Z). Die nachfolgende Tabelle definiert Bezeichnungen und
Sprechweisen fu¨r topologische Graphen:
Γ : Z → R3 nicht-orientiert orientiert
nicht-nummeriert Γ(Z) (Γ(Z), o)
(einfach) eckennummeriert (Γ(Z), w) (Γ(Z), w, o)
(einfach) kantennummeriert (Γ(Z), γ) (Γ(Z), γ, o)
(einfach) nummeriert (Γ(Z), w, γ) (Γ(Z), w, γ, o)
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Zum Beispiel definiert die Tabelle folgende Sprechweise: Ein kantennummerierter orien-
tierter topologischer Graph ist ein Tupel (Γ(Z), γ, o), wobei Γ : Z → R3 eine Einbettung
eines Zellenkomplexes Z, γ eine Kantennummerierung von Γ(Z) und o eine Orientierung
von Γ(Z) ist.
Entsprechende Notationen ko¨nnen fu¨r Diagramme festgelegt werden.
Definition 1.21 Gegeben seien Einbettungen Γ,∆ : Z → R3. Zwei (einfach) numme-
rierte orientierte topologische Graphen
(
Γ(Z), wΓ, γΓ, oΓ(Z)
)
und
(
∆(Z), w∆, γ∆, o∆(Z)
)
heißen a¨quivalent,
(
Γ(Z), wΓ, γΓ, oΓ(Z)
)
∼
(
∆(Z), w∆, γ∆, o∆(Z)
)
, wenn es einen orientie-
rungserhaltenden Homo¨omorphismus h : R3 → R3 gibt, der zum einen die Bedingungen
1. (h ◦ Γ) (Z) = ∆(Z), 2. wΓ = w∆ ◦ h|Γ(Z)0 und 3. γΓ = γ∆ ◦ P(h)|Γ(Z)1
erfu¨llt und zum anderen die Orientierungen oΓ(Z) und o∆(Z) respektiert. 2
Bemerkung Man erha¨lt abgeschwa¨chte A¨quivalenzrelationen zwischen geeigneten to-
pologischen Graphen der obenstehenden Tabelle, wenn man in Definition 1.21 entprechen-
de Bedingungen wegla¨sst.
Satz 1.22 Gegeben seien Einbettungen Γ,∆ : Z → R3. Fu¨r Θ ∈ {Γ,∆} seien wΘ :
Θ(Z)0 → Vk surjektive Eckennummerierungen, γΘ : Θ(Z)1 → El surjektive Kantennum-
merierungen und oΘ(Z) Orientierungen von Θ(Z). Dann gelten:
1. Der Homo¨omorphismus h aus Definition 1.21 induziert einen Graphenisomorphis-
mus
(
h|Γ(Z)0 ,P(h)|Γ(Z)1
)
: G (Γ(Z)) → G (∆(Z)) der induzierten orientierten Gra-
phen.
2. Sind
(
Γ(Z), wΓ, γΓ, oΓ(Z)
)
und
(
∆(Z), w∆, γ∆, o∆(Z)
)
a¨quivalent im Sinne der Defi-
nition 1.21, so folgt IO (G (Γ(Z)) , wΓ, γΓ) = IO (G (∆(Z)) , w∆, γ∆) .
3. Sind
(
Γ(Z), wΓ, γΓ, oΓ(Z)
)
und
(
∆(Z), w∆, γ∆, o∆(Z)
)
a¨quivalent und (wΘ, γΘ) Num-
merierungen, so gilt I (G (Γ(Z)) , wΓ, γΓ) = I (G (∆(Z)) , w∆, γ∆) .
Beweis Zu 1.: Da h ein Homo¨omorphismus ist, der Γ(Z) auf ∆(Z) abbildet, sind die
beteiligten Abbildungen bijektiv. Seien o(Θ) die induzierten Orientierungen von G (Θ(Z)).
Die Orientierungen oΘ(Z) seien durch charakteristische Abbildungen
{
F
Θ(Z)
e
}
e∈Θ(Z)1
ge-
geben. Da h die Orientierungen respektiert, gilt h
(
F
Γ(Z)
e (±1)
)
= F
∆(Z)
h(e) (±1) fu¨r alle
e ∈ Γ(Z)1. Daraus folgt:
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(
o(∆) ◦ P (h) |Γ(Z)1
)
(e) = o(∆) (h(e)) =
(
F
∆(Z)
h(e) (−1), F
∆(Z)
h(e) (1)
)
= (h× h)
(
FΓ(Z)e (−1), F
Γ(Z)
e (1)
)
= ((h× h) ◦ o(Γ)) (e).
Zu 2.: Zusammen mit der ersten Aussage sowie zweitens und drittens aus Definition 1.21
folgt die Behauptung aus Satz 1.10 auf Seite 15.
Zu 3.: Betrachte folgendes Diagramm von Homomorphismen orientierter Graphen:
(Vk, El, h) (Vk, El, h)
G (Γ(Z)) G (∆(Z))
-(a,A)
-
(h|Γ(Z)0 ,P(h)|Γ(Z)1)
6
(ωΓ,γΓ)
6
(w∆,γ∆) .
Wegen der Bedingungen aus Definition 1.21 kann (a,A) = (id, Id) gewa¨hlt werden. Da-
her sind die Permutationsmatrizen P (σa) und P (σA) in Satz 1.11 die Einheitsmatrizen
entsprechender Dimension. 2
Definition 1.23 Zwei Graphendiagramme D und D′ heißen a¨quivalent, D ∼ D′, wenn
sie sich durch eine endliche Anzahl von Reidemeisterbewegungen
I
Ω+1←→
Ω−1←→
II
Ω+2←→
Ω−2←→
III
Ω3←→
IV
Ω+4←→
Ω−4←→
V
Ω+5←→
Ω−5←→
und endlich vielen orientierungserhaltenden Homo¨omorphismen der Projektionsebene in-
einander u¨berfu¨hren lassen. Zwei orientierte Diagramme (D, o), (D′, o′) sind a¨quivalent,
wenn die Diagramme D und D′ es sind und daru¨ber hinaus die Orientierungen o und o′
respektiert werden.
Bemerkungen
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1. Zwei topologische Graphen sind genau dann a¨quivalent, wenn sie a¨quivalente Dia-
gramme besitzen, siehe [7], Th. 2.1.
2. A¨quivalente orientierte Diagramme (D, o) ∼ (D′, o′) induzieren einen Isomorphismus
(h,H) : G(D)→ G(D′) orientierter Graphen.
Definition 1.24 Zwei (einfach) nummerierte orientierte Graphendiagramme (D,wD, γD,
oD) und (D
′, wD′ , γD′ , oD′) heißen a¨quivalent, (D,wD, γD, oD) ∼ (D
′, wD′ , γD′ , oD′), wenn
die Diagramme (D, oD) und (D
′, oD′) a¨quivalent sind, so dass wD′ ◦h = wD und γD′ ◦H =
γD fu¨r den induzierten Isomorphismus (h,H) : G(D)→ G(D
′) gelten. 2
Bemerkung Man erha¨lt abgeschwa¨chte A¨quivalenzrelationen zwischen Graphendia-
grammen, wenn man in Definition 1.24 entsprechende Bedingungen wegla¨sst.
Satz 1.25 Gegeben seien orientierte Diagramme (D, oD), (D
′, oD′). Fu¨r Θ ∈ {D,D
′} sei
G (Θ) = (V (Θ), E(Θ), o(Θ)) der induzierte orientierte Graph zum Diagramm Θ. Wei-
terhin seien wΘ : V (Θ) → Vk surjektive Eckennummerierungen und γΘ : E(Θ) → El
surjektive Kantennummerierungen. Dann gelten:
1. (D,wD, γD, oD) ∼ (D
′, wD′ , γD′ , oD′)⇒ IO (G(D), wD, γD) = IO (G(D
′), wD′ , γD′) .
2. (D,wD, γD, oD) ∼ (D
′, wD′ , γD′ , oD′) und (wΘ, γΘ) sind Nummerierungen =⇒
I (G (D) , wD, γD)) = I (G (D
′) , wD′ , γD′) .
Beweis Mithilfe des induzierten Isomorphismus (h,H) aus der Bemerkung 2. von Seite
24 la¨ßt sich wie im Beweis des Satzes 1.22 auf Seite 23 vorgehen. 2
Konstruktion einer Invariante Fu¨r ein (einfach) nummeriertes orientiertes Diagramm
ha¨ngt die Verdrillungszahl zweier Kanten definitionsgema¨ß nicht von der Eckennumme-
rierung ab. Ebenso vera¨ndern Reidemeisterbewegungen vom Typ zwei und drei, sowie
orientierungserhaltende Homo¨omorphismen der Ebene (analog zu der klassischen Ver-
schlingungszahl von Verkettungen) den Wert einer Verdrillungszahl nicht. Um mithilfe der
Verdrillungszahl zweier Kanten eine Invariante fu¨r die A¨quivalenz (einfach) kantennumme-
rierter orientierter Diagramme zu erhalten, werden im na¨chsten Kapitel die Auswirkungen
der u¨brigen Reidemeiserbewegungen untersucht.
Beispiel Graphendiagramme, deren zugeho¨rige Graphen nicht isomorph sind, sind
(unter Beru¨cksichtigung einer geeigneten A¨quivalenzrelation) nicht a¨quivalent. Es soll an
dieser Stelle demonstriert werden, wie die bisher eingefu¨hrten Begriffe benutzt werden
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ko¨nnen, um derartige Graphen zu unterscheiden. Gegeben seien zwei orientierte Diagram-
me (D, o), (D′, o′) wie in der Abbildung (1.2) links dargestellt.
(D, o) (D’, o’)
v
v
e e e
1
2
1 2 3
v
v
e e e
2
1
123
(1.2)
Es soll gezeigt werden, dass die Diagramme nicht a¨quivalent sind. Dazu werden zuna¨chst
jeweils beliebige bijektive Nummerierungen (wD, γD) und (wD′ , γD′) wie in (1.2) rechts
gewa¨hlt. Sind die Diagramme a¨quivalent, gibt es nach Korollar 1.6 auf Seite 13 und Be-
merkung 2. von Seite 24 ein Diagramm
(Vk, El, hD) G(D) G
(
D′
)
(Vk, El, hD′)ﬀ
(wD,γD) -(h,H) -(wD′ ,γD′ )
von Isomorphismen orientierter Graphen. Nach Satz 1.11 auf Seite 17 gehen daher die
Inzidenzmatrizen durch Zeilen- und Spaltenvertauschungen auseinander hervor. Sie haben
die Gestalt I (G(D), wD, γD) =  
1 1 1
−1−1−1
sowie I (G(D′), wD′ , γD′) =  
−1 1−1
1−1 1
. Man
berechnet aber die Mengen aus Bemerkung 2. auf Seite 18 zu {3,−3} und {1,−1}.
Kapitel 2
Verschlingungsinvarianten
Die vorbereitenden Aussagen in 8.1 werden hauptsa¨chlich erst ab 2.3 beno¨tigt. Es kann
also auch mit der Lektu¨re des Abschnittes 2.2 u¨ber Verschlingungsinvarianten begonnen
werden. In 2.3 werden Umnummerierungen der zu den Einbettungen geho¨rigen Graphen
untersucht. In 2.5 werden Verschlingungsinvarianten von Teilgraphen betrachtet. Im letz-
ten Abschnitt wird eine vereinfachte Darstellung der Verschlingungsinvarianten, wie sie in
2.2 erhalten wurden, eingefu¨hrt.
Als Generalvoraussetzung bezeichnet G(D) = (VD, ED, oD) den induzierten orientier-
ten Graphen zu einem orientierten Diagram D.
2.1 Vorbereitungen
In diesem Abschnitt werden die Auswirkungen von Graphenhomomorphismen auf die In-
zidenz von Kanten und Ecken bezu¨glich vorgegebener Nummerierungen studiert.
Generalvoraussetzung 2.1 Fu¨r X ∈ {G,H} seien X = (VX , EX , gX) orientierte Gra-
phen mit Eckennummerierungen wX : VX → VkX und Kantennummerierungen γX : EX →
ElX . Die Diagramme
VG VH
VkG VkH
-f
?
wG
?
wH
-φ
EG EH
ElG ElH
-F
?
γG
?
γH
-Φ
(2.1)
seien kommutativ, wobei (f, F ) : G → H ein Homomorphismus ist und φ,Φ gegeben sind
durch
ψ : {1, . . . , kG} → {1, . . . , kH}, φ(vi) := vψ(i) und (2.2)
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Ψ : {1, . . . , lG} → {1, . . . , lH}, Φ(ei) := eΨ(i). (2.3)
Gibt es eine Abbildung hX : ElX → VkX × VkX so wird der zugeho¨rige orientierte Graph
mit (VkX , ElX , hX) bezeichnet. 2
Definition 2.2 Gegeben sei ein Graph G = (V,E, g) mit einer Eckennummerierung w :
V → Vk und einer Kantennummerierung γ : E → El.
1. n,m ∈ N : Nn×m := Nn,m := {1, . . . , n} × {1, . . . ,m}.
2. l ∈ N : Sym(l) := {(p, q) ∈ Nl,l | p ≤ q}.
3. i ∈ {1, . . . , k} : Ni(G,w, γ) := {(p, q) ∈ Sym(l) | p, q ∈ ad(i, G,w, γ)}.
4. N∪(G,w, γ) :=
⋃k
i=1Ni(G,w, γ).
5. ρ := ρl : Nl,l → Sym(l), ρl(p, q) :=
{
(p, q) : p ≤ q
(q, p) : p ≥ q
.
6. Eine Abbildung f : {1, . . . , l} → {1, . . . , l′}, l′ ∈ N induziert eine Abbildung S(f) :
Sym(l)→ Sym(l′) durch S(f)(p, q) := ρ (f(p), f(q)).
Die Mengen aus erstens bis viertens seien jeweils mit der lexikographischen Ordnung ver-
sehen. 2
Lemma 2.3 Sind (wG, γG), (wH , γH) Homomorphismen und γG surjektiv, dann ist auch
(φ,Φ) ein Homomorphismus.
Beweis Sei es ∈ ElG . Nach Voraussetzung gibt es x ∈ EG mit γG(x) = es. Dann
berechnet man:
hHΦ(es) = hHΦγG(x) = hHγHF (x) = (wH × wH) gHF (x)
= (wH × wH) (f × f) gG(x) = (φ× φ) (wG × wG) gG(x)
= (φ× φ)hGγG(x) = (φ× φ)hG(es)
2
Lemma 2.4 Sei (wG, γG) ein Homomorphismus und i ∈ {1, . . . , kG}. Dann gilt
ad (i, G,wG, γG) ⊂
{
j ∈ {1, . . . , lG} | I (G,wG, γG)i,j ∈ {1,−1,−0}
}
(2.4)
= {j ∈ {1, . . . , lG} | vi ∈ ν (hG(ej))} . (2.5)
Ist γG surjektiv, so gilt ⊃ in (2.4).
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Beweis Die Gleichung (2.5) ist definitionsgema¨ß richtig. Zum Nachweis von (2.4) wird
j ∈ ad(i, G,wG, γG)⇔ vi ∈ νhG(ej) gezeigt.
⊂: j ∈ ad(i, G,wG, γG) ⇒ ∃c, v : c ∈ γ
−1
G (ej) ∩ Inz(v,G) ∧ wG(v) = vi ⇒ γG(c) =
ej ∧ v ∈ νgG(c)⇒ vi = wG(v) ∈ ν(wG × wG)gG(c) = νhGγG(c) = νhG(ej).
⊃: γG surjektiv ⇒ ∃e ∈ EG : γG(e) = ej ⇒ vi ∈ νhGγG(e) = ν(wG × wG)gG(e)⇒ ∃u ∈
νgG(e) : wG(u) = vi ⇒ e ∈ γ
−1
G (ej) ∩ Inz(u,G) ∧ u ∈ w
−1
G (vi)⇒ j ∈ ad(i, G,wG, γG) 2
Lemma 2.5 Sei i ∈ {1, . . . , kG} und ad (i, G,wG, γG) 6= ∅. In 1. bis 3. sei die Abbildung
Λ definiert durch Λ(j) := Ψ(j).
1. Λ : ad (i, G,wG, γG)→ ad (ψ(i), H,wH , γH) ist wohldefiniert.
2. Ist φ injektiv und γ−1H (M) ⊂ Bild (F ) fu¨r eine Menge M ⊂ ElH , so ist Λ : ad (i, G,wG,
γG)→ ad (ψ(i), H,wH , γH)∩{j ∈ {1, . . . , lH} | ej ∈M} surjektiv, sofern ad (ψ(i), H,
wH , γH) ∩ {j ∈ {1, . . . , lH} | ej ∈M} 6= ∅ ist.
3. Sind (wH , γH), (wG, γG) Homomorphismen, φ injektiv und γG surjektiv, so ist Λ :
ad (i, G,wG, γG)→ ad (ψ(i), H,wH , γH) ∩ Bild (Ψ) surjektiv.
Beweis Zu 1.: Sei j ∈ ad (i, G,wG, γG) ⇔ ∃v ∈ w
−1
G (vi) : γ
−1
G (ej) ∩ Inz(v,G) 6= ∅.
Daher gibt es ein c ∈ γ−1G (ej) ∩ Inz(v,G).
a. c ∈ γ−1G (ej)⇒ γG(c) = ej ⇒ Φ (γG(c)) = γH (F (c)) = eΨ(j) ⇒ F (c) ∈ γ
−1
H (eΨ(j)).
b. c ∈ Inz(v,G)⇒ v ∈ ν (gG(c))⇒ f(v) ∈ (ν ◦ gH) (F (c))⇒ F (c) ∈ Inz(f(v), H).
c. wH (f(v)) = φ (wG(v)) = φ(vi) = vψ(i).
Aus a. bis c. folgt f(v) ∈ w−1H (vψ(i)) und F (c) ∈ γ
−1
H (eΨ(j)) ∩ Inz(f(v), H). Somit gilt
Ψ(j) = Λ(j) ∈ ad(ψ(i), H,wH , γH).
Zu 2.: Sei j ∈ ad (ψ(i), H,wH , γH) ∩ {j ∈ {1, . . . , lH} | ej ∈M}. Dann gilt ej ∈ M , und
es gibt ein v ∈ w−1H
(
vψ(i)
)
sowie ein c ∈ γ−1H (ej)∩Inz(v,H). Nach Voraussetzung existiert
demnach ein x ∈ EG mit F (x) = c. Daraus ergeben sich die folgenden Aussagen:
d. F (x) ∈ Inz(v,H) ⇒ v ∈ νgHF (x) = ν(f × f)gG(x) ⇒ ∃u ∈ VG : f(u) = v ∧ x ∈
Inz(u,G).
e. F (x) ∈ γ−1H (ej) ⇒ ej = γHF (x) = ΦγG(x) ⇒ ∃s : γG(x) = es ∧ ej = Φ(es) =
eΨ(s) ⇒ x ∈ γ
−1
G (es) ∧ Ψ(s) = j.
f. φwG(u) = wHf(u) = wH(v) = vψ(i) = φ(vi)
φ injektiv
=⇒ wG(u) = vi ⇒ u ∈ w
−1
G (vi).
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Aus d. bis f. folgt s ∈ ad(i, G,wG, γG) und Ψ(s) = j.
Zu 3.: j ∈ Bild (Ψ)∩ad(ψ(i), H,wH , γH)⇒ ∃s : Ψ(s) = j ∈ ad(ψ(i), H,wH , γH)
Lemma 2.4
=⇒
vψ(i) ∈ νhH(ej) = νhHΦ(es) = ν(φ × φ)hG(es) ⇒ ∃t : vt ∈ νhG(es) ∧ φ(vt) = vψ(i) =
φ(vi)
φ injektiv
=⇒ vi = vt ∈ νhG(es)
Lemma 2.4
=⇒ s ∈ ad(i, G,wG, γG) ∧ Ψ(s) = j. 2
Lemma 2.6 Sei i ∈ {1, . . . , kH} und γ
−1
H (M) ⊂ Bild (F ) fu¨r eine Menge M ⊂ ElH . Dann
gilt:
{j ∈ {1, . . . , lH} | ej ∈M} ∩ ad (i,H,wH , γH) 6= ∅ =⇒ i ∈ Bild (ψ) .
Beweis Sei j ∈ ad(i,H,wH , γH) und ej ∈ M . Dann gilt: ∃v, c, x : wH(v) = vi ∧ c =
F (x) ∈ γ−1H (ej) ∩ Inz(v,H) ⇒ v ∈ νgHF (x) = ν(f × f)gG(x) ⇒ ∃u ∈ νgG(x) : f(u) =
v ⇒ φwG(u) = wHf(u) = wH(v) = vi ⇒ i ∈ Bild (ψ). 2
Lemma 2.7 Seien i ∈ {1, . . . , kH} und (wH , γH), (φ,Φ) Homomorphismen. Dann gilt :
Bild (Ψ) ∩ ad (i,H,wH , γH) 6= ∅ =⇒ i ∈ Bild (ψ) .
Beweis Sei Ψ(a) ∈ ad(i,H,wH , γH). Mit Lemma 2.4 folgt vi ∈ νhH(eΨ(a)) = νhHΦ(ea)
= ν(φ× φ)hG(ea). Daher gilt vi ∈ Bild (φ), also i ∈ Bild (ψ). 2
Lemma 2.8 Es seien Φ surjektiv, φ injektiv und γ−1H (Bild (Φ)) ⊂ Bild (F ). Dann ist
die Abbildung S∪(Ψ) : N∪ (G,wG, γG) → N∪ (H,wH , γH) definiert durch S∪(Ψ)(p, q) :=
S(Ψ)(p, q) wohldefiniert und surjektiv.
Beweis Nach Lemma 2.5.1. ist S∪(Ψ) wohldefiniert. Sei (p, q) ∈ N∪(H,wH , γH). Es
gilt: ∃i : p, q ∈ ad(i,H,wH , γH)
Ψ surjektiv
=⇒ p, q ∈ ad(i,H,wH , γH) = ad(i,H,wH , γH) ∩
Bild (Ψ)
Lemma 2.6
=⇒ i ∈ Bild (ψ)
Lemma 2.5.2
=⇒ Λ : ad(ψ−1(i), G,wG, γG) → ad(i,H,wH , γH) ∩
Bild (Ψ) surjektiv ⇒ ∃a, b ∈ ad(ψ−1(i), G,wG, γG) : Λ(a) = Ψ(a) = p ∧ Λ(b) = Ψ(b) =
q ⇒ ρ(a, b) ∈ N∪(G,wG, γG) ∧ S∪(Ψ) (ρ(a, b)) = (p, q). 2
Lemma 2.9 Es seien Φ, φ injektiv und γ−1H (Bild (Φ)) ⊂ Bild (F ). Fu¨r a, b ∈ {1, . . . , lG}
gilt:
(Ψ(a),Ψ(b)) ∈ N∪ (H,wH , γH) =⇒ ρ(a, b) ∈ N∪ (G,wG, γG) .
Beweis (Ψ(a),Ψ(b)) ∈ N∪ (H,wH , γH) =⇒ ∃i : Ψ(a),Ψ(b) ∈ ad(i,H,wH , γH) ∩
Bild (Ψ)
Lemma 2.6
=⇒ i ∈ Bild (ψ)
Lemma 2.5.2.
=⇒ ∃c, d ∈ ad(ψ−1(i), G,wG, γG) : Ψ(c) = Ψ(a) ∧
Ψ(d) = Ψ(b)
Ψ injektiv
=⇒ c = a ∧ d = b =⇒ ρ(a, b) ∈ N∪(G,wG, γG). 2
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Lemma 2.10 Es seien Φ, φ injektiv, γG surjektiv und (wG, γG), (wH , γH) sowie (φ,Φ)
Homomorphismen. Fu¨r a, b ∈ {1, . . . , lG} gilt:
(Ψ(a),Ψ(b)) ∈ N∪ (H,wH , γH) =⇒ ρ(a, b) ∈ N∪ (G,wG, γG) .
Beweis (Ψ(a),Ψ(b)) ∈ N∪ (H,wH , γH) =⇒ ∃i : Ψ(a),Ψ(b) ∈ ad(i,H,wH , γH) ∩
Bild (Ψ)
Lemma 2.7
=⇒ i ∈ Bild (ψ)
Lemma 2.5.3.
=⇒ ∃c, d ∈ ad(ψ−1(i), G,wG, γG) : Ψ(c) = Ψ(a) ∧
Ψ(d) = Ψ(b)
Ψ injektiv
=⇒ c = a ∧ d = b =⇒ ρ(a, b) ∈ N∪(G,wG, γG). 2
Satz 2.11 Es seien γG, γH , wG, wH surjektiv und f, F injektiv. Fu¨r i ∈ Bild (ψ) und
j ∈ Bild (Ψ) gilt:
IO (H,wH , γH)i,j =
∑
x∈ψ−1(i)
∑
y∈Ψ−1(j)
IO (G,wG, γG)x,y .
Beweis Fu¨r s ∈ {1, . . . , kG} und t ∈ {1, . . . , lG} seien
AGs,t :=
{
(e, v) ∈ γ−1G (et)× w
−1
G (vs) | gG(e) = (v, u) ∧ u 6= v
}
,
BGs,t :=
{
(e, v) ∈ γ−1G (et)× w
−1
G (vs) | gG(e) = (u, v) ∧ u 6= v
}
.
Weiterhin seien
AHs,t :=
{
(e, v) ∈ (γH)
−1 (et)× (wH)
−1 (vs) | gH(e) = (v, u) ∧ u 6= v
}
,
BHs,t :=
{
(e, v) ∈ (γH)
−1 (et)× (wH)
−1 (vs) | gH(e) = (u, v) ∧ u 6= v
}
fu¨r s ∈ {1, . . . , kH} und t ∈ {1, . . . , lH}. Zuna¨chst werden die folgenden Aussagen nachge-
wiesen:
1. Y ∈ {A,B}, X ∈ {G,H} : Y Xi1,j1 ∩ Y
X
i2,j2
6= ∅ =⇒ i1 = i2 ∧ j1 = j2.
2. Ψ−1(j) := {j1, . . . , jn} =⇒ F
−1
(
(γH)
−1 (ej)
)
=
⋃n
x=1 γ
−1
G (ejx).
3. ψ−1(i) := {i1, . . . , im} =⇒ f
−1
(
(wH)
−1 (vi)
)
=
⋃m
x=1w
−1
G (vix).
Zu 1.: (e, v) ∈ Y Xi1,j1 ∩ Y
X
i2,j2
=⇒ (γX × wX)(e, v) = (ej1 , vi1) = (ej2 , vi2).
Zu 2.: ⊂ : e ∈ F−1
(
γ−1H (ej)
)
⇒ γHF (e) = ej = ΦγG(e) ⇒ e ∈ γ
−1
G
(
Φ−1(ej)
)
=
γ−1G ({ej1 , . . . , ejn}) =
⋃n
x=1 γ
−1
G (ejx).
⊃ : e = γ−1G (ejx)⇒ γG(e) = ejx ⇒ ΦγG(e) = eΨ(jx) = ej = γHF (e)⇒ e ∈ F
−1
(
γ−1H (ej)
)
.
Zu 3.: Man schließt wie in 2.
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Aus 1. bis 3. erha¨lt man⊎
x∈ψ−1(i)
⊎
y∈Ψ−1(j)
AGx,y =
⊎
(x,y)∈ψ−1(i)×Ψ−1(j)
AGx,y
=
⊎
(x,y)∈ψ−1(i)×Ψ−1(j)
{
(e, v) ∈ γ−1G (ey)× w
−1
G (vx) | gG(e) = (v, u) ∧ u 6= v
}
=
{
(e, v) ∈
n⋃
x=1
γ−1G (ejx)×
m⋃
x=1
w−1G (vix)
∣∣∣ gG(e) = (v, u)
∧ u 6= v
}
=
{
(e, v) ∈ F−1
(
γ−1H (ej)
)
× f−1
(
w−1H (vi)
)
| gG(e) = (v, u) ∧ u 6= v
}
= (F × f)−1 (AHi,j) (2.6)
Beweis von (2.6): ⊂: Sei (e, v) ein Element der oberen Menge. Es gilt: (F (e), f(v)) ∈
γ−1H (ej)× w
−1
H (vi) ∧ gH(F (e)) = (f × f)gG(e) = (f(v), f(u)). Aus der Injektivita¨t von f
ergibt sich f(u) 6= f(v), daher ist (F (e), f(v)) ∈ AHi,j .
⊃: (e, v) ∈ (F × f)−1
(
AHi,j
)
⇒ (F (e), f(v)) ∈ AHi,j ⇒ gHF (e) = (f(v), u) mit u 6= f(v).
Sei gG(e) = (a, b). Aus (f × f)gG(e) = gHF (e) = (f(v), u) folgt f(a) = f(v) 6= u = f(b),
also v = a 6= b. Somit ist (e, v) ein Element der oberen Menge. 2
Entsprechende Betrachtungen ergeben eine zu (2.6) analoge Gleichung fu¨r BHi,j . Da
f, F injektiv sind, gilt
∣∣∣(F × f)−1(Y Hi,j )∣∣∣ = ∣∣∣Y Hi,j ∣∣∣ fu¨r Y ∈ {A,B}. Insgesamt la¨sst sich nun
die folgende Rechnung durchfu¨hren:
IO (H,wH , γH)i,j =
∣∣AHi,j∣∣− ∣∣BHi,j∣∣ = ∑
x∈ψ−1(i)
∑
y∈Ψ−1(j)
(∣∣AGx,y∣∣− ∣∣BGx,y∣∣)
=
∑
x∈ψ−1(i)
∑
y∈Ψ−1(j)
IO (G,wG, γG)x,y .
2
2.2 Konstruktion von Verschlingungsinvarianten
Zu Beginn dieses Abschnittes wird eine Abbildung Ly definiert, die jedem surjektiv kan-
tennummerierten orientierten Diagramm in Abha¨ngigkeit von y ein Element eines Ko¨rpers
bzw. einer abelschen Gruppe zuordnet. Unter welchen Bedingungen an y diese Zuordnung
eine Invariante surjektiv kantennummerierter orientierter Graphendiagramme ist, wird in
2.13 und 2.22 auf Seite 41 diskutiert.
Definition 2.12 Es sei Dl := {(D, γ, o) | (D, γ, o) ist ein orientiertes surjektiv kanten-
nummeriertes Diagramm und l = |Bild (γ)|}. Fu¨r l ∈ N, eine abelsche Gruppe (G,+) oder
einen Ko¨rper (G,+, ·) und y ∈M tr (Sym(l),G) wird eine Abbildung Ly : Dl → G definiert
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durch
Ly(D, γ, o) :=
∑
(s,t)∈Sym(l)
y(s,t) · w
D,o
γ−1(es),γ−1(et)
. 2
Bemerkung Die im Verlaufe dieses Kapitels auftretenden Homomorphismen sind Ho-
momorphismen von abelschen Gruppen, wenn (G,+) eine abelsche Gruppe ist, und Ho-
momorphismen von G -Vektorra¨umen, sofern (G,+, ·) ein Ko¨rper ist.
Satz 2.13 Vorgelegt sei ein orientiertes surjektiv kantennummeriertes Diagramm (D, γ, o).
Dabei sei γ : ED → El eine surjektive Kantennummerierung. Daru¨ber hinaus seien eine
bijektive Eckennummerierung w : VD → Vk und y ∈M
tr (Sym(l),G) gegeben.
Fu¨r jedes weitere zu (D, γ, o) im Sinne von Definition 1.21 ohne Bedingung 2. a¨quiva-
lente Diagramm (D′, γ′, o′) ∈ Dl gilt Ly(D, γ, o) = Ly (D
′, γ′, o′) genau dann, wenn
1. ∀i ∈ {1, . . . , k} ∀j ∈ {1, . . . , l} : 0 =
∑
x∈ad(i,G(D),w,γ)
yρ(j,x) · IO (G(D), w, γ)i,x und
2. ∀(m,n) ∈ N∪(G(D), w, γ) : yρ(m,n) = 0
gelten.
Beweis Es genu¨gt, die Behauptung fu¨r Diagramme (D′, γ′, o′) zu zeigen, die mittels
Reidemeisterbewegungen der Definition 1.23 auf Seite 24 aus (D, γ, o) hervorgehen. Dazu
werden die Bewegungen im Einzelnen betrachtet.
Reidemeisterbewegung V Fu¨r e ∈ ED, v ∈ VD und r ∈ {1,−1} sei eine spezielle
Reidemeisterbewegung Ωrv,e durch eine Situation wie in Abbildung (2.7) gegeben. Es seien
v
e’
Ω+v,e
←→
e
v
Ω−v,e
←→
e’
v (2.7)
Drv,e := Ω
r
v,e(D) und (h,H) : G(D) → G
(
Drv,e
)
der zu den a¨quivalenten Diagrammen
geho¨rige Isomorphismus. Fu¨r diesen gilt
h(v) = v fu¨r v ∈ VD und H(x) =
 x : x 6= ee′ : x = e fu¨r x ∈ ED. (2.8)
Weiterhin sei orv,e die bzgl. der A¨quivalenz passende Orientierung von D
r
v,e sowie γ
r
v,e :=
γ ◦ H−1 und wrv,e := w ◦ h
−1 eine Kanten- bzw. Eckennummerierung von G
(
Drv,e
)
. Als
abku¨rzende Notation wird im folgenden fu¨r (s, t) ∈ Nl,l
(s, t) := w
Drv,e,o
r
v,e
(γrv,e)
−1
(es),(γrv,e)
−1
(et)
− wD,oγ−1(es),γ−1(et) (2.9)
34 KAPITEL 2. VERSCHLINGUNGSINVARIANTEN
gesetzt. Die folgenden Betrachtungen (2.10) bis (2.15) zeigen, dass die Invarianz unter Rei-
demeisterbewegung V, also (2.10), a¨quivalent zu erstens, also (2.15), aus der Behauptung
ist.
∀D′ := Ωr5(D), r ∈ {1,−1}, mit
(
D′, γ′, o′
)
∼ (D, γ, o) : Ly(D, γ, o) = Ly(D
′, γ′, o′) (2.10)
A
⇔ ∀(e, v) ∈ ED × VD ∀r ∈ {1,−1} : 0 =
∑
(s,t)∈Sym(l)
y(s,t)(s, t) (2.11)
B
⇔ ∀j ∈ {1, . . . , l} ∀e ∈ γ−1(ej) ∀v ∈ VD ∀r ∈ {1,−1} : 0 =
l∑
n=1
yρ(j,n)(j, n)(2.12)
C
⇔ ∀j ∈ {1, . . . , l} ∀e ∈ γ−1(ej) ∀vi ∈ Vk : 0 =
l∑
n=1
yρ(j,n)IO (G(D), w, γ)i,n (2.13)
D
⇔ ∀j ∈ {1, . . . , l} ∀i ∈ {1, . . . , k} : 0 =
l∑
n=1
yρ(j,n)IO (G(D), w, γ)i,n (2.14)
E
⇔ ∀j ∈ {1, . . . , l} ∀i ∈ {1, . . . , k} : 0 =
∑
n∈ad(i,G(D),w,γ)
yρ(j,n)IO (G(D), w, γ)i,n(2.15)
Zu A : Jede Reidemeisterbewegung Ωr5 la¨sst sich fu¨r geeignete e ∈ ED, v ∈ VD durch
Ωrv,e ausdru¨cken. Wa¨hlt man dementsprechend γ
′ := γrv,e und o
′ := orv,e, so ergibt sich die
A¨quivalenz sofort aus der Definition 2.12 von Ly auf Seite 32 zusammen mit der Abku¨rzung
(2.9).
Zu D : Da w bijektiv ist und die Gleichungen in (2.13) und (2.14) nicht von e ∈ ED
abha¨ngen, ist an dieser Stelle nichts mehr zu zeigen.
Zu B : Zu j ∈ {1, . . . l} sei Sj := {(p, q) ∈ Sym(l) | p 6= j ∧ q 6= j}. Zuna¨chst wird der
folgende Hilfssatz bewiesen:
Hilfssatz 2.14 (p, q) ∈ Sj , e ∈ γ
−1(ej), v ∈ VD, r ∈ {1,−1} =⇒ (p, q) = 0.
Beweis Hilfssatz Sei (p, q) ∈ Sj . Aus γ(e) = ej folgt γ
r
v,e(e
′) = ej mit (2.8). Sei
α ∈ {p, q}. Wegen α 6= j gilt e /∈ γ−1(eα) und e
′ /∈
(
γrv,e
)−1
(eα). Daraus ergibt sich
γ−1(eα)
(2.8)
=
(
γrv,e
)−1
(eα), also gilt w
D,o
f,g = w
Drv,e,o
r
v,e
f,g fu¨r alle f, g ∈ γ
−1(ep) ∪ γ
−1(eq).
Mithilfe der Definition 1.20 auf Seite 22 berechnet man fu¨r p 6= q:
wD,o
γ−1(ep),γ−1(eq)
=
∑
g∈γ−1(ep)
∑
f∈γ−1(eq)
wD,of,g
=
∑
g∈(γrv,e)
−1
(ep)
∑
f∈(γrv,e)
−1
(eq)
w
Drv,e,o
r
v,e
f,g
= w
Drv,e,o
r
v,e
(γrv,e)
−1
(ep),(γrv,e)
−1
(eq)
.
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Fu¨r p = q gilt
wD,o
γ−1(ep),γ−1(ep)
=
∑
{f,g}∈P2(γ−1(ep))
wD,of,g =
∑
{f,g}∈P2   (γrv,e)
−1
(ep) 
w
Drv,e,o
r
v,e
f,g
= w
Drv,e,o
r
v,e
(γrv,e)
−1
(ep),(γrv,e)
−1
(ep)
.
2
Zum Beweis von B schreibt man fu¨r j ∈ {1, . . . , l}, e ∈ γ−1(ej), r ∈ {1,−1}, v ∈ VD :
l.S. :=
∑
(s,t)∈Sym(l)
y(s,t)(s, t) =
Hilfssatz 2.14
= 0︷ ︸︸ ︷∑
(s,t)∈Sj
y(s,t)(s, t) +
∑
(s,t)∈Sym(l)\Sj
y(s,t)(s, t)
=
l∑
x=1
yρ(x,j)(x, j) =: r.S.
⇒ : Nach Voraussetzung ist l.S. = 0, also auch r.S. = 0.
⇐ : Fu¨r jedes e ∈ ED gibt es ein j ∈ {1, . . . , l}mit e ∈ γ
−1(ej). Also ist nach Voraussetzung
r.S. = 0. Daraus folgt l.S. = 0.
Zu C : Zuna¨chst wird der folgende Hilfssatz bewiesen:
Hilfssatz 2.15 Sei j ∈ {1, . . . , l}, r ∈ {−1, 1}, e ∈ γ−1(ej) und vi ∈ Vk. Dann gilt
(j, n) = r · IO (G(D), w, γ)i,n
fu¨r jedes n ∈ {1, . . . , l} oder
(j, n) = (−r) · IO (G(D), w, γ)i,n
fu¨r jedes n ∈ {1, . . . , l}.
Beweis Hilfssatz Es seien j, n ∈ {1, . . . , l}, e ∈ γ−1(ej), r ∈ {1,−1} und v :=(
wrv,e
)−1
(vi). Zuna¨chst werden die Mengen
M1 := (γ
r
v,e)
−1(en) ∩ Inz
(
v,G
(
Drv,e
))
M2 :=
{
f ∈ (γrv,e)
−1(en) | oDrv,e(f) = (v, u) ∧ u 6= v
}
M3 :=
{
f ∈ (γrv,e)
−1(en) | oDrv,e(f) = (u, v) ∧ u 6= v
}
M4 :=
{
f ∈ (γrv,e)
−1(en) | oDrv,e(f) = (v, v)
}
definiert. Es gilt dann offenbar M1 =
4⊎
i=2
Mi. Bezu¨glich der Abbildung (2.7) auf Seite 33
gelten dann die Aussagen:
f, g ∈Mi, i ∈ {2, 3}, f 6= g =⇒

es gibt jeweils genau eine Kreuzung
τx, x ∈ e
′ ∩ f und τy, y ∈ e
′ ∩ g mit

(
Drv,e, o
r
v,e
)
(τx) = 
(
Drv,e, o
r
v,e
)
(τy)
(2.16)
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f ∈M2, g ∈M3 =⇒

es gibt jeweils genau eine Kreuzung
τx, x ∈ e
′ ∩ f und τy, y ∈ e
′ ∩ g mit

(
Drv,e, o
r
v,e
)
(τx) = −
(
Drv,e, o
r
v,e
)
(τy)
(2.17)
f ∈M4 =⇒

es gibt genau zwei Kreuzungen τx,
x ∈ e′ ∩ f und τy, y ∈ e
′ ∩ f mit

(
Drv,e, o
r
v,e
)
(τx) = −
(
Drv,e, o
r
v,e
)
(τy)
(2.18)
Zur Berechnung von (j, n), n ∈ {1, . . . , l}, r ∈ {1,−1} werden zwei Fa¨lle unterschieden,
je nachdem wie e in Abbildung (2.7) orientiert ist.
1. Fall: e ist in (2.7) von
”
oben“ nach
”
unten“ orientiert.
(j, n) =
∑
{τx∈cr(Drv,e)\cr(D) | x∈{e′∩f |f∈M1}}
=:︷ ︸︸ ︷

(
Drv,e, o
r
v,e
)
(τx) (2.19)
=
∑
f∈M1
∑
{τx∈cr(Drv,e)\cr(D) | x∈e′∩f}︸ ︷︷ ︸
=:A
(τx)
=
∑
f∈M2
∑
A
(τx) +
∑
f∈M3
∑
A
(τx) +
∑
f∈M4
∑
A
(τx)︸ ︷︷ ︸
(2.18)
= 0
=
∑
f∈M2
∑
A
(−r) +
∑
f∈M3
∑
A
r
(2.16),(2.17)
= r (− |M2|+ |M3|) = (−r) · IO
(
G
(
Drv,e
)
, wrv,e, γ
r
v,e
)
i,n
Satz 1.10
= (−r) · IO (G(D), w, γ)i,n
2. Fall: e ist in (2.7) von
”
unten“ nach
”
oben“ orientiert.
(j, n) =
∑
{τx∈cr(Drv,e)\cr(D) | x∈{e′∩f |f∈M1}}
=:︷ ︸︸ ︷

(
Drv,e, o
r
v,e
)
(τx)
=
∑
f∈M1
∑
{τx∈cr(Drv,e)\cr(D) | x∈e′∩f}︸ ︷︷ ︸
=:A
(τx)
=
∑
f∈M2
∑
A
(τx) +
∑
f∈M3
∑
A
(τx) +
∑
f∈M4
∑
A
(τx)︸ ︷︷ ︸
(2.18)
= 0
=
∑
f∈M2
∑
A
r +
∑
f∈M3
∑
A
(−r)
(2.16),(2.17)
= r (|M2| − |M3|) = r · IO
(
G
(
Drv,e
)
, wrv,e, γ
r
v,e
)
i,n
Satz 1.10
= r · IO (G(D), w, γ)i,n 2
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Nun folgt C wegen sofort aus dem Hilfssatz 2.15.
Zu E : Diese A¨quivalenz ergibt sich aus dem
Hilfssatz 2.16 vi ∈ Vk, n /∈ ad (i, G(D), w, γ) =⇒ IO (G(D), w, γ)i,n = 0.
Beweis Hilfssatz n /∈ ad (i, G(D), w, γ)⇒ ∀v = w−1(vi) : γ
−1(en)∩ Inz (v,G(D)) =
∅ ⇒ ∀v = w−1(vi) ∀e ∈ γ
−1(en) : v /∈ (ν ◦ oD) (e) ⇒
{
(e, v) ∈ γ−1(en)× w
−1(vi) |
v ∈ (ν ◦ oD) (e)} = ∅ ⇒ IO (G(D), w, γ)i,n = 0. 2
Reidemeisterbewegung IV Fu¨r v ∈ VD, e, f ∈ Inz(v,G(D)), r ∈ {1,−1} sei ei-
ne spezielle Reidemeisterbewegung Ωrv,e,f durch eine Situation wie in Abbildung (2.20)
gegeben.
e’
f’
v
Ω+v,e,f
←→
e
f
v
Ω−v,e,f
←→
e’
f’
v
(2.20)
Es seien Drv,e,f := Ω
r
v,e,f (D) und (h,H) : G(D) → G
(
Drv,e,f
)
der zu den a¨quivalenten
Diagrammen geho¨rige Isomorphismus. Fu¨r diesen gilt
h(v) = v fu¨r v ∈ V und H(x) =

e′ : x = e
f ′ : x = f
x : sonst
fu¨r x ∈ E. (2.21)
Weiterhin sei orv,e,f die bzgl. der A¨quivalenz passende Orientierung vonD
r
v,e,f sowie γ
r
v,e,f :=
γ ◦H−1 und wrv,e,f := w ◦h
−1 eine Kanten- bzw. Eckennummerierung von G
(
Drv,e,f
)
. Als
abku¨rzende Notation wird im folgenden fu¨r (s, t) ∈ Nl,l
(s, t) := w
Drv,e,f ,o
r
v,e,f
(γrv,e,f)
−1
(es),(γrv,e,f)
−1
(et)
− wD,oγ−1(es),γ−1(et)
gesetzt. Die folgenden Betrachtungen (2.22) bis (2.24) zeigen, dass die Invarianz unter Rei-
demeisterbewegung IV, also (2.22), a¨quivalent zu zweitens, also (2.24), aus der Behauptung
ist.
∀D′ := Ωr4(D), r ∈ {1,−1}, mit
(
D′, γ′, o′
)
∼ (D, γ, o) : Ly(D, γ, o) = Ly(D
′, γ′, o′) (2.22)
A
⇔ ∀v ∈ VD ∀e, f ∈ Inz (v,G(D)) , r ∈ {1,−1} : 0 =
∑
(s,t)∈Sym(l)
y(s,t)(s, t) (2.23)
B
⇔ ∀(m,n) ∈ N∪ (G(D), w, γ) : y(m,n) = 0 (2.24)
Zu A : Man argumentiert wie im Fall A auf Seite 34 bei der Reidemeisterbewgung V.
Zu B : Zuna¨chst wird der folgende Hilfssatz gezeigt:
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Hilfssatz 2.17 v ∈ VD, f, e ∈ Inz (v,G(D)) , en := γ(e), em := γ(f)
=⇒ |(s, t)| =
 1 : ρ(s, t) = ρ(m,n)0 : sonst .
Beweis Hilfssatz Gegeben sei die Situation aus Abbildung (2.20). Aus (2.21) erha¨lt
man γrv,e,f (e
′) = γ(e) = en und γ
r
v,e,f (f
′) = γ(f) = em. Daher gilt
ρ(s, t) = ρ(n,m)⇔
{
(e′, f ′) ∈ (γrv,e,f )
−1(es) × (γ
r
v,e,f )
−1(et) ∨
(f ′, e′) ∈ (γrv,e,f )
−1(es)× (γ
r
v,e,f )
−1(et)
. (2.25)
Da die Diagramme D und Drv,e,f außerhalb der lokalen Situation in Abbildung (2.20) iden-
tisch sind, folgt |(s, t)| = 1 aus ρ(s, t) = ρ(m,n) mithilfe von (2.25) und der Definition
1.20 der Verdrillungszahl auf Seite 22. Gilt ρ(s, t) 6= ρ(n,m), so folgt (e′, f ′), (f ′, e′) /∈
(γrv,e,f )
−1(es)× (γ
r
v,e,f )
−1(et), d.h. (s, t) = 0. 2
Nun wird die A¨quivalenz B gezeigt :
⇒ : (m,n) ∈ N∪ (G(D), w, γ) ⇒ ∃i ∈ {1, . . . , k} : (m,n) ∈ Ni (G(D), w, γ) ⇒ m,n ∈
ad (i, G(D), w, γ) ⇒ ∃e, f ∈ ED : e ∈ γ
−1(em) ∩ Inz
(
w−1(vi), G(D)
)
∧ f ∈ γ−1(en) ∩
Inz
(
w−1(vi), G(D)
)
. Mit v := w−1(vi) folgt 0 =
∑
(s,t)∈Sym(l) y(s,t)(s, t)
2.17
= ±yρ(n,m)
⇐ : v ∈ VD, e, f ∈ Inz (v,G(D)) ⇒ ∃m,n ∈ {1, . . . , l} : e ∈ γ
−1(en) ∧ f ∈
γ−1(em) ⇒ ∃m,n ∈ ad (i, G(D), w, γ) fu¨r w(v) = vi ⇒ ρ(n,m) ∈ N∪ (G(D), w, γ) ⇒∑
(s,t)∈Sym(l) y(s,t)(s, t)
2.17
= ±yρ(m,n) = 0. 2
Reidemeisterbewegung I Fu¨r e ∈ ED, r ∈ {1,−1} sei eine spezielle Reidemeister-
bewegung Ωre durch eine Situation wie in Abbildung (2.26) gegeben. Es seien D
r
e := Ω
r
e(D)
e’
Ω+e←→ e
Ω−e←→
e’
(2.26)
und (h,H) : G(D) → G (Dre) der zu den a¨quivalenten Diagrammen geho¨rige Isomorphis-
mus. Fu¨r diesen gilt
h(v) = v fu¨r v ∈ V und H(x) =
 e′ : x = ex : sonst fu¨r x ∈ E.
Weiterhin sei ore die bzgl. der A¨quivalenz passende Orientierung vonD
r
e sowie γ
r
e := γ◦H
−1
und wre := w ◦ h
−1 eine Kanten- bzw. Eckennummerierung von G (Dre). Als abku¨rzende
Notation wird im folgenden fu¨r (s, t) ∈ Nl,l
(s, t) := w
Dre ,o
r
e
(γre )
−1
(es),(γre )
−1
(et)
− wD,oγ−1(es),γ−1(et)
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gesetzt. Die folgenden Betrachtungen (2.27) bis (2.29) zeigen, dass die Invarianz unter
Reidemeisterbewegung I, also (2.27), wegen (2.24) keine weiteren Bedingungen erzwingen,
da (j, j) ∈ N∪ (G(D), w, γ) fu¨r j ∈ {1, . . . , l} gilt.
∀D′ := Ωr1(D), r ∈ {1,−1}, mit
(
D′, γ′, o′
)
∼ (D, γ, o) : Ly(D, γ, o) = Ly(D
′, γ′, o′) (2.27)
A
⇔ ∀e ∈ ED, r ∈ {1,−1} : 0 =
∑
(s,t)∈Sym(l)
y(s,t)(s, t) (2.28)
B
⇔ ∀j ∈ {1, . . . , l} : y(j,j) = 0 (2.29)
Zu A : Man argumentiert wie im Fall A auf Seite 34 bei der Reidemeisterbewegung V.
Zu B : Analog zum Hilfssatz 2.17 gilt an dieser Stelle |(s, t)| =  
  1 : s = t = j
0 : sonst
fu¨r
j ∈ {1, . . . , l} und e ∈ γ−1(ej). Damit folgt sofort die A¨quivalenz B.
Reidemeisterbewegungen II und III Diese Bewegungen vera¨ndern die Verdril-
lungszahl und somit den Wert von Ly nicht. 2
Definition 2.18 Sei G = (V,E, g) ein orientierter Graph, γ : E → El eine surjektive
Kantennummerierung und w : V → Vk eine surjektive Eckennummerierung.
1. Fu¨r s ∈ {1, . . . l} wird die Matrix As(G,w, γ) ∈ Mk×|Sym(l)| ({1, . . . , k}, Sym(l),Z)
definiert durch
[As(G,w, γ)]i,(p,q) :=

IO(G,w, γ)i,p : p ∈ ad(i, G,w, γ) ∧ q = s
IO(G,w, γ)i,q : q ∈ ad(i, G,w, γ) ∧ p = s
0 : sonst
.
2. Die Matrix A(G,w, γ) ∈Ml·k×|Sym(l)| (Nl,k, Sym(l),Z) wird definiert durch
[A(G,w, γ)](s,i),(p,q) := [As(G,w, γ)]i,(p,q).
Es ist also A(G,w, γ) = (A1(G,w, γ), A2(G,w, γ), . . . , As(G,w, γ))
tr.
3. Die Matrix B(G,w, γ) ∈M|N∪(G,w,γ)|×|Sym(l)| (N∪(G,w, γ), Sym(l),Z) wird definiert
mittels
[B(G,w, γ)](n,m),(p,q) :=
 1 : (n,m) = (p, q)0 : (n,m) 6= (p, q) .
4. A(G,w, γ) := (A(G,w, γ), B(G,w, γ))tr . 2
Satz 2.19 Vorgelegt sei ein orientiertes surjektiv kantennummeriertes Diagramm (D, γ, o)
∈ Dl. Daru¨ber hinaus seien eine bijektive Eckennummerierung w : VD → Vk und y ∈
M tr (Sym(l),G) gegeben. Genau dann gelten 1. und 2. aus Satz 2.13 auf Seite 33, wenn
A(G(D), w, γ) · y = 0 ist.
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Beweis Zur Abku¨rzung sei hier A := A(G(D), w, γ), A := A(G(D), w, γ), As :=
As(G(D), w, γ),B := B(G(D), w, γ), ad(i) := ad(i, G(D), w, γ) und IO := IO(G(D), w, γ).
In der Matrix A stehen genau die Koeffizienten der Gleichungen 1. und 2. aus Satz 2.13,
denn fu¨r y ∈M tr (Sym(l),G) und (s, i) ∈ Nl,k gilt
[A · y](s,i) =
∑
(p,q)∈Sym(l)
A(s,i),(p,q) · y(p,q)
Def. 2.18
=
∑
(p,q)∈Sym(l)
(As)i,(p,q) · y(p,q)
Def. 2.18
=
∑
{(p,q)∈Sym(l) | p∈
ad(i) ∧ s=q ∧ s6=p}
IOi,p · y(p,q) +
∑
{(p,q)∈Sym(l) |
q∈ad(i) ∧ s=p}
IOi,q · y(p,q)
=
∑
{(p,s)∈Sym(l) |
p∈ad(i) ∧ s6=p}
IOi,p · y(p,s) +
∑
{(s,q)∈Sym(l) | q∈ad(i)}
IOi,q · y(s,q)
=
∑
x∈ad(i)
IOi,x · yρ(s,x) ,
und fu¨r (n,m) ∈ N∪(G,w, γ) berechnet man
[B · y](n,m) =
∑
(p,q)∈Sym(l)
B(n,m),(p,q) · y(p,q)
Def. 2.18
= y(n,m). 2
Satz 2.20 Es seien (Z, o) ein orientierter Zellenkomplex, Γ : Z → R3 eine Einbettung,
pi : R3 → P eine regula¨re Projektion und (D, o′) ein orientiertes Diagramm zu Z. Dann ist
die Abbildung
(
pi|Γ(Z)0 ◦ Γ|Z0 ,P (pi) |Γ(Z)1 ◦ P (Γ) |Z1
)
: G(Z) → G(D) ein Isomorphismus
der orientierten induzierten Graphen.
Beweis Die Abbildungen pi|Γ(Z)0 ,Γ|Z0 ,P (pi) |Γ(Z)1 und P (Γ) |Z1 sind definitionsgema¨ß
bijektiv. Es seien {Fe}e∈Z1 charakteristische Abbildungen von Z und oZ , oD die induzierten
Orientierungen von G(Z) bzw. G(D). Fu¨r e ∈ Z1 gilt:
(
oD ◦ P (pi) |Γ(Z)1 ◦ P (Γ) |Z1
)
(e) = oD (pi (Γ(e)))
1.17
= (pi ((Γ ◦ Fe) (−1)) , pi ((Γ ◦ Fe) (1)))
= (pi ◦ Γ× pi ◦ Γ) (oZ(e))
=
(
pi|Γ(Z)0 ◦ Γ|Z0 × pi|Γ(Z)0 ◦ Γ|Z0
)
(oZ(e)) .
2
Satz 2.21 Zusa¨tzlich zu den Voraussetzungen aus Satz 2.20 seien w,wD bijektive Ecken-
nummerierungen von Z bzw. D und γ, γD surjektive Kantennummerierungen von Z bzw.
D, so dass wD ◦ pi|Γ(Z)0 ◦Γ|Z0 = w und γD ◦ P (pi) |Γ(Z)1 ◦ P (Γ) |Z1 = γ erfu¨llt sind. Dann
gilt A (G(Z), w, γ) = A (G(D), wD, γD).
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Beweis In der Generalvoraussetzung 2.1 auf Seite 27 setzt man fu¨r (f, F ) den Iso-
morphismus aus Satz 2.20 sowie φ = id und Φ = id ein. Aus Lemma 2.5 auf Seite
29 folgt ad(i, G(Z), w, γ) = ad (i, G(D), wD, γD) fu¨r alle i ∈ {1, . . . , |VD|}. Aus Lem-
ma 2.8 auf Seite 30 ergibt sich N∪(G(D), wD, γD) = N∪(G(Z), w, γ). Die Definition
2.18 auf Seite 39 liefert die Behauptung, denn aus Satz 1.10 auf Seite 15 erha¨lt man
IO(G(Z), w, γ) = IO(G(D), wD, γD). 2
Satz 2.22 Sei (Z, o) ein orientierter Zellenkomplex, γ : Z1 → El eine surjektive Kanten-
und w : Z0 → Vk eine bijektive Eckennummerierung. Fu¨r y ∈M
tr(Sym(l),G) ist Ly genau
dann eine Invariante fu¨r die A¨quivalenz surjektiv kantennummerierter orientierter Dia-
gramme, deren Kantennummerierungen mit γ vertra¨glich sind, wenn A (G(Z), w, γ) y =
0 ist.
Beweis Seien Γ eine Einbettung von Z, pi eine regula¨re Projektion und (D, γD, oD)
ein mittels γD : ED → El surjektiv kantennummeriertes orientiertes Diagramm, so dass
γD mit γ vertra¨glich ist, d.h. γD ◦ P (pi) |Γ(Z)1 ◦ P (Γ) |Z1 = γ gilt. Die Abbildung wD :=
w ◦
(
pi|Γ(Z)0 ◦ Γ|Z0
)−1
ist eine bijektive Eckennummerierung von G(D).
⇒ : 0
Sa¨tze 2.13,2.19
= A (G(D), wD, γD) y
Satz 2.21
= A (G(Z), w, γ) y.
⇐ : Sei (D′, γ′o′) ∼ (D, γ, o). 0 = A (G(Z), w, γ) y
Satz 2.21
= A (G(D), wD, γD) y
Sa¨tze 2.13,2.19
=⇒
Ly (D
′, γ′, o′) = Ly(D, γ, o). 2
2.3 Umnummerierungen
In diesem Abschnitt wird untersucht, welche Auswirkung eine Umnummerierung eines
Graphen auf seine A-Matrix aus Definition 2.18.4. hat. Das Ergebnis steht in Korollar 2.27
auf Seite 45. Da fu¨r die Verschlingungsinvarianten die Kerne der jeweiligen A-Matrizen von
Bedeutung sind, wird in 2.29.2. auf Seite 46 ein entsprechender Zusammenhang hergestellt.
Daraus ergibt sich eine Formel fu¨r die Invariante in Satz 2.30 auf Seite 47.
Generalvoraussetzung 2.23 Es seien G = (V,E, g) ein orientierter Graph, γ, γ ′ Kan-
tennummerierungen, w,w′ Eckennummerierungen sowie
E
El El′
 
 	
γ
@
@R
γ′
-Φ
V
Vk Vk′
 
 	
w @
@R
w′
-φ
(2.30)
kommutative Diagramme, wobei φ,Φ gegeben sind durch
ψ : {1, . . . , k} → {1, . . . , k′}, φ(vi) := vψ(i) und
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Ψ : {1, . . . , l} → {1, . . . , l′}, Φ(ei) := eΨ(i).
2
Definition 2.24
1. N(x,y)(Ψ) := N(x,y) := {(s, t) ∈ Sym(l) | ρ (Ψ(s),Ψ(t)) = (x, y)} fu¨r (x, y) ∈ Sym(l
′).
2. M(x,y)(Ψ, ψ) := M(x,y) := {(s, t) ∈ Nl×k | (Ψ(s), ψ(t)) = (x, y)} fu¨r (x, y) ∈ Nl′×k′.
3. Q := Q (Ψ, ψ) ∈Mk′l′×kl (Nl′×k′ , Nl×k,Z),
Q(x,y),(p,q) :=
 1 : (p, q) ∈M(x,y)0 : (p, q) /∈M(x,y) .
4. Q˜ := Q˜ (Ψ, ψ) ∈Mk′l′×k′l′ (Nl′×k′ , Nl′×k′ ,Z),
Q˜(x,y),(p,q) :=

l′∏
j=1
j 6=x
∣∣Ψ−1(j)∣∣ : (p, q) = (x, y)
0 : (p, q) 6= (x, y)
.
5. Q := Q(Ψ, ψ) := Q˜ ·Q ∈Mk′l′×kl (Nl′×k′ , Nl×k,Z).
6. P := P (Ψ) ∈M|Sym(l)|×|Sym(l′)| (Sym(l), Sym(l
′),Z),
P(x,y),(p,q) :=
 1 : (x, y) ∈ N(p,q)0 : (x, y) /∈ N(p,q) .
7. Sei
l′∏
j=1
∣∣Ψ−1(j)∣∣ 6= 0. P˜ := P˜ (Ψ) ∈M|Sym(l′)|×|Sym(l′)| (Sym(l′), Sym(l′),Q),
P˜(x,y),(p,q) :=

(
l′∏
j=1
∣∣Ψ−1(j)∣∣)−1 : (x, y) = (p, q)
0 : (x, y) 6= (p, q)
.
8. Sei
l′∏
j=1
∣∣Ψ−1(j)∣∣ 6= 0. P := P (Ψ) := P · P˜ ∈M|Sym(l)|×|Sym(l′)| (Sym(l), Sym(l′),Q).
9. R := R(Ψ) ∈M|N∪(G,w′,γ′)|×|N∪(G,w,γ)| (N∪ (G,w
′, γ′) , N∪ (G,w, γ) ,Z),
R(x,y),(p,q) :=
 1 : (p, q) ∈ N(x,y)0 : (p, q) /∈ N(x,y) .
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Fu¨r 10. und 11. gelte N∪ (G,w, γ) ∩N(x,y) 6= ∅ fu¨r alle (x, y) ∈ Sym(l
′).
10. R˜ := R˜(Ψ) ∈M|N∪(G,w′,γ′)|×|N∪(G,w′,γ′)| (N∪ (G,w
′, γ′) , N∪ (G,w
′, γ′) ,Q),
R˜(x,y),(p,q) :=

∏l′
j=1
∣∣Ψ−1(j)∣∣∣∣N∪ (G,w, γ) ∩N(x,y)∣∣ : (p, q) = (x, y)
0 : (p, q) 6= (x, y)
.
11. R := R(Ψ) := R˜ ·R ∈M|N∪(G,w′,γ′)|×|N∪(G,w,γ)| (N∪ (G,w
′, γ′) , N∪ (G,w, γ) ,Q).
2
Lemma 2.25 Es gelten die folgenden Aussagen:
1. Ψ surjektiv =⇒ ∀(x, y) ∈ Sym(l′) : N(x,y) 6= ∅.
2. Ψ, ψ surjektiv =⇒ ∀(x, y) ∈ Nl′×k′ : M(x,y) 6= ∅.
3. Sym(l) =
⊎
(x,y)∈Sym(l′)
N(x,y) , Nl×k =
⊎
(x,y)∈Nl′×k′
M(x,y).
4.
P (x,y),(p,q) =

(
l′∏
j=1
∣∣Ψ−1(j)∣∣)−1 : (x, y) ∈ N(p,q)
0 : (x, y) /∈ N(p,q)
.
5.
Q(x,y),(p,q) =

l′∏
j=1
j 6=x
∣∣Ψ−1(j)∣∣ : (p, q) ∈M(x,y)
0 : (p, q) /∈M(x,y)
.
6. Ist Φ surjektiv und φ injektiv, so gilt N∪ (G,w, γ) ∩ N(x,y) 6= ∅ fu¨r alle (x, y) ∈
N∪(G,w
′, γ′). Die Matrix R berechnet sich zu:
R(x,y),(p,q) =

∏l′
j=1
∣∣Ψ−1(j)∣∣∣∣N∪ (G,w, γ) ∩N(x,y)∣∣ : (p, q) ∈ N(x,y)
0 : (p, q) /∈ N(x,y)
.
Beweis Zu 1.: (x, y) ∈ Sym(l′)
Ψ surj.
=⇒ ∃a, b : Ψ(a) = x ∧ Ψ(b) = y ⇒ ρ(a, b) ∈ N(x,y).
Zu 2.: (x, y) ∈ Nl′×k′
Ψ, ψ surjektiv
=⇒ ∃a, b : Ψ(x) = a ∧ ψ(y) = b⇒ (a, b) ∈M(x,y).
Zu 3.: In beiden Gleichungen ist ⊃ definitionsgema¨ß erfu¨llt. Fu¨r die erste Gleichung gilt
⊂ : (p, q) ∈ Sym(l) ⇒ ρ (Ψ(p),Ψ(q)) ∈ Sym(l′) ⇒ (p, q) ∈ Nρ(Ψ(p),Ψ(q)). Fu¨r die zweite
Gleichung gilt ⊂ : (p, q) ∈ Nl×k ⇒ (Ψ(p), ψ(q)) ∈ Nl′×k′ ⇒ (p, q) ∈ M(Ψ(p),ψ(q)). Fu¨r die
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erste Gleichung gilt
⊎
: (p, q) ∈ N(x1,y1) ∩N(x2,y2) ⇒ ρ (Ψ(p),Ψ(q)) = (x1, y1) = (x2, y2).
Fu¨r die zweite Gleichung gilt
⊎
: (p, q) ∈ M(x1,y1) ∩M(x2,y2) ⇒ (Ψ(p), ψ(q)) = (x1, y1) =
(x2, y2).
Zu 4.: Es sei a :=
∏l′
j=1
∣∣Ψ−1(j)∣∣ 6= 0. Man berechnet
(
PP˜
)
(x,y),(p,q)
=
∑
(s,t)∈Sym(l′)
P(x,y),(s,t)P˜(s,t),(p,q) = P(x,y),(p,q)·a
−1 =
 a−1 : (x, y) ∈ N(p,q)0 : (x, y) /∈ N(p,q) .
Zu 5.: Es sei bx :=
∏l′
j=1
j 6=x
∣∣Ψ−1(j)∣∣. Man berechnet
(
Q˜Q
)
(x,y),(p,q)
=
∑
(s,t)∈Nl′×k′
Q˜(x,y),(s,t)Q(s,t),(p,q) = bx ·Q(x,y),(p,q) =
 bx : (p, q) ∈M(x,y)0 : (p, q) /∈M(x,y) .
Zu 6.: (x, y) ∈ N∪(G,w
′, γ′)
Lemma 2.8
=⇒ ∃(a, b) ∈ N∪(G,w, γ) : S∪(Ψ)(a, b) = (x, y) ⇒
(a, b) ∈ N(x,y) ⇒ (a, b) ∈ N∪(G,w, γ) ∩N(x,y). Sei d(x,y) :=  
l′
j=1|Ψ−1(j)|
|N∪(G,w,γ)∩N(x,y)|
. Es gilt:(
R˜R
)
(x,y),(p,q)
=
∑
(s,t)∈N∪(G,w′,γ′)
R˜(x,y),(s,t)R(s,t),(p,q)
= d(x,y) ·R(x,y),(p,q) =
 d(x,y) : (p, q) ∈ N(x,y)0 : (p, q) /∈ N(x,y) .
2
Satz 2.26 Die Abbildungen w,w′, γ, γ′ seien surjektiv. Es gelten:
1. Q ·A(G,w, γ) · P = A (G,w′, γ′).
2. φ injektiv =⇒ R ·B(G,w, γ) · P = B(G,w′, γ′).
Beweis Es seien a und bx wie in Lemma 2.25 definiert. Weiterhin seien d(x,y) :=
N∪(G,w, γ)∩N(x,y),A := A(G,w, γ), A
′ := A(G,w′, γ′), B := B(G,w, γ), B′ := B(G,w′, γ′),
IO := IO(G,w, γ) sowie IO′ := IO(G,w′, γ′).
Da γ, γ′ und w,w′ surjektiv sind, sind auch Ψ und ψ surjektiv.
Zu 1.: Fu¨r (m,n) ∈ Nl×k und (p, q) ∈ Sym(l
′) gilt:(
AP
)
(m,n),(p,q)
=
∑
(x,y)∈Sym(l)
A(m,n),(x,y)P (x,y),(p,q)
2.25.4.
=
∑
(x,y)∈N(p,q)
A(m,n),(x,y) · a
−1.
Fu¨r (s, i) ∈ Nl′×k′ berechnet man:(
Q
(
AP
))
(s,i),(p,q)
=
∑
(m,n)∈Nl×k
Q(s,i),(m,n)
(
AP
)
(m,n),(p,q)
=
∑
(m,n)∈Nl×k
Q(s,i),(m,n) · a
−1 ·
∑
(x,y)∈N(p,q)
A(m,n),(x,y)︸ ︷︷ ︸
=:(∗)
=: (∗∗)
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(∗) =
∑
{(x,y)∈N(p,q)|x=m}
A(m,n),(x,y) +
∑
{(x,y)∈N(p,q)|x6=m}
A(m,n),(x,y)
=
∑
(m,y)∈N(p,q)
IOn,y +
∑
{(x,y)∈N(p,q)|x6=m,y 6=m}
A(m,n),(x,y) +
∑
{(x,y)∈N(p,q)|x6=m,y=m}
A(m,n),(x,y)
=
∑
(m,y)∈N(p,q)
IOn,y + 0 +
∑
{(x,m)∈N(p,q)|x6=m}
IOn,x =
∑
ρ(x,m)∈N(p,q)
IOn,x
s = q :
(∗∗) = a−1bq
∑
(m,n)∈M(q,i)
∑
ρ(x,m)∈N(p,q)
IOn,x = a
−1bq
∑
m∈Ψ−1(q)
∑
n∈ψ−1(i)
∑
x∈Ψ−1(p)
IOn,x
2.11
= a−1bq
∑
m∈Ψ−1(q)
IO′i,p = IO
′
i,pa
−1bq
∣∣Ψ−1(q)∣∣ = IO′i,p = A′(s,i),(p,q).
s = p : Analog zum Fall s = q.
s /∈ {p, q} :
(∗∗) = a−1bs
∑
(m,n)∈M(s,i)
∑
ρ(x,m)∈N(p,q)
IOn,x
Ψ(m) = s
= 0 = A′(s,i),(p,q).
Zu 2.: Fu¨r (m,n) ∈ N∪(G,w, γ) und (p, q) ∈ Sym(l
′) gilt:
(
BP
)
(m,n),(p,q)
=
∑
(s,t)∈Sym(l)
B(m,n),(s,t)P (s,t),(p,q) = P (m,n),(p,q).
Fu¨r (x, y) ∈ N∪(G,w
′, γ′) gilt:
(
R
(
BP
))
(x,y),(p,q)
=
∑
(m,n)∈N∪(G,w,γ)
R(x,y),(m,n)
(
BP
)
(m,n),(p,q)
=
∑
(m,n)∈N∪(G,w,γ)
R(x,y),(m,n)P (m,n),(p,q)
= a−1 ·
∑
(m,n)∈N∪(G,w,γ)∩N(p,q)
R(x,y),(m,n) =: (∗ ∗ ∗)
1. Fall : (x, y) = (p, q). Nach Lemma 2.25.6. gilt N∪(G,w, γ)∩N(p,q) 6= ∅. Daher berechnet
man (∗ ∗ ∗) = a−1 · a|d(p,q)|
· |d(p,q)| = 1 = B
′
(x,y),(p,q).
2. Fall : (x, y) 6= (p, q) und d(p,q) = ∅. Es gilt dann (∗ ∗ ∗) = 0 = B
′
(x,y),(p,q).
3. Fall : (x, y) 6= (p, q) und d(p,q) 6= ∅. Fu¨r (m,n) ∈ d(p,q) gilt (m,n) ∈ N(p,q)\N(x,y) nach
Lemma 2.25.3. Also folgt (∗ ∗ ∗) = 0 = B ′(x,y),(p,q). 2
Korollar 2.27 Es seien φ injektiv und w,w′, γ, γ′ surjektiv. Dann gilt:(
Q 0
0 R
)
A(G,w, γ)P = A(G,w′, γ′).
Beweis Satz 2.26. 2
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Definition 2.28 Zu Ψ : {1, . . . , l} → {1, . . . , l′}, l, l′ ∈ N, sei der Homomorphismus
Ψ∗ : M tr
(
Sym(l′),G
)
→M tr (Sym(l),G)
gegeben durch [Ψ∗(y)](p,q) := yρ(Ψ(p),Ψ(q)) fu¨r alle (p, q) ∈ Sym(l).
Auf der Menge Nl×k∪N∪ (G,w, γ) erha¨lt man eine Ordnung, indem man fu¨r (p, q), (r, s)
∈ Nl×k ∪N∪ (G,w, γ) festlegt : (p, q) < (r, s) :⇔ (p, q) <Nl×k (r, s) oder (p, q) <N∪(G,w,γ)
(r, s) oder [(p, q) ∈ Nl×k ∧ (r, s) ∈ N∪ (G,w, γ)]. Dabei bezeichnen <N∪(G,w,γ) und <Nl×k
die entsprechenden lexikographischen Ordnungen. Der zu A(G,w, γ) geho¨rige Homomor-
phismus wird notiert als
f(G,w,γ) : M
tr (Sym(l),G)→M tr (Nl×k ∪N∪ (G,w, γ) ,G) ,
und ist durch f(G,w,γ)(y) := A(G,w, γ) · y gegeben. 2
Satz 2.29 Es seien φ injektiv und w,w′, γ, γ′ surjektiv.
1. Ψ∗(y) = P · y.
2. Ψ∗ : Kern
(
f(G,w′,γ′)
)
→ Kern
(
f(G,w,γ)
)
ist wohldefiniert und injektiv.
3. Wenn Φ bijektiv ist, ist P = P (S(Ψ)) Permutationsmatrix zu S(Ψ) (siehe Seite
17) und Ψ∗(y) = Θ (S(Ψ)) (y). Weiterhin gelten P = P , Q = Q, R = R sowie
| det(P )| = | det(Q)| = | det(R)| = 1.
4. Wenn Φ bijektiv ist, ist Ψ∗ ein Isomorphismus.
Beweis Mit w,w′, γ, γ′ sind auch φ,Φ surjektiv. Also ist Ψ surjektiv und ψ bijektiv.
Es gelten hier die Abku¨rzungen des Beweises zu Satz 2.26 auf Seite 44.
Zu 1.: Sei (p, q) ∈ Sym(l). Nach Lemma 2.25.3. gibt es genau ein (m,n) ∈ Sym(l′) mit
(p, q) ∈ N(m,n). Daher ist (m,n) = ρ (Ψ(p),Ψ(q)), und es gilt
(Py)(p,q) =
∑
(s,t)∈Sym(l′)
P(p,q),(s,t)y(s,t) =
∑
{(s, t) ∈ Sym(l′)|
(p, q) ∈ N(s,t)}
y(s,t) = yρ(Ψ(p),Ψ(q)) = (Ψ
∗(y))(p,q) .
Zu 2.: Sei A(G,w′, γ′) · y = 0. Fu¨r (s, i) ∈ Nl×k gilt :
(A ·Ψ∗(y))(s,i) =
∑
(p,q)∈Sym(l)
A(s,i),(p,q)Ψ
∗(y)(p,q) =
∑
ρ(p,s)∈Sym(l)
A(s,i),ρ(p,s)Ψ
∗(y)ρ(p,s)
2.25.3.
=
∑
(m,n)∈Sym(l′)
∑
{p ∈ {1, . . . , l′}|
ρ(p, s) ∈ N(m,n)}
IOi,pΨ
∗(y)ρ(p,s)
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=
∑
{n ∈ {1, . . . , l′} |
ρ(n,Ψ(s)) ∈ Sym(l′)}
∑
{p ∈ {1, . . . , l′} |
ρ(p, s) ∈ Nρ(n,Ψ(s))}
IOi,p · yρ(Ψ(p),Ψ(s))
=
l′∑
n=1
∑
p∈Ψ−1(n)
IOi,p · yρ(n,Ψ(s))
2.11
=
l′∑
n=1
IO′(ψ(i),n) · yρ(n,Ψ(s))
=
∑
(m,n)∈Sym(l′)
A′(Ψ(s),ψ−1(i)),(m,n) · y(m,n)
Vor.
= 0
Fu¨r (m,n) ∈ N∪(G,w, γ) gilt:
(B ·Ψ∗(y))(m,n) =
∑
(s,t)∈Sym(l)
B(m,n),(s,t)Ψ
∗(y)(s,t) = Ψ
∗(y)(m,n) = yρ(Ψ(n),Ψ(m))
Vor.
= 0,
denn ρ (Ψ(n),Ψ(m)) ∈ N∪(G,w
′, γ′) nach Lemma 2.8.
Ψ∗ injektiv : Sei Ψ∗(y) = Ψ∗(z). Fu¨r (m,n) ∈ Sym(l′) gilt: Es gibt a, b ∈ Sym(l) mit
y(m,n) = yρ(Ψ(p),Ψ(q)) = Ψ
∗(y)(p,q) = Ψ
∗(z)(p,q) = zρ(Ψ(p),Ψ(q)) = z(m,n).
Daraus folgt y = z.
Zu 3.: Mit Ψ ist auch S(Ψ) bijektiv. Daher sind P˜ und Q˜ Einheitsmatrizen. Dies gilt auch
fu¨r R˜ , denn aus dem Beweis von Lemma 2.25.6. geht
∣∣N∪(G,w, γ) ∩N(x,y)∣∣ = 1 hervor.
Verwendet man die Bezeichnungen von Seite 17, so gilt
(Py)(p,q)
1.
= (Ψ∗(y))(p,q) = yS(Ψ)(p,q) = (Θ (S(Ψ)) (y))(p,q)
fu¨r alle (p, q) ∈ Sym(l). Also gilt P = P (S(Ψ)) und det(P ) = ±1. Die Abbildung
(Ψ, ψ) : Nl×k → Nl′×k′ ist bijektiv, und wegen der Definition von Q ergibt sich daher
Q = P ((Ψ, ψ)) und det(Q) = ±1. Die Abbildung S∪(Ψ) : N∪(G,w, γ) → N∪(G,w
′, γ′)
ist injektiv nach Voraussetzung und surjektiv nach Lemma 2.8. Daher gilt R = P (S∪(Ψ))
und det(R) = ±1.
Zu 4.: Mit Ψ ist Ψ−1 und somit S
(
Ψ−1
)
= S(Ψ)−1 bijektiv. Nach 1. und 3. gilt
(
Ψ−1
)∗
(y) =
P
(
S
(
Ψ−1
))
y = P (S(Ψ))−1 y = P−1y. Wegen det(P ) = ±1 ist daher
(
Ψ−1
)∗
ein Homo-
morphismus, fu¨r den Ψ∗
(
Ψ−1
)∗
= id und
(
Ψ−1
)∗
Ψ∗ = id gilt. 2
Bemerkung Wa¨hlt man in Satz 2.29 fu¨r w eine bijektive Eckennummerierung und
fu¨r γ eine bijektive Kantennummerierung, so geht aus 2.29.2. hervor, dass der zugeho¨ri-
ge Kern jeden zu einer surjektiven Ecken- und Kantennummerierung geho¨rigen Kern als
Unterraum / Untergruppe entha¨lt.
Satz 2.30 Fu¨r ein orientiertes Graphendiagramm (D, o) sei (in der Generalvorausset-
zung zu diesem Abschnitt auf Seite 41) G := G(D) der induzierte orientierte Graph.
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Weiterhin seien w,w′ surjektiv sowie (D, γ, o) ∈ Dl und (D, γ
′, o) ∈ Dl′. Fu¨r jedes
y ∈ Kern
(
f(G(D),w′,γ′)
)
gilt
LΨ∗(y)(D, γ, o) = Ly(D, γ
′, o).
Beweis
LΨ∗(y)(D, γ, o)
Def. 2.12
=
∑
(s,t)∈Sym(l)
Ψ∗(y)(s,t) · w
D,o
γ−1(es),γ−1(et)
2.25.3.
=
∑
(p,q)∈Sym(l′)
∑
(s,t)∈N(p,q)
yS(Ψ)(s,t) · w
D,o
γ−1(es),γ−1(et)
=
∑
(p,q)∈Sym(l′)
y(p,q) ·
∑
(s,t)∈N(p,q)
wD,o
γ−1(es),γ−1(et)
(∗)
=
∑
{(p,q)∈Sym(l′)|p6=q}
y(p,q) ·
∑
(s,t)∈N(p,q)
wD,o
γ−1(es),γ−1(et)
(∗∗)
=
∑
(p,q)∈Sym(l′)
y(p,q) · w
D,o
γ′−1(ep),γ′−1(eq)
= Ly(D, γ
′, o).
Zu (∗) : Fu¨r p = q ist y(p,q) = 0 nach Definition 2.18.3. auf Seite 39.
Zu (∗∗) : Fu¨r p 6= q gilt :∑
(s,t)∈N(p,q)
wD,o
γ−1(es),γ−1(et)
s 6= t
=
∑
(s,t)∈N(p,q)
∑
f∈γ−1(es)
∑
g∈γ−1(et)
∑
{τx∈cr(D)|x∈f∩g}
(D, o)(τx)
=
∑
{ρ(s,t)∈Sym(l)|s∈Ψ−1(p),t∈Ψ−1(q)}
∑
f∈γ−1(es)
∑
g∈γ−1(et)
∑
{τx∈cr(D)|x∈f∩g}
(D, o)(τx)
p 6= q
=
∑
s∈Ψ−1(p)
∑
t∈Ψ−1(q)
∑
f∈γ−1(es)
∑
g∈γ−1(et)
∑
{τx∈cr(D)|x∈f∩g}
(D, o)(τx)
=
∑
f∈γ′−1(ep)
∑
g∈γ′−1(eq)
∑
{τx∈cr(D)|x∈f∩g}
(D, o)(τx)
p 6= q
= wD,o
γ′−1(ep),γ′−1(eq)
.
2
2.4 Umorientierungen
Definition 2.31 Ein orientierter Graph G = (V,E, g) geht aus einem orientierten Gra-
phen G′ = (V,E, g′) durch Umorientieren der Kanten K ⊂ E hervor, wenn fu¨r die Inzi-
denzabbildungen
g(e) =
 g′(e) : e /∈ Kt (g′(e)) : e ∈ K
gilt. Dabei ist die Vertauschungsabbildung t : V × V → V × V definiert durch (x, y) 7→
(y, x). 2
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Satz 2.32 Vorgelegt seien orientierte Graphen G = (V,E, g) und G′ = (V,E, g′) zusam-
men mit einer surjektiven Kantennummerierung γ und einer surjektiven Eckennumme-
rierung w. Der Graph G′ gehe aus G durch Umorientieren der Kanten K := γ−1(el),
l ∈ {1, . . . , |E|} hervor. Dann ist die Abbildung
o
(G′,w,γ)
(G,w,γ) : Kern f(G,w,γ) → Kern f(G′,w,γ)
definiert durch
[
o
(G′,w,γ)
(G,w,γ) (y)
]
(s,t)
:=
 y(s,t) : (s 6= l ∧ t 6= l) ∨ (s = t = l)−y(s,t) : (s = l ∨ t = l) ∧ (s 6= t)
ein Isomorphismus mit Umkehrabbildung o
(G,w,γ)
(G′,w,γ).
Beweis Sei n := |E| und k := |V |. Zuna¨chst wird
IO (G,w, γ)i,s =
 IO (G′, w, γ)i,s : s 6= l−IO (G′, w, γ)i,s : s = l
fu¨r (s, i) ∈ Nn,k gezeigt. Dabei sei IO(X,w, γ)i,s = |AX |− |BX | fu¨r X ∈ {G,G
′} analog zu
Satz 1.9 auf Seite 14. Falls s 6= l eintritt, gilt f /∈ γ−1(es) fu¨r jede Kante f aus K. Daher
berechnet man
(e, v) ∈ AG ⇔ (e, v) ∈ γ
−1(es)× w
−1(vi) : g(e) = (v, u), u 6= v
⇔ (e, v) ∈ γ−1(es)× w
−1(vi) : g
′(e) = (v, u), u 6= v ⇔ (e, v) ∈ AG′ .
Genauso zeigt man BG = BG′ . Also gilt IO (G,w, γ)i,s = IO (G
′, w, γ)i,s. Fu¨r s = l erha¨lt
man auf dieselbe Art AG = BG′ und AG′ = BG. Man berechnet
IO (G,w, γ)i,s = |AG| − |BG| = |BG′ | − |AG′ | = −IO
(
G′, w, γ
)
i,s
.
Nun wird nachgewiesen, dass o := o
(G′,w,γ)
(G,w,γ) wohldefiniert ist. Dazu sei y ∈ Kern f(G,w,γ).
Zu zeigen ist
0 =
[
A
(
G′, w, γ
)
· o(y)
]
(s,i)
=
∑
(p,q)∈Sym(n)
A
(
G′, w, γ
)
(s,i),(p,q)
· o(y)(p,q)
=
∑
{p|ρ(p,s)∈Sym(n)}
IO
(
G′, w, γ
)
i,p
· o(y)ρ(p,s) =
n∑
p=1
IO
(
G′, w, γ
)
i,p
· o(y)ρ(p,s) =: (∗).
Fu¨r s = l gilt
(∗) =
n∑
p=1
p6=l
IO
(
G′, w, γ
)
i,p
(
−yρ(p,l)
)
+ IO
(
G′, w, γ
)
i,l
yρ(l,l)
= −
n∑
p=1
IO (G,w, γ)i,p yρ(p,l) + 0 = − [A(G,w, γ) · y]i,l
Vor.
= 0.
50 KAPITEL 2. VERSCHLINGUNGSINVARIANTEN
Fu¨r s 6= l berechnet man
(∗) =
n∑
p=1
p6=l
IO
(
G′, w, γ
)
i,p
yρ(p,s) + IO
(
G′, w, γ
)
i,l
(
−yρ(l,s)
)
=
n∑
p=1
p6=l
IO (G,w, γ)i,p yρ(p,s) + IO (G,w, γ)i,l yρ(l,s)
=
n∑
p=1
IO (G,w, γ)i,p yρ(p,s) = [A(G,w, γ) · y]i,s
Vor.
= 0.
Da o komponentenweise definiert ist, handelt es sich um einen Homomorphismus abelscher
Gruppen. Außerdem gilt offenbar
o
(G′,w,γ)
(G,w,γ) ◦ o
(G,w,γ)
(G′,w,γ) = idKern f(G′,w,γ) sowie o
(G,w,γ)
(G′,w,γ) ◦ o
(G′,w,γ)
(G,w,γ) = idKern f(G,w,γ) .
2
2.5 Verschlingungsinvarianten von Teilkomplexen
Es liegt nahe zu untersuchen, ob die Invariante Ly(DY , ·, ·, ·) zu einem Diagramm DY
eines Teilkomplexes Y von Z aus der Invariante Lz(DZ , ·, ·, ·) zu einem geeigneten Dia-
gramm DZ von Z gewonnen werden kann. In Satz 2.36 auf Seite 53 wird gezeigt, dass
dies unter gewissen, nur die Nummerierung betreffenden Voraussetzungen fu¨r bestimm-
te y ∈ Kern
(
f(G(DY ),·,·)
)
und z ∈ Kern
(
f(G(DZ),·,·)
)
insofern mo¨glich ist, dass dann
Ly(DY , ·, ·, ·) = Lz(DZ , ·, ·, ·) gilt. Diese Gleichung kann als notwendige Bedingung an die
Realisierbarkeit konkreter Einbettungen von Teilgraphen oder auch Knotentypen interpre-
tiert werden, siehe [24], Theorem 1.2. In gewissen Fa¨llen sind Ergebnisse u¨ber hinreichende
Bedingungen erzielt worden, siehe dazu [24], Theorem 1.4., [26], §1 und [31], Theorem.
Vorgelegt sei die Situation aus der Generalvoraussetzung 2.1 auf Seite 27.
Definition 2.33 Zu l, l′ ∈ N und einer injektiven Abbildung g : {1, . . . , l} → {1, . . . , l′}
sei ein Homomorphismus
g∗ : M
tr (Sym(l),G)→M tr
(
Sym(l′),G
)
gegeben durch
[g∗(y)](p,q) :=
 yρ(g−1(p),g−1(q)) : p, q ∈ Bild (g)0 : p /∈ Bild (g) ∨ q /∈ Bild (g) .
In 2.1 seien Ψ und ψ injektiv. Daru¨ber hinaus trete einer der folgenden Fa¨lle ein:
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a) γ−1H (Bild (Φ)) ⊂ Bild (F ).
b) γG ist surjektiv und (γG, wG), (γH , wH), (φ,Φ) sind Homomorphismen.
Dann la¨sst sich wegen Lemma 2.9 auf Seite 30 im Fall a) bzw. Lemma 2.10 im Fall b) ein
Homomorphismus
(Ψ, ψ)∗ : M
tr (NlG×kG ∪N∪ (G,wG, γG) ,G)→M
tr (NlH×kH ∪N∪ (H,wH , γH) ,G)
definieren durch
[(Ψ, ψ)∗(y)](p,q) :=

y(Ψ−1(p),ψ−1(q)) : (p, q) ∈ NlH×kH ∧ p ∈ Bild (Ψ) ∧ q ∈ Bild (ψ)
yρ(Ψ−1(p),Ψ−1(q)) : (p, q) ∈ N∪ (H,wH , γH) ∧ p, q ∈ Bild (Ψ)
0 : sonst
.
2
Ab nun gelten in diesem Kapitel fu¨r X ∈ {G,H} die folgenden Abku¨rzungen: A(X) :=
A(X,wX , γX), A(X) := A(X,wX , γX), B(X) := B(X,wX , γX), IO(X) := IO(X,wX , γX),
N∪(X) := N∪(X,wX , γX), fX := f(X,wX ,γX).
Satz 2.34 Es seien Ψ, ψ injektiv, wH , wG, γH , γG surjektiv und γ
−1
H (Bild (Φ)) ⊂ Bild (F )
(also ist F surjektiv). Dann kommutiert das Diagramm:
M tr (Sym(lG),G) M
tr (NlG×kG ∪N∪(G))
M tr (Sym(lH),G) M
tr (NlH×kH ∪N∪(H))
?
Ψ∗
-fG
?
(Ψ,ψ)∗
-fH
.
Beweis 1. Fall : (p, q) ∈ NlH×kH ,Ψ(r) = p, ψ(s) = q.
((Ψ, ψ)∗fG(y))(p,q) = fG(y)(r,s) = (A(G) · y)(r,s) (2.31)
=
∑
(x,y)∈Sym(lG)
A(G)(r,s),(x,y) · y(x,y)
=
∑
ρ(x,r)∈Sym(lG)
IO(G)s,x · yρ(x,r)
2.11
=
∑
ρ(x,r)∈Sym(lG)
IO(H)ψ(s),Ψ(x) · yρ(x,r) (2.32)
z := Ψ(x)
=
∑
z∈Bild Ψ
IO(H)q,z · yρ(Ψ−1(z),r)
=
∑
z∈Bild Ψ
IO(H)q,z ·Ψ∗(y)ρ(p,z) (2.33)
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=
∑
ρ(z,p)∈Sym(lH)
A(H)(p,q),ρ(z,p) ·Ψ∗(y)ρ(z,p)
=
∑
(z,n)∈Sym(lH)
A(H)(p,q),(z,n) ·Ψ∗(y)(z,n)
= (A(H) ·Ψ∗(y))(p,q) = (fHΨ∗(y))(p,q) .
2. Fall : (p, q) ∈ NlH×kH , p /∈ Bild (Ψ). Der linke Term in (2.31) ist definitionsgema¨ß Null.
Dasselbe gilt fu¨r Ψ∗(y)ρ(p,z) in (2.33).
3. Fall : (p, q) ∈ NlH×kH , q /∈ Bild (ψ). Wie im zweiten Fall ist der linke Term in (2.31)
definitionsgema¨ß Null. In (2.33) ist IO(H)q,z = 0 wegen Lemma 2.6 auf Seite 30 und
Hilfssatz 2.16 auf Seite 37.
4. Fall : (p, q) ∈ N∪(H),Ψ(r) = p,Ψ(s) = q. Nach Lemma 2.9 auf Seite 30 gilt ρ(r, s) ∈
N∪(G). Daher gilt:
(fHΨ∗(y))(p,q) = (B(H) ·Ψ∗(y))(p,q) = Ψ∗(y)(p,q) = yρ(r,s)
= (B(G) · y)ρ(r,s) = fG(y)ρ(r,s) = ((Ψ, ψ)∗fG(y))(p,q) .
5. Fall : (p, q) ∈ N∪(H), p /∈ Bild (Ψ) oder q /∈ Bild (Ψ). In der vorigen Rechnung sind
sowohl Ψ∗(y)(p,q) als auch ((Ψ, ψ)∗fG(y))(p,q) definitionsgema¨ß Null. 2
Der Satz 2.34 bedeutet, dass Ψ∗ den Kern von fG in den Kern von fH abbildet. Dies gilt
sogar, wenn an ψ keine Voraussetzungen geknu¨pft werden:
Satz 2.35 Es sei Ψ injektiv,wH , wG, γH , γG surjektiv und γ
−1
H (Bild (Φ)) ⊂ Bild (F ) (also
ist F surjektiv). Dann ist die Abbildung
Ψ∗ : Kern (fG)→ Kern (fH)
wohldefiniert und injektiv.
Beweis Sei fG(y) = 0. Es wird fHΨ∗(y) = 0 gezeigt.
1. Fall : (p, q) ∈ NlH×kH ,Ψ(r) = p, q ∈ Bild (ψ). Wie in Satz 2.34 berechnet man
(fHΨ∗(y))(p,q)
(2.32)
=
∑
ρ(x,r)∈Sym(lG)
IO(H)q,Ψ(x) · yρ(x,r)
2.11
=
∑
ρ(x,r)∈Sym(lG)
∑
z∈ψ−1(q)
IO(G)z,x · yρ(x,r)
=
∑
z∈ψ−1(q)
∑
ρ(x,r)∈Sym(lG)
A(G)(r,z),ρ(x,r) · yρ(x,r)
=
∑
z∈ψ−1(q)
(A(G) · y)(Ψ−1(p),z) =
∑
z∈ψ−1(q)
fG(y)(Ψ−1(p),z) = 0.
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2. Fall : (p, q) ∈ NlH×kH , p /∈ Bild (Ψ). Analog zum zweiten Fall in Satz 2.34.
3. Fall : (p, q) ∈ NlH×kH , q /∈ Bild (ψ). Analog zum dritten Fall in Satz 2.34.
4. Fall : (p, q) ∈ N∪(H),Ψ(r) = p,Ψ(s) = q. Nach Lemma 2.9 auf Seite 30 gilt ρ(r, s) ∈
N∪(G). Daher gilt:
(fHΨ∗(y))(p,q) = (B(H) ·Ψ∗(y))(p,q) = Ψ∗(y)(p,q) = yρ(r,s) = 0.
5. Fall : (p, q) ∈ N∪(H), p /∈ Bild (Ψ) oder q /∈ Bild (Ψ). In der vorigen Rechnung ist
Ψ∗(y)(p,q) definitionsgema¨ß Null.
Ψ∗ injektiv : Es gelte Ψ∗(x) = Ψ∗(y). Sei (m,n) ∈ Sym(lG) mit Ψ(m) = p und Ψ(n) = q.
Dann gilt
x(m,n) = x(Ψ−1(p),Ψ−1(q)) = Ψ∗(x)ρ(p,q) = Ψ∗(y)ρ(p,q) = y(Ψ−1(p),Ψ−1(q)) = y(m,n).
Daraus folgt x = y. 2
Gegeben seien Zellenkomplexe Y,Z und eine zellula¨re Inklusion Y ⊂ Z. Fu¨r eine
Einbettung Γ : Z → R3 und eine regula¨re Projektion pi : R3 → P gilt piΓ (Y) ⊂ piΓ (Z)
sowie cr (DY) ⊂ cr (DZ). Man notiert dann DY ⊂ DZ . Sind (Y, oY), (Z, oZ) orientierte
Zellenkomplexe, so dass oY die Einschra¨nkung von oZ ist, schreibt man
(
DY , oDY
)
⊂
(DZ , oDZ ) fu¨r die entsprechenden orientierten Diagramme. Diese liefern einen injektiven
Homomorphismus (f, F ) : G (DY) → G (DZ) definiert durch f(v) = v und F (e) = e
der induzierten orientierten Graphen. Daru¨ber hinaus gilt  (τ,DY) =  (τ,DZ) fu¨r jede
Kreuzung τ ∈ cr (DY).
Satz 2.36 Es seien
(
DY , oDY
)
⊂ (DZ , oDZ ) orientierte Diagramme wie in der obigen
Situation. In der Generalvoraussetzung 2.1 auf Seite 27 seien G := G(DY), H := G(DZ),
(f, F ) der obige injektive Homomorphismus, γH , γG, wG und wH surjektiv, Φ,φ injektiv
und γ−1H (Bild (Φ)) ⊂ Bild (F ). Fu¨r y ∈ Kern (fG) gilt
Ly
(
DY , γG(DY ), oDY
)
= LΨ∗(y)
(
DZ , γG(DZ), oDZ
)
.
Beweis
Ly
(
DY , γG, oDY
)
=
∑
(p,q)∈Sym(lG)
y(p,q) · w
DY ,oDY
γ−1G (ep),γ
−1
G (eq)
2.25.3
=
∑
(s,t)∈Sym(lH)
∑
(p,q)∈N(s,t)
y(p,q) · w
DY ,oDY
γ−1G (ep),γ
−1
G (eq)
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Ψ, ψ inj.
=
∑
{(s,t)∈Sym(lH)|N(s,t) 6=∅}
yρ(Ψ−1(s),Ψ−1(t)) · w
DY ,oDY
γ−1G (eΨ−1(s)),γ
−1
G (eΨ−1(t))
(∗)
=
∑
{(s,t)∈Sym(lH)|N(s,t) 6=∅}
Ψ∗(y)(s,t) · w
DY ,oDY
F−1(γ−1H (es)),F−1(γ
−1
H (et))
(∗∗)
=
∑
{(s,t)∈Sym(lH)|N(s,t) 6=∅}
Ψ∗(y)(s,t) · w
DZ ,oDZ
γ−1H (es),γ
−1
H (et)
=
∑
(s,t)∈Sym(lH)
Ψ∗(y)(s,t) · w
DZ ,oDZ
γ−1H (es),γ
−1
H (et)
= LΨ∗(y) (DZ , γH , oDZ ) .
Zu (∗) : Es gilt γ−1G
(
eΨ−1(s)
)
= F−1
(
γ−1H (es)
)
fu¨r s ∈ Bild (Ψ):
⊂: x ∈ γ−1G
(
eΨ−1(s)
)
⇒ γHF (x) = ΦγG(x) = Φ
(
eΨ−1(s)
)
= es.
⊃: x ∈ F−1
(
γ−1H (es)
)
⇒ ΦγG(x) = γHF (x) = es ⇒ γG(x) ∈ Φ
−1(es) = eΨ−1(s).
Zu (∗∗) : Zuna¨chst gilt : es ∈ Bild (Φ) ⇒ γ
−1
H (es) ⊂ Bild (F )
F = id
⇒ F−1
(
γ−1H (es)
)
=
γ−1H (es). Damit berechnet man fu¨r s 6= t:
w
DY ,oDY
F−1(γ−1H (es)),F−1(γ
−1
H (et))
=
∑
(f,g)∈F−1(γ−1H (es))×F−1(γ
−1
H (et))
∑
{τx∈cr(DY )|x∈f∩g}
(τx, DY)
=
∑
(f,g)∈γ−1H (es)×γ
−1
H (et)
∑
{τx∈cr(DZ)|x∈f∩g}
(τx, DZ)
= w
DZ ,oDZ
γ−1H (es),γ
−1
H (et)
Fu¨r s = t gilt yρ(Ψ−1(s),Ψ−1(t)) = 0 nach Definition 2.18.3. auf Seite 39, denn es gilt
y ∈ Kern (fG) nach Voraussetzung. 2
2.6 Vereinfachte Darstellung der Verschlingungsinvariante
Vorgelegt sei weiterhin die Situation aus der Generalvoraussetzung 2.1 auf Seite 27. Fu¨r
(p, q) ∈ N∪(G) und y ∈ Kern (fG) gilt y(p,q) = 0 nach Definition 2.18.3. auf Seite 39. Daher
la¨sst sich Ly aus Definition 2.12 auf Seite 32 fu¨r ”
kleinere“ Indexmengen einfu¨hren.
Am Ende dieses Abschnittes befindet sich auf Seite 61 eine Abbildung, die einen Teil
der in 2.5 und 2.6 bewiesenen Sa¨tze zusammenfasst.
Definition 2.37 Zu einem orientierten Graphen G = (V,E, g) mit einer Eckennumme-
rierung w : V → Vk und einer Kantennummerierung γ : E → El definiert man
IE (G,w, γ) := Sym(l)\N∪(G,w, γ),
IV (G,w, γ) := {(s, i) ∈ Nl×k | s /∈ ad(i, G,w, γ)}
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sowie Homomorphismen
j(G,w,γ) : M
tr (IV (G,w, γ),G)→M tr (Nl×k ∪N∪(G,w, γ),G) ,
i(G,w,γ) : M
tr (IE(G,w, γ),G)→M tr (Sym(l),G)
durch
[
j(G,w,γ)(x)
]
(p,q)
:=

x(p,q) : (p, q) ∈ IV (G,w, γ)
0 : (p, q) ∈ Nl×k\IV (G,w, γ)
0 : (p, q) ∈ N∪(G,w, γ)
bzw. [
i(G,w,γ)(x)
]
(p,q)
:=
 x(p,q) : (p, q) ∈ IE(G,w, γ)0 : (p, q) /∈ IE(G,w, γ) .
Sind sowohl w als auch γ surjektiv, so sei die Matrix
M(G,w, γ) ∈M|IV (G,w,γ)|×|IE(G,w,γ)| (IV (G,w, γ), IE(G,w, γ),G)
gegeben durch [M(G,w, γ)](s,i),(p,q) := [A(G,w, γ)](s,i),(p,q). Der zugeho¨rige Homomor-
phismus wird bezeichnet mit
G(G,w,γ) : M
tr (IE(G,w, γ),G)→M tr (IV (G,w, γ),G)
und ist festgelegt durch G(G,w,γ)(y) :=M(G,w, γ) · y. 2
Fu¨r X ∈ {G,H} gelten ab jetzt in diesem Kapitel die folgenden Notationen : IE(X) :=
IE(X,wX , γX), IV (X) := IV (X,wX , γX),M(X) := M(X,wX , γX), GX := G(X,wX ,γX),
iX := i(X,wX ,γX), jX := j(X,wX ,γX).
Satz 2.38 Es seien wG und γG surjektiv. Das folgende Diagramm ist kommutativ:
M tr (IE(G),G) M tr (IV (G),G)
M tr (Sym(lG),G) M
tr (NlG×kG ∪N∪(G),G)
-GG
?
iG
?
jG
-fG
.
Beweis 1. Fall : (p, q) ∈ IV (G).
(fGiG(x))(p,q) = (A(G) · iG(x))(p,q) =
∑
(s,t)∈Sym(lG)
A(G)(p,q),(s,t) · iG(x)(s,t)
=
∑
(s,t)∈IE(G)
A(G)(p,q),(s,t) · x(s,t) =
∑
(s,t)∈IE(G)
M(G)(p,q),(s,t) · x(s,t)
= (GG(x))(p,q) = (jG (GG(x)))(p,q) .
2. Fall : (p, q) ∈ NlG×kG\IV (G). Es gilt A(G)(p,q),(s,t) = 0 fu¨r alle (s, t) ∈ IE(G), denn
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1. p /∈ {s, t} : A(G)(p,q),(s,t) = 0 nach Definition.
2. p = s : (p, q) /∈ IV (G) ⇒ s = p ∈ ad(q,G,wG, γG)
(s, t) ∈ IE(G)
=⇒ t /∈ ad(q,G,wG, γG)
⇒ A(G)(p,q),(s,t) = 0.
3. p = t : analog zu 2.
Daher gilt
(fGiG(x))(p,q)
wie 1. Fall
=
∑
(s,t)∈IE(G)
A(G)(p,q),(s,t) · x(s,t) = 0 = (jG (GG(x)))(p,q) .
3. Fall : (p, q) ∈ N∪(G).
(fGiG(x))(p,q) = (B(G) · iG(x))(p,q) = iG(x)(p,q) = 0 = (jG (GG(x)))(p,q) .
2
Satz 2.39 Es seien wG und γG surjektiv. In dem Diagramm
Kern (GG) M
tr (IE(G),G)
Kern (fG) M
tr (Sym(lG),G)
?
κ
-Inklusion
?
iG
-Inklusion
ist die Abbildung κ(x) := iG(x) ein Isomorphismus.
Beweis Mit iG ist auch κ ein injektiver Homomorphismus. Es bleibt zu zeigen, dass κ
surjektiv ist. Dazu sei z ∈ Kern (fG). Definiere z
′ ∈ M tr (IE(G),G) durch z′(p,q) := z(p,q).
Fu¨r alle (p, q) ∈ N∪(G) gilt : 0 = fG(z)(p,q) = (B(G) · z)(p,q) = z(p,q). Daher gelten:
1. iG(z
′) = z : ∀(p, q) ∈ Sym(lG) :
iG(z
′)(p,q) =
 z′(p,q) : (p, q) ∈ IE(G)0 : (p, q) /∈ IE(G)
 = z(p,q).
2. z′ ∈ Kern GG : jGGG(z
′)
2.38
= fGiG(z
′) = fG(z) = 0
jG injektiv=⇒ GG(z
′) = 0.
Insgesamt erha¨lt man κ(z′) = iG(z
′) = z. 2
Definition 2.40 Fu¨r l ∈ N, (D, γ, o) ∈ Dl, eine Eckennummerierung w : VD → Vk und
y ∈M tr (IE(G(D), w, γ),G) definiere
Ly(D, γ, o) :=
∑
(s,t)∈IE(G(D),w,γ)
y(s,t) · w
D,o
γ−1(es),γ−1(et)
. 2
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Satz 2.41 Fu¨r (D, γ, o) ∈ Dl, eine surjektive Eckennummerierung w : VD → Vk und jedes
Element y ∈ Kern
(
G(G(D),w,γ)
)
gilt Ly(D, γ, o) = Lκ(y)(D, γ, o).
Beweis
Ly(D, γ, o) =
∑
(s,t)∈IE(G(D),w,γ)
y(s,t) · w
D,o
γ−1(es),γ−1(et)
=
∑
(s,t)∈IE(G(D),w,γ)
κ(y)(s,t) · w
D,o
γ−1(es),γ−1(et)
+
∑
(s,t)∈Sym(l)\IE(G(D),w,γ)
=0︷ ︸︸ ︷
κ(y)(s,t) ·w
D,o
γ−1(es),γ−1(et)
=
∑
(s,t)∈Sym(l)
κ(y)(s,t) · w
D,o
γ−1(es),γ−1(et)
= Lκ(y)(D, γ, o).
2
Fu¨r die Abbildungen GG und GH la¨sst sich ein zu Satz 2.34 auf Seite 51 analoges Resultat
in Satz 2.46 auf Seite 59 herleiten. Dazu werden in 2.42 zuna¨chst Abbildungen Ψ•• und
(Ψ, ψ)•• definiert, die sich in Satz 2.44 und 2.45 als Einschra¨nkungen von Ψ∗ und (Ψ, ψ)∗
herausstellen.
Definition 2.42 Zu den Daten aus der Generalvoraussetzung 2.1 auf Seite 27 definiert
man Homomorphismen
Ψ
(H,wH ,γH)
(G,wG,γG)
: M tr (IE(G,wG, γG),G)→M
tr (IE(H,wH , γH),G) ,
(Ψ, ψ)
(H,wH ,γH)
(G,wG,γG)
: M tr (IV (G,wG, γG),G)→M
tr (IV (H,wH , γH),G)
durch
[
Ψ
(H,wH ,γH)
(G,wG,γG)
(x)
]
(p,q)
:=

0 : p /∈ Bild (Ψ) ∨ q /∈ Bild (Ψ)∑
(n,m)∈N(p,q)∩IE(G,wG,γG)
x(n,m) : p, q ∈ Bild (Ψ)
bzw.
[
(Ψ, ψ)
(H,wH ,γH)
(G,wG,γG)
(x)
]
(s,i)
:=

0 : s /∈ Bild (Ψ) ∨ i /∈ Bild (ψ)∑
(t,j)∈M(s,i)∩IV (G,wG,γG)
x(t,j) : s ∈ Bild (Ψ) ∧ i ∈ Bild (ψ)
.
2
Die Abbildungen der obigen Definition werden in diesem Kapitel nun durch ΨHG :=
Ψ
(H,wH ,γH)
(G,wG,γG)
und (Ψ, ψ)HG := (Ψ, ψ)
(H,wH ,γH)
(G,wG,γG)
abgeku¨rzt.
Lemma 2.43 Fu¨r die Mengen IE(·) und IV (·) aus Definition 2.37 gelten folgende Aus-
sagen:
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1. (Ψ(s), ψ(i)) ∈ IV (H,wH , γH)⇒ (s, i) ∈ IV (G,wG, γG) .
2. ρ (Ψ(p),Ψ(q)) ∈ IE (H,wH , γH)⇒ ρ(p, q) ∈ IE (G,wG, γG) .
3. Sind φ,Φ injektiv und γ−1H (Bild (Φ)) ⊂ Bild (F ), so gilt ⇐ in 1. und 2.
4. Sind (φ,Φ), (wG, γG), (wH , γH) Homomorphismen φ,Φ injektiv und γG surjektiv, so
gilt ⇐ in 1. und 2.
Beweis Zu 1. : (s, i) /∈ IV (G)⇔ s ∈ ad(i, G,wG, γG)
2.5.1.
=⇒︸︷︷︸
(∗)
Ψ(s) ∈ ad(ψ(i), H,wH , γH)⇔
(Ψ(s), ψ(i)) /∈ IV (H).
Zu 2. : ρ(p, q) /∈ IE(G)⇔ ρ(p, q) ∈ N∪(G)
2.5.1.
=⇒︸︷︷︸
(∗∗)
ρ (Ψ(p),Ψ(q)) ∈ N∪(H)⇔ ρ (Ψ(p),Ψ(q)) /∈
IE(H).
Zu 3. : Lemma 2.9 auf Seite 30 liefert ⇐ in (∗∗). Bei (∗) gilt: Ψ(s) ∈ ad(ψ(i), H,wH , γH)
2.5.2.
=⇒
∃x ∈ ad(i, G,wG, γG) : Ψ(x) = Ψ(s)⇒ x = s⇒ s ∈ ad(i, G,wG, γG).
Zu 4. : Lemma 2.10 auf Seite 31 liefert ⇐ in (∗∗). Die Ru¨ckrichtung in (∗) erha¨lt man
wie in 3. aus Lemma 2.5.3. 2
Satz 2.44 Es seien Ψ, ψ injektiv und γ−1H (Bild (Φ)) ⊂ Bild (F ). Dann kommutiert das
Diagramm:
M tr (IV (G),G) M tr (IV (H),G)
M tr (NlG×kG ∪N∪(G),G) M
tr (NlH×kH ∪N∪(H),G)
-(Ψ,ψ)
H
G
?
jG
?
jH
-
(Ψ,ψ)∗
.
Beweis 1. Fall : (p, q) ∈ IV (H),Ψ(r) = p, ψ(s) = q.
[
jH (Ψ, ψ)
H
G (y)
]
(p,q)
= (Ψ, ψ)HG (y)(p,q) =
∑
(t,j)∈M(p,q)∩IV (G)
y(t,j)
Ψ, ψ injektiv
= y(r,s)
2.43
= jG(y)(r,s) = [(Ψ, ψ)∗jG(y)](p,q) .
2. Fall : (p, q) ∈ NlH×kH\IV (H),Ψ(r) = p, ψ(s) = q. Definitionsgema¨ß gilt
[
jH (Ψ, ψ)
H
G (y)
]
(p,q)
= 0 und wegen Lemma 2.43 gilt jG(y)(r,s) = 0.
3. Fall : (p, q) ∈ NlH×kH , p /∈ Bild (Ψ) oder q /∈ Bild (ψ). Nach Definiton von (Ψ, ψ)
H
G und
(Ψ, ψ)∗ sind in obiger Rechnung beide Seiten der Gleichung Null.
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4. Fall : (p, q) ∈ N∪(H),Ψ(r) = p,Ψ(s) = q. Nach Lemma 2.9 auf Seite 30 gilt ρ(r, s) ∈
N∪(G), also [
jH (Ψ, ψ)
H
G (y)
]
(p,q)
= 0 = jG(y)(r,s) = [(Ψ, ψ)∗jG(y)](p,q) .
5. Fall : (p, q) ∈ N∪(H), p /∈ Bild (Ψ) oder q /∈ Bild (Ψ). Definitionsgema¨ß sind beide
Seiten gleich Null. 2
Satz 2.45 Es seien Ψ, ψ injektiv und γ−1H (Bild (Φ)) ⊂ Bild (F ). Dann kommutiert das
Diagramm:
M tr (IE(H),G) M tr (IE(G),G)
M tr (Sym(lH),G) M
tr (Sym(lG),G)
?
iH
ﬀ
ΨHG
?
iG
ﬀ
Ψ∗
.
Beweis 1. Fall : (p, q) ∈ IE(H),Ψ(r) = p,Ψ(s) = q.
[
iHΨ
H
G (y)
]
(p,q)
= ΨHG (y)(p,q) =
∑
(m,n)∈N(p,q)∩IE(G)
y(m,n)
2.43
= yρ(r,s) = iG(y)ρ(r,s) = [Ψ∗iG(y)](p,q) .
2. Fall : (p, q) /∈ IE(H),Ψ(r) = p,Ψ(s) = q. Definitionsgema¨ß gilt
[
iHΨ
H
G (y)
]
(p,q)
= 0
und aus Lemma 2.43 folgt iG(y)ρ(r,s) = 0.
3. Fall : (p, q) /∈ IE(H), p /∈ Bild (Ψ) oder q /∈ Bild (Ψ). Wie im zweiten Fall gilt[
iHΨ
H
G (y)
]
(p,q)
= 0 und nach Definition von Ψ∗ gilt [Ψ∗iG(y)](p,q) = 0.
4. Fall : (p, q) ∈ IE(H), p /∈ Bild (Ψ) oder q /∈ Bild (Ψ). Hier gilt ΨHG (y)(p,q) = 0 und
[Ψ∗iG(y)](p,q) = 0. 2
Satz 2.46 Es seien Ψ, ψ injektiv, wH , wG, γH , γG surjektiv und γ
−1
H (Bild (Φ)) ⊂ Bild (F )
(also ist F surjektiv). Dann kommutiert das Diagramm:
M tr (IE(H),G) M tr (IV (H),G)
M tr (IE(G),G) M tr (IV (G),G)
-GH
6
ΨHG
-
GG
6
(Ψ,ψ)HG .
Beweis Sei (s, i) ∈ IV (H). Zuna¨chst gilt fu¨r Ψ(t) = s die folgende A¨quivalenz:
∃n ∈ {1, . . . , lG} : ρ(t, n) ∈ IE(G)
2.43
⇔ ∃n ∈ {1, . . . , lG} : ρ (Ψ(t),Ψ(n)) ∈ IE(H)
⇔ ∃z ∈ Bild (Ψ) : ρ(s, z) ∈ IE(H).
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1. Fall : Ψ(t) = s, ψ(j) = i, ∃n ∈ {1, . . . , lG} : ρ(t, n) ∈ IE(G).
[
(Ψ, ψ)HG GG(x)
]
(s,i)
=
∑
(m,n)∈M(s,i)∩IV (G)
GG(x)(m,n)
2.43
= GG(x)(t,j) (2.34)
=
∑
(m,n)∈IE(G)
M(G)(t,j),(m,n) · x(m,n) =
∑
(m,n)∈IE(G)
A(G)(t,j),(m,n) · x(m,n)
=
∑
ρ(t,n)∈IE(G)
IO(G)j,n · xρ(t,n) (2.35)
2.11
=
∑
ρ(t,n)∈IE(G)
IO(H)ψ(j),Ψ(n) · xρ(t,n)
2.43
=
∑
ρ(s,Ψ(n))∈IE(H)
IO(H)i,Ψ(n) · xρ(Ψ−1(s),n)
z := Ψ(n)
=
∑
z∈Bild Ψ : ρ(z,s)∈IE(H)
IO(H)i,z · xρ(Ψ−1(s),Ψ−1(z)) (2.36)
2.43
=
∑
z∈Bild Ψ : ρ(z,s)∈IE(H)
A(H)(s,i),ρ(s,z) ·Ψ
H
G (x)ρ(s,z) (2.37)
=
∑
ρ(s,z)∈IE(H)
M(H)(s,i),ρ(s,z) ·Ψ
H
G (x)ρ(s,z)
=
[
M(H) ·ΨHG (x)
]
(s,i)
=
[
GHΨ
H
G (x)
]
(s,i)
.
2. Fall : s /∈ Bild (Ψ). Nach Definition gelten
[
(Ψ, ψ)HG GG(x)
]
(s,i)
= 0 in (2.34) und
ΨHG (x)ρ(s,z) = 0 in (2.37).
3. Fall : i /∈ Bild (ψ). Nach Definition gelten
[
(Ψ, ψ)HG GG(x)
]
(s,i)
= 0 in (2.34) und
IO(H)i,z = 0 in (2.36) nach Lemma 2.6 auf Seite 30 und Hilfssatz 2.16 auf Seite 37.
4. Fall : ∀n ∈ {1, . . . , lG} : ρ(t, n) /∈ IE(G). Nach der einleitenden A¨quivalenzumformung
sind die Terme in (2.35) und (2.37) gleich Null. 2
Bemerkung Die Sa¨tze 2.34 auf Seite 51, 2.35 auf Seite 52, 2.44 auf Seite 58, 2.45 auf
Seite 59 und 2.46 auf Seite 59 bleiben gu¨ltig, wenn man die dort jeweils auftretende Vor-
aussetzung a) aus Definition 2.33 auf Seite 50 durch die Voraussetzung b) aus 2.33 ersetzt.
In den Beweisen benutzt man die Lemmata 2.5.3. auf Seite 29, 2.7 auf Seite 30 und 2.10
auf Seite 31.
Bemerkung Insgesamt ist in 2.5 und 2.6 die Kommutativita¨t des folgenden Diagram-
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mes nachgewiesen worden:
M tr (IE(H), G) M tr (Sym(lH), G)
Kern GG Kern fG
M tr (IE(G), G) M tr (Sym(lG), G)
M tr (IV (G), G) M tr (NlG×kG ∪ N∪(G), G)
M tr (IV (H), G) M tr(NlH×kH ∪ N∪(H), G)
-iH
?
GH
2.46
?
fH
2.34
?
-κ
2.45
?
?
GG
-iG
2.39
@
@
@
@
@
@
@
@
@
@
@I
ΨHG
?
fG
 
 
 
 
 
 
 
 
 
 
 
Ψ∗
-jG
2.38

(Ψ,ψ)HG
HHHHHHHHHj
(Ψ,ψ)∗)
-jH
2.44
2.7 Beispiele zu Kapitel 2
Wie folgt seien mit Ecken- und Kantennummerierungen versehene orientierte Graphen
(H,wH , γH), (H,w
′
H , γ
′
H) und (G,wG, γG) gegeben.
(H,wH , γH) :=
 v
v
v
e
e
e
e
1
2
3
2
4
1 3
(
H,w′H , γ
′
H
)
:=
 v
v
v
e
e
e
e
1
2
3
2
1 3
3
(G,wG, γG) := v
v
ee
1
21  2
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Da (wH , γH) und (wG, γG) Homomorphismen sind, berechnet man vermo¨ge der Inzidenz-
matrizen:
M(H,wH , γH) =
(1, 3) (1, 4) (2, 4) (3, 4)
(1, 2) −0 0 0 0
(1, 3) 0 −0 0 0
(2, 3) 0 0 −0 0
(3, 1) −0 0 0 0
(3, 3) 0 0 0 −0
(4, 1) 0 −0 1 0
(4, 2) 0 0 −1 0
sowie
M (G,wG, γG) =
(1, 2)
(1, 2) −0
(2, 1) −0
.
Die In-Out-Matrix zu (H,w′H , γ
′
H) liefert
M
(
H,w′H , γ
′
H
)
=
(1, 3)
(1, 2) 0
(2, 3) 0
(3, 1) 0
.
Dabei sind in der linken Spalte und der obersten Zeile die entsprechenden Indexmengen
mitnotiert worden. Aus diesen Matrizen lassen sich abelsche Gruppen
Kern
(
G(H,wH ,γH)
)
=
{
(y(1,3), y(1,4), 0, y(3,4) | y(1,3), y(1,4), y(3,4) ∈ Z
}
∼= Z× Z× Z,
Kern
(
G(H,w′H ,γ
′
H)
)
=
{
y(1,3) | y(1,3) ∈ Z
}
∼= Z,
Kern
(
G(G,wG,γG)
)
=
{
y(1,2) | y(1,2) ∈ Z
}
∼= Z
ablesen. Mit 0(s, t) ist hier gemeint, dass eine Null an der Position (s, t) bezu¨glich der
Indexmenge steht.
Gegeben sei nun ein injektiver Homomorphismus (f, F ) : G → H und die kommuta-
tiven Diagramme (2.1) auf Seite 27. Dabei soll Φ(e1) := e3, Φ(e2) := e4 also Ψ(1) = 3,
Ψ(2) = 4, sowie φ(v1) := v2, φ(v2) := v3 also ψ(1) = 2, ψ(2) = 3 gelten. Dann berechnet
sich die Abbildung
Ψ
(H,wH ,γH)
(G,wG,γG)
: Kern
(
G(G,wG,γG)
)
→ Kern
(
G(H,wH ,γH)
)
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zu ΨHG
(
y(1,2)
)
= (0(1, 3), 0(1, 4), 0(2, 4), y(1,2)). Also gilt Bild
(
ΨHG
)
= {(0, 0, 0, n) |n ∈ Z} ∼= Z.
Definiert man daru¨ber hinaus injektive Abbildungen Ψ(1x, 2y) : {1, 2} → {1, 2, 3, 4} durch
Ψ(1x, 2y)(1) := x und Ψ(1x, 2y)(2) := y, folgt offenbar
Kern
(
G(H,wH ,γH)
)
= Bild
(
Ψ(13, 24)HG
)
⊕ Bild
(
Ψ(11, 23)HG
)
⊕ Bild
(
Ψ(11, 24)HG
)
.
Nun seien wie in (2.30) auf Seite 41 kommutative Diagramme
EH
E4 E3
 
 	
γH @
@R
γ′H
-Φ
VH
V3 V3
 
 	
wH @
@R
w′H
-φ
vorgelegt. Dabei gelte Φ(ei) := ei fu¨r i ∈ {1, 2, 3}, Φ(e4) := e3 und φ(vi) := vi fu¨r
i ∈ {1, 2, 3, 4}. In dem Diagramm
Kern
(
G(H,w′H ,γ
′
H)
)
Kern
(
G(H,wH ,γH)
)
Kern
(
f(H,w′H ,γ
′
H)
)
Kern
(
f(H,wH ,γH)
)?
κ1 ∼=
-
 
Ψ∗
?
κ2 ∼=
-Ψ
∗
werden die Abbildungen κ1, κ2 und Ψ
∗ berechnet:
κ1
(
y(1,3)
)
=
(
0(1, 1), 0(1, 2), y(1,3), 0(2, 2), 0(2, 3), 0(3, 3)
)
,
Ψ∗
(
0, 0, y(1,3), 0, 0, 0
)
=
(
0(1, 1), 0(1, 2), y(1,3), y(1,3), 0(2, 2), 0(2, 3), 0(2, 4), 0(3, 3), 0(3, 4), 0(4, 4)
)
= κ2
(
y(1,3), y(1,3), 0(2, 4), 0(3, 4)
)
.
So erha¨lt man Ψ˜∗ = κ−12 ◦Ψ
∗ ◦ κ1. Insgesamt lassen sich die Abbildungen auch als
Ψ˜∗ : Z→ Z× Z× Z , n 7→ (n, n, 0) und
Ψ
(H,wH ,γH)
(G,wG,γG)
: Z→ Z× Z× Z , n 7→ (0, 0, n)
schreiben. 2
Kapitel 3
Die Wu-Invariante
In diesem Kapitel wird die Darstellung der Verschlingungsinvarianten aus Abschnitt 2.6
mit den Ergebnissen aus [23] zusammengefu¨hrt. Dies geschieht in 3.2 auf Seite 68. Dort
werden die folgenden Begriﬄichkeiten und Aussagen u¨ber Dualra¨ume beno¨tigt.
3.1 Dualra¨ume
In diesem Abschnitt sei G ein Ko¨rper oder (G,+) = (Z,+) und V eine endlich erzeugte
freie abelsche Gruppe oder ein G-Vektorraum mit Basis {v1, . . . , vn}. Fu¨r den Dualraum
HomG(V,G) =: V ∗ gibt es eine duale Basis {v∗1, . . . , v
∗
n}, fu¨r die v
∗
i (vj) = δij (Kronecker-
Symbol) mit i, j ∈ {1, . . . , n} gilt, siehe [21], 13.1.7. Der zugeho¨rige Isomorphismus wird
mit δV : V → V
∗, vi 7→ v
∗
i , i ∈ {1, . . . , n} bezeichnet. Daru¨ber hinaus sei
φV : V
∼=
→M tr ({1, . . . , n},G) , vi 7→ ei, i ∈ {1, . . . , n}
das Koordinatensystem zur vorgelegten Basis, falls V torsionsfrei ist. Der zu einem Ho-
momorphismus f : V → W geho¨rige duale Homomorphismus wird mit f ∗ : W ∗ → V ∗,
f∗(ψ) := ψ ◦ f notiert. Außerdem seien V ∗∗ := (V ∗)∗ und f∗∗ := (f∗)∗.
Satz 3.1 Die Abbildung ΦV : V → V
∗∗ definiert durch ΦV (v)(f) := f(v), v ∈ V , f ∈ V
∗
ist ein Isomorphismus.
Beweis ΦV Homomorphismus : Fu¨r v, w ∈ V und λ, µ ∈ G gilt
ΦV (λv + µw)(f) = f(λv + µw) = λf(v) + µf(w) = λΦV (v)(f) + µΦV (w)(f).
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ΦV injektiv : Vorgelegt sei v =
∑n
i=1 λivi 6= 0. Dann gibt es einen Index s ∈ {1, . . . , n}
mit λs 6= 0. Definiere f ∈ HomG(V,G) durch
f(vi) :=
 1 : i = s0 : i 6= s , i ∈ {1, . . . , n}.
Dann gilt ΦV (v)(f) = f(v) =
∑n
i=1 λif(vi) = λs 6= 0. Also ist ΦV (v) 6= 0.
ΦV surjektiv : Die duale Basis von V
∗∗ sei {w∗1, . . . , w
∗
n} mit wi := v
∗
i fu¨r i ∈ {1, . . . , n}.
Vorgelegt sei nun ein Element f =
∑n
i=1 µiw
∗
i ∈ V
∗∗. Definiere v :=
∑n
i=1 µivi ∈ V . Dann
gilt ΦV (v) = f , denn fu¨r alle j ∈ {1, . . . , n} berechnet man:
f(wj) =
(
n∑
i=1
µiw
∗
i
)
(wj) = µj = v
∗
j
(
n∑
i=1
µivi
)
= wj (v) = ΦV (v)(wj).
2
Satz 3.2 Es seien V,W endlich erzeugte freie abelsche Gruppen oder G-Vektorra¨ume und
f : V →W ein Homomorphismus. In dem Diagramm
V W W/Bild f
V ∗∗ W ∗∗ W
∗∗
/Bild f∗∗
?
ΦV
-f -piW
?
ΦW
?
Φ′W
-f
∗∗
-piW∗∗
seien piW , piW ∗∗ Projektionen und Φ
′
W (w + Bild f) := ΦW (w)+Bild f
∗∗ fu¨r w ∈W . Dann
kommutiert das Diagramm und Φ′W ist bijektiv.
Beweis Zuna¨chst kommutiert das linke Diagramm, denn fu¨r g ∈W ∗ gilt
(ΦW (f(v)) (g) = g (f(v)) = f
∗(g)(v) = ΦV (v) (f
∗(g)) = f∗∗ (ΦV (v)) (g).
Da ΦW und ΦV nach Satz 3.1 Isomorphismen sind, la¨sst sich leicht nachpru¨fen, dass
Φ′W wohldefiniert ist. Die Bijektivita¨t ergibt sich aus dem 5er-Lemma der algebraischen
Topologie. 2
Satz 3.3 Es seien V,W endlich erzeugte freie und torsionsfreie abelsche Gruppen oder
G-Vektorra¨ume mit Basen {v1, . . . , vn} bzw. {w1, . . . , wm}. Die Diagramme
V W
M tr ({1, . . . , n},G) M tr ({1, . . . ,m},G)
?
φV
-f
?
φW
-f
′
,
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W ∗ V ∗
M tr ({1, . . . ,m},G) M tr ({1, . . . , n},G)
?
φW∗
-f
∗
?
φV ∗
-(f
∗)′
seien kommutativ, und der Homomorphismus f sei gegeben durch f(vi) :=
∑m
j=1 aj,iwj.
Fu¨r die Matrix A := (aj,i) ∈Mm×n(G) gelten
1. f ′(x) = A · x 2. (f∗)′ (x) = Atr · x.
Beweis Zu 1.: Fu¨r i ∈ {1, . . . , n} gilt
f ′(ei) = φW fφ
−1
V (ei) = φW f(vi) =
m∑
j=1
aj,iφW (wj) =
m∑
j=1
aj,iej = A · ei.
Zu 2.: Zuna¨chst gilt
f∗(w∗j ) =
n∑
x=1
aj,xv
∗
x (3.1)
fu¨r alle j ∈ {1, . . . ,m}, denn fu¨r i ∈ {1, . . . , n} berechnet man
f∗(w∗j )(vi) =
(
w∗j ◦ f
)
(vi) = w
∗
j
(
m∑
x=1
ax,iwx
)
= aj,i =
(
n∑
x=1
aj,xv
∗
x
)
(vi).
Daraus folgt
(f∗)′(ej) = φV ∗f
∗φ−1W ∗(ej) = φV ∗f
∗(w∗j )
(3.1)
=
n∑
x=1
aj,xex = A
tr · ej
fu¨r alle j ∈ {1, . . . ,m}. 2
Nach [18], Satz 61.9 sind Untergruppen von endlich erzeugten freien abelschen Gruppen
wieder frei. Daher la¨sst sich der folgende Satz formulieren:
Satz 3.4 Es seien V,W endlich erzeugte freie abelsche Gruppen oder G-Vektorra¨ume
und f : V → W ein Homomorphismus. Weiterhin seien {u1, . . . , ur} und {b1, . . . , bk}
Basen von Kern f bzw. Bild f mit f(ai) = bi fu¨r i ∈ {1, . . . , k} sowie (Kern f)
0 :=
{ψ ∈ V ∗ |ψ(x) = 0 fu¨r alle x ∈ Kern f}. Dann gelten:
1. {u1, . . . , ur, a1, . . . , ak} ist eine G-Basis von V .
2. {a∗1, . . . , a
∗
k} ist eine G-Basis von (Kern f)
0.
3. Die Abbildung pf : (Kern f)
∗ → V ∗/ (Kern f)0, u
∗
i 7→ u
∗
i + (Kern f)
0, i ∈ {1, . . . , r}
ist ein Isomorphismus.
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4. W/Bild f torsionsfrei =⇒ (Kern f)
0 = Bild f∗.
Beweis Zu 1.: Sei v ∈ V und f(v) =
∑k
i=1 λibi. Definiert man v
′ :=
∑k
i=1 λiai, so
gilt: f(v) = f(v′) ⇒ 0 = f(v − v′) ⇒ ∃µi : v − v
′ =
∑r
i=1 µiui ⇒ v = v
′ +
∑r
i=1 µiui.
Also ist {u1, . . . , ur, a1, . . . , ak} ein Erzeugendensystem von V . Letztere Menge ist linear
unabha¨ngig, denn :
∑r
i=1 µiui +
∑k
i=1 λiai = 0 ⇒ 0 =
∑k
i=1 λibi ⇒ ∀i : λi = 0 ⇒∑r
i=1 µiui = 0⇒ ∀i : µi = 0.
Zu 2.: Offenbar sind a∗1, . . . , a
∗
k linear unabha¨ngig. Es gilt 〈a
∗
1, . . . , a
∗
k〉G = (Kern f)
0:
⊂: ∀i, j : uj 6= ai ⇒ ∀i, j : a
∗
i (uj) = 0.
⊃: φ =
∑r
i=1 µiu
∗
i +
∑k
i=1 λia
∗
i ∈ (Kern f)
0 ⇒ ∀i : 0 = φ(ui) = µi ⇒ φ =
∑k
i=1 λia
∗
i .
Zu 3.: pf injektiv : Sei u =
∑r
i=1 µiu
∗
i ∈ (Kern f)
∗ mit pf (u) = 0. Daraus folgt u ∈
(Kern f)0 also gilt µj = u(uj) = 0 fu¨r alle j ∈ {1, . . . , r}. Also ist u = 0.
pf surjektiv : Sei v + (Kern f)
0 ∈ V ∗/ (Kern f)0 und v =
∑r
i=1 µiu
∗
i +
∑k
i=1 λia
∗
i . Dann
gilt pf (
∑r
i=1 µiu
∗
i ) =
∑r
i=1 µiu
∗
i + (Kern f)
0 2.= v + (Kern f)0.
Zu 4.: ⊃: φ ∈ Bild f∗ =⇒ ∃ψ ∈ W ∗ : φ = f∗(ψ) = ψ ◦ f =⇒ ∀w ∈ Kern f : φ(w) =
0 =⇒ φ ∈ (Kern f)0.
⊂: Zu φ ∈ (Kern f)0 soll ψ ∈ W ∗ mit f∗(ψ) = φ konstruiert werden. Da W/Bild f
torsionsfrei ist, gibt es eine G-Basis {w1, . . . , wm} von W , so dass {w1, . . . , wk}, k ≤ m
eine G-Basis von Bild f ist, siehe [18], Satz 61.18 und die darauffolgende Bemerkung. Wie
in der ersten Aussage erha¨lt man eine Basis {u1, . . . , ur, a
′
1, . . . , a
′
k} von V mit f(a
′
i) =
wi, i ∈ {1, . . . , k} und kann daher ψ : W → G definieren durch
ψ(wi) :=
 φ(a′i) : 1 ≤ i ≤ k0 : k + 1 ≤ i ≤ m .
Dann gilt f∗(ψ)(a′i) = ψf(a
′
i) = ψ(wi) = φ(a
′
i) sowie f
∗(ψ)(ui) = ψ(0) = 0 = φ(ui), also
erha¨lt man f∗(ψ) = φ. 2
Satz 3.5 Es seien V,W endlich erzeugte freie abelsche Gruppen oder G-Vektorra¨ume und
f : V → W ein Homomorphismus. Sei {u1, . . . , ur} eine Basis von Kern f . Wenn sowohl
W als auch V ∗/Bild f∗ torsionsfrei ist, ist die Abbildung p
′
f : Kern f → V
∗
/Bild f∗ gegeben
durch ui 7→ u
∗
i + Bild f
∗ ein Isomorphismus.
Beweis Zuna¨chst wird nachgewiesen, dass W/Bild f frei und torsionsfrei ist:
W/Bild f
3.2
∼= (W ∗)∗/Bild (f∗)∗
Vor. und 3.4.4.
= W ∗∗/ (Kern f∗)0
3.4.3.
∼= (Kern f∗)∗ .
Da mit W auch W ∗ torsionsfrei ist, ist auch Kern f ∗ ⊂W ∗ torsionsfrei. Also gilt dies auch
fu¨r (Kern f∗)∗. Nach Satz 3.4.3. und 3.4.4. erha¨lt man p′f = pf ◦ δKern(f). 2
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3.2 Der Verschlingungsmodul von Taniyama
In [23] wird zu einem eindimensionalen orientierten Zellenkomplex (Z, o) ein Kohomologie-
modul L(Z) := H2(D2(Z), σ ; Z) und zu einer Einbettung f : Z → R3 die WU-Invariante
L(f) ∈ L(Z) konstruiert. Dort wird der abstrakte Graph G(Z) mit dem Zellenkomplex
Z identifiziert. Daru¨ber hinaus sind nur einfache Graphen zugelassen (siehe [23], Seite
209, zweiter Absatz). Es stellt sich heraus, dass L eine schwache Homotopieinvariante to-
pologischer Graphen ist ([23],Corollary 1.6). Schwache Homotopie von Einbettungen von
Graphen ist eine von acht grundlegenden topologischen A¨quivalenzrelationen eingebette-
ter Graphen, die in [22] definiert werden. Eine davon ist die homologische A¨quivalenz, [22],
§1 Definition (7). Zwei Einbettungen f und g sind genau dann homologisch a¨quivalent,
wenn L(f) = L(g) gilt, [23], Main Theorem.
Es seien w eine bijektive Ecken- und γ eine bijektive Kantennummerierung von Z.
In diesem Kapitel wird KernG(G(Z),w,γ) ∼= L(Z) gezeigt (Satz 3.7 auf Seite 70). Dazu
verwendet man eine kombinatorische Darstellung von L(Z), die im zweiten Abschnitt
von [23] hergeleitet wird. Dort wird implizit mit bijektiven Nummerierungen der Ecken
und Kanten gearbeitet. Die verwendeten schiefsymmetrischen singula¨ren Kettengruppen
A1(D2(Z), σ) und A2(D2(Z), σ) u¨ber Z lassen sich wie folgt als freie Gruppen u¨ber Z
pra¨sentieren:
A1 := A1(D2(Z), σ) =
〈
V(s,i) | (s, i) ∈ IV (G(Z), w, γ)
〉
Z
,
A2 := A2(D2(Z), σ) = 〈E(p,q) | (p, q) ∈ IE(G(Z), w, γ)〉Z. (3.2)
Dies liegt daran, dass zum einen (p, q) ∈ IE(G(Z), w, γ) nach Definition 2.37 auf Seite 54
und Lemma 2.4 auf Seite 28 genau dann gilt, wenn es keine Ecke von G(Z) gibt, zu der
γ−1(ep) und γ
−1(eq) beide inzident sind, und dass zum anderen (s, i) ∈ IV (G(Z), w, γ)
bedeutet, dass w−1(vi) nicht inzident zu γ
−1(es) ist. Daher sind die Erzeugnisse der Men-
gen {Eij |1 ≤ i < j ≤ n, ei ∩ ej = ∅} und {Vsi|1 ≤ s ≤ n, 1 ≤ i ≤ m, vi /∈ es} aus [23],
Seite 211 unten, gleich A2 bzw. A1. Fu¨r die entsprechenden dualen Z-Moduln erha¨lt man
in [23] die Darstellungen
A1 := A1(D2(Z), σ) = 〈V
(s,i) | (s, i) ∈ IV (G(Z), w, γ)〉Z und
A2 := A2(D2(Z), σ) = 〈E
(p,q) | (p, q) ∈ IE(G(Z), w, γ)〉Z.
Es wird nun das Diagramm (3.3) auf Seite 69 betrachtet, in dem δ1 = HomZ(d1, id) der
Korandoperator und d1 : A2 → A1 der Randoperator aus [23] ist. Die weiteren Abbil-
dungen sind definiert durch θ1
(
V (s,i)
)
:= e(s,i), θ2
(
E(p,q)
)
:= e(p,q) , pi0(x) := x+ Bild δ
1,
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pi1(x) := x+ Bild
(
G∗(G(Z),w,γ)
)′
und Θ (pi0(x)) := pi1 (θ2(x)). Benutzt man in Satz 3.3 auf
Seite 65 die hier auftretenden Indexmengen IE(·) und IV (·), ergibt sich ein kommutatives
Diagramm
M tr (IV (G(Z), w, γ) ,Z)∗ M tr (IE (G(Z), w, γ) ,Z)∗
M tr (IV (G(Z), w, γ) ,Z) M tr (IE (G(Z), w, γ) ,Z)
-
G∗
(G(Z),w,γ)
?
φMtr(IV (G(Z),w,γ),Z)∗
?
φMtr(IE(G(Z),w,γ),Z)∗
-
 
G∗
(G(Z),w,γ)

′
mit φMtr(IV (G(Z),w,γ),Z)∗
(
v∗(s,i)
)
= v(s,i) und φMtr(IE(G(Z),w,γ),Z)∗
(
e∗(p,q)
)
= e(p,q). Dabei
gilt
(
G∗(G(Z),w,γ)
)′
(x) =M(G(Z), w, γ)tr ·x gema¨ß Satz 3.3.2. Der Korandopertor berech-
net sich laut [23], Seite 212, zu
δ1(V (s,i)) =
∑
In(p)=i
Eρ(s,p) −
∑
Te(q)=i
Eρ(s,q)
wobei In(p) = i in der hier benutzten Notation I(G(Z), w, γ)i,p = 1 und Te(q) = i an
dieser Stelle I(G(Z), w, γ)i,q = −1 bedeutet.
A1 M
tr (IV (G(Z), w, γ),Z)
A2 M
tr (IE(G(Z), w, γ),Z)
A2/Bild δ1 =: L(Z)
M tr (IE(G(Z), w, γ),Z)/Bild (G∗(G(Z),w,γ))
′ =: L′
-θ1
?
δ1
?
(G∗
(G(Z),w,γ)
)′
-θ2
?
pi0
?
pi1
-Θ
(3.3)
Satz 3.6 Das Diagramm (3.3) ist kommutativ, und Θ ist ein Isomorphismus.
Beweis Sei (p, q) ∈ IE(G(Z), w, γ) und (s, i) ∈ IV (G(Z), w, γ). Man berechnet:
[
θ2δ
1
(
V (s,i)
)]
(p,q)
=
 ∑
In(x)=i
eρ(s,x) −
∑
Te(x)=i
eρ(s,x)

(p,q)
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=
[ ∑
{x | ρ(x, s) ∈ IE(G(Z), w, γ)
∧ I(G(Z), w, γ)i,x = 1}
eρ(x,s) −
∑
{x | ρ(x, s) ∈ IE(G(Z), w, γ)
∧ I(G(Z), w, γ)i,x = −1}
eρ(x,s)
]
(p,q)
=
 ∑
ρ(x,s)∈IE(G(Z),w,γ)
I(G(Z), w, γ)i,x · eρ(x,s)

(p,q)
=

I(G(Z), w, γ)i,q : p = s
I(G(Z), w, γ)i,p : q = s
0 : s /∈ {p, q}

1.9, S.14
= A(G(Z), w, γ)(s,i),(p,q)
= M(G(Z), w, γ)tr(p,q),(s,i) =
[
M(G(Z), w, γ)tr · e(s,i)
]
(p,q)
=
[(
G∗(G(Z),w,γ)
)′
θ1
(
V (s,i)
)]
(p,q)
.
Daher kommutiert der obere Teil des Diagramms (3.3).
Θ wohldefiniert:
x+ Bild δ1 = y + Bild δ1 ∈ L(Z)
⇒ x− y ∈ Bild δ1
θ1, θ2 Isomorphismen
=⇒ θ2(x− y) ∈ Bild
(
G∗(G(Z),w,γ)
)′
⇒ Θ
(
x+ Bild δ1
)
= θ2(x) + Bild
(
G∗(G(Z),w,γ)
)′
= θ2(y) + Bild
(
G∗(G(Z),w,γ)
)′
= Θ
(
y + Bild δ1
)
.
Aus dem in der algebraischen Topologie bekannten 5er-Lemma folgt, dass Θ ein Isomor-
phismus ist. 2
Satz 3.7 Es gilt KernG(G(Z),w,γ) ∼= L(Z).
Beweis Aus Theorem 4.9. in [23] geht hervor, dass L(Z) torsionsfrei ist. Daher ist L′
nach Satz 3.6 auch torsionsfrei.
KernG(G(Z),w,γ)
p′G(G(Z),w,γ)
∼= M tr (IE(G(Z), w, γ),Z)∗/BildG∗(G(Z),w,γ)
(3.4)
∼= M tr (IE(G(Z), w, γ),Z)/Bild
(
G∗(G(Z),w,γ)
)′
(= L′)(3.5)
∼= L(Z). (3.6)
Aus dem unteren Diagramm in Satz 3.3 auf Seite 65 ergibt sich der Isomorphismus in
(3.5). Daher ist auch der rechte Ausdruck in (3.4) torsionsfrei. Nach Satz 3.5 auf Seite
67 ist p′G(G(Z),w,γ) ein Isomorphismus. Der Isomorphismus in (3.6) ist die Abbildung Θ aus
Satz 3.6. 2
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Nun wird gezeigt, dass die Invariante Ly(D, γD, o) aus Definition 2.40 auf Seite 56 mit der
WU-Invariante L(Γ) einer Einbettung Γ : Z → R3 u¨ber das Kroneckerprodukt
κ : H2 (D2(Z), σ; Z)×H2 (D2(Z), σ; Z)→ Z
zusammenha¨ngt. Dies ist durch κ ([φ], [x]) = φ(x) gegeben, siehe 13.3 bzw. 13.4.6 in [21].
Nach Proposition 2.1. aus [23] la¨sst sich die WU-Invariante schreiben als
L(Γ) =
 ∑
(p,q)∈IE(G(D),wD,γD)
E(p,q) · wD,o
γ−1D (ep),γ
−1
D (eq)
 ∈ L(Z)
wobei (wD, γD) eine bijektive Nummerierung eines orientierten Diagramms (D, o) ist. Der
Isomorphismus
α : M tr (IE(G(Z), w, γ),Z)→ A2, e(p,q) 7→ E(p,q), (siehe (3.2))
liefert im folgenden Satz Homologieklassen [α(y)] ∈ H2 (D2(Z), σ; Z).
Satz 3.8 Es seien (Z, o) ein orientierter Zellenkomplex, Γ : Z → R3 eine Einbettung, pi :
R3 → P eine regula¨re Projektion und (D, o′) ein orientiertes Diagramm zu Z. Weiterhin
seien (w, γ) und (wD, γD) bijektive Nummerierungen von Z bzw. D, so dass wD ◦pi|Γ(Z)0 ◦
Γ|Z0 = w und γD ◦P (pi) |Γ(Z)1 ◦P (Γ) |Z1 = γ erfu¨llt sind. Fu¨r y ∈M
tr (IE(G(Z), w, γ),Z)
gilt dann
κ (L(Γ), [α(y)]) = Ly(D, γD, o
′).
Beweis Zuna¨chst wird gezeigt, dass IE(G(Z), w, γ) = IE(G(D), wD, γD) gilt:
I(G(Z), w, γ)
1.9
= IO(G(Z), w, γ)
1.10, S.15
= IO(G(D), wD, γD)
1.9
= I(G(D), wD, γD)
2.4, S.28
=⇒
∀i : ad(i, G(Z), w, γ) = ad(i, G(D), wD, γD)
2.2, S.28
=⇒ N∪(G(Z), w, γ) = N∪(G(D), wD, γD)
2.37, S.54
=⇒ IE(G(Z), w, γ) = IE(G(D), wD, γD).
Daher kann man y schreiben als
y =
∑
(p,q)∈IE(G(Z),w,γ)
y(p,q) · e(p,q) =
∑
(p,q)∈IE(G(D),wD,γD)
y(p,q) · e(p,q)
und berechnet
κ (L(Γ), [α(y)]) =
 ∑
(p,q)∈IE(G(D),wD,γD)
E(p,q)wD,o
′
γ−1D (ep),γ
−1
D (eq)
 ∑
(p,q)∈IE(G(D),wD,γD)
y(p,q)E(p,q)

=
∑
(p,q)∈IE(G(D),wD,γD)
y(p,q) · w
D,o′
γ−1D (ep),γ
−1
D (eq)
2.40, S.56
= Ly(D, γD, o
′).
2
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Satz 3.9 Es sei (Z, o) ein orientierter Zellenkomplex , f, g : Z → R3 Einbettungen, pi :
R3 → P eine geeignete regula¨re Projektion und (Df , of ) , (Dg, og) orientierte Diagramme
zu Z. Daru¨ber hinaus seien (w, γ) ,
(
wDf , γDf
)
und
(
wDg , γDg
)
bijektive Nummerierungen
von Z bzw. Df , Dg, so dass fu¨r (D,Γ) ∈ {(Df , f) , (Dg, g)} die Bedingungen wD ◦pi|Γ(Z)0 ◦
Γ|Z0 = w und γD ◦ P (pi) |Γ(Z)1 ◦ P (Γ) |Z1 = γ erfu¨llt sind. Dann gilt
L(f) = L(g) ⇐⇒ ∀y ∈ KernG(G(Z),w,γ) : Ly
(
Dg, γDg , og
)
= Ly
(
Df , γDf , of
)
.
Beweis
⇒: Ly
(
Df , γDf , of
) 3.8
= κ (L(f), [α(y)])
Vor.
= κ (L(g), [α(y)])
3.8
= Ly
(
Dg, γDg , og
)
.
⇐: Seien L(f) = [φf ] und L(g) = [φg]. Aus
φf (α(y)) = κ (L(f), [α(y)]) = Ly
(
Df , γDf , of
)
Vor.
= Ly
(
Dg, γDg , og
)
= κ (L(g), [α(y)]) = φg (α(y))
folgt ((φf − φg) ◦ α) (y) = 0 fu¨r alle y ∈ KernG(G(Z),w,γ) nach Satz 2.21 auf Seite 40. Dann
gilt: δMtr(IE(G(Z),w,γ),Z) (θ2 (φf − φg)) = α
∗ (φf − φg) = (φf − φg)◦α ∈
(
KernG(G(Z),w,γ)
)0
(3.4), 3.5, 3.4.4.
= BildG(G(Z),w,γ)
∗ =⇒ θ2 (φf − φg) ∈ Bild
(
G(G(Z),w,γ)
∗
)′
=⇒ φf − φg ∈
Bild δ1 =⇒ L(f) = L(g). 2
Bemerkung Die Konstruktion des Verschlingungsmoduls aus Kapitel 2 liefert also fu¨r
bijektive Nummerierungen bis auf Isomorphie den von Taniyama betrachteten Kohomolo-
giemodul. Die Konstruktion aus Kapitel 2 ha¨ngt natu¨rlich von den Reidemeisterbewegun-
gen I bis V ab. Im Allgemeinen ist es also mo¨glich von einer anderen A¨quivalenzrelation
auf den Diagrammen auszugehen, etwa der der
”
steifen Ecken“, die in [7], III definiert
wird. Dieser Ansatz wird allerdings in der vorliegenden Arbeit nicht weiter verfolgt.
Kapitel 4
Kontraktion einer Kante
Entfernt man eine Kante eines Graphen und
”
identifiziert“ die zugeho¨rigen Ecken, so
spricht man von einer Kontraktion. Fu¨r einen abstrakten Graphen bedeutet dies, dass
zuna¨chst eine Kante und eine Ecke entfernt werden mu¨ssen, um dann aus den jeweils um
ein Element reduzierten Ecken- und Kantenmengen einen neuen Graphen zu konstruie-
ren. Dabei vera¨ndert sich offensichtlich die Inzidenzmatrix und der Eckengrad der an der
Kontraktion beteiligten Ecke. Mit dieser Thematik bescha¨ftigen sich die folgenden beiden
Abschnitte 4.1 und 4.2 auf Seite 79. In Abschnitt 4.4 wird ein Homomorphismus zwischen
den zu den an der Kontraktion beteiligten Graphen geho¨renden Verschlingungsmoduln
konstruiert. Dieser ist ein Isomorphismus, wenn der Eckengrad der zu entfernenden Ecke
Zwei ist.
Außerdem werden in 4.3 auf Seite 85 Graphenhomomorphismen
”
hochgehoben“ und
”
her-
untergedru¨ckt“ : Sei (f, F ) : G → H ein Graphenhomomorphismus. Ensteht H aus L
durch Kontraktion einer Kante, so wird untersucht, wie ein Homomorphismus von G
nach L mittels (f, F ) definiert (
”
hochgehoben“) werden kann. Geht umgekehrt L aus
einer Kontraktion von H hervor, so soll der Homomorphismus (f, F ) von G nach L
”
her-
untergedru¨ckt“ werden. Diese Konstruktionen induzieren Homomorphismen fu¨r die Ver-
schlingungsmoduln. Dass sie mit den zu den entsprechenden Kontraktionen induzierten
Homomorphismen aus Abschnitt 4.4 vertra¨glich sind, wird in Abschnitt 4.4.3 gezeigt.
Die Ergebnisse dieses Kapitels werden im weiteren Verlauf der Arbeit insbesondere fu¨r
Kontraktionen an zweiwertigen Ecken beno¨tigt.
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4.1 Die (p,e,q)-Kontraktion
Es werden die Begriffe Kontraktion (Definition 4.1), Eckengrad (Definition 4.5) und Teil-
graph (Definition 4.3) eingefu¨hrt.
Definition 4.1 Sei G := (V,E, g) ein orientierter bzw. unorientierter Graph, e ∈ E,
νg(e) = {p, q} bzw. g(e) = {p, q} und p 6= q. Zu diesen Daten sei die Inklusion i(p, V ) :
V \{p} → V ,
ψ(p, q, V ) : V −→ V \{p}
x 7→
 x : x 6= pq : x = p
und, sofern E\{e} 6= ∅ ist, die Inklusion j(e, E) : E\{e} → E sowie g(p, e, q) : E\{e} →
V \{p} × V \{p}, x 7→ (ψ(p, q, V )× ψ(p, q, V )) ◦ g ◦ j(e, E)(x), bzw. g(p, e, q) : E\{e} →
P2(V \{p}), x 7→ P2(ψ(p, q, V )) ◦ g ◦ j(e, E)(x), gegeben. Dann nennt man den Graphen
Cp,e,q (G) := (V \{p}, E\{e}, g(p, e, q)) die (p, e, q)-Kontraktion von G. Fu¨r E\{e} = ∅
setzt man Cp,e,q (G) := (V \{p}, ∅, ∅). 2
Satz 4.2 Die Abbildung (ψ(q, p, V ) ◦ i(p, V ), Id) : Cp,e,q (G) → Cq,e,p (G) ist ein Isomor-
phismus, sofern Cp,e,q (G) definiert ist.
Beweis Durch Fallunterscheidung verifiziert man ψ(q, p, V ) = ψ(q, p, V )i(p, V )ψ(p, q, V ).
Damit gilt fu¨r orientierte Graphen
g(q, e, p)Id = g(q, e, p) = (ψ(q, p, V )× ψ(q, p, V )) gj(e, E)
= (ψ(q, p, V )i(p, V )ψ(p, q, V )× ψ(q, p, V )i(p, V )ψ(p, q, V )) gj(e, E)
= (ψ(q, p, V )i(p, V )× ψ(q, p, V )i(p, V )) (ψ(p, q, V )× ψ(p, q, V )) gj(e, E)
= (ψ(q, p, V )i(p, V )× ψ(q, p, V )i(p, V )) g(p, e, q).
Benutzt man statt (ψ(q, p, V )× ψ(q, p, V )) die Abbildung P2(ψ(q, p, V )), erha¨lt man das
Resultat fu¨r unorientiertes G. 2
Definition 4.3 Es seien G = (VG, EG, gG) und H := (VH , EH , gH) Graphen. Der Graph
H heißt Teilgraph von G, wenn H = ∅ ist oder VH ⊂ VG, EH ⊂ EG gilt, und es einen
injektiven Homomorphismus (f, F ) : H → G gibt. Man notiert H < G. Fu¨r alle x ∈
EG ∩ EH gelte nun gG(x) = gH(x). Fu¨r X ∈ {G ∩ H,G ∪ H} definiert man Graphen
X := (VX , EX , gX) wie folgt:
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1. G ∪H : EG∪H := EG ∪ EH , VG∪H := VG ∪ VH ,
gG∪H(x) :=
 gH(x) : x ∈ EHgG(x) : x ∈ EG .
2. G ∩ H : Sofern VG∩H 6= ∅ ist, seien EG∩H := EG ∩ EH , VG∩H := VG ∩ VH ,
gG∩H(x) := gH(x) = gG(x). Ansonsten ist G ∩H := ∅.
2
Korollar 4.4 Es seien G,H,L Graphen.
1. Sofern die folgenden Graphen jeweils gema¨ß Definiton 4.3 gegeben sind gelten: G ∩
H < H, G ∩H < G, G ∩H < G ∪H, G < G ∪H sowie H < G ∪H.
2. Genau dann ist G ∩H definiert, wenn H ∩G es ist. Dann gilt G ∩H = H ∩G.
3. Genau dann ist G ∪H definiert, wenn H ∪G es ist. Dann gilt G ∪H = H ∪G.
4. Genau dann ist (G∪H)∪L definiert, wenn G∪(H∪L) es ist. Dann gilt (G∪H)∪L =
G ∪ (H ∪ L).
5. Genau dann ist G ∩ (H ∪ L) definiert, wenn G ∩ H und G ∩ L es sind. Dann gilt
G ∩ (H ∪ L) = (G ∩H) ∪ (G ∩ L).
Beweis Die ersten drei Aussagen ergeben sich unmittelbar aus Definition 4.3. Die vierte
Behauptung ergibt sich aus den folgenden A¨quivalenzen: (G ∪ H) ∪ L definiert ⇔ ∀x ∈
EH∩EG : gH(x) = gG(x) und ∀x ∈ (EG∪EH)∩EL : gG∪H(x) = gL(x)⇔ ∀x ∈ EH∩EG :
gH(x) = gG(x) und ∀x ∈ EH ∩ EL : gH(x) = gL(x) und ∀x ∈ EG ∩ EL : gG(x) = gL(x)
⇔ ∀x ∈ EG ∩ (EH ∪ EL) : gG(x) = gH∪L(x) und ∀x ∈ EH ∩ EL : gH(x) = gL(x) ⇔
G ∪ (H ∪ L) definiert.
Die letzte Behauptung ergibt sich aus den A¨quivalenzen: G∩ (H ∪L) definiert⇔ ∀x ∈
EG ∩ (EH ∪EL) : gG(x) = gH∪L(x)⇔ ∀x ∈ (EG ∩EH)∪ (EG ∩EL) : gG(x) = gH∪L(x)⇔
∀x ∈ (EG ∩ EH) : gG(x) = gH(x) und ∀x ∈ (EG ∩ EL) : gG(x) = gL(x) ⇔ G ∩ H und
G ∩ L definiert. 2
Definition 4.5 Sei G = (V,E, g) ein mittels (w, γ) bijektiv nummerierter unorientierter
Graph. Der Eckengrad einer Ecke v ∈ V ist fu¨r vs := w(v) definiert durch deg(G,w,γ)(v) :=∑|E|
x=1 I(G,w, γ)s,x. Im folgenden Satz 4.6 wird gezeigt, dass der Eckengrad nicht von der
Wahl einer Nummerierung abha¨ngt, daher schreibt man degG(v) := deg(G,w,γ)(v). Ist G =
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(V,E, g) orientiert, so definiert man den Eckengrad von v ∈ V als den Eckengrad von v
bezu¨glich des zugrundeliegenden unorientierten Graphen νG. Ist G ein Teilgraph von H,
so setzt man degG(v) := 0 fu¨r v /∈ VG. Ein Blatt ist eine Ecke vom Grad 1. Ein trivalenter
Graph besitzt ausschließlich Ecken vom Grad 3. 2
Satz 4.6 Sei G = (V,E, g) ein Graph, (wi, γi), i ∈ {1, 2} bijektive Nummerierungen von
G und v ∈ V . Dann gilt deg(G,w1,γ1)(v) = deg(G,w2,γ2)(v).
Beweis Die Kompositionen w1 ◦ w
−1
2 : V|V | → V|V | und γ1 ◦ γ
−1
2 : E|E| → E|E| sind
bijektiv, daher gibt es σ ∈ S|V | und ξ ∈ S|E|, so dass w1w
−1
2 (vs) = vσ(s) fu¨r alle s ∈
{1, · · · , |V |} und γ1γ
−1
2 (ej) = eξ(j) fu¨r alle j ∈ {1, . . . , |E|} gelten. Sei v ∈ V : w2(v) = vs
=⇒ v = w−12 (vs) =⇒ w1(v) = vσ(s). Daher gilt
deg(G,w2,γ2)(v) =
|E|∑
x=1
I(G,w2, γ2)s,x
1.11
=
|E|∑
x=1
I(G,w1, γ1)σ(s),ξ(x)
j := ξ(x)
=
|E|∑
j=1
I(G,w1, γ1)σ(s),j = deg(G,w1,γ1)(v).
2
Satz 4.7 Fu¨r X ∈ {G,H,Hi}, i ∈ {1, . . . , n} sei X = (VX , EX , gX) ein Graph.
1. ∀v ∈ VG∪H : Inz(v,G ∪H) = Inz(v,G) ∪ Inz(v,H).
2. ∀v ∈ VG∩H : Inz(v,G ∩H) = Inz(v,G) ∩ Inz(v,H).
3. ∀v ∈ VG∪H : Sch(v,G ∪H) = Sch(v,G) ∪ Sch(v,H).
4. ∀v ∈ VG∩H : Sch(v,G ∩H) = Sch(v,G) ∩ Sch(v,H).
5. ∀v ∈ VG : degG(v) = |Inz(v,G)|+ |Sch(v,G)| .
6. degG∪H(v) = degG(v) + degH(v)− degG∩H(v).
7. G < H =⇒ ∀v ∈ VG : degG(v) ≤ degH(v).
8. ∀v ∈ V n
 
i=1
Hi
: deg n
 
i=1
Hi
(v) =
n∑
k=1
(−1)k+1
∑
1≤i1<i2<···<ik≤n
deg k

j=1
Hij
(v).
9. G < H =⇒ ∀v ∈ VG : Inz(v,G) = Inz(v,H) \ (EH \ EG).
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Beweis Die Aussagen 1. bis 4. folgen aus den Definitionen 4.3 und 1.7 auf Seite 13.
Zu 5.: Sei (w, γ) eine bijektive Nummerierung fu¨r G und w(v) = vi. Es genu¨gt, die Aussage
fu¨r einen nicht-orientierten Graphen G zu zeigen:
degG(v) =
|EG|∑
j=1
I(G,w, γ)i,j
=
∑
{j ∈ {1, . . . , |EG|} |
γ−1(ej) ∈
Inz(v,G) \ Sch(v,G)}
I(G,w, γ)i,j +
∑
{j ∈ {1, . . . , |EG|}|
γ−1(ej) ∈ Sch(v,G)  
I(G,w, γ)i,j
1.8
=
∑

j ∈ {1, . . . , |EG|} | γ
−1(ej)
∈ Inz(v,G) \ Sch(v,G)}
1 +
∑
{j ∈ {1, . . . , |EG|}|
γ−1(ej) ∈ Sch(v,G)  
2
=
∑

j ∈ {1, . . . , |EG|} | γ
−1(ej)
∈ Inz(v,G) \ Sch(v,G)}
1 +
∑
{j ∈ {1, . . . , |EG|}|
γ−1(ej) ∈ Sch(v,G)  
1 +
∑
{j ∈ {1, . . . , |EG|}|
γ−1(ej) ∈ Sch(v,G)  
1
= |Inz(v,G)|+ |Sch(v,G)| .
Zu 6.:
degG∪H(v)
5.
= |Inz(v,G ∪H)|+ |Sch(v,G ∪H)|
1.-4.
= |Inz(v,G)|+ |Inz(v,H)|
− |Inz(v,G ∩H)|+ |Sch(v,G)|+ |Sch(v,H)| − |Sch(v,G ∩H)|
5.
= degG(v) + degH(v)− degG∩H(v).
Zu 7.: Definiere L := (VL, EL, gL) durch EL := EH \EG, VL := (VH \ VG)∪(VH ∩ VG) und
gL(x) := gH(x) fu¨r alle x ∈ EL. Dann ist L ein Graph, fu¨r den L ∪G = H, EG ∩ EL = ∅
und degG∩L(v) = 0 fu¨r alle v ∈ VG∩L gilt. Man berechnet fu¨r v ∈ VG:
degH(v) = degG∪L(v)
6.
= degG(v) + degL(v)− degG∩L(v) ≥ degG(v).
Zu 8.: Der Beweis wird mit Induktion nach n gefu¨hrt.
n = 1 : degH1(v) = degH1(v).
n 7→ n + 1 :
n+1∑
k=1
(−1)k+1
∑
1≤i1<···<ik≤n+1
deg k

j=1
Hij
(v)
=
n+1∑
k=1
(−1)k+1
[ ∑
1 ≤ i1 < · · · < ik ≤ n + 1
∧ ik 6= n + 1
deg k

j=1
Hij
(v) +
∑
1 ≤ i1 < · · · < ik ≤ n + 1
∧ ik = n + 1
deg k

j=1
Hij
(v)
]
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=
n+1∑
k=1
(−1)k+1
∑
1≤i1<···<ik≤n
deg k

j=1
Hij
(v) +
n+1∑
k=1
(−1)k+1
∑
1≤i1<···<ik=n+1
deg k

j=1
Hij
(v)
=
n∑
k=1
(−1)k+1
∑
1≤i1<···<ik≤n
deg k

j=1
Hij
(v) + 0 + degHn+1(v)
+
n+1∑
k=2
(−1)k+1
∑
1 ≤ i1 < · · · < ik−1 ≤ n
∧ ik = n + 1
deg k

j=1
Hij
(v)
IV
= deg n
 
i=1
Hi
(v) + degHn+1(v) +
n∑
l=1
(−1)l
∑
1≤i1<···<il≤n
deg l

j=1
Hn+1∩Hij
(v)
IV
= deg n
 
i=1
Hi
(v) + degHn+1(v)− deg n 
i=1
Hn+1∩Hi
(v)
6.
= deg
Hn+1∪
n
 
i=1
Hi
(v).
Zu 9.: Es genu¨gt, die Aussage fu¨r nicht-orientierte Graphen zu zeigen: x ∈ Inz(v,H) ∧ x /∈
EH \ EG ⇔ v ∈ gH(x) ∧ x ∈ EG
G < H
⇔ v ∈ gG(x)⇔ x ∈ Inz(v,G). 2
Kontrahiert man an einer Ecke vom Grad zwei, so ha¨ngt der Isomorphietyp des resultie-
renden unorientierten Graphen nicht von der Wahl der wegzulassenden Kante ab:
Satz 4.8 Sei G = (V,E, g) ein unorientierter Graph, e, f ∈ E, e 6= f , g(e) = {p, q},
p 6= q, g(f) = {p, z}, p 6= z und degG(p) = 2. Außerdem seien die Abbildungen h :
V \{p} → V \{p}, h(x) := x, und H : E\{e} → E\{f} durch H(x) := x fu¨r x 6= f und
H(f) := e gegeben. Dann ist (h,H) : Cp,e,q(G) → Cp,f,z(G) ein Isomorphismus unorien-
tierter Graphen.
Beweis Offenbar ist sowohl h als auch H eine bijektive Abbildung. Es handelt sich um
einen Homomorphismus, denn fu¨r x ∈ E \ {e} ergibt sich die Fallunterscheidung:
1. Fall: x 6= f . Dann gilt x /∈ Inz(p,G) = {e, f}, also p /∈ g(x). Man berechnet
g(p, f, z) ◦H(x) = g(p, f, z)(x) = P2 (ψ(p, z, V )) (g(x)) = g(x)
= P2 (ψ(p, q, V )) (g(x)) = g(p, e, q)(x) = P2(h) ◦ g(p, e, q)(x).
2. Fall: x = f . Sowohl fu¨r q 6= z als auch fu¨r q = z gilt dann:
g(p, f, z) ◦H(f) = g(p, f, z)(e) = P2 (ψ(p, z, V )) (g(e)) = {q, z} = P2(h) ({q, z})
= P2(h)P2 (ψ(p, q, V )) ({p, z}) = P2(h) ◦ g(p, e, q)(f).
2
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Der na¨chste Satz zeigt, dass man sich bei einer Kontraktion in gewisser Weise auf Teilgra-
phen zuru¨ckziehen kann:
Satz 4.9 Es seien G = (VG, EG, gG), H = (VH , EH , gH) Graphen und p ∈ VG\VH , e ∈
EG\EH . Dann gilt Cp,e,q(G ∪H) = Cp,e,q(G) ∪H, sofern beide Graphen definiert sind.
Beweis Zuna¨chst sind die Ecken- bzw. Kantenmengen der beteiligten Graphen iden-
tisch:
ECp,e,q(G∪H) = EG∪H\{e} = EG\{e} ∪ EH = ECp,e,q(G) ∪ EH = ECp,e,q(G)∪H ,
VCp,e,q(G∪H) = VG∪H\{p} = VG\{p} ∪ VH = VCp,e,q(G) ∪ VH = VCp,e,q(G)∪H .
Fu¨r x ∈ ECp,e,q(G∪H) berechnet man nun : gCp,e,q(G∪H)(x) = P2(ψ(p, q, VG∪H))gG∪H(x) =
=
 P2(ψ(p, q, VG)) (gG(x)) = gCp,e,q(G)(x) : x ∈ EG\{e}P2(ψ(p, q, VH)) (gH(x)) p/∈VH= gH(x) : x ∈ EH
 = gCp,e,q(G)∪H(x).
Wenn G orientiert ist, verwendet man (ψ(p, q, ·)× ψ(p, q, ·)) statt P2(ψ(p, q, ·)). 2
4.2 Auswirkungen einer Kontraktion auf die Inzidenzma-
trix und den Eckengrad
Es werden die Inzidenzmatrizen eines orientierten (Satz 4.11) und eines nicht-orientierten
(Satz 4.12 auf Seite 83) Graphen Cp,e,q (G) untersucht. Daraus ergibt sich in Satz 4.13 auf
Seite 84 eine Gradformel fu¨r den Eckengrad bei einer Kontraktion.
Generalvoraussetzung 4.10 Gegeben sei die Situation aus Definition 4.1. In den kom-
mutativen Diagrammen
V \{p} V
VkG−1 VkG
?
wCp,e,q(G)
-i(p,V )
?
wG
-Σ
E\{e} E
ElG−1 ElG
?
γCp,e,q(G)
-j(e,E)
?
γG
-Ξ
(4.1)
seien kG ≥ 2, lG ≥ 2 sowie Σ und Ξ gegeben durch Bijektionen
σ : {1, . . . , kG − 1} → {1, . . . , kG} \{s} und (4.2)
ξ : {1, . . . , lG − 1} → {1, . . . , lG} \{x} (4.3)
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also Σ(vi) = vσ(i) und Ξ(ei) = eξ(i). Dabei gelte wG(p) = vs, wG(q) = vt und γG(e) = ex.
Fu¨r kG ≥ 2 und lG = 1 sei nur das linke Diagramm aus (4.1) vorgelegt. 2
Fu¨r einen Graphen X, zu dem eine Eckennummerierung w und eine Kantennummerierung
γ gegeben ist, wird in diesem Abschnitt I(X) := I(X,w, γ) bzw. I(νX) := I(X,w, γ) ge-
schrieben. Daru¨ber hinaus gelte die Generalvoraussetzung 4.10 mit lG ≥ 2.
Satz 4.11 Die orientierten Graphen G = (V,E, g) und Cp,e,q (G) seien mittels(wG, γG)
bzw.
(
wCp,e,q(G), γCp,e,q(G)
)
bijektiv nummeriert. Fu¨r ihre Inzidenzmatrizen gilt
I
(
Cp,e,q (G) , wCp,e,q(G), γCp,e,q(G)
)
k,l
=
 I (G,wG, γG)σ(k),ξ(l) : σ(k) 6= tI (G,wG, γG)t,ξ(l) + I (G,wG, γG)s,ξ(l) : σ(k) = t
fu¨r k ∈ {1, . . . , |V | − 1} und l ∈ {1, . . . , |E| − 1}. Tritt in der obigen Addition −0 auf, so
soll die Schreibweise −0 = (−0)+0 = 0+ (−0) = 1+ (−1) = (−1)+1 gelten. Andernfalls
ist dort die Addition in Z gemeint.
Beweis Innerhalb dieses Beweises werden zusa¨tzlich folgende Abku¨rzungen verwendet:
ψ := ψ(p, q, V ), w := wG, γ := γG, w
′ := wCp,e,q(G) sowie γ
′ := γCp,e,q(G). Die Bedingun-
gen aus der Behauptung sind a¨quivalent zu σ(k) = t ⇔ vσ(k) = vt
(4.1)
⇔ w(w′)−1(vk) =
w(q) ⇔ vk = w
′(q). Der Beweis wird durch eine Fallunterscheidung gefu¨hrt. Es wer-
den die vier Fa¨lle I(Cp,e,q (G))k,l ∈ {1,−1, 0,−0} untersucht. Fu¨r die durch die Num-
merierung induzierte Orientierung hCp,e,q(G) von
(
V|V |−1, E|E|−1, hCp,e,q(G)
)
gilt hCp,e,q(G) =
(w′ × w′) g(p, e, q)(γ′)−1. Fu¨r 1 ≤ l ≤ |E| − 1 gibt es also a, b ∈ {1, . . . , |V | − 1}, so dass
gilt:
(va, vb) = hCp,e,q(G)(el) =
(
w′ × w′
)
g(p, e, q)(γ′)−1(el)
=
(
w′ × w′
)
(ψ × ψ) gj(e, E)(γ ′)−1(el)
⇔ ((w′)−1(va), (w
′)−1(vb)) = (ψ × ψ) gj(e, E)(γ
′)−1(el)︸ ︷︷ ︸
=:(x,y)
.
Fu¨r die Orientierung von
(
V|V |, E|E|, hG
)
gilt hG = (w × w) gγ
−1. Daher kann mittels
hG
(
eξ(l)
)
= (w × w) gγ−1(eξ(l))
(4.1)
= (w × w) gj(e, E)(γ′)−1(el) = (w × w) (x, y)
die rechte Seite der Behauptung berechnet werden.
4.2. AUSWIRKUNGEN AUF DIE INZIDENZMATRIX UND DEN ECKENGRAD 81
1) I(Cp,e,q (G))k,l = 1 : In diesem Fall gilt also a = k, a 6= b und x 6= y. Tritt vk 6= w
′(q)
ein, so folgt x 6= p und x 6= q. Also muss x = (w′)−1(vk) und somit (w × w) (x, y) =
(vσ(k), w(y)) gelten. Daher gilt auch I(G)σ(k),ξ(l) = 1, denn wegen x 6= y ist w(y) 6= vσ(k)
(w bijektiv). Tritt vk = w
′(q) ein, so muss x = p oder x = q gelten. Sei zuna¨chst x = q.
Wegen (w × w) (q, y) = (vt, w(y)) gilt I(G)t,ξ(l) = 1. Weiterhin ist I(G)s,ξ(l) = 0, denn:
I(G)s,ξ(l) 6= 0 ⇒ vs = w(p) = w(y) ⇒ y = p ⇒ q = (w
′)−1(vb) ⇒ k = b = a. Widerspruch!
Im Fall x = p schließt man genauso. Also gilt insgesamt I(G)s,ξ(l) + I(G)t,ξ(l) = 1 =
I(Cp,e,q (G))k,l.
2) I(Cp,e,q (G))k,l = −1 : Der Beweis der Behauptung verla¨uft analog zum ersten Fall,
indem man an den entsprechenden Stellen die Komponenten vertauscht.
3) I(Cp,e,q (G))k,l = 0 : Hier gilt a 6= k und b 6= k, also auch σ(a) 6= σ(k) und σ(b) 6= σ(k).
Betrachte nun die Fa¨lle i) x 6= p ∧ y 6= p, ii) x = p ∧ y 6= p, iii) y = p ∧ x 6= p sowie iv)
x = y = p. Sei zuna¨chst vk 6= w
′(q) .
i) (w × w) (x, y)
ψ(x)=x
ψ(y)=y
= (w(w′)−1(va), w(w
′)−1(vb)) = (vσ(a), vσ(b)) ⇒ I(G)σ(k),ξ(l) = 0.
ii) (w × w) (x, y) = (vs, vσ(b)) und I(G)σ(k),ξ(l) = 0, denn: I(G)σ(k),ξ(l) 6= 0
σ(k)6=σ(b)
⇒ vs =
vσ(k) ⇒ s ∈ Bildσ. Widerspruch zu (4.2)!
iii) Man vertauscht in ii) die Rollen von x und y.
iv) (w × w) (p, p) = (vs, vs) =⇒ I(G)σ(k),ξ(l) = 0, denn s /∈ Bildσ.
Nun trete der Fall vk = w
′(q) ein. Dann gilt t = σ(k).
i) Wie oben in i) folgt I(G)t,ξ(l) = 0 aus t 6= σ(a) und t 6= σ(b). Es gilt auch I(G)s,ξ(l) =
0, denn sowohl aus vs = vσ(a) als auch aus vs = vσ(b) folgt s ∈ Bildσ. Widerspruch
zu (4.2)!
ii) x = p ⇒ q = (w′)−1(va) ⇒ va = w
′(q) = vk ⇒ a = k. Widerspruch!
iii) y = p ⇒ q = (w′)−1(vb) ⇒ vb = w
′(q) = vk ⇒ b = k. Widerspruch!
iv) Wegen ii) und iii) tritt auch dieser Fall nicht ein.
4) I(Cp,e,q (G))k,l = −0 : In diesem Fall gilt a = b = k. Vorerst sei vk 6= w
′(q) . Dann
folgt x 6= p, y 6= p und daher x = y = (w′)−1(vk). Also (w × w) (x, x) = (vσ(k), vσ(k)) und
I(G)σ(k),ξ(l) = −0. Sei nun vk = w
′(q) . Daraus ergibt sich q = (w′)−1(va) = (w
′)−1(vb).
Es sind daher fu¨r (x, y) die folgenden vier Fa¨lle mo¨glich:
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1. (x, y) = (p, p)⇔ I(G)s,ξ(l) = −0 ∧ I(G)t,ξ(l) = 0.
2. (x, y) = (p, q)⇔ I(G)s,ξ(l) = 1 ∧ I(G)t,ξ(l) = −1.
3. (x, y) = (q, p)⇔ I(G)s,ξ(l) = −1 ∧ I(G)t,ξ(l) = 1.
4. (x, y) = (q, q)⇔ I(G)s,ξ(l) = 0 ∧ I(G)t,ξ(l) = −0.
Es wird nun gezeigt, dass mit k = σ−1(t) nur in diesen vier von allen in der linken Tabelle
aufgezeigten Fa¨llen I(Cp,e,q (G))k,l = −0 gilt. Dazu werden die Fa¨lle einzeln betrachtet.
I(G)s,ξ(l)\I(G)t,ξ(l) 0 1 -1 -0
0 (11) (12) (13) (14)
1 (21) (22) (23) (24)
-1 (31) (32) (33) (34)
-0 (41) (42) (43) (44)
I(G)s,ξ(l)\I(G)t,ξ(l) 0 1 -1 -0
0 0 1 -1 -0
1 1 -0
-1 -1 -0
-0 -0
Um I(Cp,e,q (G))σ−1(t),l zu berechnen, muss (w
′ × w′) (ψ × ψ) gj(e, E)(γ ′)−1(el) ausgewer-
tet werden. Dazu sei (va, vb) := (w × w) ◦ g◦ γ
−1(eξ(l)). Die Gleichheit g◦ γ
−1(eξ(l))
(4.1)
= gj(e, E)(γ′)−1(el) ergibt (w
′ × w′) (ψ × ψ) gj(e, E)(γ ′)−1 (el) = (w
′ψw−1(va), w
′ψ
w−1(vb)) =: (∗).
Im Fall (11) gilt a, b /∈ {s, t}, daher w−1(va) 6= p und w
−1(vb) 6= p, demnach (∗) =
(vσ−1(a), vσ−1(b)). Daraus folgt I(Cp,e,q (G))σ−1(t),l = 0. In (12) erha¨lt man a = t und
b /∈ {s, t}. Deshalb gilt (∗) = (w′ψ(q), vσ−1(b)) = (w
′(q), vσ−1(b)) = (vσ−1(t), vσ−1(b)).
Daher gilt I(Cp,e,q (G))σ−1(t),l = 1. Vertauscht man die Rollen von a und b in Fall (12),
so erha¨lt man im Fall (13) I(Cp,e,q (G))σ−1(t),l = −1. Tritt (14) ein so gilt a = b = t, also
(∗) = (vσ−1(t), vσ−1(t)), daher I(Cp,e,q (G))σ−1(t),l = −0. Der Fall (21) erzwingt a = s und
b /∈ {s, t}. Dann folgt (∗) = (w′ψ(p), vσ−1(b)) = (w
′(q), vσ−1(b)) = (vσ−1(t), vσ(−1(b)). Also
I(Cp,e,q (G))σ−1(t),l = 1. Der Fall (22) tritt nicht ein, denn s = t = a ist ein Widerspruch
zur Voraussetzung p 6= q. Im Fall (23) gilt I(Cp,e,q (G))σ−1(t),l = −0, denn aus a = s und
b = t folgt (∗) = (vσ−1(t), vσ−1(t)).
Die Fa¨lle (31), (32), (41) sind analog zu (21) bzw. (23) bzw. (14) zu berechnen. Alle
restlichen Fa¨lle ergeben denselben Widerspruch wie (22). Das Ergebnis ist in der Tabelle
auf der rechten Seite zusammengefasst. Hinsichtlich dieser Tabelle kann man in diesem
Zusammenhang die Schreibweise −0 = 0 + (−0) = (−0) + 0 = 1 + (−1) = (−1) + 1
verwenden und es folgt somit die Behauptung des Satzes fu¨r 4): I(Cp,e,q(G))k,l = −0 ⇔
1.∨ 2.∨ 3.∨ 4.
Schreibweise
⇔ I(G)s,ξ(l)+ I(G)t,ξ(l) = −0. 2
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Bemerkung In der Behauptung des Satzes 4.11 kann man −0 = 0 ∈ Z setzen. Dann
verzichtet man auf die dort erwa¨hnte Schreibweise, verliert aber die Informationen u¨ber
die Schlaufen.
Satz 4.12 Die orientierten Graphen G = (V,E, g) und Cp,e,q (G) seien mittels (wG, γG)
bzw.
(
wCp,e,q(G), γCp,e,q(G)
)
bijektiv nummeriert. Fu¨r die Inzidenzmatrizen der zugeho¨rigen
nicht-orientierten Graphen gilt:
I
(
νCp,e,q (G) , wCp,e,q(G), γCp,e,q(G)
)
k,l
=
 I (νG,wG, γG)σ(k),ξ(l) : σ(k) 6= tI (νG,wG, γG)t,ξ(l) +I (νG,wG, γG)s,ξ(l) : σ(k) = t
fu¨r k ∈ {1, . . . , |V | − 1} und l ∈ {1, . . . , |E| − 1}.
Beweis Es sei H = (VH , EH , gH) ein mittels (wH , γH) bijektiv nummerierter orientier-
ter Graph. Nach Korollar 1.5 auf Seite 13 kann die Nummerierung auch fu¨r den zugrun-
deliegenden nicht-orientierten Graphen νH verwendet werden. An Definition 1.8 erkennt
man, dass folgende A¨quivalenzen gelten:
I (νH,wH , γH)k,l = 0 ⇔ I (H,wH , γH)k,l = 0, (4.4)
I (νH,wH , γH)k,l = 2 ⇔ I (H,wH , γH)k,l = −0, (4.5)
I (νH,wH , γH)k,l = 1 ⇔ I (H,wH , γH)k,l ∈ {1,−1}. (4.6)
1. Fall: I (νCp,e,q (G))k,l = 0. Nach Satz 4.11 und (4.4) gilt fu¨r σ(k) 6= t:
0 = I (Cp,e,q (G))k,l = I(G)σ(k),ξ(l) = I(νG)σ(k),ξ(l).
Fu¨r σ(k) = t gilt 0 = I (Cp,e,q (G))k,l = I(G)t,ξ(l) + I(G)s,ξ(l) nach 4.11. Daraus folgt
I(G)t,ξ(l) = 0 = I(G)s,ξ(l) mithilfe der rechten Tabelle von Seite 82. Aus (4.4) ergibt sich
dann die Behauptung.
2. Fall: I (νCp,e,q (G))k,l = 2. Fu¨r σ(k) 6= t erha¨lt man:
−0
(4.5)
= I (Cp,e,q (G))k,l
4.11
= I(G)σ(k),ξ(l)
(4.5)
=⇒ I(νG)σ(k),ξ(l) = 2.
Fu¨r σ(k) = t gilt −0
(4.5)
= I (Cp,e,q (G))k,l
4.11
= I(G)s,ξ(l) + I(G)t,ξ(l). Laut der rechten
Tabelle auf Seite 82 treten daher folgende Situationen auf:
I(G)s,ξ(l) I(G)t,ξ(l)
0 -0
-0 0
1 -1
-1 1
=⇒
I(νG)s,ξ(l) I(νG)t,ξ(l) I(νG)s,ξ(l) + I(νG)t,ξ(l)
0 2 2
2 0 2
1 1 2
1 1 2
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3. Fall: I (νCp,e,q (G))k,l = 1. Fu¨r σ(k) 6= t gilt
{1,−1}
(4.6)
3 I (Cp,e,q (G))k,l = I(G)σ(k),ξ(l)
(4.6)
=⇒ I(νG)σ(k),ξ(l) = 1.
Fu¨r σ(k) = t gilt {1,−1}
(4.6)
3 I (Cp,e,q (G))k,l
4.11
= I(G)s,ξ(l) + I(G)t,ξ(l). Laut der rechten
Tabelle auf Seite 82 treten daher folgende Situationen auf:
I(G)s,ξ(l) I(G)t,ξ(l)
0 1
1 0
-1 0
0 -1
=⇒
I(νG)s,ξ(l) I(νG)t,ξ(l) I(νG)s,ξ(l) + I(νG)t,ξ(l)
0 1 1
1 0 1
1 0 1
0 1 1
2
Satz 4.13 Sei G = (V,E, g) ein unorientierter Graph. Fu¨r e ∈ E, g(e) = {p, q}, p 6= q
und v ∈ V \{p} gilt
degCp,e,q(G)(v) =
 degG(v) : v 6= qdegG(p) + degG(v)− 2 : v = q .
Beweis Fu¨r G und Cp,e,q (G) sei die Situation aus 4.10 gegeben. Dabei seien (wX , γX)
bijektive Nummerierungen fu¨r X ∈ {G, Cp,e,q (G)}. Sei v ∈ V \ {p} und wG(v) = vi.
Zuna¨chst erha¨lt man:
v ∈ V \ {p} =⇒ vi = wG(v) 6= wG(p) = vs =⇒ i 6= s =⇒ i ∈ Bildσ
=⇒ wCp,e,q(G)(v) = Σ
−1wG(v) = vσ−1(i).
1. Fall: v 6= q. Dann gilt i 6= t wegen vi = wG(v) 6= wG(q) = vt und
degCp,e,q(G)(v) =
|E|−1∑
j=1
I (Cp,e,q (G))σ−1(i),j
4.12
=
|E|−1∑
j=1
I(G)i,ξ(j)
=
∑
j′∈{1,...,|E|}\{x}
I(G)i,j′
(∗)
=
|E|∑
j′=1
I(G)i,j′ = degG(v).
Zu (∗) : v /∈ {p, q} ⇒ vi /∈ {vs, vt} = {wG(p), wG(q)} = P2(wG)g(e) = hGγG(e) =
hG(ex)⇒ I(G)i,x = 0.
2. Fall: v = q. Dann gilt i = t. Man berechnet:
degCp,e,q(G)(v) =
|E|−1∑
j=1
I (Cp,e,q (G))σ−1(i),j
4.12
=
|E|−1∑
j=1
I(G)s,ξ(j) + I(G)t,ξ(j)
=
∑
j′∈{1,...,|E|}\{x}
I(G)s,j′ +
∑
j′∈{1,...,|E|}\{x}
I(G)t,j′
(∗∗)
= degG(p) + degG(q)− 2.
Zu (∗∗): hG(ex) = {vs, vt} ⇒ I(G)s,x = I(G)t,x = 1. 2
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4.3 Hochheben und Herunterdru¨cken von Graphenhomo-
morphismen
In Satz 4.16 auf Seite 86 wird gezeigt, dass ein injektiver Homomorphismus (f, F ) : G→ H
einen Homomorphismus von der (p, e, q)-Kontraktion von G nach der (f(p), F (e), f(q))-
Kontraktion von H induziert. Ist L eine Kontraktion von H außerhalb des Bildes von
F , so la¨sst sich in Satz 4.17 auf Seite 87 ein Homomorphismus von G nach L angeben.
Umgekehrt kann man aus einem Homomorphismus von G nach L einen Homomorphismus
von G nach H konstruieren. Unter welchen Bedingungen dies mo¨glich ist, wird in Satz
4.18 auf Seite 88 vorgestellt.
Definition 4.14 Vorgelegt seien Graphen G = (VG, EG, gG) und L = (VL, EL, gL). Zu
p, q ∈ VL, e ∈ EL sei Cp,e,q(L) definiert und ein Homomorphismus (f, F ) : G→ Cp,e,q(L)
gegeben. Zu diesen Daten definiere
Mvw(f, F ) := {x ∈ Inz(v,G) | F (x) ∈ Inz(w,L)} ⊂ EG
fu¨r v ∈ VG und w ∈ {p, q}.
Bemerkung In Abbildung (4.7) wird als Beispiel die Situation x ∈ Mup (f, F ) darge-
stellt:
v
u
x
G
(f,F )
−→
Cp,e,q (L)
f(u)
F(x)
q=f(v)
f(u)
F(x)
p q
e
L
. (4.7)
Lemma 4.15 Gegeben sei die Situation aus Definition 4.14. Es gelten die folgenden Aus-
sagen:
1. v ∈ f−1(q) : Mvp (f, F ) ∪M
v
q (f, F ) = Inz(v,G).
2. ∀v ∈ VG : x ∈M
v
p (f, F ) ∩M
v
q (f, F ) ⇒ gCp,e,q(L)(F (x)) = {q}.
3. f injektiv, v = f−1(q) : x ∈Mvp (f, F ) ∩M
v
q (f, F ) ⇒ gG(x) = {v}.
4. Cp,e,q(L) hat keine Schlaufen ⇒ M
v
q (f, F ) ∩M
v
p (f, F ) = ∅.
5. f injektiv, v = f−1(q), Sch(v,G) = ∅ ⇒ M vp (f, F ) ∩M
v
q (f, F ) = ∅.
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6. Fu¨r einen Homomorphismus (φ,Φ) : J → G von Graphen J und G ist
Φ˜ : Mvw((f, F ) ◦ (φ,Φ)) −→M
φ(v)
w (f, F ),
x 7→ Φ(x) fur w ∈ {p, q} wohldefiniert. Wenn (φ,Φ) ein Isomorphismus ist, dann ist
Φ˜ bijektiv, und daru¨ber hinaus gilt M
φ(v)
w (f, F ) = ∅ ⇔ M vw((f, F ) ◦ (φ,Φ)) = ∅.
Beweis Es genu¨gt, die Behauptung fu¨r nicht-orientierte Graphen zu zeigen. Es sei
H = (VH , EH , gH) = Cp,e,q(L) .
Zu 1.: Die Inklusion ⊂ ist definitionsgema¨ß richtig. Wie folgt ergibt sich ⊃ : x ∈ Inz(v,G)
=⇒ v ∈ gG(x) =⇒ q = f(v) ∈ gHF (x) = P2(ψ(p, q, VL))gLF (x) =⇒ p ∈ gLF (x) ∨
q ∈ gLF (x) =⇒ x ∈M
v
p (f, F ) ∪M
v
q (f, F ).
Zu 2.: q, p ∈ gLF (x)⇒ gLF (x) = {q, p} ⇒ gHF (x) = P2(ψ(p, q, VL))gLF (x) = {q}.
Zu 3.: {q}
2
= gHF (x) = P2(f)gG(x)
f injektiv
=⇒ gG(x) = {v}.
Zu 4.: Folgt aus 2.
Zu 5.: Folgt aus 3.
Zu 6.: Φ˜ wohldefiniert : x ∈M vw((f, F ) ◦ (φ,Φ)) =⇒ x ∈ Inz(v, J) ∧ FΦ(x) ∈ Inz(w,L)
=⇒ Φ(x) ∈ Inz(φ(v), G) ∧ FΦ(x) ∈ Inz(w,L) =⇒ Φ(x) ∈M
φ(v)
w (f, F ).
Einerseits ist mit Φ auch Φ˜ injektiv, andererseits ist Φ˜ surjektiv : y ∈ M
φ(v)
w (f, F ) =⇒
y ∈ Inz(φ(v), G) ⊂ EG ∧ F (y) ∈ Inz(w,L)
(φ,Φ) Isomorphismus
=⇒ ∃ x ∈ EJ : Φ(x) = y und
x ∈ Inz(v, J) ∧ (F ◦ Φ)(x) ∈ Inz(w,L) =⇒ x ∈M vw((f, F ) ◦ (φ,Φ)).
Aus der Beweisfu¨hrung ergibt sich, dassM
φ(v)
w (f, F ) genau dann leer ist, wennM vw((f, F )◦
(φ,Φ)) es ist, sofern (φ,Φ) ein Isomorphismus ist. 2
Satz 4.16 Fu¨r Graphen X ∈ {G,H}, X = (VX , EX , gX) mit |EX | ≥ 2 sei (f, F ) : G →
H ein Homomorphismus. Vorgelegt seien Ecken p, q und eine Kante e von G, so dass
Cp,e,q (G) definiert ist, und sowohl f(p) 6= f(q) als auch F
−1 (F (e)) = {e} gilt. Dann ist
auch Cf(p),F (e),f(q)(H) definiert, und (f(p, e, q), F (p, e, q)) : Cp,e,q (G) → Cf(p),F (e),f(q)(H)
gegeben durch F (p, e, q)(x) := F (x) sowie f(p, e, q)(x) := ψ (f(p), f(q), VH) (f(x)) ist ein
Homomorphismus. Sei M ⊂ VG. Mit f ||M \ f−1 (f(p)) ist auch f(p, e, q)||M \ f−1 (f(p))
injektiv.
Mit f, F sind f(p, e, q) bzw. F (p, e, q) injektiv und es gilt f(p, e, q)(x) = f(x) fu¨r jede
Ecke x von Cp,e,q (G). Wenn f bzw. F surjektiv ist, so ist auch f(p, e, q) bzw. F (p, e, q)
surjektiv.
Beweis Der Beweis wird nur fu¨r nicht-orientierte Graphen gefu¨hrt. Wegen gHF (e)
= P2(f)gG(e) = {f(p), f(q)} ist Cf(p),F (e),f(q)(H) wohldefiniert. Die Abbildung F (p, e, q)
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ist wohldefiniert, denn aus F (x) = F (e) folgt x ∈ F−1 (F (e)) = {e}. Ebenso ist f(p, e, q)
wohldefiniert: Angenommen es gibt ein x ∈ VG \ {p} mit f(p, e, q)(x) = f(p). Daraus
folgt f(p) = f(q), falls f(x) = f(p) gilt. Widerspruch! Wenn f(p) 6= f(x) gilt, folgt
f(p, e, q)(x) = f(p) = f(x). Widerspruch!
Nun wird gezeigt, dass (f(p, e, q), F (p, e, q)) ein Homomorphismus ist. Sei a ∈ VG. Die
folgende Fallunterscheidung zeigt f(p, e, q) (ψ (p, q, VG) (a)) = ψ (f(p), f(q), VH) (f(a)).
1. a = p : f(p, e, q) (ψ (p, q, VG) (p)) = f(p, e, q)(q) = f(q) = ψ (f(p), f(q), VH) (f(p)).
2. a 6= p ∧ f(a) = f(p) :
f(p, e, q) (ψ (p, q, VG) (a)) = f(p, e, q)(a) = f(q) = ψ (f(p), f(q), VH) (f(a)).
3. a 6= p ∧ f(a) 6= f(p) :
f(p, e, q) (ψ (p, q, VG) (a)) = f(p, e, q)(a) = f(a) = ψ (f(p), f(q), VH) (f(a)).
Nun berechnet man
P2 (f(p, e, q)) gCp,e,q(G)(x) = P2 (f(p, e, q))P2 (ψ(p, q, VG)) (gG(x))
= P2 (f(p, e, q) ◦ ψ(p, q, VG)) gG(x) = P2 (ψ (f(p), f(q), VH) f) (gG(x))
= P2 (ψ (f(p), f(q), VH))P2(f) (gG(x)) = P2 (ψ (f(p), f(q), VH)) gHF (x)
= P2 (ψ (f(p), f(q), VH)) gHF (p, e, q)(x) = gCf(p),F (e),f(q)(H)F (p, e, q)(x).
Zum Nachweis der na¨chsten Aussage seien x, y ∈ M \ f−1 (f(p)), so dass f(p, e, q)(x) =
f(p, e, q)(y) gilt. Daraus folgt f(x) = ψ (f(p), f(q), VH) (f(x)) = f(p, e, q)(x) = f(p, e, q)(y)
= ψ (f(p), f(q), VH) (f(y)) = f(y), also x = y.
Nach Definition ist klar, dass aus der Injektivita¨t von F die Injektivita¨t von F (p, e, q)
folgt. Wenn f injektiv ist, setzt man in der vorigen Aussage M := VG. Daraus er-
gibt sich, dass f(p, e, q) = f(p, e, q)||VG \ {p}
injektiv ist. Sei nun F surjektiv und y ∈
ECf(p),F (e),f(q)(H) = EH\{F (e)}. Dann gibt es ein x ∈ EG mit F (x) = y. Hier ist x 6= e, denn
sonst gilt F (e) = y ∈ EH \ {F (e)}. Widerspruch! Also gilt F (p, e, q)(x) = F (x) = y. Nun
sei f surjektiv und y ∈ VCf(p),F (e),f(q)(H) = VH\{f(p)}. Da f surjektiv ist, gibt es ein x ∈ VG
mit f(x) = y. Da y 6= f(p) ist, ist x 6= p, also gilt f(p, e, q)(x) = ψ (f(p), f(q), VH) (y) = y.
Auf dieselbe Art erha¨lt man einen entsprechenden Beweis fu¨r orientierte Graphen. 2
Satz 4.17 Fu¨r X ∈ {G,H,L} seien X = (VX , EX , gX) orientierte Graphen, p, q ∈ VH ,
e ∈ EH , L := Cp,e,q(H) und (f, F ) : G → H ein Homomorphismus. Zusa¨tzlich gelte
e /∈ Bild(F ).
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1. Die Abbildung (f˜ , F˜ ) : G→ L definiert durch F˜ (x) := F (x) fu¨r x ∈ EG und
f˜(x) :=
 f(x) : x /∈ f−1(p)q : x ∈ f−1(p)
fu¨r x ∈ VG ist ein Homomorphismus.
2.
[
f−1(p) = ∅ oder
(
f−1(p) 6= ∅ ∧ f−1(q) = ∅
)]
und (f, F ) injektiv ⇔ (f˜ , F˜ ) injektiv.
Beweis Zu 1.: Fu¨r x ∈ EG sei gG(x) = (a, b). Dann gilt : gLF˜ (x) = gH(p, e, q)◦F˜ (x) =
gH(p, e, q) (F (x)) = (ψ(p, q, VH)× ψ(p, q, VH)) ◦ (f × f) (a, b) =
=

(f(a), f(b)) : a, b /∈ f−1(p)
(q, f(b)) : b /∈ f−1(p) ∧ a ∈ f−1(p)
(f(a), q) : b ∈ f−1(p) ∧ a /∈ f−1(p)
(q, q) : a, b ∈ f−1(p)

=
(
f˜ × f˜
)
(a, b) =
(
f˜ × f˜
)
◦ gG(x).
Zu 2.: ⇒: Zuna¨chst ist mit F auch F˜ injektiv. Gilt f−1(p) = ∅, so ist f˜(x) = f(x)
fu¨r x ∈ VG. Also ist f˜ injektiv, wenn f es ist. Sei nun v = f
−1(p) und x, y ∈ VG :
f˜(x) = f˜(y) =⇒ [f(x) = f(y) ∧ x, y /∈ f−1(p)] ∨ q ∈ Bild(f) ∨ [f˜(x) = f˜(y) = q ∧
x, y ∈ f−1(p)] =⇒ x = y ∨ x = y = v =⇒ f˜ injektiv.
⇐: Zuerst wird f−1(p) 6= ∅ =⇒ f−1(q) = ∅ gezeigt. Sei v ∈ f−1(p). Angenommen es
gibt ein w ∈ VG mit w ∈ f
−1(q) : f(w) = q 6= p =⇒ w /∈ f−1(p) =⇒ f˜(w) = f(w) =
q = f˜(v) =⇒ w = v =⇒ q = f(w) = f(v) = p. Widerspruch!
Nun wird gezeigt, dass (f, F ) injektiv ist. Mit F˜ ist offensichtlich auch F injektiv. Seien
x, y ∈ VG mit f(x) = f(y). Es genu¨gt die folgenden drei Fa¨lle zu betrachten:
1. x ∈ f−1(p) , y ∈ f−1(p) : q = f˜(x) = f˜(y) =⇒ x = y.
2. x ∈ f−1(p) , y /∈ f−1(p) : p = f(x) = f(y) =⇒ y ∈ f−1(p). Widerspruch! Also tritt
dieser Fall nicht ein.
3. x /∈ f−1(p) , y /∈ f−1(p) : f˜(x) = f(x) = f(y) = f˜(y) =⇒ x = y.
2
Satz 4.18 Fu¨r X ∈ {G,H,L} seien X = (VX , EX , gX) orientierte Graphen, p, q ∈ VL,
e ∈ EL, H := Cp,e,q(L) und (f, F ) : G→ H ein injektiver Homomorphismus.
Fall A: q /∈ Bild(f). Dann ist (f˜ , F˜ ) : G → L definiert durch f˜(x) := f(x) fu¨r x ∈ VG
und F˜ (x) := F (x) fu¨r x ∈ EG ein injektiver Homomorphismus.
Fall B: v := f−1(q).
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1. Mvp (f, F ) = ∅ : Die Abbildung (f˜ , F˜ ) : G → L definiert durch f˜(x) := f(x) fu¨r
x ∈ VG und F˜ (x) := F (x) fu¨r x ∈ EG ist ein injektiver Homomorphismus.
2. Mvq (f, F ) = ∅ : Die Abbildung (f˜ , F˜ ) : G → L definiert durch F˜ (x) := F (x) fu¨r
x ∈ EG, und
f˜(x) :=
 f(x) : x 6= vp : x = v
fu¨r x ∈ VG ist ein injektiver Homomorphismus. Wenn f eine Inklusion ist, gilt
offenbar f˜(x) = ψ(v, p, VG)(x).
3. Mvq (f, F ) 6= ∅, M
v
p (f, F ) 6= ∅ und Sch(v,G) = ∅ : Fu¨r den Graphen K = (VK , EK ,
gK), der durch EK \ EG = {z}, VK \ VG = {w}, EG ⊂ EK , VG ⊂ VK und
gK(x) :=

gG(x) : x ∈ EG\M
v
p (f, F )
(ψ(v, w, VK)× ψ(v, w, VK)) (gG(x)) : x ∈M
v
p (f, F )
(w, v) : x = z ∧ gL(e) = (p, q)
(v, w) : x = z ∧ gL(e) = (q, p)
gegeben sei, und die Abbildung (f˜ , F˜ ) : K → L, die durch
f˜(x) :=
 f(x) : x 6= wp : x = w und F˜ (x) :=
 F (x) : x 6= ze : x = z
festgelegt sei, gelten:
(a) (f˜ , F˜ ) ist ein injektiver Homomorphismus,
(b) G = Cw,z,v(K).
(c) Inz(w,K) = M vp (f, F ) ∪ {z}.
(d) degK(w) =
∣∣Mvp (f, F )∣∣+ 1, degK(v) = ∣∣Mvq (f, F )∣∣+ 1.
(e) Die Abbildung (f˜(w, z, v), F˜ (w, z, v)) : G → H aus Satz 4.16 auf Seite 86 ist
durch (f˜(w, z, v), F˜ (w, z, v)) = (f, F ) gegeben.
Beweis Zuna¨chst werden die Fa¨lle A und 1. von B betrachtet. Sei x ∈ EG. Zu zeigen
ist (∗) in (4.8).
gLF˜ (x) = gLF (x)
(∗)
= gHF (x) = (f × f) gG(x) =
(
f˜ × f˜
)
gG(x). (4.8)
Im Fall A gelten:
1. q /∈ νgHF (x), denn : q /∈ Bild(f) =⇒ q /∈ ν (f × f) gG(x) = νgHF (x).
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2. p /∈ νgLF (x), denn : q
1.
/∈ νgHF (x) = ν (ψ(p, q, VL)× ψ(p, q, VL)) gLF (x) ⇒ p /∈
νgLF (x).
Im Fall 1. von B gilt auch p /∈ νgLF (x), denn:
3. x /∈ Inz(v,G)⇒ v /∈ νgG(x)
f injektiv
=⇒ q = f(v) /∈ νgHF (x) = ν (ψ(p, q, VL)× ψ(p, q, VL))
gLF (x) =⇒ p /∈ νgLF (x).
4. x ∈ Inz(v,G)
Mvp (f,F )=∅
=⇒ F (x) /∈ Inz(p, L) =⇒ p /∈ νgLF (x).
Daher erha¨lt man in A und 1. von B jeweils (ψ(p, q, VL)× ψ(p, q, VL)) gLF (x) = gLF (x),
also (∗) von (4.8).
Sei nun die Situation aus 2. von B vorgelegt. Wegen 5. und 6. ist (f˜ , F˜ ) auch in dieser
Situation ein Homomorphismus:
5. x /∈ Inz(v,G) ⇒ v /∈ νgG(x)
wie 3.
=⇒ q /∈ νgHF (x)
wie 2.
=⇒ p /∈ νgLF (x)⇒ (∗) in (4.8) gilt.
6. Sei nun x ∈ Inz(v,G)
Lemma 4.15.1
= Mvp (f, F ): Mit gG(x) = (v, r), r ∈ VG, gilt
(ψ(p, q, VL)× ψ(p, q, VL)) gLF (x) = gHF (x) = (f × f) gG(x) = (q, f(r)) . (4.9)
Ist r 6= v, so ist f(r) 6= q, und aus q /∈ νgLF (x) (wegen x /∈ M
v
q (f, F ) = ∅) erha¨lt man
dann gLF (x) = (p, f(r)) aus (4.9). Damit errechnet man(
f˜ × f˜
)
gG(x) =
(
f˜ × f˜
)
(v, r) =
(
f˜(v), f˜(r)
)
= (p, f(r)) = gLF (x) = gLF˜ (x).
Gilt r = v, also f(r) = q, folgt gLF (x) = (p, p) aus M
v
q (f, F ) = ∅ und (4.9). Daher gilt(
f˜ × f˜
)
gG(x) =
(
f˜ × f˜
)
(v, v) =
(
f˜(v), f˜(v)
)
= (p, p) = gLF (x) = gLF˜ (x).
Fu¨r gG(x) = (r, v) schließt man analog. Die Injektivita¨t von (f˜ , F˜ ) ergibt sich in den bisher
behandelten Fa¨llen aus der Injektivita¨t von (f, F ).
Fu¨r (a) im dritten Fall von B ist gLF˜ (x) =
(
f˜ × f˜
)
gK(x) fu¨r x ∈ EK zu zeigen. Dazu
unterscheidet man vier Fa¨lle:
7. x /∈ Inz(v,G) : Aus 3. folgt (∗) in folgender Rechnung:(
f˜ × f˜
)
gK(x) =
(
f˜ × f˜
)
gG(x) = (f × f) gG(x) = gHF (x)
(∗)
= gLF (x) = gLF˜ (x).
8. x ∈Mvq (f, F ) : Mit Lemma 4.15.5 folgt x /∈M
v
p (f, F ) also p /∈ νgLF (x). Zusammen mit
gG(x) = (v, r) ergibt sich
(
f˜ × f˜
)
gK(x) =
(
f˜ × f˜
)
gG(x) =
(
f˜(v), f˜(r)
)
= (q, f(r)) =
(f × f) gG(x) = gHF (x) = gLF (x) = gLF˜ (x). Fu¨r gG(x) = (r, v) schließt man analog.
9. x ∈Mvp (f, F ) : Mit gG(x) = (v, r) erha¨lt man wegen r 6= v (denn Sch(v,G) = ∅)(
f˜ × f˜
)
gK(x) =
(
f˜ × f˜
)
(w, r) = (p, f(r))
(∗)
= gLF (x) = gLF˜ (x).
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Die Gleichung (∗) erha¨lt man wie in 6., denn x /∈ M vq (f, F ) wegen Lemma 4.15.5. Fu¨r
gG(x) = (r, v) schließt man analog.
10. x = z : Sei gL(e) = (q, p). Dann gilt
(
f˜ × f˜
)
gK(z) =
(
f˜ × f˜
)
(v, w) = (q, p) =
gL(e) = gLF˜ (z). Fu¨r gG(e) = (p, q) schließt man analog.
Aus 7. bis 10. folgt, dass (f˜ , F˜ ) ein Homomorphismus ist. Direkt an den Definitionen von
f˜ und F˜ erkennt man deren Injektivita¨t.
Definitionsgema¨ß haben die in (b) beteiligten Graphen dieselben Ecken- und Kantenmen-
gen. Es ist noch gK(w, z, v) = gG zu zeigen. Sei x ∈ EG :
11. x ∈Mvp (f, F ) : Fu¨r gG(x) = (v, r) gilt gG(x)
r 6= v
= (ψ(w, v, VK)× ψ(w, v, VK)) (w, r) =
(ψ(w, v, VK)× ψ(w, v, VK)) gK(x) = gK(w, z, v)(x). Fu¨r gG(x) = (r, v) schließt man ana-
log.
12. x /∈Mvp (f, F ) : Fu¨r x ∈ Inz(v,G) gilt dann p /∈ νgLF (x). Ist x /∈ Inz(v,G), so erha¨lt
man p /∈ νgLF (x) wie in 3. Also gilt: p /∈ νgLF (x) = νgLF˜ (x)
(a)
=⇒ w /∈ νgK(x) =⇒
gG(x) = gK(x) = (ψ(w, v, VK)× ψ(w, v, VK)) gK(x) = gK(w, z, v)(x).
Zu (c): ⊂: x ∈ Inz(w,K) =⇒ w ∈ νgK(x) =⇒ x = z oder x ∈ M
v
p (f, F ) gema¨ß der
Definition von gK .
⊃: Fu¨r x = z gilt offenbar w ∈ νgK(x) = {v, w}. Fu¨r x ∈ M
v
p (f, F ) gilt: F (x) ∈
Inz(p, L) =⇒ p ∈ νgLF (x)
x 6= z
= νgLF˜ (x) = ν
(
f˜ × f˜
)
gK(x) =⇒ ∃a ∈ νgK(x) :
f˜(a) = p =⇒ a = w =⇒ w ∈ νgK(x).
Zu (d): Es gilt Sch(w,K) = ∅ : Sei x ∈ EK eine Schlaufe mit νgK(x) = {w}. Die Defini-
tion von gK erzwingt dann v = w oder w ∈ νgG(x) oder νgG(x) = {v}. Widerspruch!
Insgesamt berechnet man nun:
degK(w)
5. in 4.7, S.76
= |Inz(w,K)|+ |Sch(w,K)| = |Inz(w,K)|
(c)
=
∣∣Mvp (f, F )∣∣+ 1.
Zum Beweis der zweiten Aussage liefert die Gleichung
degK(v) +
∣∣Mvp (f, F )∣∣+ 1− 2 (c)= degK(v) + degK(w)− 2
4.13, S.84
= degG(v)
4.7, S.76
= |Inz(v,G)|+ |Sch(v,G)|
Vor.
= |Inz(v,G)|
1. und 5. in 4.15, S.85
=
∣∣Mvp (f, F )∣∣+ ∣∣Mvq (f, F )∣∣
die Behauptung degK(v)− 1 =
∣∣Mvq (f, F )∣∣.
Zu (e): Fu¨r x ∈ VG gilt : f˜(w, z, v)(x)
Satz 4.16
= f˜(x) = f(x). Fu¨r x ∈ EG gilt : F˜ (w, z, v)(x)
Satz 4.16
= F˜ (x) = F (x). 2
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Satz 4.19 Es seien X ∈ {G,H}, X = (VX , EX , gX) orientierte Graphen und p, q ∈ VH ,
e ∈ EH , so dass Cp,e,q(H) definiert ist. Zusa¨tzlich sei (f, F ) : G → H ein injektiver Ho-
momorphismus mit e /∈ Bild(F ). Die aus Satz 4.17.1 bekannte Abbildung (f˜ , F˜ ) : G →
Cp,e,q(H) sei injektiv. Dann tritt A, B 1. oder B 2. in Satz 4.18 ein, und fu¨r den Homo-
morphismus (
˜˜
f,
˜˜
F ) : G→ H gilt (
˜˜
f,
˜˜
F ) = (f, F ).
Beweis Da (f˜ , F˜ ) injektiv ist, kann Satz 4.18 angewendet werden.
f−1(p) = ∅ : Nach Definition von f˜ gilt hier f˜(x) = f(x) fu¨r alle x ∈ VG. Gilt weiterhin
f−1(q) = ∅, so tritt Fall A in Satz 4.18 ein, d.h.
˜˜
f(x) = f˜(x) = f(x) fu¨r alle x ∈ VG. Es
sei nun f(v) = q. Dann gilt auch f˜(v) = q. Außerdem folgt M vp (f˜ , F˜ ) = ∅, denn:
p /∈ Bild(f) =⇒ ∀x ∈ EG : p /∈ ν (f × f) gG(x) = νgHF (x) (4.10)
=⇒ ∀x ∈ EG : F˜ (x) = F (x) /∈ Inz(p,H). (4.11)
Damit tritt der Fall B 1. aus Satz 4.18 ein, d.h.
˜˜
f(x) = f˜(x) = f(x) fu¨r alle x ∈ VG.
f−1(p) 6= ∅ : Sei f(v) = p. Nach Definition von f˜ gilt dann f˜(v) = q. Ersetzt man p
durch q in (4.10) und (4.11), ergibt sich M vq (f˜ , F˜ ) = ∅. Daher tritt der Fall B 2. aus Satz
4.18 ein. Man berechnet
˜˜
f(x) =
 f˜(x) = f(x) : x 6= v = f−1(p)p = f(v) = f(x) : x = v = f−1(p) .
In beiden Fa¨llen gilt in Satz 4.18 außerdem definitionsgema¨ß
˜˜
F (x) = F˜ (x) = F (x). 2
Bemerkung Da die Aussagen und Beweise der Sa¨tze 4.17 auf Seite 87, 4.18 auf Seite
88 und 4.19 auf Seite 91 nicht von den Orientierungen abha¨ngen, gelten diese in entspre-
chender Form auch fu¨r nicht-orientierte Graphen.
4.4 Die zu einer Kontraktion induzierten Homomorphismen
der Verschlingungsmoduln
In Satz 4.24 auf Seite 96 wird ein Homomorphismus op(p, e, q) von dem Verschlingungs-
modul KernGCp,e,q(G) von Cp,e,q (G) nach KernGG, dem Verschlingungsmodul von G, an-
gegeben. Hat die Ecke p den Grad zwei, so liefert Satz 4.28 auf Seite 100 einen Homomor-
phismus von KernGG nach KernGCp,e,q(G). Dieser ist laut Satz 4.29 auf Seite 103 invers
zu op(p, e, q). Diese Abbildungen sind laut der Sa¨tze 4.31 auf Seite 105, 4.32 auf Seite 107,
4.33 auf Seite 109 und 4.34 auf Seite 110 mit
”
hochgehobenen“ und
”
heruntergedru¨ckten“
Graphenhomomorphismen vertra¨glich.
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Sind zu orientierten Graphen X, Y Eckennummerierungen wX , wY und Kantennum-
merierungen γX , γY gegeben, so werden in diesem Abschnitt die folgenden Abku¨rzungen
verwendet:
I(X) := I(X,wX , γX),
IE(X) := IE(X,wX , γX),
IV (X) := IV (X,wX , γX),
N∪(X) :=N∪(X,wX , γX),
ad(i,X) := ad(i,X,wX , γX),
GX :=G(X,wX ,γX),
fX := f(X,wX ,γX),
M(X) :=M(X,wX , γX),
A(X) := A(X,wX , γX),
ΨYX := Ψ
(Y,wY ,γY )
(X,wX ,γX)
,
Ψ˜YX := Ψ˜
(Y,wY ,γY )
(X,wX ,γX)
.
Es sei G = (V,E, g) ein orientierter Graph und Cp,e,q (G) eine (p, e, q)-Kontraktion. Fu¨r
diese Graphen sei die Generalvoraussetzung 4.10 auf Seite 79 mit lG ≥ 2 vorgelegt. Dort
seien (wX , γX) fu¨r X ∈ {G, Cp,e,q (G)} bijektive Nummerierungen. Daru¨ber hinaus sei
G = Z oder G ein Ko¨rper. Werden in G Berechnungen durchgefu¨hrt, so gelte −0 := 0 ∈ G.
4.4.1 Die Abbildung op(p, e, q)
Lemma 4.20
1. IE(G) = {(p, q) ∈ Sym(lG) | ∀i ∈ {1, . . . , kG} : I(G)i,p = 0 oder I(G)i,q = 0}.
2. IV (G) = {(s, i) ∈ NlG,kG | I(G)i,s = 0}.
3. Fu¨r (k, l) ∈ IE(G) und jedes Standardbasiselement e(k,l) ∈M
tr (IE(G),G) gilt:
GG
(
e(k,l)
)
=
∑
(k,i)∈IV (G)
I(G)i,lv(k,i) +
∑
(l,i)∈IV (G)
I(G)i,kv(l,i).
Beweis
Zu 1.: (p, q) /∈ IE(G)
2.37
⇔ (p, q) ∈ N∪(G)
2.4
⇔ ∃i : p, q ∈ ad(i, G) = {j ∈ {1, . . . , lG} |
I(G)i,j ∈ {−0, 1,−1}} ⇔ ∃i : I(G)i,p 6= 0 ∧ I(G)i,q 6= 0.
Zu 2.: (s, i) /∈ IV (G)
2.37
⇔ s ∈ ad(i, G)
2.4
⇔ I(G)i,s 6= 0.
Zu 3.: Fu¨r (x, y) ∈ IV (G) gilt:
[
GG
(
e(k,l)
)]
(x,y)
2.37
=
[
M (G) · e(k,l)
]
(x,y)
=
∑
(n,m)∈IE(G)
M(G)(x,y),(n,m) ·
(
e(k,l)
)
(n,m)
= M(G)(x,y),(k,l)
2.18
=

I(G)y,k : k ∈ ad(y,G) ∧ l = x
I(G)y,l : l ∈ ad(y,G) ∧ k = x
0 : sonst
94 KAPITEL 4. KONTRAKTION EINER KANTE
=
∑
(k,i)∈IV (G)
I(G)i,l
(
v(k,i)
)
(x,y)
+
∑
(l,i)∈IV (G)
I(G)i,k
(
v(l,i)
)
(x,y)
=
 ∑
(k,i)∈IV (G)
I(G)i,lv(k,i) +
∑
(l,i)∈IV (G)
I(G)i,kv(l,i)

(x,y)
2
In den folgenden Aussagen werden fu¨r a ∈ {1, . . . , |E|} und l ∈ {1, . . . , |E|−1} die Mengen
P (a, l) :=
{
k ∈ {1, . . . , |E|} | k 6= x, ρ(a, k) ∈ IE(G), ρ(l, ξ−1(k)) ∈ IE(Cp,e,q (G))
}
,
N(a, l) :=
{
k ∈ {1, . . . , |E|} | k 6= x, ρ(a, k) ∈ IE(G), ρ(l, ξ−1(k)) /∈ IE(Cp,e,q (G))
}
,
Ya :=
{
k ∈ {1, . . . , |E| − 1} | ρ(k, ξ−1(a)) ∈ IE(Cp,e,q (G))
}
fu¨r a 6= x,
Pl := {k ∈ {1, . . . , |E|} | ρ(k, ξ(l)) ∈ IE(G)} und
Px := {k ∈ {1, . . . , |E|} | ρ(k, x) ∈ IE(G)}
beno¨tigt.
Lemma 4.21 Fu¨r k, l ∈ {1, . . . , |E| − 1}, a ∈ {1, . . . , |E|} gelten:
1. ρ(k, l) ∈ IE(Cp,e,q (G)) =⇒ ρ(ξ(k), ξ(l)) ∈ IE(G).
2. P (ξ(l), l) =
{
k ∈ {1, . . . , |E|} | k 6= x, ρ(l, ξ−1(k)) ∈ IE(Cp,e,q (G))
}
.
3. Pl\{x} = N (ξ(l), l) ∪ P (ξ(l), l) , N(ξ(l), l) ∩ P (ξ(l), l) = ∅.
4. Px = N(x, l) ∪ P (x, l), N(x, l) ∩ P (x, l) = ∅.
5. P (a, l) ⊂ P (ξ(l), l), a 6= x : ξ(Ya) = P
(
a, ξ−1(a)
)
.
6. (ξ(l), t) /∈ IV (G) ∧ρ(x, a) /∈ IE(G) =⇒ ρ(l, ξ−1(a)) /∈ IE(Cp,e,q (G)).
7. (ξ(l), t) /∈ IV (G) =⇒ P (ξ(l), l)\P (x, l) = ∅.
Beweis Zu 1.: Aus ρ(ξ(k), ξ(l)) /∈ IE(G) folgt, dass es ein i ∈ {1, . . . , |V |} gibt mit
I(G)i,ξ(k) 6= 0 ∧ I(G)i,ξ(l) 6= 0. Fu¨r i /∈ {s, t} ergibt sich daraus ρ(k, l) /∈ IE(Cp,e,q (G))
nach Satz 4.11. Ist i ∈ {s, t}, so folgt I(Cp,e,q (G))σ−1(t),k = I(G)t,ξ(k) +I(G)s,ξ(k) aus Satz
4.11. Aus der rechten Tabelle auf Seite 82 liest man jeweils I(Cp,e,q (G))σ−1(t),k 6= 0 ab.
Tauscht man k durch l aus, ergibt sich genauso I(Cp,e,q (G))σ−1(t),l 6= 0. Insgesamt folgt
ρ(k, l) /∈ IE(Cp,e,q (G)).
Die zweite Aussage folgt aus der Ersten. Drittens und Viertens folgen jeweils direkt aus
den Definitionen der entsprechenden Mengen. Die erste Aussage von 5. folgt aus 2. Die
zweite Behauptung von 5. folgt aus 1. und den Definitionen.
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Zu 6.: (ξ(l), t) /∈ IV (G) ∧ρ(x, a) /∈ IE(G) =⇒ I(G)t,ξ(l) 6= 0 ∧(∃i ∈ {1, . . . , |V |} :
I(G)i,x 6= 0 ∧I(G)i,a 6= 0) =⇒ I(G)t,ξ(l) 6= 0 ∧ [(I(G)s,x 6= 0 ∧I(G)s,a 6= 0) ∨(I(G)t,x 6= 0
∧I(G)t,a 6= 0)] =⇒ I(G)t,ξ(l) 6= 0 ∧(I(G)s,a 6= 0 ∨I(G)t,a 6= 0) =⇒ (I(G)t,ξ(l) 6= 0
∧I(G)s,a 6= 0) ∨(I(G)t,ξ(l) 6= 0 ∧I(G)t,a 6= 0)
(∗)
=⇒ (I(Cp,e,q (G))σ−1(t),l = I(G)t,ξ(l) +
I(G)s,ξ(l) 6= 0) ∧(I(Cp,e,q (G))σ−1(t),ξ−1(a) = I(G)t,a + I(G)s,a 6= 0) =⇒ ρ(l, ξ
−1(a)) /∈
IE(Cp,e,q (G)). Die Folgerung (∗) erha¨lt man wie in 1.
Zu 7.: Mithilfe von 2. folgt zuna¨chst : a ∈ P (ξ(l), l)\P (x, l) ⇔ a 6= x ∧ ρ(l, ξ−1(a)) ∈
IE(Cp,e,q (G)) ∧ρ(a, x) /∈ IE(G). Sei nun (ξ(l), t) /∈ IV (G). Gibt es ein a ∈ P (ξ(l), l)\P (x, l),
so erha¨lt man einen Widerspruch zu 6. Also gilt P (ξ(l), l)\P (x, l) = ∅. 2
Lemma 4.22 Fu¨r y ∈ KernGCp,e,q(G), a ∈ {1, . . . , |E|}\{x}, b ∈ {1, . . . , |V | − 1} gilt∑
k∈Ya
A(Cp,e,q (G))(ξ−1(a),b),ρ(k,ξ−1(a)) · yρ(k,ξ−1(a)) = 0.
Beweis Es werden die Abku¨zungen A := A(Cp,e,q (G)) und M := M(Cp,e,q (G)) ver-
wendet. Fu¨r ξ−1(a) /∈ {k, l} gilt A(ξ−1(a),σ−1(b)),ρ(k,l) = 0. Man erha¨lt daher∑
k∈Ya
A(ξ−1(a),b),ρ(k,ξ−1(a)) · yρ(k,ξ−1(a)) =
∑
ρ(k,l)∈IE(Cp,e,q(G))
A(ξ−1(a),b),ρ(k,l) · yρ(k,l) = (∗).
Ist (ξ−1(a), b) ∈ IV (Cp,e,q (G)), so gilt A(ξ−1(a),b),ρ(k,l) = M(ξ−1(a),b),ρ(k,l). Daraus folgt
(∗) = 0 wegen y ∈ KernGCp,e,q(G). Wenn (ξ
−1(a), b) /∈ IV (Cp,e,q (G)) gilt, schreibt man
(∗) =
∑
ρ(k,l)∈IE(Cp,e,q(G))
yρ(k,l)A(ξ−1(a),b),ρ(k,l) +
∑
ρ(k,l)/∈IE(Cp,e,q(G))
0 ·A(ξ−1(a),b),ρ(k,l)
2.39
=
∑
(k,l)∈Sym(|E|−1)
κ(y)(k,l)A(ξ−1(a),b),(k,l)
Vor.
= 0.
2
Lemma 4.23 Fu¨r y ∈ KernGG, a ∈ {1, . . . , |E| − 1}, b ∈ {1, . . . , |V |} gilt∑
k∈Pa
I(G)b,k · yρ(k,ξ(a)) = 0.
Beweis Es wird hier A := A(G) notiert. Nach Satz 2.39 ist κ(y) ∈ Kern fG, daher gilt
0 =
∑
(k, l) ∈ Sym(|E|)
κ(y)(k,l)A(ξ(a),b),(k,l)
=
∑
(k, l) ∈ IE(G)
y(k,l)A(ξ(a),b),(k,l) +
∑
(k, l) /∈ IE(G)
0 ·A(ξ(a),b),(k,l)
=
∑
{k ∈ {1, . . . , |E|}|
ρ(k, ξ(a)) ∈ IE(G)}
A(ξ(a),b),ρ(k,ξ(a)) · yρ(k,ξ(a)) =
∑
k ∈ Pa
I(G)b,k · yρ(k,ξ(a)).
2
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Satz 4.24 Die Abbildung op(p, e, q) : KernGCp,e,q(G) → KernGG, die fu¨r (k, l) ∈ IE(G)
und y ∈ KernGCp,e,q(G) durch
[op(p, e, q)(y)](k,l) :=

yρ(ξ−1(k),ξ−1(l)) : k 6= x ∧ l 6= x ∧
ρ(ξ−1(k), ξ−1(l)) ∈ IE(Cp,e,q (G))
0 : k 6= x ∧ l 6= x ∧
ρ(ξ−1(k), ξ−1(l)) /∈ IE(Cp,e,q (G))
I(G)s,x
∑
i∈Yl
I(G)t,ξ(i) · yρ(i,ξ−1(l)) : k = x ∧ l 6= x
I(G)s,x
∑
i∈Yk
I(G)t,ξ(i) · yρ(i,ξ−1(k)) : k 6= x ∧ l = x
gegeben sei, ist wohldefiniert.
Beweis Zur Abku¨rzung seien op := op(p, e, q), ekl := e(k,l) ∈ M
tr (IE(G),G), vsi :=
v(s,i) ∈M
tr (IV (G),G) und op(y)kl := op(y)k,l. Man berechnet
GG(op(y)) = GG
 ∑
(k,l)∈IE(G)
op(y)klekl
 = ∑
(k,l)∈IE(G)
op(y)klGG(ekl)
=
∑
{1 ≤ k, l ≤ |E||
(k, l) ∈ IE(G)∧
k 6= x ∧ l 6= x}
op(y)klGG(ekl) +
∑
{l ∈ {1, . . . , |E|}|
ρ(x, l) ∈ IE(G)}
op(y)ρ(x,l)GG(eρ(x,l))
=
∑
{(k, l) ∈ IE(G)|
k 6= x ∧ l 6= x∧
ρ(ξ−1(k), ξ−1(l)) ∈ IE(Cp,e,q (G))  
yρ(ξ−1(k),ξ−1(l))
( ∑
{1 ≤ i ≤ |V ||
(k, i) ∈ IV (G)}
I(G)i,lvki +
∑
{1 ≤ i ≤ |V ||
(l, i) ∈ IV (G)}
I(G)i,kvli
)
+ ∑
{l ∈ {1, . . . , |E|}|
ρ(x, l) ∈ IE(G)}
I(G)s,x
∑
τ∈Yl
I(G)t,ξ(τ)yρ(τ,ξ−1(l))
 ·
·
( ∑
{i ∈ {1, . . . , |V |}|
(l, i) ∈ IV (G)}
I(G)i,xvli +
∑
{i ∈ {1, . . . , |V |}|
(x, i) ∈ IV (G)}
I(G)i,lvxi
)]
.
Sei (a, b) ∈ IV (G). Es ist (GG(op(y))(a,b) = 0 zu zeigen.
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Fall A : a 6= x. Es gilt
(GG(op(y))(a,b) = Ω(x, a) +
∑
{1 ≤ l ≤ |E| | ρ(a, l) ∈ IE(G) ∧
l 6= x∧
ρ(ξ−1(l), ξ−1(a)) ∈ IE(Cp,e,q (G))  
yρ(ξ−1(l),ξ−1(a))I(G)b,l
= Ω(x, a) +
∑
l∈P (a,ξ−1(a))
yρ(ξ−1(a),ξ−1(l))I(G)b,l
Lemma 4.21.5
= Ω(x, a) +
∑
k∈Ya
yρ(k,ξ−1(a))I(G)b,ξ(k),
wobei
Ω(x, a) :=
 I(G)s,x
(∑
τ∈Ya
I(G)t,ξ(τ)yρ(τ,ξ−1(a))
)
I(G)b,x : ρ(x, a) ∈ IE(G)
0 : ρ(x, a) /∈ IE(G)
.
1. Fall : a 6= x ∧ ρ(x, a) /∈ IE(G) ( =⇒ a 6= x ∧ (I(G)s,a 6= 0 ∨ I(G)t,a 6= 0)).
Fu¨r b /∈ {s, t} gilt I(G)b,ξ(k)
4.11
= I(Cp,e,q (G))σ−1(b),k = A(Cp,e,q (G))(ξ−1(a),σ−1(b)),ρ(k,ξ−1(a)),
also (GG(op(y))(a,b) = 0 nach Lemma 4.22. Im folgenden trete zuna¨chst der Fall I(G)s,a 6= 0
ein. Sei b = t. Es gilt dann I(G)b,ξ(k) + I(G)s,ξ(k) = I(Cp,e,q (G))σ−1(b),k nach Satz 4.11.
Mit
Σ1 :=
∑
k∈Ya
yρ(k,ξ−1(a))I(Cp,e,q (G))σ−1(b),k und
Σ2 :=
∑
k∈Ya
yρ(k,ξ−1(a))I(G)s,ξ(k)
erha¨lt man (GG(op(y))(a,b) = Σ1 − Σ2. Nach Lemma 4.22 ist Σ1 = 0. Wegen
k ∈ Ya =⇒ ρ(k, ξ
−1(a)) ∈ IE(Cp,e,q (G))
4.21.1
=⇒ ρ(a, ξ(k)) ∈ IE(G)
=⇒ I(G)s,ξ(k) = 0 ∨ I(G)s,a = 0
I(G)s,a 6=0
=⇒ I(G)s,ξ(k) = 0
ist auch Σ2 = 0. Der Fall b = s tritt hier nicht ein, denn sonst folgt I(G)s,a = 0 aus
(a, b) = (a, s) ∈ IV (G).
Vertauscht man im obigen Fall I(G)s,a 6= 0 die Rollen von s und t und schreibt σ
−1(t)
statt σ−1(b), so erha¨lt man genauso (GG(op(y))(a,b) = 0 fu¨r I(G)t,a 6= 0.
2. Fall : a 6= x ∧ ρ(x, a) ∈ IE(G).
Sei zuna¨chst (x, b) ∈ IV (G). Es gilt demnach I(G)b,x = 0 und daher auch Ω(x, a) = 0.
Da hier b /∈ {s, t} gilt, erha¨lt man (GG(op(y))(a,b) = 0 wie im ersten Fall. Tritt (x, b) /∈
IV (G) ein, so folgt I(G)b,x ∈ {1,−1}, denn I(G)b,x 6= −0. Also muss b = s oder b = t
gelten. Sei vorerst b = t. Aus I(G)s,xI(G)t,x = −1 folgt sofort (GG(op(y))(a,b) = 0. Im
Fall b = s ergibt sich (GG(op(y))(a,b) =
∑
k∈Ya
yρ(k,ξ−1(a))
(
I(G)t,ξ(k) + I(G)s,ξ(k)
) Satz 4.11
=∑
k∈Ya
yρ(k,ξ−1(a))I(Cp,e,q (G))σ−1(t),k
Lemma 4.22
= 0.
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Fall B: a = x. Sei (x, b) ∈ IV (G). Dann gilt
(GG(op(y))(a,b) =
∑
{1 ≤ l ≤ |E||
ρ(x, l) ∈ IE(G)}
I(G)s,xI(G)b,l
( ∑
k ∈ Yl
yρ(k,ξ−1(l))I(G)t,ξ(k)
)
= (∗).
Nun sei yρ(α,β) := 0 fu¨r ρ(α, β) /∈ IE(Cp,e,q (G)) und 1 ≤ α, β ≤ |E| − 1. Dann gilt:
(∗) =
∑
{1 ≤ l ≤ |E||
ρ(x, l) ∈ IE(G)}
I(G)s,xI(G)b,l
( ∑
1 ≤ k ≤ |E| − 1
yρ(k,ξ−1(l))I(G)t,ξ(k)
)
=
∑
1 ≤ k ≤ |E| − 1
∑
{1 ≤ l ≤ |E||
ρ(x, l) ∈ IE(G)}
yρ(k,ξ−1(l))I(G)s,xI(G)b,lI(G)t,ξ(k)
=
∑
1 ≤ k ≤ |E| − 1
I(G)s,xI(G)t,ξ(k)
∑
{1 ≤ l ≤ |E||
ρ(x, l) ∈ IE(G)}
yρ(k,ξ−1(l))I(G)b,l
Satz 4.11, b 6= t
=
∑
{1 ≤ k ≤ |E| − 1|
(ξ(k), t) /∈ IV (G)}
I(G)s,xI(G)t,ξ(k)
( ∑
l ∈ Px
yρ(k,ξ−1(l))I(Cp,e,q (G))σ−1(b),ξ−1(l)
)
Lemma 4.21.4
=
∑
{1 ≤ k ≤ |E| − 1|
(ξ(k), t) /∈ IV (G)}
I(G)s,xI(G)t,ξ(k)
( ∑
l ∈ P (x, k)
yρ(k,ξ−1(l))I(Cp,e,q (G))σ−1(b),ξ−1(l)
)
Lemma 4.21.5
=
∑
{1 ≤ k ≤ |E| − 1|
(ξ(k), t) /∈ IV (G)}
I(G)s,xI(G)t,ξ(k)
( ∑
l ∈ P (ξ(k), k)
yρ(k,ξ−1(l))I(Cp,e,q (G))σ−1(b),ξ−1(l)
−
∑
l ∈ P (ξ(k), k)\P (x, k)
yρ(k,ξ−1(l))I(Cp,e,q (G))σ−1(b),ξ−1(l)
)
Lemma 4.21.5
4.21.7
=
∑
{1 ≤ k ≤ |E| − 1|
(ξ(k), t) /∈ IV (G)}
I(G)s,xI(G)t,ξ(k)
( ∑
l ∈ P (ξ(k), k)
= ξ(Yξ(k))
yρ(k,ξ−1(l))I(Cp,e,q (G))σ−1(b),ξ−1(l)
)
l′ := ξ−1(l)
=
∑
{1 ≤ k ≤ |E| − 1|
(ξ(k), t) /∈ IV (G)}
I(G)s,xI(G)t,ξ(k)
( ∑
l′ ∈ Yξ(k)
yρ(k,l′)I(Cp,e,q (G))σ−1(b),l′
)
︸ ︷︷ ︸
Lemma 4.22
= 0
= 0.
2
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4.4.2 Die Abbildung po(p, e, q)
Fu¨r l ∈ {1, . . . , |E| − 1} seien die Mengen
B(x, l, s) := {k ∈ {1, . . . , |E|}|k 6= x, ρ(k, ξ(l)) ∈ IE(G), (k, s) /∈ IV (G), (k, t) ∈ IV (G)},
B(x, l, t) := {k ∈ {1, . . . , |E|}|k 6= x, ρ(k, ξ(l)) ∈ IE(G), (k, t) /∈ IV (G), (k, s) ∈ IV (G)}
vorgelegt. In den Lemmata 4.26, 4.27 und im Satz 4.28 wird die Bedingung degG(p) = 2
gefordert. In diesem Zusammenhang sei Inz(p,G) = {f, e}, f 6= e, νg(f) = {p, r},
γG(f) =: ez und wG(r) =: vu.
Lemma 4.25 Fu¨r l ∈ {1, . . . , |E| − 1} gelten die Implikationen
1. (ξ(l), s) ∈ IV (G) ∧ (ξ(l), t) /∈ IV (G) =⇒ N(ξ(l), l) = B(x, l, s),
2. (ξ(l), s) /∈ IV (G) ∧ (ξ(l), t) ∈ IV (G) =⇒ N(ξ(l), l) = B(x, l, t),
3. (ξ(l), s) ∈ IV (G) ∧ (ξ(l), t) ∈ IV (G) =⇒ N(ξ(l), l) = ∅,
4. (ξ(l), s) /∈ IV (G) ∧ (ξ(l), t) /∈ IV (G) =⇒ N(ξ(l), l) = ∅.
Beweis Die folgenden Umformungen beweisen das Lemma:
k ∈ N(ξ(l), l)⇔ k 6= x ∧
(
∀j ∈ {1, . . . , |E|} : I(G)j,ξ(l) = 0 ∨ I(G)j,k = 0
)
∧
(
∃i ∈ {1, . . . , |E| − 1} : I(Cp,e,q (G))i,l 6= 0 ∧ I(Cp,e,q (G))i,ξ−1(k) 6= 0
)
⇔ k 6= x ∧
(
∀j ∈ {1, . . . , |E|} : I(G)j,ξ(l) = 0 ∨ I(G)j,k = 0
)
∧
(
I(G)s,ξ(l) + I(G)t,ξ(l) 6= 0
)
∧ (I(G)s,k + I(G)t,k 6= 0)
⇔ k 6= x ∧
(
∀j ∈ {1, . . . , |E|}\{s, t} : I(G)j,ξ(l) = 0 ∨ I(G)j,k = 0
)
∧
(
I(G)s,ξ(l) = 0 ∨ I(G)s,k = 0
)
∧
(
I(G)t,ξ(l) = 0 ∨ I(G)t,k = 0
)
∧
(
I(G)s,ξ(l) + I(G)t,ξ(l) 6= 0
)
∧ (I(G)s,k + I(G)t,k 6= 0)
⇔ k 6= x ∧
(
∀j ∈ {1, . . . , |E|}\{s, t} : I(G)j,ξ(l) = 0 ∨ I(G)j,k = 0
)
∧
[(
I(G)s,ξ(l) = 0 ∧ I(G)t,k = 0 ∧ I(G)t,ξ(l) 6= 0 ∧ I(G)s,k 6= 0
)
∨
(
I(G)s,k = 0 ∧ I(G)t,ξ(l) = 0 ∧ I(G)s,ξ(l) 6= 0 ∧ I(G)t,k 6= 0
)]
⇔ k 6= x ∧
(
∀j ∈ {1, . . . , |E|}\{s, t} : I(G)j,ξ(l) = 0 ∨ I(G)j,k = 0
)
∧ [((ξ(l), s) ∈ IV (G) ∧ (k, t) ∈ IV (G) ∧ (ξ(l), t) /∈ IV (G) ∧ (s, k) /∈ IV (G))
∨ ((ξ(l), t) ∈ IV (G) ∧ (k, s) ∈ IV (G) ∧ (ξ(l), s) /∈ IV (G) ∧ (t, k) /∈ IV (G))]
⇔ [(ξ(l), s) ∈ IV (G) ∧ (ξ(l), t) /∈ IV (G) ∧ k ∈ B(x, l, s)]
∨ [(ξ(l), t) ∈ IV (G) ∧ (ξ(l), s) /∈ IV (G) ∧ k ∈ B(x, l, t)] .
2
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Lemma 4.26 Fu¨r y ∈ Kern fG, a ∈ {1, . . . , |E|} und degG(p) = 2 gilt yρ(a,x)I(G)s,x+
yρ(a,z)I(G)s,z = 0.
Beweis Es sei A := A(G).
0 = fG(y) =
∑
{1 ≤ k, l ≤ |E| |
(k, l) ∈ Sym(|E|)}
A(G)(a,s),(k,l)y(k,l) =
∑
{1 ≤ l ≤ |E| |
ρ(a, l) ∈ Sym(|E|)}
A(G)(a,s),ρ(a,l)yρ(a,l)
=
∑
1 ≤ l ≤ |E|
I(G)s,lyρ(a,l) = yρ(a,x)I(G)s,x + yρ(a,z)I(G)s,z.
2
Lemma 4.27 Fu¨r y ∈ KernGG, a ∈ {1, . . . , |E|} und degG(p) = 2 gelten
1. ρ(x, a), ρ(z, a) ∈ IE(G) =⇒ yρ(z,a)I(G)s,z + yρ(x,a)I(G)s,x = 0,
2. ρ(x, a) /∈ IE(G) ∧ ρ(z, a) ∈ IE(G) =⇒ yρ(a,z) = 0,
3. ρ(x, a) ∈ IE(G) ∧ ρ(z, a) /∈ IE(G) =⇒ yρ(x,a) = 0.
Beweis Im ersten Fall gilt yρ(x,a)I(G)s,x
2.39
= κ(y)ρ(x,a)I(G)s,x
4.26
= −κ(y)ρ(a,z)I(G)s,z
= −yρ(a,z)I(G)s,z. Im zweiten Fall erha¨lt man yρ(a,z)I(G)s,z = k(y)ρ(a,z)I(G)s,z
Lemma 4.26
=
−κ(y)ρ(a,x)I(G)s,x = 0. Wegen I(G)s,z 6= 0 folgt daraus yρ(a,z) = 0. Dementsprechend zeigt
man die dritte Aussage. 2
Satz 4.28 Fu¨r degG(p) = 2 ist die Abbildung po(p, e, q) : KernGG → KernGCp,e,q(G),
[po(p, e, q)(y)](k,l) := yρ(ξ(k),ξ(l)), (k, l) ∈ IE(Cp,e,q (G)) wohldefiniert.
Beweis Es werden die Abku¨rzungen po := po(p, e, q) und vsi := v(s,i) benutzt. Zuna¨chst
ist ρ(ξ(k), ξ(l)) ∈ IE(G) nach Lemma 4.21.1. Zu zeigen bleibt GCp,e,q(G)(po(y)) = 0.
GCp,e,q(G)(po(y)) =
∑
(k, l) ∈ IE(Cp,e,q (G))
po(y)(k,l)GCp,e,q(G)(e(k,l))
4.20.3.
=
∑
(k, l) ∈
IE(Cp,e,q (G))
yρ(ξ(k),ξ(l))
( ∑
(k, i) ∈
IV (Cp,e,q (G))
I(Cp,e,q (G))i,lvki +
∑
(l, i) ∈
IV (Cp,e,q (G))
I(Cp,e,q (G))i,kvli
)
.
Sei nun (a, b) ∈ IV (Cp,e,q (G)). Zu zeigen ist
(
GCp,e,q(G)(po(y)
)
(a,b)
= 0. Dazu berechnet
man(
GCp,e,q(G)(po(y)
)
(a,b)
=
∑
{1 ≤ k ≤ |E| − 1|
ρ(a, k) ∈ IE(Cp,e,q (G))}
yρ(ξ(a),ξ(k))I(Cp,e,q (G))b,k
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=
∑
k ∈ Yξ(a)
yρ(ξ(a),ξ(k))I(Cp,e,q (G))b,k
Lemma
4.21.5
=
∑
k ∈ P (ξ(a), a)
yρ(k,ξ(a))I(Cp,e,q (G))b,ξ−1(k) =: (∗).
Fall A : ρ(x, ξ(a)) /∈ IE(G). Es gilt x /∈ Pa, also Pa \ {x} = Pa. Mit 4.21.3 folgt
(∗) =
∑
k ∈ Pa
yρ(k,ξ(a))I(Cp,e,q (G))b,ξ−1(k)−
∑
k ∈ N(ξ(a), a)
yρ(k,ξ(a))I(Cp,e,q (G))b,ξ−1(k) =: (∗1).
1. Fall : σ(b) = t. Mit Satz 4.11 folgt
(∗1) =
Lemma 4.23
= 0︷ ︸︸ ︷∑
k ∈ Pa
yρ(k,ξ(a))I(G)t,k +
Lemma 4.23
= 0︷ ︸︸ ︷∑
k ∈ Pa
yρ(k,ξ(a))I(G)s,k−
∑
k ∈ N(ξ(a), a))
yρ(k,ξ(a))(I(G)t,k + I(G)s,k).
Es werden nun die vier Fa¨lle aus Lemma 4.25 betrachtet. Tritt dort 3 bzw. 4 fu¨r l = a ein,
so ist (∗1) eine leere Summe, also (∗) = 0. Im Fall 4.25.1 erha¨lt man
−(∗1) =
∑
k ∈ B(x, a, s)
yρ(k,ξ(a))(
=0︷ ︸︸ ︷
I(G)t,k +I(G)s,k) =
∑
{k ∈ {1, . . . , |E|}\{x}|
ρ(k, ξ(a)) ∈ IE(G)∧
(k, s) /∈ IV (G) ∧ (k, t) ∈ IV (G)}
yρ(k,ξ(a))I(G)s,k
+
∑
{k ∈ {1, . . . , |E|}\{x}|
ρ(k, ξ(a)) ∈ IE(G)∧
(k, s) /∈ IV (G) ∧ (k, t) /∈ IV (G)}
yρ(k,ξ(a))I(G)s,k −
∑
{k ∈ {1, . . . , |E|}\{x}|
ρ(k, ξ(a)) ∈ IE(G)∧
(k, s) /∈ IV (G) ∧ (k, t) /∈ IV (G)}
yρ(k,ξ(a))I(G)s,k
(k,s)∈IV (G)
⇒I(G)k,s=0
=
∑
Pa = {k ∈ {1, . . . , |E|}\{x}|
ρ(k, ξ(a)) ∈ IE(G)}
yρ(k,ξ(a))I(G)s,k
︸ ︷︷ ︸
Lemma 4.23
= 0
−
∑
{k ∈ {1, . . . , |E|}\{x}|
ρ(k, ξ(a)) ∈ IE(G)∧
(k, s) /∈ IV (G) ∧ (k, t) /∈ IV (G)}
yρ(k,ξ(a))I(G)s,k
︸ ︷︷ ︸
=:(∗∗)
.
Die Indexmenge der Summe (∗∗) ist leer: Angenommen es gibt ein k aus dieser Menge,
d.h. es gilt I(G)t,k 6= 0. Damit folgt I(G)t,k 6= 0 ∧I(G)t,ξ(a) 6= 0 aus (ξ(a), t) /∈ IV (G)
(4.25.1.). Also muss ρ(k, ξ(a)) /∈ IE(G) im Widerspruch zur Annahme gelten. Es folgt
(∗∗) = 0, also insgesamt (∗) = 0.
Vertauscht man in der obigen Argumentation ab −(∗1) = · · · die Rollen von s und t,
so erha¨lt man (∗) = 0 fu¨r den Fall 4.25.2.
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2. Fall : σ(b) 6= t. Mit Satz 4.11 folgt
(∗1) =
Lemma 4.23
= 0︷ ︸︸ ︷∑
k ∈ Pa
yρ(k,ξ(a))I(G)σ(b),k −
∑
k ∈ N(ξ(a), a))
yρ(k,ξ(a))I(G)σ(b),k.
Wie im ersten Fall ergibt sich (∗1) = 0 fu¨r 4.25.3 und 4.25.4. Wegen Inz
(
vs,
(
V|V |, E|E|, hG
))
= {ex, ez} gilt
k 6= x ∧ (k, s) /∈ IV (G) =⇒ I(G)s,k 6= 0 ∧ k 6= x
degG(p)=2=⇒ k = z, (4.12)
und man berechnet im Fall 4.25.1:
−(∗1) =
∑
k ∈ B(x, a, s)
yρ(k,ξ(a))I(G)σ(b),k
(4.12)
=
 0 : ρ(z, ξ(a)) /∈ IE(G) (leere Summe)yρ(z,ξ(a))I(G)σ(b),z (***)= 0 : ρ(z, ξ(a)) ∈ IE(G) .
Die Gleichung (∗ ∗ ∗) erha¨lt man aus ρ(z, ξ(a)) ∈ IE(G), ρ(x, ξ(a)) /∈ IE(G) und Lemma
4.27.2. Tritt 4.25.2 ein, so folgt I(G)s,ξ(a) 6= 0. Wegen x /∈ Bild ξ und degG(p) = 2 muss
daher ξ(a) = z gelten. So erha¨lt man die zweite Gleichung in folgender Rechnung:
−(∗1) =
∑
k ∈ B(x, a, t)
yρ(k,ξ(a))I(G)σ(b),k =
∑
k ∈ B(x, ξ−1(z), t)
yρ(z,k)I(G)σ(b),k.
Fu¨r B(x, ξ−1(z), t) = ∅ gilt (∗1) = 0. Andernfalls gibt es ein k ∈ B(x, ξ
−1(z), t), d.h.
ρ(z, k) ∈ IE(G) und ρ(x, k) /∈ IE(G) (wegen (k, t) /∈ IV (G) ∧ (x, t) /∈ IV (G)). Aus
Lemma 4.27.2 folgt dann yρ(z,k) = 0. Also (∗1) = 0.
Fall B : ρ(x, ξ(a)) ∈ IE(G). Daraus folgt (ξ(a), s), (ξ(a), t) ∈ IV (G) nach 4.20.1. Daher
gilt N(ξ(a), a)) = ∅ nach Lemma 4.25.3.
1. Fall : σ(b) 6= t. Mithilfe von Satz 4.11 la¨ßt sich (∗) von Seite 101 schreiben als:
(∗) =
∑
k ∈ P (ξ(a), a)
yρ(k,ξ(a))I(G)σ(b),k +
∑
k ∈ N(ξ(a), a)
yρ(k,ξ(a))I(G)σ(b),k
Lemma 4.21.3
= −yρ(x,ξ(a)) · I(G)σ(b),x︸ ︷︷ ︸
=0,denn
σ(b)/∈{s,t}
+
∑
k ∈ Pa
yρ(k,ξ(a))I(G)σ(b),k
︸ ︷︷ ︸
Lemma 4.23
= 0
= 0.
2. Fall : σ(b) = t. Nach Satz 4.11 gilt I(Cp,e,q (G))b,ξ−1(k) = I(G)tk + I(G)sk. Wie im
ersten Fall erga¨nzt man die Summe (∗) von Seite 101 mit
∑
k∈N(ξ(a),a)(· · ·). Aus I(G)t,x+
I(G)s,x = −0 = 0 ∈ G folgt (∗) = 0 wie im ersten Fall. 2
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Satz 4.29 Die Abbildungen op(p, e, q) und po(p, e, q) sind Homomorphismen. Fu¨r degG(p)
= 2 gelten op(p, e, q)◦po(p, e, q) = idKernGG und po(p, e, q)◦op(p, e, q) = idKernGCp,e,q(G)
.
Beweis In M tr(α,G), α ∈ {IE(G), IE(Cp,e,q (G))} sind die Verknu¨pfungen komponen-
tenweise definiert, daher handelt es sich um Homomorphismen. Fu¨r (k, l) ∈ IE (Cp,e,q (G))
gilt definitionsgema¨ß po (op(y))(k,l) = op(y)ρ(ξ(k),ξ(l)) = y(k,l) = id(y)(k,l). Zu zeigen bleibt
op(po(y))(k,l) = id(y)(k,l) fu¨r (k, l) ∈ IE(G).
1.Fall : k 6= x, l 6= x und ρ(ξ−1(k), ξ−1(l)) ∈ IE(Cp,e,q (G)). Definitionsgema¨ß folgt
op(po(y))(k,l) = po(y)ρ(ξ−1(k),ξ−1(l)) = y(k,l) = id(y)(k,l).
2.Fall : k 6= x, l 6= x und ρ(ξ−1(k), ξ−1(l)) /∈ IE(Cp,e,q (G)).
⇒ k ∈ N(l, ξ−1(l)) ∧ l ∈ N(k, ξ−1(k))
4.25
⇒
(
k ∈ B(x, ξ−1(l), s) ∨ k ∈ B(x, ξ−1(l), t)
)
∧
(
l ∈ B(x, ξ−1(k), s) ∨ l ∈ B(x, ξ−1(k), t)
)
⇒
(
k ∈ B(x, ξ−1(l), s) ∧ l ∈ B(x, ξ−1(k), s)
)
∨
(
k ∈ B(x, ξ−1(l), s) ∧ l ∈ B(x, ξ−1(k), t)
)
∨
(
k ∈ B(x, ξ−1(l), t) ∧ l ∈ B(x, ξ−1(k), s)
)
∨
(
k ∈ B(x, ξ−1(l), t) ∧ l ∈ B(x, ξ−1(k), t)
)
Vor.
⇒
(
k = z ∧ l = z
)
(4.13)
∨
(
k = z ∧ ρ(x, l) /∈ IE(G)
)
∨
(
ρ(x, k) /∈ IE(G) ∧ l = z
)
(4.14)
∨
(
(k, t) /∈ IV (G) ∧ (l, t) /∈ IV (G)
)
(4.15)
Aus (4.14) folgt yρ(k,l) = 0 mit Lemma 4.27.2. Die Aussagen (4.13) und (4.15) bilden
jeweils einen Widerspruch zur Voraussetzung (k, l) ∈ IE(G). Außerdem gilt in diesem Fall
op(po(y))(k,l) = 0 nach Definition der Abbildung op.
3. Fall : k = x und l 6= x. (Analog: k 6= x, l = x).
op(po(y)ρ(x,l) = I(G)s,x
∑
i ∈ Yl
po(y)ρ(i,ξ−1(l))I(G)t,ξ(i)
= I(G)s,x
∑
i ∈ Yl
yρ(l,ξ(i))I(G)t,ξ(i)
Lemma 4.21.5
= I(G)s,x
∑
j ∈ P (l, ξ−1(l))
yρ(j,l)I(G)t,j
(∗)
= I(G)s,x
∑
j ∈ Pξ−1(l)\{x}
yρ(j,l)I(G)t,j (4.16)
= I(G)s,x
(
− yρ(l,x)I(G)t,x +
∑
j ∈ Pξ−1(l)
yρ(j,l)I(G)t,j
︸ ︷︷ ︸
=0 nach Lemma 4.23
)
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= −I(G)s,xI(G)t,xy(x,l) = id(y)(x,l).
Zu (∗): Es tritt einer der Fa¨lle aus Lemma 4.25 auf Seite 99 ein. Sowohl in 3. als auch in
4. gilt (∗) nach Lemma 4.21.3. auf Seite 94. Sei nun j ∈ N
(
l, ξ−1(l)
)
6= ∅. Tritt 1. ein, so
gilt (j, t) ∈ IV (G), also I(G)t,j = 0. Tritt 2. ein, so gilt (l, s) /∈ IV (G) und (j, t) /∈ IV (G).
Mit
1. (j, t) /∈ IV (G), (x, t) /∈ IV (G) =⇒ ρ(j, x) /∈ IE(G) und
2. (l, s) /∈ IV (G), (z, s) /∈ IV (G), l 6= x, z 6= x
degG(p) = 2=⇒ l = z =⇒ ρ(j, z) ∈ IE(G)
folgert man yρ(j,z) = yρ(j,l) = 0 mit Lemma 4.27.2. auf Seite 100.
Mithilfe von Lemma 4.21.3 la¨ßt sich dann die Indexmenge wie in (4.16) schreiben. 2
4.4.3 Vertra¨glichkeit der induzierten Homomorphismen
Lemma 4.30 Vorgelegt sei die Situation aus 2.1 auf Seite 27. Dabei seien die Graphen
G und H bijektiv nummeriert und (f, F ) : G → H injektiv. Fu¨r e(k,l) ∈ M
tr (IE(G),G)
gilt ΨHG
(
e(k,l)
)
= eρ(Ψ(k),Ψ(l)).
Beweis Zuna¨chst gilt ρ (Ψ(k),Ψ(l)) ∈ IE(H), nach Lemma 2.43 auf Seite 57, denn
Ψ = γHFγ
−1
G ist injektiv. Seien p, q ∈ Bild Ψ. Dann berechnet man fu¨r (p, q) ∈ IE(H):[
ΨHG
(
e(k,l)
)]
(p,q)
2.42
=
∑
(m,n)∈N(p,q)∩IE(G)
[
e(k,l)
]
(m,n)
Ψ inj. , 2.43
=
[
e(k,l)
]
ρ(Ψ−1(p),Ψ−1(q))
=
 0 : (k, l) 6= ρ
(
Ψ−1(p),Ψ−1(q)
)
1 : (k, l) = ρ
(
Ψ−1(p),Ψ−1(q)
)
=
 0 : (p, q) 6= ρ (Ψ(k),Ψ(l))1 : (p, q) = ρ (Ψ(k),Ψ(l))
 = [eρ(Ψ(k),Ψ(l))](p,q) .
Ist p /∈ BildΨ oder q /∈ BildΨ, so sind beide Seiten der Behauptung definitionsgema¨ß
Null. 2
Um in den folgenden Sa¨tzen die Formulierungen abzuku¨rzen, werden nun einige Sprech-
weisen vereinbart. Gegeben sei dazu ein Homomorphismus (a,A) : Y → Z orientierter
Graphen Y = (VY , EY , gY ) und Z = (VZ , EZ , gZ).
In (der Generalvoraussetzung) 2.1 sei a gegeben durch (b ; c) bedeutet, dass in 2.1
auf Seite 27 das linke Diagramm in (2.1) sowie (2.2) vorgelegt ist, wobei G durch Y , H
durch Z, f durch a, φ durch b und ψ durch c ersetzt wird.
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In (der Generalvoraussetzung) 2.1 sei A gegeben durch (B ;C) bedeutet, dass in 2.1
auf Seite 27 das rechte Diagramm in (2.1) sowie (2.3) vorgelegt ist, wobei dort G durch
Y , H durch Z, F durch A, Φ durch B und Ψ durch C ersetzt wird.
Zu dem Graphen Y sei nun eine (v, z, w)-Kontraktion Cv,z,w (Y ) definiert.
In (der Generalvoraussetzung) 4.10 sei i (v, VY ) gegeben durch (B ; b; s
′; t′) bedeutet,
dass in 4.10 auf Seite 79 das linke Diagramm von (4.1) sowie (4.2) vorgelegt ist, wobei dort
G durch Y , Σ durch B, σ durch b und s durch s′ ersetzt wird. Außerdem soll wY (v) = vs′
und wY (w) = vt′ gelten.
In (der Generalvoraussetzung) 4.10 sei j (z, EY ) gegeben durch (C ; c;x
′) bedeutet,
dass in 4.10 auf Seite 79 das rechte Diagramm von (4.1) sowie (4.3) vorgelegt ist, wobei
dort G durch Y , Ξ durch C, ξ durch c und x durch x′ ersetzt wird. Außerdem soll dort
γY (z) = ex′ gelten.
Satz 4.31 Fu¨r X ∈ {G,H,K,L} sei X = (VX , EX , gX) ein mittels (wX , γX) bijektiv
nummerierter orientierter Graph. Sei e ∈ EG, νgG(e) = {p, q}, p 6= q und (f, F ) :
G → H ein injektiver Homomorphismus. Daru¨ber hinaus sei K := Cp,e,q (G), L :=
Cf(p),F (e),f(q) (H) und (f(p, e, q), F (p, e, q)) : K → L der Homomorphismus aus Satz 4.16
auf Seite 86. Die Abbildungen f, F seien in der Generalvoraussetzung 2.1 auf Seite 27
durch (φ;ψ) bzw. (Φ; Ψ) und die Abbildungen f(p, e, q), F (p, e, q) in 2.1 durch (φ′;ψ′) bzw.
(Φ′; Ψ′) gegeben. Dann ist folgendes Diagramm kommutativ:
KernGG KernGH
KernGK KernGL
-
ΨHG
6
op(p,e,q)
-Ψ
′L
K
6
op(f(p),F (e),f(q)) .
Beweis In der Generalvoraussetzung 4.10 auf Seite 79 sei
j (e, EG) gegeben durch (Ξ; ξ;x) , (4.17)
i (p, VG) gegeben durch (Σ;σ; s; t) , (4.18)
j (F (e), EH) gegeben durch
(
Ξ′; ξ′;x′
)
und (4.19)
i (f(p), VH) gegeben durch
(
Σ′;σ′; s′; t′
)
. (4.20)
Zum Beweis der Behauptung beno¨tigt man einige Vorbetrachtungen:
1. ∀c ∈ EK = EG\{e} : F ◦j(e, EG)(c) = F (c) = F (p, e, q)(c)
F (p, e, q) inj.
= j (F (e), EH)◦
F (p, e, q)(c) =⇒ Ψ ◦ ξ = ξ′ ◦Ψ′.
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2. ∀v ∈ VK = VG \ {p} : f ◦ i(p, VG)(v) = f(v) = f(p, e, q)(v) = i (f(p), VH) ◦
f(p, e, q)(v) =⇒ ψ ◦ σ = σ′ ◦ ψ′.
3. (4.17) ⇒ ex ∈ ElG
Vor.
⇒ eΨ(x) = Φ(ex)
(4.17)
= ΦγG(e)
Vor.
= γHF (e)
(4.19)
= ex′ =⇒
Ψ(x) = x′.
4. (4.18) ⇒ vs ∈ VkG ⇒ vψ(s)
Vor.
= φ(vs)
(4.18)
= φwG(p)
Vor.
= wHf(p)
(4.20)
= vs′ =⇒
ψ(s) = s′.
5. (4.18) ⇒ vt ∈ VkG ⇒ vψ(t)
Vor.
= φ(vt)
(4.18)
= φwG(q)
Vor.
= wHf(q)
(4.20)
= vt′ =⇒
ψ(t) = t′.
6. j 6= x : Ψ(j) = i⇔ j = Ψ−1(i)⇔ ξ−1(j) = ξ−1Ψ−1(i)
1.
⇔ ξ−1(j) = Ψ′−1ξ′−1(i).
7. Ψ(l′) = l : l 6= x′
3.
⇔ Ψ(l′) 6= Ψ(x)
Ψ inj.
⇔ l′ 6= x.
8. Ψ(l′) = l 6= x′ : ξ′−1(l) ∈ BildΨ′ ⇔ ∃j : Ψ′(j) = ξ′−1(l) ⇔ ∃j : j = Ψ′−1ξ′−1(l)
1.
=
ξ−1Ψ−1(l)⇔ ∃j : ξ(j) = Ψ−1(l) = l′ ⇔ l′ ∈ Bild ξ.
9. i ∈ YΨ−1(l)
S. 94
⇔ ρ
(
i, ξ−1Ψ−1(l)
)
∈ IE(K)
2.43
⇔ ρ
(
Ψ′(i),Ψ′Ψ′−1ξ′−1(l)
)
∈ IE(L) ⇔
ρ
(
Ψ′(i), ξ′−1(l)
)
∈ IE(L)
S. 94
⇔ Ψ′(i) ∈ Yl.
Fu¨r y ∈ KernGK und (k, l) ∈ IE(H) ist[
ΨHG (op (p, e, q) (y))
]
(k,l)
=
[
op (f(p), F (e), f(q))
(
Ψ′
L
K(y)
)]
(k,l)
(4.21)
zu zeigen. Es werden beide Seiten berechnet. Die linke Seite von (4.21) la¨sst sich als
[
ΨHG (op (p, e, q))
]
(k,l)
=
 op(p, e, q)(y)ρ(Ψ−1(k),Ψ−1(l)) : k, l ∈ BildΨ0 : k /∈ BildΨ ∨ l /∈ BildΨ
schreiben. Fu¨r die rechte Seite von (4.21) ergibt sich[
op (f(p), F (e), f(q))
(
Ψ′
L
K(y)
)]
(k,l)
=

0 : k 6= x′, l 6= x′, ρ
(
ξ′−1(k), ξ′−1(l)
)
/∈ IE(L)
Ψ′LK(y)ρ(ξ′−1(k),ξ′−1(l)) : k 6= x
′, l 6= x′, ρ
(
ξ′−1(k), ξ′−1(l)
)
∈ IE(L)
I(H)s′,x′
∑
i∈Yl
I(H)t′,ξ′(i)Ψ
′L
K(y)ρ(i,ξ′−1(l)) : k = x
′, l 6= x′
I(H)s′,x′
∑
i∈Yk
I(H)t′,ξ′(i)Ψ
′L
K(y)ρ(i,ξ′−1(k)) : k 6= x
′, l = x′
.
1. Fall: k, l ∈ BildΨ. Sei Ψ(k′) = k und Ψ(l′) = l.
1. Unterfall: k′ 6= x, l′ 6= x, ρ
(
ξ−1(l′), ξ−1(k′)
)
∈ IE(K).
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Aus 7. und 1. ergibt sich k 6= x′, l 6= x′, ρ
(
Ψ′−1ξ′−1(l),Ψ′−1ξ′−1(k)
)
∈ IE(K). Daraus
folgt k 6= x′, l 6= x′, ρ
(
ξ′−1(l), ξ′−1(k)
)
∈ IE(L) mit 2.43 auf Seite 57. Nun berechnet man[
op (f(p), F (e), f(q))
(
Ψ′
L
K(y)
)]
(k,l)
= Ψ′
L
K(y)ρ(ξ′−1(k),ξ′−1(l))
8.
= yρ(Ψ′−1ξ′−1(l),Ψ′−1ξ′−1(k))
1.
= yρ(ξ−1Ψ−1(k),ξ−1Ψ−1(l))
= op(p, e, q)(y)ρ(l′,k′)
=
[
ΨHG (op (p, e, q) (y))
]
(k,l)
.
2. Unterfall: k′ 6= x, l′ 6= x, ρ
(
ξ−1(l′), ξ−1(k′)
)
/∈ IE(K). Man argumentiert wie zu
Beginn des ersten Unterfalles, erha¨lt ρ
(
ξ′−1(l), ξ′−1(k)
)
/∈ IE(L) und berechnet
[
ΨHG (op (p, e, q) (y))
]
ρ(k,l)
= op(p, e, q)(y)ρ(l′,k′)
= 0 =
[
op (f(p), F (e), f(q))
(
Ψ′
L
K(y)
)]
ρ(k,l)
.
3. Unterfall: k = x′, l 6= x′. Es gilt also k = x′
3.
= Ψ(x). (Analog: k 6= x′, l = x′).
op(p, e, q)(y)ρ(x,l′) = I(G)s,x
∑
i∈Yl′
I(G)t,ξ(i) · yρ(i,ξ−1(l′))
2.11
= I(H)ψ(s),Ψ(x)
∑
i∈Yl′
I(H)ψ(t),Ψξ(i) · yρ(i,ξ−1Ψ−1(l))
1., 4., 5.
= I(H)s′,x′
∑
i∈Yl′
I(H)t′,ξ′Ψ′(i) · yρ(i,Ψ′−1ξ′−1(l))
9.
= I(H)s′,x′
∑
j:=Ψ′(i)∈Yl∩Bild Ψ′
I(H)t′,ξ′(j) · yρ(Ψ′−1(j),Ψ′−1ξ′−1(l))
7., 8.
= I(H)s′,x′
∑
j∈Yl∩Bild Ψ′
I(H)t′,ξ′(j) ·Ψ
′L
K(y)ρ(j,ξ′−1(l))
=
[
op (f(p), F (e), f(q))
(
Ψ′
L
K(y)
)]
(k,l)
.
2. Fall: k /∈ BildΨ ∨ l /∈ Bild Ψ. Mit 3. folgt k 6= x′ ∨ l 6= x′ und mit 6. folgt ξ′−1(k) /∈
BildΨ′ ∨ ξ′−1(l) /∈ Bild Ψ′. Daraus ergibt sich
[
op (f(p), F (e), f(q))
(
Ψ′LK(y)
)]
(k,l)
= 0. 2
Satz 4.32 Fu¨r X ∈ {G,H,L} sei X = (VX , EX , gX) ein mittels (wX , γX) bijektiv num-
merierter orientierter Graph. Fu¨r p, q ∈ VL und e ∈ EL sei H := Cp,e,q (L) wohldefiniert.
Zusa¨tzlich sei (f, F ) : G→ H ein injektiver Homomorphismus, eine der Bedingungen
A. q /∈ Bild(f) B1. q = f(v) ∧M vp (f, F ) = ∅ B2. q = f(v) ∧M
v
q (f, F ) = ∅
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erfu¨llt und (f˜ , F˜ ) : G → L der von Satz 4.18 auf Seite 88 gelieferte injektive Homomor-
phismus. In 2.1 auf Seite 27 seien f, F durch (φ;ψ) bzw. (Φ; Ψ) und f˜ , F˜ durch
(
φ˜; ψ˜
)
bzw.
(
Φ˜; Ψ˜
)
gegeben. Dann gilt Ψ˜LG = op(p, e, q) ◦Ψ
H
G .
Beweis Zuerst sei bemerkt, dass mit f, F, f˜ und F˜ die Abbildungen φ, ψ,Φ,Ψ, φ˜, ψ˜, Φ˜
und Ψ˜ injektiv sind, da die jeweiligen Nummerierungen aus bijektiven Abbildungen be-
stehen. Die Abbildungen j (e, EL) und i (p, VL) seien in 4.10 gegeben durch (Ξ; ξ;x) bzw.
(Σ;σ; s; t). Zuna¨chst gilt
Φ˜(ei) = ΞΦ(ei) (4.22)
fu¨r alle ei ∈ E|G|, denn man berechnet
Φ˜(ei) = γLF˜ γ
−1
G (ei)
4.18
= γL
(
F
(
γ−1G (ei)
))
= γL( γ
−1
H Φ(ei)︸ ︷︷ ︸
6=e
)
= γLj (e, EL)
(
γ−1H Φ(ei)
)
= ΞγHγ
−1
H Φ(ei) = ΞΦ(ei).
Zu zeigen ist nun, dass [
Ψ˜LG(y)
]
(k,l)
=
[
op(p, e, q) ◦ΨHG (y)
]
(k,l)
(4.23)
fu¨r alle (k, l) ∈ IE(L) und y =
∑
(a,b)∈IE(G) y(a,b) · e(a,b) ∈M
tr (IE(G),G) gilt.
1. Fall: k = x, l 6= x. (Analog: k 6= x, l = x). Die linke Seite von (4.23) ist Null, denn:
x /∈ Bild ξ
(4.22)
=⇒ x /∈ Bild Ψ˜
2.42
=⇒
[
Ψ˜LG(y)
]
ρ(x,l)
= 0. Die rechte Seite r.S. von (4.23)
berechnet sich zu
r.S. = I(L)s,x
∑
i∈Yl
I(L)t,ξ(i)
[
ΨHG (y)
]
ρ(i,ξ−1(l))
(4.24)
4.30
= I(L)s,x
∑
i∈Yl
I(L)t,ξ(i)
 ∑
(a,b)∈IE(G)
y(a,b)
[
eρ(Ψ(a),Ψ(b))
]
ρ(i,ξ−1(l))

= I(L)s,x
∑
i∈M
I(L)t,ξ(i) · yρ(Ψ−1(i),Ψ−1ξ−1(l)). (4.25)
In (4.25) ist dabei M =
{
i ∈ {1, . . . , |EH |} | (i, ξ
−1(l)) ∈ IE(H) ∧ ρ
(
Ψ−1(i),Ψ−1ξ−1(l)
)
∈ IE(G)}. Wenn M leer ist, so ist r.S. = 0. Ist M 6= ∅, mu¨ssen die Fa¨lle A, B 1. und B 2.
aus Satz 4.18 untersucht werden. Dazu sei i ∈M . Dann gilt
i ∈M ⇒ ∃i′ : i = Ψ(i′)⇒ ξ(i) = ξΨ(i′)
(4.22)
= Ψ˜(i′)⇒ ξ(i) ∈ Bild Ψ˜. (4.26)
Zu Fall A.: q /∈ Bild f
4.18
= Bild f˜ ⇒ t /∈ Bild ψ˜
2.7
=⇒ ∀j ∈ Bild Ψ˜ : I(L)t,j = 0
(4.26)
=⇒ ∀i ∈
M : I(L)t,ξ(i) = 0. Daher ist der Term in (4.25) gleich Null.
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Zu Fall B2.: Es gilt q /∈ Bild f˜ , denn andernfalls: ∃w ∈ EG : f˜(w) = q 6= p = f˜(v) ⇒
w 6= v ∧ f(v) = q = f(w)
f inj.
=⇒ w 6= v ∧ w = v. Widerspruch! Also kann man wie in A.
schließen.
Zu Fall B1.: Einsetzen der Gleichung I(L)t,ξ(i) = I(H)σ−1(t),i − I(L)s,ξ(i) aus Satz 4.11
von Seite 80 in (4.24) ergibt:
r. S. = I(L)s,x
∑
i∈Yl
(
I(H)σ−1(t),i − I(L)s,ξ(i)
) [
ΨHG (y)
]
ρ(i,ξ−1(l))
4.22, S.95
= −I(L)s,x
∑
i∈Yl
I(L)s,ξ(i)
[
ΨHG (y)
]
ρ(i,ξ−1(l))
wie (4.25)
= −I(L)s,x
∑
i∈M
I(L)s,ξ(i) · yρ(Ψ−1(i),Ψ−1ξ−1(l)).
Es gilt auch hier: p /∈ Bild f
4.18
= Bild f˜ ⇒ s /∈ Bild ψ˜
2.7
=⇒ ∀j ∈ Bild Ψ˜ : I(L)s,j = 0
(4.26)
=⇒
∀i ∈M : I(L)s,ξ(i) = 0. Daher ist r.S.= 0.
2. Fall: k 6= x, l 6= x, ρ(ξ−1(k), ξ−1(l)) ∈ IE(H). Man berechnet die linke und die rechte
Seite von (4.23). Fu¨r die rechte Seite gilt
r. S. =
[
ΨHG (y)
]
ρ(ξ−1(k),ξ−1(l))
=
 ∑
(a,b)∈IE(G)
y(a,b) · eρ(Ψ(a),Ψ(b))

ρ(ξ−1(k),ξ−1(l))
=
 0 : ∀(a, b) ∈ IE(G) : ρ(Ψ(a),Ψ(b)) 6= ρ(ξ−1(k), ξ−1(l))y(a,b) : ∃(a, b) ∈ IE(G) : ρ(Ψ(a),Ψ(b)) = ρ(ξ−1(k), ξ−1(l)) .
Die linke Seite berechnet sich mithilfe von (4.22) zu:
l. S. =
 ∑
(a,b)∈IE(G)
y(a,b) · eρ(ξΨ(a),ξΨ(b))

(k,l)
=
 0 : ∀(a, b) ∈ IE(G) : ρ(ξΨ(a), ξΨ(b)) 6= (k, l)y(a,b) : ∃(a, b) ∈ IE(G) : ρ(ξΨ(a), ξΨ(b)) = (k, l) .
Da die Bedingungen jeweils a¨quivalent sind, ergibt sich die Behauptung.
3. Fall : k 6= x, l 6= x, ρ(ξ−1(k), ξ−1(l)) /∈ IE(H). Die rechte Seite ist definitionsgema¨ß
Null. Die linke Seite ist ebenfalls Null, denn fu¨r alle (a, b) ∈ IE(G) gilt ρ(ξΨ(a), ξΨ(b)) 6=
(k, l): Angenommen es gibt ein (a, b) ∈ IE(G) mit ρ(ξΨ(a), ξΨ(b)) = (k, l). Da (f, F )
ein injektiver Homomorphismus ist ergibt sich mit Lemma 2.43 auf Seite 57: IE(H) 3
ρ(Ψ(a),Ψ(b)) = ρ(ξ−1(l), ξ−1(k)). Das ist ein Widerspruch zur Voraussetzung. 2
Satz 4.33 Sei X ∈ {G,H,L,K}, X = (VX , EX , gX) ein nummerierter orientierter Graph
sowie p, q ∈ VL und e ∈ EL, so dass H := Cp,e,q(L) wohldefiniert ist. Zusa¨tzlich sei (f, F ) :
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G → H ein injektiver Homomorphismus, v = f−1(q), Sch(v,G) = ∅, M vq (f, F ) 6= ∅ und
Mvp (f, F ) 6= ∅. Der Graph K = (VK , EK , gK) sei wie in B 3. in Satz 4.18 auf Seite 88 so
gegeben, dass EK \ EG = {z}, VK \ VG = {w}, EG ⊂ EK , VG ⊂ VK und
gK(x) :=

gG(x) : x ∈ EG\M
v
p (f, F )
(ψ(v, w, VK)× ψ(v, w, VK)) (gG(x)) : x ∈M
v
p (f, F )
(w, v) : x = z ∧ gL(e) = (p, q)
(v, w) : x = z ∧ gL(e) = (q, p)
gilt. Laut Satz 4.18 ist mittels
f˜(x) :=
 f(x) : x 6= wp : x = w und F˜ (x) :=
 F (x) : x 6= ze : x = z
ein injektiver Homomorphismus (f˜ , F˜ ) : K → L gegeben. Ist F in der Generalvorausset-
zung 2.1 auf Seite 27 durch (Φ; Ψ) und F˜ durch
(
Φ˜; Ψ˜
)
gegeben, so gilt: Ψ˜LK ◦op(w, z, v) =
op(p, e, q) ◦ΨHG .
Beweis Aus Satz 4.31 auf Seite 105 ergibt sich die Behauptung, denn nach Satz 4.18
B 3. (b) gilt G = Cw,z,v(K). 2
Satz 4.34 Sei X ∈ {G,H,L}, X = (VX , EX , gX) ein nummerierter orientierter Graph
sowie p, q ∈ VL und e ∈ EL, so dass H = Cp,e,q(L) wohldefiniert ist. Es sei (f, F ) : G→ L
ein injektiver Homomorphismus orientierter Graphen mit e /∈ BildF , und (f˜ , F˜ ) : G →
H der gema¨ß Satz 4.17 auf Seite 87 induzierte Homomorphismus. Dieser sei ebenfalls
injektiv. Ist F in der Generalvoraussetzung 2.1 auf Seite 27 durch (Φ; Ψ) und F˜ durch(
Φ˜; Ψ˜
)
gegeben, so gilt ΨLG = op(p, e, q) ◦ Ψ˜
H
G .
Beweis Nach Satz 4.17 auf Seite 87 gilt f−1(p) = ∅ oder f−1(q) = ∅. Es wird nun
gezeigt, dass im Satz 4.32 auf Seite 107 die Bedingung A. oder B1. oder B2. erfu¨llt ist:
Dazu sei f˜(v) = q und sowohl M vp (f˜ , F˜ ) 6= ∅ als auch M
v
q (f˜ , F˜ ) 6= ∅. Mit a ∈ {p, q} sei
xa ∈ M
v
a (f˜ , F˜ ). Daraus folgt aber a ∈ ν
(
gLF˜ (xa)
)
= νgLF (xa) = ν(f × f)gG(xa), also
p, q ∈ Bild(f). Das ist ein Widerspruch zu f−1(p) = ∅ oder f−1(q) = ∅.
Nun la¨ßt sich Satz 4.32 auf Seite 107 anwenden: Nach Satz 4.19 auf Seite 91 gilt (
˜˜
f,
˜˜
F ) =
(f, F ), also ist
˜˜
F auch durch (Φ; Ψ) gegeben. Mit 4.32 folgt ΨLG = op(p, e, q) ◦ Ψ˜
H
G . 2
4.5 Beispiele zu Kapitel 4
Satz 4.35 Vorgelegt seien orientierte Diagramme (D, o) und (D′, o′), die außerhalb einer
lokalen Situation wie in Abbildung (4.27) identisch sind. Fu¨r X ∈ {D,D′} seien
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D :
qp
e
D′ :
q
(4.27)
G(X) = (VX , EX , gX) die zugeho¨rigen abstrakten Graphen,
(
wG(X), γG(X)
)
bijektive Num-
merierungen, p, q ∈ VD, e ∈ ED und G (D
′) = Cp,e,q (G(D)). Dann gilt
Ly
(
D′, γG(D′), o
′
)
= Lop(p,e,q)(y)
(
D, γG(D), o
)
fu¨r alle y ∈ KernG(G(D′),wG(D′),γG(D′))
.
Beweis In 4.10 auf Seite 79 sei j
(
e, EG(D)
)
durch (Ξ; ξ;x) und i
(
p, VG(D)
)
durch
(Σ;σ; s; t) gegeben. Fu¨r k 6= x folgt daraus γ−1G(D′)
(
eξ−1(k)
)
= γ−1G(D′)Ξ
−1 (ek) = γ
−1
G(D)(ek).
Da (D, o) = (D′, o′) außerhalb der lokalen Situation aus Abbildung (4.27) gilt, erha¨lt man
w
D,o
γ−1
G(D)
(ek), γ
−1
G(D)
(el)
= w
D′,o′
γ−1
G(D′)(eξ−1(k)), γ
−1
G(D′)(eξ−1(l))
(4.28)
fu¨r k 6= x und l 6= x. Da γG(D) bijektiv ist, ist e ∈ ED in (4.27) die einzige mit ex
nummerierte Kante, also gilt
w
D,o
γ−1
G(D)
(ex), γ
−1
G(D)
(ek)
= 0 (4.29)
fu¨r alle k ∈ {1, . . . , |ED} \ {x}. Nun errechnet man die Behauptung:
Ly
(
D′, γG(D′), o
′
)
=
∑
(k, l) ∈ IE (G(D′))
y(k,l) w
D′,o′
γ−1
G(D′)
(ek), γ
−1
G(D′)
(el)
= 12
∑
l ∈ {1, . . . , |ED| − 1}
∑
{k ∈ {1, . . . , |ED| − 1}|
ρ(k, l) ∈ IE (G(D′))}
yρ(k,l) w
D′,o′
γ−1
G(D′)
(ek), γ
−1
G(D′)
(el)
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= 12
∑
l ∈ {1, . . . , |ED| − 1}
∑
k ∈ Yξ(l)
yρ(k,l) w
D′,o′
γ−1
G(D′)
(ek), γ
−1
G(D′)
(el)
4.21.5.
= 12
∑
l ∈ {1, . . . , |ED| − 1}
∑
i := ξ(k) ∈ P (ξ(l), l)
yρ(ξ−1(i),l) w
D′,o′
γ−1
G(D′)(eξ−1(i)), γ
−1
G(D′)
(el)
j := ξ(l)
= 12
∑
j ∈ {1, . . . , |ED|} \ {x}
∑
i ∈ P   j, ξ−1(j) 
yρ(ξ−1(i),ξ−1(j)) w
D′,o′
γ−1
G(D′)(eξ−1(i)), γ
−1
G(D′)(eξ−1(j))
4.24, (4.28)
= 12
∑
j ∈ {1, . . . , |ED|} \ {x}
∑
i ∈ P   j, ξ−1(j) 
op(p, e, q)ρ(i,j) w
D,o
γ−1
G(D)
(ei), γ
−1
G(D)
(ej)
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4.24, 4.21.3.
= 12
∑
j ∈ {1, . . . , |ED|} \ {x}
∑
i ∈ Pξ−1(j) \ {x}
op(p, e, q)ρ(i,j) w
D,o
γ−1
G(D)
(ei), γ
−1
G(D)
(ej)
(4.29)
= 12
∑
j ∈ {1, . . . , |ED|} \ {x}
∑
i ∈ Pξ−1(j)
op(p, e, q)ρ(i,j) w
D,o
γ−1
G(D)
(ei), γ
−1
G(D)
(ej)
Def. S. 94
= 12
∑
j ∈ {1, . . . , |ED|} \ {x}
∑
{i ∈ {1, . . . , |ED|}|
ρ(i, j) ∈ IE (G(D))}
op(p, e, q)ρ(i,j) w
D,o
γ−1
G(D)
(ei), γ
−1
G(D)
(ej)
(4.29)
= 12
∑
j ∈ {1, . . . , |ED|}
∑
{i ∈ {1, . . . , |ED|}|
ρ(i, j) ∈ IE (G(D))}
op(p, e, q)ρ(i,j) w
D,o
γ−1
G(D)
(ei), γ
−1
G(D)
(ej)
=
∑
(i, j) ∈ IE (G(D))
op(p, e, q)(i,j) w
D,o
γ−1
G(D)
(ei), γ
−1
G(D)
(ej)
= Lop(p,e,q)(y)
(
D, γG(D), o
)
.
2
Bemerkung Jedes Diagramm la¨sst sich mit geeigneten Reidemeisterbewegungen in
ein Diagramm wie D aus der Abbildung (4.27) u¨berfu¨hren. Dazu entfernt man sa¨mtliche
Kreuzungen, die an der zu kontrahierenden Kante beteiligt sind, mit Umformungen der
Art:
.
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Beispiel Gegeben seien die folgenden bijektiv nummerierten orientierten Graphen G =
(VG, EG, gG), H = (VH , EH , gH):
(G,wG, γG) :=
v
v
v
e
e
e
e
1
2
3
2
4
1 3
(H,wH , γH) :=
e1
e2
e3
v2
v1
.
Dabei gelte EG := {a, b, c, e}, VG := {p, q, r} und wG(p) := v1, wG(q) := v2, wG(r) := v3,
γG(a) := e1, γG(b) := e3, γG(c) := e4, γG(e) := e2. Daru¨ber hinaus sei H = Cp,e,q (G) und
in 4.10 auf Seite 79 sei i(p,EG) durch (Σ;σ; 1; 2) und j(e, EG) durch (Ξ; ξ; 2) gegeben. Fu¨r
σ : {1, 2} → {1, 2, 3} \ {1} und ξ : {1, 2, 3} → {1, 2, 3, 4} \ {2}
gelten demnach σ(1) = 2, σ(2) = 3, ξ(1) = 1, ξ(2) = 3, ξ(3) = 4. Außerdem gilt
M (H,wH , γH) =
(1, 3) (2, 3)
(1, 2) −0 0
(2, 2) 0 −0
(3, 1) −0 −0
.
Daher ist
KernG(H,wH ,γH) =
{
(y(1,3), y(2,3)) | y(1,3), y(2,3) ∈ G
}
.
Laut 2.7 auf Seite 61 gilt
KernG(G,wG,γG) =
{(
y(1,3), y(1,4), 0, y(3,4)
)
| y(1,3), y(1,4), y(3,4) ∈ G
}
.
Nun wird die Abbildung
op(p, e, q) : KernG(H,wH ,γH) → KernG(G,wG,γG)
berechnet. Dies geschieht komponentenweise fu¨r y :=
(
y(1,3), y(2,3)
)
∈ KernG(H,wH ,γH):
op(p, e, q)(y)(1,3) = 0, denn ρ
(
ξ−1(1), ξ−1(3)
)
= (1, 2) /∈ IE (H,wH , γH)
op(p, e, q)(y)(1,4) = y(1,3), denn ρ
(
ξ−1(1), ξ−1(4)
)
= (1, 3) ∈ IE (H,wH , γH)
op(p, e, q)(y)(2,4) = 0, denn 2 /∈ Bild ξ ∧ I (H,wH , γH)1,2 = 0
op(p, e, q)(y)(3,4) = y(2,3), denn ρ
(
ξ−1(3), ξ−1(4)
)
= (2, 3) ∈ IE (H,wH , γH) .
Also gilt op(p, e, q)
(
y(1,3), y(2,3)
)
=
(
0(1, 3), y(1,3), 0(2, 4), y(2,3)
)
und fu¨r ein geeignet orientier-
tes bijektiv nummeriertes Diagramm (D, γ, o) ergibt sich
Lop(p,e,q)(y(1,3),y(2,3))(D, γ, o) = y(1,3) · w
D,o
γ−1(1),γ−1(4)
+ y(2,3) · w
D,o
γ−1(3),γ−1(4)
.
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Zum Beispiel erha¨lt man Lop(p,e,q)(y)(D, γ, o) = 0 fu¨r die Diagramme in (4.30).
e
e
e
e
1
2
3
4
v v
v
1 2
3
=
v3
1v
e4
2e
e1
e3v2 (4.30)
Fu¨r das Diagramm (4.31) berechnet man laut Satz 4.35:
0 = Lop(p,e,q)(y(1,3),y(2,3))(D, γ, o)
= L(y(1,3),y(2,3))
(
D′, γ′, o′
)
= y(1,3) · w
D′,o′
γ′−1(1),γ′−1(3)
+ y(2,3) · w
D′,o′
γ′−1(2),γ′−1(3)
= 0.
v1
v2
e3
e1
e2
(4.31)
2
Beispiel Fu¨r X ∈ {G,L, Cp,e,q (L)} seien X = (VX , EX , gX) orientierte Graphen, wie
in den Abbildungen (4.32) und (4.33) vorgelegt. Ein injektiver Homomorphismus (f, F ) :
G→ Cp,e,q (L) sei gegeben durch f(v) := q, f(x) := q, f(y) := r, F (h
′) := h und F (f ′) := f .
Gesucht ist ein Homomorphismus (f˜ , F˜ ) : G → L. Es gilt q ∈ Bild f , Sch(v,G) = ∅,
Mvp (f, F ) = {f
′} und Mvq (f, F ) = {h
′}. Daher tritt der Fall B3. in Satz 4.18 auf Seite 88
ein. Man erha¨lt den Graphen K = ({x, v, y, w}, {h′, f ′, z}, gK) mit
gK(x) =

(w, y) : x = f ′
(v, x) : x = h′
(w, v) : x = z
und die Abbildung (f˜ , F˜ ) : G → L ist gegeben durch f˜(x) = f(x) = q, f˜(v) = f(v) = q,
f˜(w) = p, f˜(y) = f(y) = r, F˜ (h′) = F (h′) = h, F˜ (f ′) = F (f ′) = f und F˜ (z) = e.
x v w y
h’ z f’
K
(
 
f,
 
F )
→
f
r
h
q p
e
L
(4.32)
x v
h’ f’
y
G
(f,F )
→
C p,e,q (L)
q
f
r
h (4.33)
2
Kapitel 5
Kontraktionen mehrerer Kanten
Gegenstand der Untersuchungen in diesem Kapitel sind Graphen, die durch mehrmali-
ges Kontrahieren von Kanten entstehen. Insbesondere sind diejenigen Kontraktionen von
Interesse, die an sa¨mtlichen zweiwertigen Ecken durchgefu¨hrt werden, so dass der resultie-
rende Graph keine Ecken vom Grad Zwei mehr besitzt. Derartige Kontraktionen werden
aus technischen Gru¨nden in Kapitel 7 beno¨tigt.
In 5.1.1 ab Seite 116 und 5.1.2 ab Seite 123 werden Aussagen u¨ber Wege und Kreise
im Zusammenhang mit einer Kontraktion bereitgestellt.
In 5.1.3 ab Seite 128 taucht der Zusammenhangsbegriff auf. Dort werden die verschie-
denen Definitionen von 3-Zusammenhang aus [23] und [27] gegenu¨bergestellt.
Jeder Graph, der aus Kontraktionen mehrerer Kanten hervorgeht, la¨sst sich in einer
speziellen Form schreiben. Dies zu zeigen ist Aufgabe des Abschnittes 5.2 ab Seite 135. Da-
mit kann in 5.3 ab Seite 151 nachgewiesen werden, dass die Komposition der von den Kon-
traktionen induzierten Homomorphismen der Verschlingungsmoduln nicht von der Reihen-
folge der Kontraktionen abha¨ngt. Dieses Resultat wird in Kapitel 7 Verwendung finden.
Dort wird hauptsa¨chlich mit topologisch einfachen und topologisch 3-zusammenha¨ngen-
den Graphen gearbeitet. Das Hauptergebnis von 5.4 ab Seite 155 und 5.5 ab Seite 170
besagt, dass der jeweilige
”
topologische Typ“ des Graphen nicht von einer Kontraktion an
einer zweiwertigen Ecke abha¨ngt.
Eine weitere Situation, die in Kapitel 7 auftaucht, wird in 5.6 ab Seite 172 mit
”
Hin-
zufu¨gen von Wegen“ bezeichnet. Dabei betrachtet man Graphen, die aus einem ihrer Teil-
graphen durch
”
Anbringen“ der einwertigen Ecken eines Standardbogens an verschiedene
Ecken des Teilgraphen entstehen.
Fu¨r einen GraphenX gilt stetsX := (VX , EX , gX), falls keine speziellen Bezeichnungen
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gewa¨hlt werden. Zu einer Abbildung f sei f 2 := f×f . Ist w eine Eckennummerierung und
γ eine Kantennummerierung eines orientierten Graphen X so sei G (X) := G (X,w, γ) :=
KernG(X,w,γ).
5.1 Wege, Kreise, Zusammenhang
Nachdem zu Beginn von 5.1.1 die Begriffe Kreis und Weg erla¨utert worden sind, wird in
den Sa¨tzen 5.6 auf Seite 119, 5.7 auf Seite 121, 5.8 auf Seite 121 sowie 5.9 auf Seite 122
analysiert, wie man Kreise und Wege in eine Kontraktion
”
herunterdru¨cken“ kann. Jedem
dieser Sa¨tze ist zur Illustration eine Abbildung nachgestellt. Umgekehrt la¨sst sich ein Weg
in einer Kontraktion so
”
hochheben“, dass Anfangs- und Endpunkt des urspru¨nglichen
Weges erhalten bleiben (siehe 5.1.2 ab Seite 123). Die Sa¨tze aus 5.1.1 und 5.1.2 werden
im Wesentlichen fu¨r den Abschnitt 5.4 ab Seite 155 gebraucht. Aber in 5.1.3 ab Seite 128
ergibt sich daraus auch, dass ein Graph genau dann zusammenha¨ngend ist, wenn es eine
Kontraktion ist. Im weiteren Verlauf der Arbeit spielt der Begriff des 3-Zusammenhangs
eine Rolle. Da in Kapitel 7 ab Seite 187 Ergebnisse aus [27], Chapter IV beno¨tigt werden,
muss in 5.1.3 gekla¨rt werden, dass die Definitionen von 3-Zusammenhang aus [23] bzw.
[25] (5.15 auf Seite 131) und [27] (5.16 auf Seite 131)
”
fast“ u¨bereinstimmen.
5.1.1 Herunterdru¨cken von Wegen und Kreisen
Definition 5.1 Zu n ∈ N bezeichnet man den Graphen mit Eckenmenge {0, . . . , n}, Kan-
tenmenge {l1, . . . , ln} und Inzidenzabbildung lj 7→ {j, j − 1} als nicht-orientierten Stan-
dardbogen. Ein orientierter Standardbogen ist ein orientierter Graph, dessen zugrun-
deliegender nicht-orientierter Graph ein nicht-orientierter Standardbogen ist. In beiden
Fa¨llen wird ein solcher Graph mit J ′n bezeichnet.
Sei G ein Graph. Ein Weg von x nach y in G ist ein injektiver Homomorphismus
(w,W ) : J ′n → G, fu¨r den w(0) = x und w(n) = y gilt. Ein Kreis in G ist ein Homomor-
phismus (c, C) : J ′n → G, fu¨r den (a), (b) und (c) gilt:
(a) C injektiv, (b) c||{0, . . . , n− 1} injektiv, (c) c(0) = c(n). 2
Definition 5.2 Fu¨r X ∈ {G,H} sei X = (VX , EX , gX) ein nicht-orientierter Graph
und (f, F ) : G → H ein injektiver Homomorphismus. Eine Orientierung g ′G bzw. g
′
H
von G bzw. H heißt passend zu einer Orientierung g′H bzw. g
′
G von H bzw. G, wenn
νg′G = gG, νg
′
H = gH gilt, und (f, F ) : G → H bezu¨glich der Orientierungen g
′
G und g
′
H
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ein Homomorphismus orientierter Graphen ist. 2
Satz 5.3 Fu¨r X ∈ {G,H} sei X = (VX , EX , gX) ein nicht-orientierter Graph und (f, F ) :
G→ H ein injektiver Homomorphismus. Ist g′H eine Orientierung von H, so gibt es genau
eine zu g′H passende Orientierung von G. Ist g
′
G eine Orientierung von G, so gibt es genau
2|EH |−|EG| passende Orientierungen von H.
Beweis Sei g′H eine Orientierung von H. Man definiert g
′
G(x) := (f×f)
−1 (g′H (F (x))).
Dann ist g′G offenbar eine Orientierung von G und (f, F ) ein Homomorphismus orientierter
Graphen. Außerdem gilt:
νg′G(x) = P2(f)
−1
(
ν
(
g′H (F (x))
))
= P2(f)
−1 (gH (F (x))) = gG(x).
Fu¨r jede weitere Orientierung g′′ von G erha¨lt man:
(f × f)
(
g′′(x)
)
= g′H (F (x)) =⇒ g
′′(x) = (f × f)−1
(
g′H (F (x))
)
= g′G(x).
Also gilt g′′ = g′G. Zum Nachweis der zweiten Aussgae sei g
′
G eine Orientierung von G.
Fu¨r x ∈ BildF sei g′H(x) := (f × f)
(
g′G
(
F−1(x)
))
. Fu¨r x ∈ EH \ BildF gibt es zwei
Mo¨glichkeiten g′H(x) zu definieren, so dass νg
′
H(x) = gH(x) gilt. Insgesamt gibt es also
2|EH\BildF | = 2|EH |−|BildF | = 2|EH |−|EG|
Mo¨glichkeiten g′H(x) festzulegen. 2
Lemma 5.4 Zu n ∈ N sei (δn,∆n) : J ′n → J
′
n gegeben durch δn(i) := n − i fu¨r i ∈
{0, . . . , n} und ∆n(li) := ln+1−i fu¨r i ∈ {1, . . . , n}. Dann ist (δn,∆n) ein Isomorphismus.
Beweis Die Abbildungen δn und ∆n sind offenbar wohldefiniert und bijektiv. Sei J
′
n
vorerst nicht-orientiert. Wegen P2 (δn)
(
gJ ′n(li)
)
= {δn(i), δn(i− 1)} = {n− i, n+ 1− i}
= gJ ′n(ln+1−i) = gJ ′n (∆n(li)) ist (δn,∆n) ein Homomorphismus unorientierter Graphen.
Ist einer der Graphen J ′n orientiert, wa¨hlt man fu¨r den anderen die bezu¨glich (δn,∆n)
”
passende“ Orientierung. 2
Lemma 5.5 Zu n ∈ N und j ∈ {0, . . . , n} seien Abbildungen φj : VJ ′n → VJ ′n+1 \ {j} und
Φj : EJ ′n → EJ ′n+1 \ {lj+1} wie folgt festgelegt:
(a) j = 0 : φ0(x) := x+ 1 fu¨r x ∈ {0, . . . , n}, Φ0(lx) := lx+1 fu¨r x ∈ {1, . . . , n}.
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(b) j ∈ {1, . . . , n− 1} :
φj(x) :=
 x : x ∈ {0, . . . , j − 1}x+ 1 : x ∈ {j, . . . , n} ,Φj(lx) :=
 lx : x ∈ {1, . . . , j}lx+1 : x ∈ {j + 1, . . . , n}
(c) j = n : Φn(lx) := lx fu¨r x ∈ {1, . . . , n} und
φn(x) :=
 x : x ∈ {0, . . . , n− 1}x+ 1 : x = n .
Dann ist (φj ,Φj) : J
′
n → Cj,lj+1,j+1
(
J ′n+1
)
fu¨r jedes j ∈ {0, . . . , n} ein Isomorphismus.
Beweis Zur Abku¨rzung sei G := Cj,lj+1,j+1
(
J ′n+1
)
. In allen drei Fa¨llen la¨sst sich Wohl-
definiertheit und Bijektivita¨t der Abbildungen leicht erkennen. Es wird nun gezeigt, dass
(φj ,Φj) ein Isomorphismus unorientierter Graphen ist. Ist einer der Graphen orientiert,
wa¨hlt man fu¨r den anderen die bezu¨glich (φj ,Φj) ”
passende“ Orientierung.
Zu (a):
P2 (φ0) gJ ′n(lx) = {φ0(x− 1), φ0(x)} = {x, x+ 1} = P2
(
ψ
(
0, 1, VJ ′n+1
))
({x, x+ 1})
= P2
(
ψ
(
0, 1, VJ ′n+1
))
gJ ′n+1(lx+1) = gG(lx+1) = gGΦ0(lx).
Zu (b):
1. x ∈ {0, . . . , j − 1}:
P2 (φj) gJ ′n(lx) = {φj(x− 1), φj(x)} = {x− 1, x}
x < j
= P2
(
ψ
(
j, j + 1, VJ ′n+1
))
({x− 1, x})
= P2
(
ψ
(
j, j + 1, VJ ′n+1
))
gJ ′n+1(lx) = gG(lx) = gGΦj(lx).
2. x = j:
P2 (φj) gJ ′n(lj) = {φj(j − 1), φj(j)} = {j − 1, j + 1}
= P2
(
ψ
(
j, j + 1, VJ ′n+1
))
({j − 1, j})
= P2
(
ψ
(
j, j + 1, VJ ′n+1
))
gJ ′n+1(lj)
= gG(lj) = gGΦj(lj).
3. x ∈ {j + 1, . . . , n}:
P2 (φj) gJ ′n(lx) = {φj(x− 1), φj(x)} = {x, x+ 1}
x > j
= P2
(
ψ
(
j, j + 1, VJ ′n+1
))
({x, x+ 1})
= P2
(
ψ
(
j, j + 1, VJ ′n+1
))
gJ ′n+1(lx+1)
= gG(lx+1) = gGΦj(lx).
5.1. WEGE, KREISE, ZUSAMMENHANG 119
Zu (c):
1. x ∈ {1, . . . , n− 1}:
P2 (φn) gJ ′n(lx) = {φn(x− 1), φn(x)} = {x− 1, x}
x < n
= P2
(
ψ
(
n, n+ 1, VJ ′n+1
))
({x− 1, x})
= P2
(
ψ
(
n, n+ 1, VJ ′n+1
))
gJ ′n+1(lx)
= gG(lx) = gGΦn(lx).
2. x = n:
P2 (φn) gJ ′n(ln) = {φn(n− 1), φn(n)} = {n− 1, n+ 1}
= P2
(
ψ
(
n, n+ 1, VJ ′n+1
))
({n− 1, n})
= P2
(
ψ
(
n, n+ 1, VJ ′n+1
))
gJ ′n+1(ln)
= gG(ln) = gGΦn(ln).
2
Satz 5.6 Vorgelegt sei ein orientierter Graph G, Ecken p, q und eine Kante e von G, so
dass Cp,e,q(G) definert ist. Sei (c, C) : J
′
n+1 → G ein Kreis, fu¨r den C(lj+1) = e fu¨r ein
j ∈ {0, . . . , n}, n ∈ N gilt.
(a) Wenn p = c(j) und q = c(j + 1) gilt, so ist(
c˜, C˜
)
◦ (φj ,Φj) : J
′
n → Cp,e,q(G)
ein Kreis. Dabei ist
(
c˜, C˜
)
die von (c, C) induzierte Abbildung aus Satz 4.16 auf
Seite 86 und (φj ,Φj) der Isomorphismus aus Lemma 5.5 auf Seite 117.
(b) Wenn q = c(j) und p = c(j + 1) gilt, so ist(
˜c ◦ δn+1, ˜C ◦∆n+1
)
◦ (φn−j ,Φn−j) : J
′
n → Cp,e,q(G)
ein Kreis. Dabei ist ( ˜c ◦ δn+1, ˜C ◦∆n+1) die von (c ◦ δn+1, C ◦∆n+1) induzierte Ab-
bildung aus Satz 4.16 auf Seite 86, (φn−j ,Φn−j) der Isomorphismus aus 5.5 und
(δn+1,∆n+1) der Isomorphismus aus Lemma 5.4 auf Seite 117.
Beweis Zu (a): Nach Satz 4.16 und Lemma 5.5 ist
(
c˜, C˜
)
◦(φj ,Φj) ein Homomorphis-
mus. Mit C ist C˜ und somit C˜◦Φj injektiv. Nun wird nachgewiesen, dass c˜φj ||{0, . . . , n− 1}
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injektiv ist. Es gilt φj ({0, . . . , n− 1}) =
(
VJ ′n+1 \ {j}
)
\ {φj(n)}
=

VJ ′n+1 \ {0, n+ 1} = {1, . . . , n} : j = 0
VJ ′n+1 \ {j, n+ 1} = {0, . . . , n} \ {j} : j ∈ {1, . . . , n− 1}
VJ ′n+1 \ {n, n+ 1} = {0, . . . , n− 1} : j = n
 = {0, . . . , n} \ c
−1 (c(j)) .
Da c nach Voraussetzung injektiv auf {0, . . . , n} ist, ist c auch auf {0, . . . , n} \ c−1 (c(j))
injektiv. Nach Satz 4.16 ist dann c˜ ebenfalls auf {0, . . . , n} \ c−1 (c(j)) injektiv fu¨r jedes
j ∈ {0, . . . , n}. Daraus folgt, dass c˜φj ||{0, . . . , n− 1} injektiv ist. Zu zeigen bleibt c˜φj(0) =
c˜φj(n).
Fu¨r j = 0 berechnet man:
c˜φ0(0) = c˜(1) = ψ
(
c(0), c(1), VCp,e,q(G)
)
(c(1)) = c(1) = ψ
(
c(0), c(1), VCp,e,q(G)
)
(c(0))
= ψ
(
c(0), c(1), VCp,e,q(G)
)
(c(n+ 1)) = c˜(n+ 1) = c˜φ0(n).
Fu¨r j ∈ {1, . . . , n− 1} gilt:
c˜φj(0) = c˜(0) = ψ
(
c(j), c(j + 1), VCp,e,q(G)
)
(c(0)) = c(0) = c(n+ 1)
= c˜(n+ 1) = c˜φj(n).
Fu¨r j = n berechnet man:
c˜φn(0) = c˜(0) = ψ
(
c(n), c(n+ 1), VCp,e,q(G)
)
(c(0)) = c(0) = c(n+ 1)
= ψ
(
c(n), c(n+ 1), VCp,e,q(G)
)
(c(n+ 1)) = c˜(n+ 1) = c˜φn(n).
Zu (b): Definiere s := n− j ∈ {0, . . . , n}, d := c ◦ δn+1 und D := C ◦∆n+1. Damit gelten
D(ls+1) = C
(
ln+2−(s+1)
)
= C(ln−s+1) = C(lj+1) = e,
d(s+ 1) = c(n+ 1− (s+ 1)) = c(n− s) = c(j) = q und
d(s) = c(n+ 1− s) = c(j + 1) = p.
Nun wendet man (a) auf den Kreis (d,D) : J ′n+1 → Cp,e,q(G) an und erha¨lt den Kreis(
d˜, D˜
)
◦ (φs,Φs). 2
Bemerkung Die folgende Abbildung veranschaulicht die Situation aus Satz 5.6.
G : qp
c(0)
e
Cp,e,q(G) : q
c(0)
2
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Satz 5.7 Vorgelegt sei ein orientierter Graph G, Ecken p, q und eine Kante e von G, so
dass Cp,e,q(G) definert ist. Sei (w,W ) : J
′
n+1 → G ein Weg, fu¨r den W (lj+1) = e fu¨r ein
j ∈ {0, . . . , n}, n ∈ N gilt.
(a) Wenn p = w(j) und q = w(j + 1) gilt, so ist(
w˜, W˜
)
◦ (φj ,Φj) : J
′
n → Cp,e,q(G)
ein Weg. Dabei ist
(
w˜, W˜
)
die von (w,W ) induzierte Abbildung aus Satz 4.16 auf
Seite 86 und (φj ,Φj) der Isomorphismus aus Lemma 5.5 auf Seite 117.
(b) Wenn q = w(j) und p = w(j + 1) gilt, so ist(
˜w ◦ δn+1, ˜W ◦∆n+1
)
◦ (φn−j ,Φn−j) : J
′
n → Cp,e,q(G)
ein Weg. Dabei ist ( ˜w ◦ δn+1, ˜W ◦∆n+1) die von (w ◦ δn+1,W ◦∆n+1) induzierte
Abbildung aus Satz 4.16 auf Seite 86, (φn−j ,Φn−j) der Isomorphismus aus 5.5 und
(δn+1,∆n+1) der Isomorphismus aus Lemma 5.4 auf Seite 117.
Beweis Zu (a): Die Aussage folgt aus Satz 4.16 und Lemma 5.4.
Zu (b): Definiere s := n− j ∈ {0, . . . , n}, d := w ◦δn+1 und D := W ◦∆n+1. Damit gelten
D(ls+1) = W
(
ln+2−(s+1)
)
= W (ln−s+1) = W (lj+1) = e,
d(s+ 1) = w(n+ 1− (s+ 1)) = w(n− s) = w(j) = q und
d(s) = w(n+ 1− s) = w(j + 1) = p.
Nun wendet man (a) auf den Weg (d,D) : J ′n+1 → Cp,e,q(G) an und erha¨lt einen Weg(
d˜, D˜
)
◦ (φs,Φs). 2
Bemerkung Die folgende Abbildung veranschaulicht die Situation aus Satz 5.7.
G :
q
e
p
Cp,e,q(G) :
q
2
Satz 5.8 Vorgelegt sei ein orientierter Graph G, Ecken p, q und eine Kante e von G, so
dass Cp,e,q(G) definert ist, sowie ein Weg (w,W ) : J
′
n → G mit n ∈ N, e /∈ Bild(W ), p =
w(s), q = w(t), s, t ∈ {0, . . . , n} und m := min{t, s}. Dann ist
(
w˜, W˜
)
: J ′|t−s| → Cp,e,q(G)
definiert durch w˜(i) := ψ (p, q, VG) (w(m+ i)) und W˜ (li) := W (lm+i) ein Kreis.
Beweis Mit W ist auch W˜ injektiv. Außerdem ist w˜ injektiv auf {0, . . . , |t− s| − 1}:
w˜(i) = w˜(j) =⇒ ψ (p, q, VG)w(m+ i) = ψ (p, q, VG)w(m+ j)
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=⇒ w(m+ i) = w(m+ j) ∨ [w(m+ i) = p ∧ w(m+ j) = q]
∨ [w(m+ i) = q ∧ w(m+ j) = p]
=⇒ m+ i = m+ j ∨ [m+ i = s ∧ m+ j = t] ∨ [m+ j = s ∧ m+ i = t]
=⇒ i = j, denn m ∈ {s, t}.
Daru¨ber hinaus gilt w˜(0) = ψ (p, q, VG)w(m) = q = ψ (p, q, VG)w(m+|t−s|) = w˜ (|t− s|).
Es bleibt nachzuweisen, dass
(
w˜, W˜
)
ein Homomorphismus ist. Sei o.B.d.A. m = s. Man
errechnet:
P2 (w˜) gJ ′
|t−s|
(lx) = P2 (w˜) ({x, x− 1}) = {w˜(x), w˜(x− 1)}
= {ψ(p, q, VG)w(m+ x), ψ(p, q, VG)w(m+ x− 1)}
= P2 (ψ(p, q, VG) ◦ w) ({s+ x, s+ x− 1})
= P2 (ψ(p, q, VG) ◦ w) gJ ′n (ls+x)
= P2 (ψ(p, q, VG))P2(w)gJ ′n (ls+x) = P2 (ψ(p, q, VG)) gGW (ls+x)
= gCp,e,q(G) (W (lm+x)) = gCp,e,q(G)W˜ (lx).
Fu¨r J ′|t−s| wa¨hlt man nun die passende Orientierung. 2
Bemerkung Die folgende Abbildung veranschaulicht die Situation aus Satz 5.8.
G :
qp
e
Cp,e,q(G) :
q
2
Satz 5.9 Vorgelegt sei ein orientierter Graph G, Ecken p, q und eine Kante e von G, so
dass Cp,e,q(G) definert ist, sowie ein Kreis (c, C) : J
′
n → G mit e /∈ BildC. Außerdem
sei die Bedingung c−1(p) = ∅ ∨
[
c−1(p) 6= ∅ ∧ c−1(q) = ∅
]
erfu¨llt. Dann ist die Abbildung(
c˜, C˜
)
: J ′n → L, die durch C˜(x) := C(x) und
c˜(x) :=
 c(x) : x /∈ c−1(p)q : x ∈ c−1(p)
festgelegt wird, ein Kreis.
Beweis Sei (i, I) : Bild(c, C)→ G die Inklusion und
(
ı˜, I˜
)
: Bild(c, C)→ Cp,e,q(G) die
Abbildung aus 4.17.1. auf Seite 87. Es gilt dann
(
c˜, C˜
)
=
(
ı˜, I˜
)
◦ (c, C), denn zum einen
ist ı˜c(x) = ı˜(p) = q = c˜(x) fu¨r x ∈ c−1(p) und zum anderen ı˜c(x) = ic(x) = c˜(x) fu¨r
x = i(x) /∈ c−1(p). Als Komposition ist
(
c˜, C˜
)
ein Homomorphismus. Nach Satz 4.17.2. ist
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(
ı˜, I˜
)
injektiv, also sind mit C und c||{0, . . . , n− 1} auch C˜ und c˜||{0, . . . , n− 1} injektiv.
Außerdem gilt c˜(0) = ı˜c(0) = ı˜c(n) = c˜(n). 2
Bemerkung Die folgende Abbildung veranschaulicht die Situation aus Satz 5.9.
(a) Fu¨r c−1(p) = ∅ :
G :
e
qp
Cp,e,q(G) : q
(b) Fu¨r c−1(p) 6= ∅ :
G :
e
qp
Cp,e,q(G) : q
2
5.1.2 Hochheben von Wegen
Satz 5.10 Fu¨r X ∈ {G,H,L} seien X = (VX , EX , gX) orientierte Graphen. Fu¨r Ecken
p, q ∈ VL und eine Kante e ∈ EL sei H := Cp,e,q(L) definiert. Vorgelegt seien daru¨ber
hinaus endliche Mengen EK und VK , fu¨r die EG ⊂ EK , VG ⊂ VK , EK \ EG = {e} und
VK \ VG = {p} gelten. In
(f, F ) : J ′n G H
-(d,D) -(i,I)
sei (d,D) ein Isomorphismus orientierter Graphen, G < H, (i, I) der Inklusionshomomor-
phismus, (f, F ) := (i, I) ◦ (d,D) und n ∈ N. Dann gibt es einen Weg (w,W ) : J ′m → L,
fu¨r den (a) sowie (b) oder (c) gilt:
(a) f(0) = w(0), f(n) = w(m).
(b) Bild f = Bildw, BildF = BildW, m = n.
(c) Bild f ∪ {p} = Bildw, BildF ∪ {e} = BildW, m = n+ 1.
Zur Konstruktion des Weges (w,W ) mu¨ssen einige Fallunterscheidungen herangezogen
werden. Dort wird jeweils eine Abbildungsvorschrift fu¨r (w,W ) angegeben. Dann muss
nachgewiesen werden, dass es sich dabei um einen Weg handelt. Versieht man J ′m mit der
von L induzierten Orientierung gJ ′m(x) := (w×w)
−1 (gL (W (x))) fu¨r jede Kante x von J
′
m,
so ist (w,W ) : J ′m → L ein Homomorphismus orientierter Graphen. In der Bemerkung
auf Seite 128 sind einige der nachfolgenden Fa¨lle
”
abgebildet“.
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1. q /∈ Bild f . Sei m := n, w(x) := f(x) fu¨r jede Ecke x von J ′m und W (x) := F (x) fu¨r
jede Kante x von J ′m.
2. q ∈ Bild f . Sei s := f−1(q). Da Inz (s, J ′n) nicht leer ist, ergibt sich wegen 4.15.1.
auf Seite 85 die folgende Fallunterscheidung (a), (b) und (c):
(a) M sp (f, F ) = ∅. Sei m := n, w(x) := f(x) fu¨r jede Ecke x von J
′
m und W (x) :=
F (x) fu¨r jede Kante x von J ′m.
(b) M sq (f, F ) = ∅ und M
s
p (f, F ) 6= ∅.
i. s = 0. Sei m := n+1. Definiere Abbildungen φ : VJ ′m → VK , Φ : EJ ′m → EK
und gK : EK → VK × VK durch:
gK(x) :=

gG(x) : x ∈ EG\ {D (l1)}
gL(e) : x = e
ψ2 (q, p, VK) gG(x) : x = D (l1)
,
φ(i) :=

q : i = 0
p : i = 1
d(i− 1) : 2 ≤ i ≤ m
,Φ (li) :=
 e : i = 1D (li−1) : 2 ≤ i ≤ m .
Dann ist K := (VK , EK , gK) ein Teilgraph von L. Die Abbildung (φ,Φ) :
J ′m → νK ist ein Isomorphismus nicht-orientierter Graphen und man de-
finiert w(x) := φ(x) fu¨r jede Ecke x von J ′m und W (x) := Φ(x) fu¨r jede
Kante x von J ′m.
ii. s ∈ {1, . . . , n − 1}, falls n ≥ 2. Sei m := n, W (x) := F (x) fu¨r jede Kante
x von J ′n sowie
w(i) :=
 f(i) : i 6= sp : i = s fu¨r jedes i ∈ VJ ′m .
iii. s = n. Sei m := n+1. Definiere Abbildungen φ : VJ ′m → VK , Φ : EJ ′m → EK
und gK : EK → VK × VK durch:
gK(x) :=

gG(x) : x ∈ EG\ {D (ln)}
gL(e) : x = e
ψ2 (q, p, VK) gG(x) : x = D (ln)
,
φ(i) :=

d(i) : 0 ≤ i ≤ n− 1
p : i = n
d(n) : i = n+ 1
, Φ (li) :=
 D (li) : 1 ≤ i ≤ ne : i = n+ 1 .
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Dann ist K := (VK , EK , gK) ein Teilgraph von L. Die Abbildung (φ,Φ) :
J ′m → νK ist ein Isomorphismus nicht-orientierter Graphen und man de-
finiert w(x) := φ(x) fu¨r jede Ecke x von J ′m und W (x) := Φ(x) fu¨r jede
Kante x von J ′m.
(c) M sq (f, F ) 6= ∅ und M
s
p (f, F ) 6= ∅. Sei m := n+1. Es gelten hier s ∈ {1, . . . , n−
1} sowie M sp (f, F ) = {ls} oder M
s
p (f, F ) = {ls+1}. Definiere gK : EK →
VK × VK und Φ : EJ ′m → EK durch
gK(x) :=

gG(x) : x ∈ EG\
{
D
(
M sp (f, F )
)}
gL(e) : x = e
ψ2 (q, p, VK) gG(x) : x ∈ D
(
M sp (f, F )
) ,
Φ(li) :=

D(li) : 1 ≤ i ≤ s
e : i = s+ 1
D(li−1) : s+ 2 ≤ i ≤ m
.
Zur Definition der Abbildung φ : VJ ′m → VK wird eine weitere Fallunterschei-
dung beno¨tigt:
i. Fu¨r M sp (f, F ) = {ls} : φ(i) :=

d(i) : 0 ≤ i ≤ s− 1
p : i = s
d(i− 1) : s+ 1 ≤ i ≤ m
.
ii. Fu¨r M sp (f, F ) = {ls+1} : φ(i) :=

d(i) : 0 ≤ i ≤ s
p : i = s+ 1
d(i− 1) : s+ 2 ≤ i ≤ m
.
Dann ist K := (VK , EK , gK) ein Teilgraph von L und (φ,Φ) : J
′
m → νK
ein Isomorphismus nicht-orientierter Graphen. Definiere w(x) := φ(x) fu¨r jede
Ecke x von J ′m und W (x) := Φ(x) fu¨r jede Kante x von J
′
m.
Beweis Zu 2(b)i.: Aus M 0p (f, F ) 6= ∅ folgt M
0
p (f, F ) = {l1}. Da (d,D) ein Isomor-
phismus ist, gelten
Md(0)q (i, I) = M
0
q (f, F ) = ∅, M
d(0)
p (i, I) = D
(
M0p (f, F )
)
= D (l1)
nach Lemma 4.15.6. sowie q = f(0) = i ◦ d(0) = d(0) ∈ Bild i. Daher ist (˜ı, I˜) : G → L
nach Satz 4.18 B 2. ein injektiver Homomorphismus. Fu¨r jedes x ∈ EK gilt gK(x) = gL(x):
• x ∈ EG\ {D (l1)} : x 6= D(l1)
(d,D) Isom.
=⇒ d(0) /∈ gG(x) =⇒ ı˜
2gG(x) = gG(x) =⇒
gL(x) = gLI˜(x)
(
 
ı,
 
I) Homom.
= ı˜2gG(x) = gG(x) = gK(x).
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• x = D (l1) : gL(x) = ı˜
2gGD(l1) = ψ
2 (q, p, VK) gGD(l1) = gK(x).
• x = e : gL(x) = gK(x).
Daher ist K ein Teilgraph von L. Nun wird gezeigt, dass (φ,Φ) ein Isomorphismus der
nicht-orientierten Graphen νK und J ′m ist. An den Definitionen der Abbildungen erkennt
man, dass φ und Φ bijektiv sind. Daher bleibt νgKΦ(li) = P2(φ)gJ ′m(li) = {φ(i), φ(i− 1)}
fu¨r i ∈ {1, . . . ,m} zu zeigen:
• i = 1 : νgKΦ(l1) = νgK(e) = {p, q} = {p, d(0)} = {φ(1), φ(0)}.
• i = 2 : νgKΦ(l2) = P2 (ψ (q, p, VG)) ({d(0), d(1)} = {p, d(1)} = {φ(1), φ(2)}.
• i ≥ 3 : νgKΦ(li) = νgKD (li−1) = νgGD (li−1) = {d(i− 1), d(i− 2)}= {φ(i), φ(i− 1)} .
Fu¨r den Weg (w,W ) gilt nun: w(0) = φ(0) = q = d(0) = f(0), w(m) = φ(m) = d(m−1) =
d(n) = f(n) sowie BildW = BildΦ = EK = EG ∪ {e} = BildD ∪ {e} = BildF ∪ {e},
Bildw = Bildφ = VK = VG ∪ {p} = Bild d ∪ {p} = Bild f ∪ {p}. Daher gelten (a) und (c)
aus der Behauptung.
Zu 2(b)iii.: Man geht wie im Fall 2(b)i. vor. Aus Mnp (f, F ) 6= ∅ folgt M
n
p (f, F ) = {ln}.
Da (d,D) ein Isomorphismus ist, gelten
Md(n)q (i, I) = M
n
q (f, F ) = ∅, M
d(n)
p (i, I) = D
(
Mnp (f, F )
)
= D (ln)
nach Lemma 4.15.6. sowie q = f(n) = i ◦ d(n) = d(n) ∈ Bild i. Daher ist (˜ı, I˜) : G → L
nach Satz 4.18 B 2. ein injektiver Homomorphismus. Fu¨r jedes x ∈ EK gilt gK(x) = gL(x):
• x ∈ EG\ {D (ln)} : x 6= D(ln)
(d,D) Isom.
=⇒ d(n) /∈ gG(x) =⇒ ı˜
2gG(x) = gG(x) =⇒
gL(x) = gLI˜(x)
(
 
ı,
 
I) Homom.
= ı˜2gG(x) = gG(x) = gK(x).
• x = D (ln) : gL(x) = ı˜
2gGD(ln) = ψ
2 (q, p, VK) gGD(ln) = gK(x).
• x = e : gL(x) = gK(x).
Daher ist K ein Teilgraph von L. Nun wird gezeigt, dass (φ,Φ) ein Isomorphismus der
nicht-orientierten Graphen νK und J ′m ist. An den Definitionen der Abbildungen erkennt
man, dass φ und Φ bijektiv sind. Daher bleibt νgKΦ(li) = P2(φ)gJ ′m(li) = {φ(i), φ(i− 1)}
fu¨r i ∈ {1, . . . ,m} zu zeigen:
• i = m : νgKΦ(lm) = νgK(e) = {p, q} = {p, d(n)} = {φ(n), φ(n+ 1)} .
• i = n : νgKΦ(ln) = νgKD(ln) = {p, d(n− 1)} = {φ(n), φ(n− 1)} .
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• 1 ≤ i ≤ n−1 : νgKΦ(li) = νgKD(li) = νgGD(li) = {d(i), d(i− 1)} = {φ(i), φ(i− 1)} .
Fu¨r den Weg (w,W ) gilt nun: w(0) = φ(0) = d(0) = f(0), w(m) = φ(m) = d(n) =
f(n) sowie BildW = Bild Φ = EK = EG ∪ {e} = BildD ∪ {e} = BildF ∪ {e}, Bildw =
Bildφ = VK = VG ∪ {p} = Bild d ∪ {p} = Bild f ∪ {p}. Daher gelten (a) und (c) aus der
Behauptung.
Zu (c): Die erste Aussage zeigt man wie folgt: ∀ 0 ≤ s ≤ n : Sch (s, J ′n) = ∅
4.15.5.
=⇒
M sq (f, F ) ∩ M
s
p (f, F ) = ∅ =⇒ ∃ x ∈ M
s
p (f, F ), y ∈ M
s
q (f, F ) : x 6= y =⇒ x, y ∈
Inz (s, J ′n) =⇒ {x, y} = {ls, ls+1}.
Aus Lemma 4.15.6 ergibt sich D
(
M sp (f, F )
)
= M
d(s)
p (i, I) 6= ∅ und D
(
M sq (f, F )
)
=
M
d(s)
q (i, I) 6= ∅. Daher kann man Satz 4.18 B 3. auf die Inklusion (i, I) : G→ H anwenden.
Es folgt, dass K ein Teilgraph von L vermo¨ge der Inklusion (˜ı, I˜) ist. Die Abbildung
(φ,Φ) : J ′m → νK ist ein Isomorphismus, denn zum einen sind φ und Φ offensichtlich
bijektiv, und zum anderen gilt
im Fall (c) i.:
• 1 ≤ i ≤ s−1 : νgKΦ(li) = νgKD(li) = gGD(li) = {d(i), d(i− 1)} = {φ(i), φ(i− 1)} ,
• i = s : νgKΦ(ls) = νgKD(ls) = P2 (ψ(q, p, VK)) ({d(s− 1), d(s)}) = {d(s− 1), p}
= {φ(s− 1), φ(s)} ,
• i = s+ 1 : νgKΦ (ls+1) = νgK(e) = {p, q} = {φ(s), d(s)} = {φ(s+ 1), φ(s)} ,
• s+ 2 ≤ i ≤ m : νgKΦ(li) = νgKD(li−1) = {d(i− 1), d(i− 2)} = {φ(i), φ(i− 1)} ,
und im Fall (c) ii.:
• 1 ≤ i ≤ s : νgKΦ(li) = νgKD(li) = νgGD(li) = {d(i), d(i− 1)} = {φ(i), φ(i− 1)},
• i = s+ 1 : νgKΦ(ls+1) = νgK(e) = {p, q} = {d(s), φ(s+ 1)} = {φ(s+ 1), φ(s)},
• i = s+ 2 : νgKΦ(ls+2) = νgKD(ls+1) = {d(s+ 1), p} = {φ(s+ 2), φ(s+ 1)},
• s+ 3 ≤ i ≤ m : νgKΦ(li) = νgKD(li−1) = {d(i− 1), d(i− 2)} = {φ(i), φ(i− 1)}.
Die Behauptungen (a) und (c) ergeben sich wie folgt: w(0) = φ(0) = d(0) = f(0), w(m) =
φ(m) = d(n) = f(n) sowie BildW = BildΦ = EK = EG ∪ {e} = BildD ∪ {e} =
BildF ∪ {e}, Bildw = Bildφ = VK = VG ∪ {p} = Bild d ∪ {p} = Bild f ∪ {p}.
Zu 1.: Es la¨sst sich 4.18 A auf die Inklusion (i, I) : G→ H anwenden. So erha¨lt man den
Weg (w,W ) := (˜ı, I˜) ◦ (d,D), also w(x) = i ◦ d(x) = f(x) und W (x) = I ◦D(x) = F (x).
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Zu 2.(a): Es la¨sst sich 4.18 B 1. auf die Inklusion (i, I) : G → H anwenden, denn nach
4.15.6. ist M sp (f, F ) = M
d(s)
p (i, I) = ∅. Den Weg (w,W ) erha¨lt man wie in 1.
Zu 2.(b) ii.: Es la¨sst sich 4.18 B 2. auf die Inklusion (i, I) : G→ H anwenden, denn nach
4.15.6. ist M sq (f, F ) = M
d(s)
q (i, I) = ∅. Demnach ergibt sich W (x) := I˜ ◦D(x) = F (x) und
w(x) := ı˜ (d(x)) =
 i (d(x)) = f(x) : d(x) 6= d(s)⇔ x 6= sp : d(x) = d(s)⇔ x = s .
2
Bemerkung In der folgenden Abbildung ist jeweils ein Ausschnitt des Graphen L
dargestellt. Die fett markierten Linien bezeichnen den Verlauf des hochgehobenen Weges
(w,W ).
2.(a) :
p e
f(s)=q
2.(b)i. :
D(l )1
p e
f(0)=q
2.(b)ii. :
p e
f(s)=q
2.(b)iii. :
D(l )n
p e
f(n)=q
2.(c)i. :
D(ls+1)D(l )s
p
e
q
2.(c)ii. :
D(ls+1) D(l )s
p
e
q
2
5.1.3 Mehrfacher Zusammenhang
Definition 5.11 Sei G = (V,E, g) ein Graph. Zwei Ecken v, w ∈ V heißen zusam-
menha¨ngend, wenn es einen Weg von v nach w in G gibt. Man definiert eine A¨qui-
valenzrelation R ⊂ V × V durch (v, w) ∈ R :⇔ v und w sind zusammenha¨ngend in G
oder v = w. Damit zerfa¨llt V in A¨quivalenzklassen Vi, so dass V = V1 ∪ · · · ∪ Vn gilt. Fu¨r
j ∈ {1, . . . , n} definiere die Komponenten Gj :=
(
VGj , EGj , gGj
)
von G durch VGj := Vj,
EGj := {e ∈ E | die in G zu e inzidenten Ecken sind in VGj} und gGj (e) := g(e) fu¨r
e ∈ EGj . Die Anzahl der Komponenten wird mit p0(G) bezeichnet. Ist p0(G) = 1, so heißt
G zusammenha¨ngend. Die Zahl p1(G) := |E| − |V | + p0(G) nennt man chromatische
Zahl von G. Ein Graph mit chromatischer Zahl Null heißt Wald. Ein Baum ist ein Wald
mit genau einer Komponente. 2
Satz 5.12 Vorgelegt sei ein Graph G sowie eine (p, e, q)-Kontraktion Cp,e,q(G).
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(a) Ist H 6= ∅ ein zu G disjunkter Graph, so gilt p0(H) + p0(G) = p0(H ∪G).
(b) i. p0(G) = p0 (Cp,e,q(G)), ii. p1(G) = p1 (Cp,e,q(G)).
(c) Sei H eine Komponente von Cp,e,q(G). Es gibt genau eine Komponente H
′ von G,
fu¨r die EH ⊂ EH′ und VH ⊂ VH′ gilt.
Beweis Zu (a): Es genu¨gt die Behauptung fu¨r zusammenha¨ngende Graphen G und
H zu zeigen. Der allgemeine Fall folgt dann mit Induktion u¨ber die Anzahl der Kompo-
nenten, denn eine Komponente ist definitionsgema¨ß zusammenha¨ngend. Offenbar geho¨ren
alle Ecken von H zu einer A¨quivalenzklasse und alle Ecken von G zu einer A¨quivalenz-
klasse in G ∪ H. Diese Klassen sind disjunkt, denn: Angenommen es gibt einen Weg
(w,W ) : J ′n → G ∪H, n ≥ 2, mit w(0) ∈ VH und w(n) ∈ VG. Wegen VG ∩ VH = ∅ muss
W (li),W (li+1) ∈ EH , falls w(i) ∈ VH ist, oder W (li),W (li+1) ∈ EG, falls w(i) ∈ VG ist,
fu¨r jedes i ∈ {1, . . . , n− 1} gelten. Aus w(0) ∈ VH folgt W (l1) ∈ EH und w(1) ∈ VH . Also
gilt (induktiv) W (li) ∈ EH und w(i) ∈ VH fu¨r jedes i ∈ {1, . . . , n}. Daher muss w(n) ∈ VH
sein. Widerspruch! Fu¨r n = 1 erha¨lt man sofort einen analogen Widerspruch. Daher gilt
p0(G ∪H) = 2.
Zu (b)i.: Der Beweis wird mit Induktion u¨ber die Anzahl p0(G) = n der Komponenten
von G gefu¨hrt.
n = 1 : Zu zeigen ist: G zusammenha¨ngend ⇔ Cp,e,q(G) zusammenha¨ngend.
⇒: Es seien x, y verschiedene Ecken von Cp,e,q(G). Nach Voraussetzung gibt es einen
Weg (w,W ) : J ′n+1 → G, n ∈ N0 von x nach y. Angenommen es gilt e ∈ BildW .
In Satz 5.7 (a) auf Seite 121 gilt dann j > 0, denn p 6= x = w(0). Man berechnet
w˜φj(0) = w˜(0) = w(0) = x und w˜φj(n) = w˜(n + 1) = w(n + 1) = y. Also liefert 5.7(a)
einen Weg von x nach y in Cp,e,q(G). Tritt (b) in 5.7 ein, schließt man analog, denn dort gilt
dann j < n. Nun gelte e /∈ BildW . Es sei (w˜, W˜ ) : J ′n+1 → Cp,e,q(G) der Homomorphismus
aus 4.17.1. auf Seite 87. Wenn w−1(p) = ∅ gilt, ist (w˜, W˜ ) injektiv nach 4.17.2. Wegen
w˜(0) = w(0) und w˜(n+ 1) = w(n+ 1) ist (w˜, W˜ ) ein Weg von x nach y. Gilt w−1(p) 6= ∅,
so sei s := w−1(p). Aus x = w(0), y = w(n+ 1) ∈ VG \ {p} folgt s 6= 0 und s 6= n+ 1. Tritt
der Fall w−1(q) = ∅ ein, ist (w˜, W˜ ) der gesuchte Weg von x nach y gema¨ß 4.17.2. Tritt
w−1(q) 6= ∅ ein, so sei t := w−1(q) und o.B.d.A. s < t. Der Weg (w,W ) induziert einen
Weg von x = w(0) nach p = w(s) und, sofern q 6= y gilt, einen Weg von w(t) = q nach
y = w(n+ 1). Also gibt es einen Weg von x nach y in G, der e als Kante entha¨lt. Dieser
Fall ist bereits untersucht worden.
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⇐: Seien x, y Ecken von G. Wenn {x, y} = {p, q} gilt, ist (w,W ) : J ′1 → G, w(0) := p,
w(1) := q und W (l1) := e der gesuchte Weg. Seien nun x, y ∈ VG \ {p} = VCp,e,q(G). Dann
gibt es nach Voraussetzung einen Weg von x nach y in Cp,e,q(G), der mit Satz 5.10 auf
Seite 123 zu einem Weg in G von x nach y hochgehoben werden kann. Wenn x = p und
y ∈ VG \ {p, q} gilt, gibt es zuna¨chst einen Weg von q nach y in Cp,e,q(G) und somit nach
Satz 5.10 auch in G. Da p in G adjazent zu q ist, gibt es deshalb auch einen Weg von x
nach y in G.
n 7→ n + 1 : Es seien Gi, i ∈ {1, . . . , n+1} die Komponenten von G. Da die Kantenmen-
gen der Komponenten definitionsgema¨ß disjunkt sind, gibt es genau ein j ∈ {1, . . . , n+1}
mit e ∈ EGj und p, q ∈ VGj . O.B.d.A. sei j 6= 1. Der Graph H :=
⊎n
i=2Gi hat n Kompo-
nenten. Satz 4.9 auf Seite 79 liefert Cp,e,q(G) = Cp,e,q (H) ∪G1. Daher gilt:
p0(G) = p0(G1 ∪H)
(a)
= p0(G1) + p0(H) = 1 + n
IV
= p0(G1) + p0 (Cp,e,q(H))
(a)
= p0 (G1 ∪ Cp,e,q(H)) = p0 (Cp,e,q(G)) .
Zu (b)ii.: Man berechnet:
p1(G) = |EG| − |VG|+ p0(G) = |EG| − 1− |VG|+ 1 + p0(G)
(b)i.
=
∣∣ECp,e,q(G)∣∣− ∣∣VCp,e,q(G)∣∣+ p0 (Cp,e,q(G)) = p1 (Cp,e,q(G)) .
Zu (c): Es seien Gi, i ∈ {1, . . . , n} die Komponenten von G. Da die Kantenmengen
der Komponenten definitionsgema¨ß disjunkt sind, gibt es genau ein j ∈ {1, . . . , n + 1}
mit e ∈ EGj und p, q ∈ VGj . O.B.d.A. sei j = 1. Wie im Induktionsschluss von (b)i.
erkennt man, dass Cp,e,q(G1), G2, . . . , Gn die Komponenten von Cp,e,q(G) sind. Also gilt
H = Cp,e,q(G1) oder H = Gi fu¨r ein i ∈ {2, . . . , n}. Dann wa¨hlt man H
′ := G1 bzw.
H ′ := Gi. Sei H
′′ eine weitere Komponente von G mit EH ⊂ EH′′ und VH ⊂ VH′′ . Es folgt
EH ⊂ EH′ ∩ EH′′ = ∅ sowie VH ⊂ VH′ ∩ VH′′ = ∅. Daher gilt H = ∅. Widerspruch! 2
Definition 5.13 Es sei G = (V,E, g) ein Graph.
1. Fu¨r U ⊂ V definiert man den Graphen G − U := (VG−U , EG−U , gG−U ) durch
VG−U := VG\U , EG−U := {e ∈ E | die in G zu e inzidenten Ecken sind in VG−U}
und gG−U (e) := g(e) fu¨r e ∈ EG−U .
2. Fu¨r U ⊂ E wird der Graph G − U := (VG−U , EG−U , gG−U ) durch VG−U := V ,
EG−U := E \ U und gG−U (e) := g(e) fu¨r e ∈ EG−U definiert.
2
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Korollar 5.14 Sei G = (V,E, g) ein Graph und U eine nichtleere Teilmenge von V . Dann
gilt EG−U = E \
⋃
u∈U
Inz(u,G).
Beweis Sei x ∈ E und G nicht-orientiert. Es gilt:
x ∈
⋃
u∈U
Inz(u,G)⇔ ∃u ∈ g(x) : u ∈ U ⇔ ∃u ∈ g(x) : u /∈ VG \ U = VG−U ⇔ x /∈ EG−U .
2
Definition 5.15 [23], [25] Sei n ∈ N. Ein Graph G = (V,E, g) heißt n-zusammenha¨ngend,
wenn er mindestens n + 1 Ecken hat, und fu¨r alle W ⊂ V mit |W | ≤ n − 1 der Graph
G−W zusammenha¨ngend ist. 2
Definition 5.16 [27] Fu¨r X ∈ {G,H,K} sei X = (VX , EX , gX) ein Graph. Sei n ∈ N
und G zusammenha¨ngend. Eine n-Aufspaltung von G ist ein Paar (H,K) von Teilgraphen
von G, das die Bedingungen
1. G = H ∪K, 2. EH ∩ EK = ∅, 3. |VH ∩ VK | = n,
4. |EH | ≥ n und |EK | ≥ n
erfu¨llt. Ein Graph G heißt m-zusammenha¨ngend nach Tutte, wenn m ∈ N gilt und es
fu¨r jedes n < m keine n-Aufspaltung von G gibt. 2
Bemerkung Ein nach Tutte 1-zusammenha¨ngender Graph ist laut Definition 5.16 zu-
sammenha¨ngend. Der Zusammenhangsbegriff aus Definition 5.11 auf Seite 128 stimmt
mit dem aus [27], Seite 15 (unten) u¨berein, wie man an Theorem I.43. auf Seite 21 in [27]
erkennt.
Satz 5.17 Ein 3-zusammenha¨ngender und einfacher Graph ist 3-zusammenha¨ngend nach
Tutte.
Beweis Es wird gezeigt, dass G nicht 3-zusammenha¨ngend oder nicht einfach ist, wenn
G nicht 3-zusammenha¨ngend nach Tutte ist. Es sei G o.B.d.A. nicht orientiert und X =
(VX , EX , gX) ein Graph fu¨r X ∈ {G,H,K}.
1. Fall: Sei (K,H) eine 1-Aufspaltung von G mit {v} = VK ∩ VH . Dann gilt VG−{v} =
VG \ {v} = (VH \ {v})
⊎
(VK \ {v}).
1. Unterfall: VH \{v} 6= ∅ ∧ VK \{v} 6= ∅. Angenommen es gibt einen Weg (d,D) : Jn →
G − {v} mit d(0) ∈ VH \ {v} und d(n) ∈ VK \ {v}. Dann muss das Bild von D Kanten
aus EH und EK enthalten, die nicht inzident zu v sind, also gibt es ein i ∈ {0, . . . , n} mit
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d(i) ∈ VH \ {v} ∩ VK \ {v} = ∅. Widerspruch! Also ist G− {v} nicht zusammenha¨ngend.
2. Unterfall: VH \ {v} = ∅. Nach Voraussetzung ist VH 6= ∅ und EH 6= ∅. Also gilt VH =
{v} und fu¨r f ∈ EH : gH(f) = {v}. Wegen EH ⊂ EG folgt daraus gG(f) = gH(f) = {v}.
Daher ist G nicht einfach.
3. Unterfall: VK \ {v} = ∅. Man schließt wie im 2. Unterfall.
2. Fall: Sei (K,H) eine 2-Aufspaltung von G mit {v, w} = VK ∩VH . Dann gilt VG\{v,w} =
VG \ {v, w} = (VH \ {v, w})
⊎
(VK \ {v, w}).
1. Unterfall: VH \ {v, w} 6= ∅ ∧ VK \ {v, w} 6= ∅. Man argumentiert wie im 1. Unterfall
vom 1. Fall.
2. Unterfall: VH \ {v, w} = ∅. Dann gilt VH = {v, w}. Da (K,H) eine 2-Aufspaltung ist,
gibt es e, f ∈ EH mit e 6= f und gH(e) = gG(e), gH(f) = gG(f). Wenn gH(f), gH(e) ∈
{{v}, {w}} erfu¨llt ist, istG nicht einfach. Ansonsten gilt gH(f) = {v, w} = gG(e). Demnach
sind f und e Mehrfachkanten in G. Auch in diesem Fall ist G nicht einfach.
3. Unterfall: VK \ {v, w} = ∅. Man argumentiert wie im 2. Unterfall. 2
Satz 5.18 Sei G = (V,E, g) ein Graph. Der Graph G−W ist zusammenha¨ngend fu¨r alle
W ⊂ V mit |W | ≤ 2, wenn G 3-zusammenha¨ngend nach Tutte ist.
Beweis Es wird gezeigt: Gibt es ein W ⊂ V mit |W | ≤ 2, so dass G − W nicht
zusammenha¨ngend ist, so ist G nicht zusammenha¨ngend nach Tutte.
Es sei nun solch ein W ⊂ V gegeben. O.B.d.A. sei G nicht orientiert.
1. Fall: |W | = 0. Dann ist G nicht zusammenha¨ngend, denn W = ∅. Deshalb ist G nicht
1-zusammenha¨ngend nach Tutte, also auch nicht 3-zusammenha¨ngend nach Tutte.
2. Fall: |W | = 1. Wenn G nicht zusammenha¨ngend ist, folgt die Behauptung aus dem
1. Fall. Sei also G zusammenha¨ngend, W = {v} und G − {v} nicht zusammenha¨ngend.
Dann gibt es nichtleere Teilgraphen G1, G2 von G − {v} < G, so dass G1 ∩ G2 = ∅ und
G− {v} = G1 ∪G2 gilt. Mithilfe der Mengen
Mi :=
{
e ∈ EG | ∃v
′ ∈ VGi : g(e) = {v, v
′}
}
fu¨r i ∈ {1, 2} und
A := {e ∈ EG | g(e) = {v}}
definiert man die Graphen H := (VH , EH , gH) und L := (VL, EL, gL) durch
VH := VG1 ∪ {v} , EH := EG1 ∪M1 gH(x) := g(x) fu¨r x ∈ EH ,
VL := VG2 ∪ {v} , EL := EG2 ∪M2 ∪A und gL(x) := g(x) fur x ∈ EL.
Dann ist (H,L) eine 1-Aufspaltung von G, denn:
1. VH ∪ VL = VG1 ∪ VG2 ∪ {v} = VG und EH ∪ EL = EG1 ∪ EG2 ∪M1 ∪M2 ∪ A
(∗)
= EG.
5.1. WEGE, KREISE, ZUSAMMENHANG 133
Beweis von (∗): Zuna¨chst gilt EG−{v} = {e ∈ EG | v /∈ g(e)} = EG1 ∪ EG2 . Offensichtlich
gilt ⊂ in (∗). Es gilt auch ⊃, denn fu¨r e ∈ EG−{v} gilt e ∈ EG1 ∪EG2 und fu¨r e /∈ EG−{v}
gilt: Es gibt ein v′ ∈ VG = VG1 ∪ VG2 ∪ {v}, so dass g(e) = {v, v
′} erfu¨llt ist. Daraus folgt
e ∈M1 ∪M2 ∪A.
Definitionsgema¨ß gilt gH∪L(x) = g(x) fu¨r alle x ∈ EH∪L. Insgesamt ergibt sich G = H∪L.
2. EH ∩ EL = (EG1 ∪M1) ∩ (EG2 ∪M2 ∪A) = ∅.
3. VH ∩ VL = (VG1 ∩ VG2) ∪ {v} = {v}.
4. Es wird zuna¨chst |EH | ≥ 1 gezeigt. Sei v
′ ∈ VG1 . Da G zusammenha¨ngend ist, gibt
es einen Weg (d,D) : Jn → G mit d(0) = v, d(n) = v
′ und v′ ∈ g (D(ln)). Angenommen
es gilt D(ln) ∈ EG2 . Daraus folgt v
′ ∈ g (D(ln)) ∈ P2 (VG2). Dies ergibt den Widerspruch
v′ ∈ VG1 ∩ VG2 ! Also ist D(ln) ∈ EG \ EG2 . Aus v
′ ∈ g (D(ln)) ∩ VG1 und insbesondere
v′ 6= v folgt daru¨ber hinaus D(ln) /∈ M2 sowie D(ln) /∈ A. Insgesamt erha¨lt man aus der
Gleichung (∗): D(ln) ∈ EG1 ∪M1 = EH .
Zu zeigen bleibt, dass |EL| ≥ 1 ist. Gibt es eine zu {v} inzidente Schlaufe f in G, so
gilt f ∈ A ⊂ EL. Existiert keine Schlaufe in G, so kann man wie oben beim Beweis der
Aussage |EH | ≥ 1 schließen.
3. Fall: |W | = 2. Es sei sowohl G als auch G − {v} zusammenha¨ngend, denn sonst folgt
die Behauptung aus dem 1. bzw 2. Fall. Es sei W = {v, w} und G −W = G1 ∪ G2 mit
G1 ∩G2 = ∅ analog zum 2. Fall. Mithilfe der Mengen
Mi :=
{
e ∈ EG | ∃v
′ ∈ VGi : g(e) = {v, v
′} ∨ g(e) = {w, v′}
}
fu¨r i ∈ {1, 2} und
A := {e ∈ EG | g(e) = {v} ∨ g(e) = {w} ∨ g(e) = {v, w}}
definiert man die Graphen H := (VH , EH , gH) und L := (VL, EL, gL) durch
VH := VG1 ∪ {v, w} , EH := EG1 ∪M1 gH(x) := g(x) fu¨r x ∈ EH ,
VL := VG2 ∪ {v, w} , EL := EG2 ∪M2 ∪A und gL(x) := g(x) fur x ∈ EL.
Dann ist (H,L) eine 2-Aufspaltung von G, denn:
1. Wie in 1. im 2. Fall gelten EG = EG1 ∪EG2 ∪M1 ∪M2 ∪A und VH ∪ VL = VG. Daher
gilt auch hier G = H ∪ L.
2. und 3. Analog zu 2. bzw 3. im 2. Fall gelten auch hier VH ∩ VL = {v, w} und
EH ∩ EL = ∅.
4. Es wird zuna¨chst |EH | ≥ 2 nachgewiesen. Wie in 4. im 2. Fall gibt es zu v
′ ∈ VG1 einen
Weg (dv, Dv) : Jn → G mit dv(0) = v, dv(n) = v
′ und Dv(ln) ∈ EG1 ∪M1 = EH .
1. Unterfall: e := Dv(ln) ∈ EG1 \ M1. Daraus folgt n ≥ 2 und dv(0) = v /∈ g(e) =
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{v′, dv(n − 1)}, denn (dv, Dv) ist ein Homomorphismus. Daher ist Dv(ln−1) /∈ EG2 , denn
andernfalls ergibt sich der Widerspruch dv(n − 1) ∈ VG1 ∩ VG2 ! Also gilt Dv (ln−1) ∈
EG \ EG2 . Wegen dv(n− 1) ∈ g (Dv(ln−1)) ∩ VG1 gilt daru¨ber hinaus Dv(ln−1) /∈ M2 und
Dv(ln−1) /∈ A. Insgesamt muss also Dv(ln−1) ∈ EG1∪M1 = EH wegen der Darstellung von
EG in 1. erfu¨llt sein. Die Injektivita¨t von Dv liefert Dv(ln) 6= Dv(ln−1), so dass |EH | ≥ 2
bewiesen ist.
2. Unterfall: e := Dv(ln) ∈ M1. Dann gilt g(e) = {v, v
′}. Da G zusammenha¨ngend ist,
gibt es mindestens einen Weg von w nach v′ in G. Gibt es so einen Weg (dw, Dw) : Jm → G
mit e /∈ BildDw, so folgt wieder Dw(lm) ∈ EH analog zu 4. im 2. Fall. Gilt hingegen
e ∈ BildDw fu¨r jeden derartigen Weg (dw, Dw), so gilt auch v ∈ Bild dw fu¨r jeden Weg in
G von w nach v′. Also gibt es in G−{v} keinen Weg von w nach v′. Damit ist G−{v} nicht
zusammenha¨ngend im Widerspruch zur Voraussetzung. Insgesamt ergibt sich in diesem
Unterfall Dv(ln) 6= Dw(lm) ∈ EH , also |EH | ≥ 2.
Zu zeigen bleibt, dass |EL| ≥ 2 ist. Fu¨r |A| ≥ 2 ist nichts mehr zu beweisen. Wie in
4. im 2. Fall gibt es zu v′ ∈ VG2 einen Weg (dv, Dv) : Jn → G mit dv(0) = v, dv(n) = v
′,
Dv(ln) ∈ EG2 ∪M2 ⊂ EL und Dv(ln) /∈ A. Fu¨r |A| = 1 folgt daraus |EL| ≥ 2. Falls A = ∅
gilt, schließt man analog zum obigen 1. und 2. Unterfall aus 4. im 3. Fall. 2
Korollar 5.19 Ein nach Tutte 3-zusammenha¨ngender Graph mit mindestens vier Ecken
ist 3-zusammenha¨ngend.
Beweis Satz 5.18 zusammen mit Definition 5.15. 2
Satz 5.20 Ein nach Tutte 3-zusammenha¨ngender Graph mit mindestens vier Kanten ist
einfach.
Beweis [27], Corollary IV.2. 2
Satz 5.21 Sei G ein 3-zusammenha¨ngender Graph. Dann gibt es in G keine Ecken vom
Grad kleiner als Drei.
Beweis Da G 3-zusammenha¨ngend ist, hat G mindestens 4 Ecken. Es gibt keine Ecke
vom Grad Null, denn sonst ist G nicht zusammenha¨ngend. Sei v eine Ecke vom Grad
1 mit {e} = Inz(v,G). Sei w 6= v inzident in G zu e. Fu¨r den Graphen G − {w} gilt
EG−{w} = EG \ Inz(w,G) nach 5.14 auf Seite 131. Wegen |VG \ {w}| = |VG| − 1 ≥ 3
und Inz (v,G− {w})
4.7.9., S.76
= Inz(v,G) \ Inz(w,G) = ∅ ist G − {w} nicht zusam-
menha¨ngend. Also gibt es keine Ecke vom Grad 1. Sein nun v eine Ecke vom Grad 2
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und Inz(v,G) = {e, f}. Angenommen es gilt e = f . Dann entha¨lt G einen Schlaufen-
graphen als Komponente, ist aber wegen |VG| ≥ 4 selbst kein Schlaufengraph. Daher ist
G nicht zusammenha¨ngend. Widerspruch! Also gilt e 6= f . Die Kante f ist keine Schlau-
fe, denn andernfalls gilt 2 = degG v
4.7.5., S.76
= |Inz(v,G)| + |Sch(v,G)| ≥ 2 + 1 = 3.
Widerspruch! Genauso ist e keine Schlaufe. Sei u 6= v inzident zu f und w 6= v in-
zident zu e in G. Fu¨r G − {u,w} gilt EG−{u,w} = EG \ (Inz(u,G) ∪ Inz(w,G)) und∣∣VG−{u,w}∣∣ = |VG| − 2 ≥ 2. Daher gibt es eine von v verschiedene Ecke in G− {u,w}. Aus
Inz (v,G− {u,w})
4.7.9., S.76
= Inz(v,G) \ (Inz(u,G) ∪ Inz(w,G)) = ∅ folgt, dass G nicht
zusammenha¨ngend ist. Somit gibt es keine Ecken vom Grad 2. 2
5.2 Spezielle injektive Abbildungen
Eine mehrfache Kontraktion ist eine Folge einzelner (pi, zi, qi)-Kontraktionen. Damit eine
mehrfache Kontraktion definiert ist, mu¨ssen pi und qi die Ecken von zi im jeweiligen Gra-
phen sein (5.23.3.). Es kann aber vorkommen, dass pi oder qi im urspru¨nglichen Graphen
nicht die Ecken von zi sind. Um diese Situation zu unterdru¨cken, wird in 5.24 auf Seite
137 der zentrale Begriff der Speziellen injektiven Abbildung eingefu¨hrt. Einer Ecke wird
dabei eine inzidente Kante zugeordnet. Da diese Inzidenzen im Verlaufe einer mehrfachen
Kontraktion nicht verlorengehen, ko¨nnen mithilfe einer Speziellen injektiven Abbildung
sukzessive Kanten kontrahiert werden. Der resultierende Graph ha¨ngt dabei nicht von der
Reihenfolge ab. Dies erkennt man an der Formel in Satz 5.27.3. auf Seite 139.
Jede mehrfache Kontraktion la¨sst sich durch eine Spezielle injektive Abbildung aus-
dru¨cken (Satz 5.34 auf Seite 150). Um dieses Resultat zu erreichen, wird in den Sa¨tzen 5.28
bis 5.33 ab Seite 143 herausgearbeitet, dass es sich bei den zu kontrahierenden Kanten um
einen Wald handelt, fu¨r den man eine Spezielle injektive Abbildung angeben kann.
Insgesamt erlauben es diese Ergebnisse also, eine mehrfache Kontraktion stets mit einer
Speziellen injektiven Abbildung in Verbindung zu bringen, ohne dass es auf die Reihen-
folge der Kontraktionen ankommt. Im weitern Verlauf sind mehrfache Kontraktionen an
zweiwertigen Ecken von Interesse. Dazu wird in Satz 5.25 auf Seite 137 die Existenz ei-
ner Speziellen injektiven Abbildung auf der Menge der zweiwertigen Ecken eines Graphen
nachgewiesen.
Definition 5.22 Sei G = (V,E, g) ein Graph. Zu einer natu¨rlichen Zahl n 6= 1 seien
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Elemente xi ∈ V × E × V , i ∈ {1, . . . , n} vorgelegt, so dass in der rekursiven Definition
Cxn,...,x1(G) := Cxn
(
Cxn−1,...,x1(G)
)
(5.1)
die rechte Seite gema¨ß Definition 4.1 auf Seite 74 wohldefiniert ist. Man notiert Cdxne (G)
:= Cxn,...,x1(G) fu¨r n 6= 1, Cdx1e (G) := Cx1(G) sowie Cx0(G) := G. Fu¨r n ∈ N heißt
Cdxne (G) eine (mehrfache) Kontraktion von G.
Fu¨r n ∈ N∪ {0} nennt man ein Element der Menge Vn(G) := {v ∈ V | degG(v) = n}
eine n-wertige Ecke von G. Ein Graph G wird Unterteilung von H genannt, wenn es ein
n ∈ N und Elemente xi ∈ V2(G)× E × V , i ∈ {1, . . . , n} gibt, so dass H = Cdxne (G) gilt.
Die Menge der Unterteilungen von H wird mit sub(H) bezeichnet.
Satz 5.23 Sei G = (V,E, g) ein Graph. Fu¨r n ∈ N seien xi := (pi, zi, qi) ∈ V × E × V ,
i ∈ {1, . . . , n} vorgelegt.
a) Cdxne (G) ist wohldefiniert ⇐⇒ fu¨r jedes i ∈ {1, . . . , n} gelten
1. Cdxi−1e (G) ist wohldefiniert.
2. pi, qi ∈ VCdxi−1e(G)
, zi ∈ ECdxi−1e(G)
.
3. pi 6= qi.
4. In Cdxi−1e (G) sind pi und qi inzident zu zi.
b) Cdxne (G) wohldefiniert =⇒
1. Die Kanten z1, . . . , zn und die Ecken p1, . . . , pn sind jeweils paarweise verschie-
den.
2. ECdxne(G) = E \ {z1, . . . , zn}.
3. VCdxne(G) = V \ {p1, . . . , pn}.
Beweis Zu a) : Der Beweis wird mit Induktion u¨ber n gefu¨hrt.
n = 1 :
=⇒ : Cdx1e (G) wohldefiniert
4.1
=⇒ p1, q1 ∈ V, p1 6= q1 und p1, q1 inzident zu z1 ∈ E.
⇐= : Definition 4.1.
n 7→ n + 1 :
=⇒ : Cdxn+1e (G) = Cxn+1
(
Cdxne (G)
)
wohldefiniert
5.22
=⇒ Cdxne (G) wohldefiniert
IV
⇒ 1.
bis 4. fu¨r jedes i ∈ {1, . . . , n}. Da Cdxne (G) wohldefiniert ist, gilt 1. fu¨r i = n + 1. Da
Cxn+1
(
Cdxne (G)
)
wohldefiniert ist, gelten 2. bis 4. fu¨r i = n+ 1 nach Definition 4.1.
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⇐= : Seien 1. bis 4. gu¨ltig fu¨r i ∈ {1, . . . , n + 1}. Dann gelten 1. bis 4. auch fu¨r
i ∈ {1, . . . , n}, daher ist Cdxne (G) nach Induktionsvoraussetzung wohldefniert. Da 1. bis
4. auch fu¨r i = n+ 1 gilt, ist Cxn+1
(
Cdxne (G)
)
nach Definition 4.1 wohldefiniert.
Zu b) : Beweis durch Induktion u¨ber n.
n = 1 : Bei 1. ist nichts zu zeigen, 2. und 3. folgen aus Definition 4.1.
n 7→ n + 1 : Sei Cdxn+1e (G) wohldefiniert. Nach 5.22 ist dann Cdxne (G) wohldefiniert, al-
so gelten 1. bis 3. nach Induktionsvoraussetzung. Da Cxn+1
(
Cdxne (G)
)
wohldefiniert ist,
gilt zn+1 ∈ ECdxne(G)
IV
= E \ {z1, . . . , zn}, also sind z1, . . . , zn+1 paarweise verschieden.
Außerdem liefert 4.1: ECdxn+1e(G)
4.1
= ECdxne(G) \{zn+1}
IV
= E \{z1, . . . , zn+1}. Analog zeigt
man 1. und 3. fu¨r die Ecken p1, . . . , pn+1. 2
Bemerkung Sollen nacheinander Kanten z1, . . . , zn eines Graphen G kontrahiert wer-
den, so ko¨nnen mit Satz 5.23.1 bis 3. Schritt fu¨r Schritt Ecken p1, . . . , pn und nicht not-
wendig paarweise verschiedene Ecken q1, . . . , qn gefunden werden, so dass Cdxne (G) wohl-
definiert ist. 2
Definition 5.24 Sei G = (V,E, g) ein Graph und M eine Teilmenge von V . Eine Abbil-
dung i : M → E heißt Spezielle injektive Abbildung, wenn sie injektiv ist und fu¨r jedes
x ∈M gilt: i(x) ist keine Schlaufe und in G inzident zu x.
Satz 5.25 Sei G = (V,E, g) ein Graph, der kein Nullgraph ist. Keine Komponente von
G sei eine Schlaufe. Dann gibt es eine Spezielle injektive Abbildung i : V2(G)→ E, sofern
V2(G) nicht leer ist.
Beweis Der Beweis wird mit Induktion u¨ber die Anzahl der zweiwertigen Ecken von
G gefu¨hrt.
n = 1 : Sei {p} = V2(G). Nach Voraussetzung gibt es eine Kante e ∈ Inz(p,G)\Sch(p,G).
Definiere i : V2(G)→ E durch i(p) := e.
n 7→ n + 1 : Sei V2(G) = {p1, . . . , pn+1}. Nach Voraussetzung gibt es eine Kante z1 ∈
Inz(p1, G) \ Sch(p1, G). Also gibt es eine Ecke q1 6= p1, so dass Cp1,z1,q1(G) definiert ist.
Fu¨r jede Ecke x ∈ V \{p1} gilt degCp1,z1,q1 (G) x = degG x nach Satz 4.13 auf Seite 84, denn
degG p1 = 2. Man erha¨lt daraus:
x ∈ V2 (Cp1,z1,q1(G)) ⇔ x ∈ V \ {p1} ∧ degCp1,z1,q1 (G) x = 2
⇔ x ∈ V \ {p1} ∧ degG x = 2
⇔ x ∈ V \ {p1} ∧ x ∈ V2(G)
⇔ x ∈ V \ {p1} ∩ V2(G) = V2(G) \ {p1}.
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Somit gilt |V2 (Cp1,z1,q1(G))| = |V2(G) \ {p1}| = n. Daher gibt es nach Induktionsvorausset-
zung eine Spezielle injektive Abbildung i′ : V2 (Cp1,z1,q1(G))→ ECp1,z1,q1 (G). Zur Definition
einer Speziellen injektiven Abbildung i : V2(G)→ E werden zwei Fa¨lle unterschieden:
1. Fall: Fu¨r jedes x ∈ V2 (Cp1,z1,q1(G)) ist i
′(x) in G inzidenzt zu x. Dann ist
i(x) :=
 i′(x) : x ∈ V2 (Cp1,z1,q1(G))z1 : x = p1 . (5.2)
eine Spezielle injektive Abbildung , weil z1 keine Kante von Cp1,z1,q1(G) ist.
2. Fall: Es gibt ein x′ ∈ V2 (Cp1,z1,q1(G)), so dass i
′(x′) in G nicht inzident zu x′ ist. Dann
folgt x′ = q1 und p1 ∈ gG (i
′(x′)) aus
x′ 3 gCp1,z1,q1 (G)
(
i′(x′)
)
= P2 (ψ(p1, q1, VG)) gG
(
i′(x′)
)
.
Also gilt Inz(p1, G) = {i
′(x′), z1} und z1 ∈ Inz (x
′, G). Fu¨r alle anderen y ∈ V2 (Cp1,z1,q1(G))\
{x′} ist dann i′(y) in G inzident zu y, denn andernfalls wa¨re i′(y) ∈ Inz(p1, G), also
i′(y) = i′(x′) im Widerspruch zur Injektivita¨t von i′. Daher ist
i(x) :=

i′(x) : x ∈ V2 (Cp1,z1,q1(G)) \ {x
′}
z1 : x = x
′
i′(x′) : x = p1
eine Spezielle injektive Avbbildung. 2
Satz 5.26 Fu¨r n ∈ N \ {1} sei der Standardbogen J ′n vorgelegt. Definiere eine Abbildung
i : V2 (J
′
n)→ EJ ′n durch i(s) := ls und xs := (s, i(s), 0) fu¨r s ∈ {1, . . . , n− 1}. Es gelten:
(a) i ist eine Spezielle injektive Abbildung.
(b) Cdxn−1e (J
′
n) ist wohldefiniert.
(c) Zu jeder injektiven Abbildung i′ : V2 (J
′
n)→ EJ ′n gibt es genau eine Kante, die nicht
im Bild von i′ enthalten ist.
Beweis Zu (a) : i injektiv: i(s) = i(t) =⇒ ls = lt =⇒ s = t.
i speziell: νgJ ′n (i(s)) = {s− 1, s} 3 s und i(s) ist wegen s− 1 6= s keine Schlaufe.
Zu (b) : Nach 5.23 a) ist fu¨r s ∈ {1, . . . , n− 1} zu zeigen:
1. Cdxs−1e (J
′
n) wohldefiniert,
2. s, 0 ∈ VCdxs−1e(J
′
n)
, i(s) ∈ ECdxs−1e(J
′
n)
,
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3. s 6= 0,
4. in Cdxs−1e (J
′
n) sind s und 0 zu i(s) inzident.
Es wird 1. bis 4. induktiv u¨ber s gezeigt.
s = 1 : Wegen i(1) = l1 und Cdx0e (J
′
n) = J
′
n sind 1. bis 4. klar.
s 7→ s + 1 ≤ n − 1 : Nach Induktionsvoraussetzung gelten 1. bis 4. fu¨r s. Zu zeigen sind
1. bis 4. fu¨r s+ 1:
1.: Cdxse (J
′
n) = Cs,i(s),0
(
Cdxs−1e (J
′
n)
)
ist nach IV und Definition 4.1 wohldefiniert.
2.: VCdxse(J ′n)
1.
= V
Cs,i(s),0   Cdxs−1e
(J ′n) 
4.1
= VCdxs−1e(J
′
n)
\ {s}
1. aus IV und 5.23 b)
=
(
VJ ′n \ {1, . . . , s− 1}
)
\ {s} = {0, s+ 1, . . . , n} 3 s+ 1, 0. Genauso
folgt ECdxse(J ′n) = EJ ′n \ {i(1), . . . , i(s)} = EJ ′n \ {l1, . . . , ls} = {ls+1, . . . , ln} 3 ls+1 =
i(s+ 1).
3.: s+ 1 ≥ 1 =⇒ s+ 1 6= 0.
4.: νgCdxse(J ′n) (i(s+ 1)) = P2
(
ψ
(
s, 0, VCdxs−1e(J
′
n)
))(
νgCdxs−1e(J
′
n)
(i(s+ 1))
)
= P2
(
ψ
(
s, 0, VCdxs−1e(J
′
n)
)
◦ ψ
(
s− 1, 0, VCdxs−2e(J
′
n)
)
◦ · · · ◦ ψ
(
1, 0, VJ ′n
))
({s+ 1, s})
= {s+ 1, 0}.
Zu (c) : Da i′ injektiv ist, gilt n − 1 = |V2 (J
′
n)| = |Bild i
′| < n =
∣∣EJ ′n∣∣ =⇒ ∃!s ∈
{1, . . . , n} : ls /∈ Bild i
′. 2
Satz 5.27 Sei G = (V,E, g) ein Graph, M := {p1, . . . , pn} eine nichtleere Teilmenge von
V und i : M → E eine Spezielle injektive Abbildung. Dann gelten:
1. Gegeben seien Ecken q1, . . . , qn ∈ V , die aber in dieser Notation nicht notwendig
paarweise verschieden sein mu¨ssen, so dass Cdxne (G) fu¨r xj := (pj , i(pj), qj), j ∈
{1, . . . , n} wohldefiniert ist. Dann sind q1, . . . , qn eindeutig festgelegt.
2. Im Fall n = 2 seien q1, q2 Ecken von G, so dass
C(p2,i(p2),q2),(p1,i(p1),q1)(G)
wohldefiniert ist. Dann gibt es Ecken q′1, q
′
2 von G, so dass
C(p1,i(p1),q′1),(p2,i(p2),q′2)
(G)
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definiert ist und
C(p2,i(p2),q2),(p1,i(p1),q1)(G) = C(p1,i(p1),q′1),(p2,i(p2),q′2)
(G)
gilt.
3. Es sei Cdxne (G) wie in 1. wohldefiniert und σ ∈ Sn eine Permutation. Dann gibt es
Ecken q′1, . . . , q
′
n von G, so dass gilt:
Cdxne (G) = C(pσ(n),i(pσ(n)),q′n),...,(pσ(1),i(pσ(1)),q′1)
(G).
Beweis Zu 1.: Da Cdxne (G) wohldefiniert ist, sind fu¨r j ∈ {1, . . . , n} die Ecken qj
durch 5.23 a) 4. eindeutig festgelegt.
Zu 2.: Sei C(p2,i(p2),q2),(p1,i(p1),q1)(G) definiert. Sei q
′
2 eine zu i(p2) in G inzidente Ecke.
Wenn q′2 6= p2 gewa¨hlt werden kann, ist Cp2,i(p2),q′2(G) wohldefiniert. Angenommen das
geht nicht, also q′2 = p2. Dann ist i(p2) eine Schlaufe in G und somit wegen i(p2) 6= i(p1)
auch eine Schlaufe in Cp1,i(p1),q1(G) (siehe auch 5.39). Widerspruch zur Wohldefiniertheit
von C(p2,i(p2),q2),(p1,i(p1),q1)(G)!
Nun sei q′1 in Cp2,i(p2),q′2(G) eine zu i(p1) inzidente Ecke. Zeigt man, dass
a) p1 in Cp2,i(p2),q′2(G) inzident zu i(p1) ist, und dass
b) p1 6= q
′
1 gewa¨hlt werden kann,
so ist C(p1,i(p1),q′1),(p2,i(p2),q′2)
(G) wohldefiniert.
Zu a):
νgCp2,i(p2),q′2
(G) (i(p1)) = P2
(
ψ
(
p2, q
′
2, VG
))
νg(i(p1))
= P2
(
ψ
(
p2, q
′
2, VG
))
({p1, q1})
p1 6= p2
3 p1.
Zu b): Angenommen es gilt q′1 = p1. Daraus folgt
{p1} = {q
′
1, p1} = νgCp2,i(p2),q′2
(G) (i(p1))
wie a)
= P2
(
ψ
(
p2, q
′
2, VG
))
{p1, q1}.
Also ist (q1 6= p2 und q1 = p1) oder (q1 = p2 und q
′
2 = p1) und somit q1 = p2 und q
′
2 = p1
(denn q1 6= p1, weil i(p1) keine Schlaufe ist). Damit ergibt sich
νgCp1,i(p1),p2 (G)
(i(p2)) = P2 (ψ (p1, p2, VG)) νg (i(p2))
= P2 (ψ (p1, p2, VG)) {p2, p1} = {p2}
5.2. SPEZIELLE INJEKTIVE ABBILDUNGEN 141
im Widerspruch zur Wohldefiniertheit von C(p2,i(p2),q2),(p1,i(p1),q1)(G). Also ist die Annahme
falsch und es kann p1 6= q
′
1 gewa¨hlt werden.
Nun wird die behauptete Gleichheit der beiden Kontraktionen bewiesen. Zur Abku¨rzung
sei H := C(p2,i(p2),q2),(p1,i(p1),q1)(G), H
′ := C(p1,i(p1),q′1),(p2,i(p2),q′2)
(G), z1 := i(p1) und
z2 := i(p2). Da H wohldefiniert ist, gelten nach Satz 5.23 auf Seite 136:
1. p2 6= p1, q2 6= p1, p1 6= q1, p2 6= q2 und νg(z1) = {p1, q1}.
2. {p2, q2} = νgC(p1,z1,q1)(G)
(z2) = P2 (ψ (p1, q1, V )) (νg(z2))
3.
= P2 (ψ (p1, q1, V )) ({(p2, q
′
2}) =
 {p2, q′2} : q′2 6= p1{p2, q1} : q′2 = p1 .
Da H ′ wohldefiniert ist, gelten nach Satz 5.23 auf Seite 136:
3. νg(z2) = {p2, q
′
2}.
4. {p1, q
′
1} = νgC(p2,z2,q′2)
(G)(z1) = P2 (ψ (p2, q
′
2, V )) (νg(z1))
1.
= P2 (ψ (p2, q
′
2, V )) ({(p1, q1}) =
 {p1, q1} : q1 6= p2{p1, q′2} : q1 = p2 .
In der folgenden Fallunterscheidung wird die Gestalt von H ′ bestimmt.
1. Fall: q1 6= q2 ∧ q1 6= p2.
Aus 4. folgt q1 = q
′
1 und aus 2. ergibt sich q2 = q
′
2 wegen q1 6= q2. Also gilt H
′ =
C(p1,z1,q1),(p2,z2,q2)(G) =: H1.
2. Fall: q1 = q2 ∨ q1 = p2.
Nach 1. ist q1 = q2 = p2 nicht mo¨glich, daher teilt sich dieser Fall wie folgt auf:
Unterfall 2a: q1 = q2 ∈ νg(z2).
Aus 1. folgt q1 6= p2 und damit ergibt sich q
′
1 = q1 aus 4. Aus q1 = q2, q
′
2, p2 ∈ νg(z2) folgt
q1 = q2 = q
′
2. Also gilt H
′ = C(p1,z1,q1),(p2,z2,q1)(G) =: H2a.
Unterfall 2b: q1 = q2 /∈ νg(z2).
Wie im Unterfall 2a folgt q′1 = q1. Aus q2 /∈ νg(z2) folgt q2 6= q
′
2 aus 3. Damit erha¨lt man
q1 = q2 und p1 = q
′
2 aus 2. Also gilt H
′ = C(p1,z1,q1),(p2,z2,p1)(G) =: H2b.
Unterfall 2c: q1 = p2.
Aus 4. folgt q′1 = q
′
2. Aus 1. ergibt sich q1 6= q2 und somit gilt q2 = q
′
2 und q
′
2 6= p1. Also
gilt H ′ = C(p1,z1,q2),(p2,z2,q2)(G) =: H2c.
Zu zeigen ist nun H = Hα fu¨r jedes α ∈ {1, 2a, 2b, 2c}. Zuna¨chst gelten EH = E \
{z1, z2} = EHα sowie VH = V \{p1, p2} = VHα nach Satz 5.23. Sei nun f ∈ EH = EHα ⊂ E
mit p1, p2 /∈ νg(f). Dann gilt offensichtlich gH(f) = gHα(f). Fu¨r eine Kante f mit
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g(f) = (p1, x), x /∈ {p1, p2} berechnet man gH(f) = (q1, x) = gHα(f) fu¨r α ∈ {1, 2a, 2b}
und gH(f) = (q2, x) = gH2c(f). Gilt hingegen g(f) = (p2, x), x /∈ {p1, p2} berechnet man
gH(f) = (q2, x) = gHα(f) fu¨r α ∈ {1, 2a, 2b, 2c}. Wenn g(f) = (p1, p2) ist, gilt im 1. Fall :
gH(f) = (q1, q2) = gH1(f), in den Unterfa¨llen 2a und 2b : gH(f) = (q1, q1) = gH2a(f) bzw.
gH(f) = (q1, q1) = gH2b(f) und im Unterfall 2c: gH(f)
p2 = q1
= (q2, q2) = gH2c(f). Daran
erkennt man, dass gH(f) = gHα(f) fu¨r jede Kante f und jedes α ∈ {1, 2a, 2b, 2c} gilt.
Zu 3.: Zuna¨chst sei σ eine Nachbartransposition (NBT). Die Aussage wird nun mit In-
duktion u¨ber n gezeigt. Fu¨r n = 1 ist nichts zu zeigen.
n 7→ n + 1 : Sei σ = (s, s + 1) ∈ Sn+1 und Cdxn+1e (G) wie in 1. wohldefiniert mit
xj := (pj , zj , qj), zj := i(pj), j ∈ {1, . . . , n + 1} und i : {p1, . . . , pn+1} → E die Spezi-
elle injektive Abbildung.
s = n : Da pn, pn+1 in G inzident zu i(pn) bzw. i(pn+1) sind, sind sie auch in Cdxn−1e (G)
inzident zu i(pn) bzw. i(pn+1), also ist i eingeschra¨nkt auf {pn, pn+1} eine Spezielle injek-
tive Abbidung fu¨r Cdxn−1e (G). Da Cdxn+1e (G) definiert ist, gibt es nach 5.27.2. Ecken q˜, qˆ
von Cdxn−1e (G) mit:
Cdxn+1e (G) = C(pn,i(pn),q˜),(pn+1,i(pn+1),qˆ)
(
Cdxn−1e (G)
)
= C(pσ(n+1),i(pσ(n+1)),q˜),(pσ(n),i(pσ(n)),qˆ),...,(pσ(1),i(pσ(1)),q1) (G)
= C(pσ(n+1),i(pσ(n+1)),q′n+1),...,(pσ(1),i(pσ(1)),q′1)
(G) .
Dabei seien q′n+1 := q˜, q
′
n := qˆ und q
′
i := qi fu¨r i ≤ n− 1.
s ≤ n − 1 : Sei τ := (s, s+ 1) ∈ Sn. Die Abbildung i |{p1,...,pn} ist eine Spezielle injektive
Abbildung, mit der Cdxne (G) definiert ist. Nach IV gilt also
Cdxne (G) = C(pτ(n),i(pτ(n)),q′n),...,(pτ(1),i(pτ(1)),q′1)
(G) =: Cτ
fu¨r gewisse q′1, . . . , q
′
n. Da Cdxn+1e (G) = Cxn+1
(
Cdxne (G)
)
definiert ist, gilt
Cdxn+1e (G) = C(pn+1,i(pn+1),qn+1) (Cτ )
= C(pσ(n+1),i(pσ(n+1)),q′n+1),...,(pσ(1),i(pσ(1)),q′1)
(G)
fu¨r q′n+1 := qn+1 und q
′
j := qj fu¨r j ≤ n, denn σ(j) = τ(j) fu¨r j ≤ n.
Somit gilt 5.27.3. fu¨r eine NBT σ ∈ Sn. Sei nun σ = σ1 ◦ · · · ◦ σm eine Komposition
von m NBT. Mit Induktion u¨ber m zeigt man nun die Behauptung. Fu¨r m = 1 ist das
eben gezeigt worden.
m 7→ m + 1 : Sei σ = σ1 ◦ · · · ◦ σm ◦ σm+1 ∈ Sn, τ := σ1 ◦ · · · ◦ σm und Cdxne (G) wie in
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5.27.1. definiert. Nach IV gilt
Cdxne (G) = C(pτ(n),i(pτ(n)),q′′n),...,(pτ(1),i(pτ(1)),q′′1 )
(G)
fu¨r gewisse q′′n, . . . , q
′′
1 . Fu¨r j ∈ {1, . . . , n} sei rj := pτ(j). Dann ist i : M = {r1, . . . , rn} → E
eine Spezielle injektive Abbildung (also die vorgelegte) und
Cr := C(rn,i(rn),q′′n),...,(r1,i(r1),q′′1 )
(G)
wohldefiniert. Da σm+1 eine NBT ist, darf man 5.27.3. anwenden: Es gibt q
′
1, . . . , q
′
n mit
Cr = C
 
rσm+1(n),i   rσm+1(n)  ,q
′
n  ,...,   rσm+1(1),i   rσm+1(1)  ,q
′
1 
(G).
Aus Cr = Cdxne (G) und rσm+1(j) = pτ(σm+1(j)) = pσ(j) fu¨r j ∈ {1, . . . , n} folgt die Behaup-
tung. 2
Satz 5.28 Es seien X ∈ {G,H} Graphen mit X = (VX , E,X , gX) und H < G. Zu n ∈ N
seien xi := (pi, zi, qi) ∈ VH ×EH × VH , i ∈ {1, . . . , n} vorgelegt. Dann ist Cdxne (G) genau
dann wohldefiniert, wenn Cdxne (H) es ist und Cdxne (H) ist ein Teilgraph von Cdxne (G).
Beweis Der Beweis wird mit Induktion nach n fu¨r orientierte Graphen G und H
gefu¨hrt. Andernfalls verla¨uft der Beweis analog.
n = 1 : Seien p1, q1 ∈ VH ⊂ VG und z1 ∈ EH ⊂ EG. Es gilt
Cdx1e (G) wohldefiniert ⇔ p1 6= q1 ∧ νgG(z1) = {p1, q1}
H < G
⇔ p1 6= q1 ∧ νgH(z1) = {p1, q1} ⇔ Cdx1e (H) wohldefiniert.
Wegen
• ECdx1e(H)
= EH \ {z1}
H < G
⊂ EG \ {z1} = ECdx1e(G)
,
• VCdx1e(H)
= VH \ {p1}
H < G
⊂ VG \ {p1} = VCdx1e(G)
,
• ∀z ∈ ECdx1e(H)
:
gCdx1e(H)
(z) = ψ2 (p1, q1, VH) gH(z)
H < G
= ψ2 (p1, q1, VG) gG(z) = gCdx1e(G)
(z)
ist Cdx1e (H) ein Teilgraph von Cdx1e (G).
n 7→ n + 1 : Nun seien xi := (pi, zi, qi) ∈ VH × EH × VH , i ∈ {1, . . . , n+ 1} vorgelegt.
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Dann gilt
Cdxn+1e (G) wohldefiniert⇔ Cxn+1
(
Cdxne (G)
)
und Cdxne (G) wohldefiniert
IV
⇔ Cxn+1
(
Cdxne (G)
)
und Cdxne (H) wohldefiniert
⇔ Cdxne (H) wohldefiniert und {pn+1, qn+1} = νgCdxne(G) (zn+1)
IV
⇔ Cdxne (H) wohldefiniert und {pn+1, qn+1} = νgCdxne(H) (zn+1)
⇔ Cdxn+1e (H) wohldefiniert.
Wegen
• ECdxn+1e(H)
= ECdxne(H) \ {zn+1}
IV
⊂ ECdxne(G) \ {zn+1} = ECdxn+1e(G)
,
• VCdxn+1e(H)
= VCdxne(H) \ {pn+1}
IV
⊂ VCdxne(G) \ {pn+1} = VCdxn+1e(G)
,
• ∀z ∈ ECdxn+1e(H)
:
gCdxn+1e(H)
(z) = ψ2
(
pn+1, qn+1, VCdxne(H)
)
gCdxne(H)(z)
IV
= ψ2
(
pn+1, qn+1, VCdxne(G)
)
gCdxne(G)(z) = gCdxn+1e(G)
(z)
ist Cdxn+1e (H) ein Teilgraph von Cdxn+1e (G). 2
Satz 5.29 Sei G = (V,E, g) ein Graph. Fu¨r i ∈ {1, . . . , n} seien Elemente xi := (pi, zi, qi)
∈ V × E × V vorgelegt, so dass Cdxne (G) wohldefiniert ist. Fu¨r jede Ecke v von G gilt:
∃i ∈ {1, . . . , n} : zi ∈ Inz(v,G) ⇔ v ∈ {p1, . . . , pn} ∪ {q1, . . . , qn} . (5.3)
Beweis Der Beweis wird fu¨r einen orientierten Graphen G gefu¨hrt. Andernfalls verla¨uft
der Beweis analog. Fu¨r i ∈ {1, . . . , n} werden zuna¨chst folgende Aussagen nachgewiesen:
1. v ∈ νg(zi) =⇒ v ∈ {p1, . . . , pi, qi}.
2. v ∈ {pi, qi} =⇒ ∃j ≤ i : v ∈ νg(zj).
Zu 1.: Sei νg(zi) = {v1, v2}. Es wird v1, v2 ∈ {p1, . . . , pi, qi} gezeigt. Da Cdxne (G) defi-
niert ist, gilt {pi, qi} = νgCdxi−1e(G)
(zi) fu¨r jedes i ∈ {1, . . . , n}. Daraus erha¨lt man sofort
νg(z1) = {p1, q1}, also die Behauptung fu¨r i = 1. Sei nun i ≥ 2. Angenommen es gilt
v1 /∈ {p1, . . . , pi, qi} oder v2 /∈ {p1, . . . , pi, qi}. Daraus folgt
ψ
(
pi−1, qi−1, VCdxi−2e(G)
)
◦ · · · ◦ ψ(p1, q1, V )(vj)
(∗)
= vj /∈ {pi, qi}
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fu¨r j = 1 oder j = 2. Aus vj ∈ νg(zi)
(∗)
∩ νgCdxi−1e(G)
(zi) = {pi, qi} folgt, dass vj ∈ {pi, qi}
erfu¨llt ist. Widerspruch!
Zu 2.: Fu¨r jedes s ∈ {1, . . . , n} gilt:
v = qs =⇒ v ∈ νg(zs) ∨ ∃s
′ ∈ {1, . . . , s− 1} : v = qs′ . (5.4)
Zu (5.4): Man folgert
v = qs =⇒ {v, ps} = {qs, ps} = νgCdxs−1e(G)
(zs)
= P2
(
ψ
(
ps−1, qs−1, VCdxs−2e(G)
)
◦ · · · ◦ ψ (p1, q1, V )
)
(g(zs))
=⇒ v ∈ νg(zs) ∨ ∃s
′ ≤ s− 1 : qs′ = v.
Sei i ∈ {1, . . . , n}. Die folgende Fallunterscheidung beweist die Aussage 2.:
1. Fall: v = pi. Dann gilt {v, qi} = νgCdxi−1e(G)
(zi). Wie im Beweis zu (5.4) folgt daraus
v ∈ νg(zi) oder ∃s < i : v = qs. Entweder ist also die Behauptung an dieser Stelle schon
gezeigt oder man wendet nun mehrmals hintereinander (5.4) an. Da bei jeder Anwendung
von (5.4) der Index s′ echt kleiner als s und gro¨ßer als Null ist, muss es einen Index
j ∈ {1, . . . , i} geben, fu¨r den v ∈ νg(zj) gilt.
2. Fall: v = qi. Mithilfe von (5.4) schließt man wie im 1. Fall.
Wie folgt la¨sst sich jetzt die Behauptung (5.3) zeigen:
⇐: v ∈ {p1, . . . , pn} ∪ {q1, . . . , qn} =⇒ ∃j ∈ {1, . . . , n} : v = pj ∨ v = qj
2.
=⇒ ∃i : 1 ≤
i ≤ j ≤ n ∧ v ∈ νg(zi).
⇒: ∃i ∈ {1, . . . , n} : v ∈ νg(zi)
1.
=⇒ v ∈ {p1, . . . , pi, qi} ⊂ {p1, . . . , pn} ∪ {q1, . . . , qn}. 2
Satz 5.30 Sei G = (V,E, g) ein Graph. Fu¨r i ∈ {1, . . . , n} seien Elemente xi := (pi, zi, qi)
∈ V × E × V vorgelegt, so dass Cdxne (G) wohldefiniert ist. Definiere EW := {z1, . . . , zn},
VW := {v ∈ V | ∃z ∈ EW : z ∈ Inz(v,G)} und gW := g||EW
durch gW (zj) := g (zj).
Dann ist W := (VW , EW , gW ) < G ein Wald mit Eckenmenge {p1, . . . , pn}∪{q1, . . . , qn},
der keinen Nullgraphen als Komponente entha¨lt.
Beweis Definitionsgema¨ß gilt EW ⊂ E und VW ⊂ V . Die Abbildung gW ist wohldefi-
niert, denn fu¨r z ∈ EW und v ∈ νgW (z) = νg(z) gilt z ∈ Inz(v,G), also v ∈ VW . Daher
ist W einTeilgraph von G. Daru¨ber hinaus gilt
v ∈ VW ⇔ ∃zi ∈ EW ⊂ E : zi ∈ Inz(v,G)
5.29
⇔ v ∈ {p1, . . . , pn} ∪ {q1, . . . , qn}.
Daraus folgt VW = {p1, . . . , pn} ∪ {q1, . . . , qn}. Damit erha¨lt man xi ∈ VW × EW × VW
fu¨r i ∈ {1, . . . , n}, also sind fu¨r die Graphen W < G die Voraussetzungen aus Satz 5.28
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auf Seite 143 erfu¨llt. Mit Cdxne (G) ist also auch H := Cdxne (W ) wohldefiniert. Aus Satz
5.23 auf Seite 136 folgt EH = EW \ {z1, . . . , zn} = ∅. Da H 6= ∅ ist, ist H ein Nullgraph
und es gilt 0 = p1(H), weil die Ecken von H die Komponenten sind. Außerdem gilt
p1(H) = p1(W ) nach Satz 5.12 (b)ii. auf Seite 128. Somit ist W ein Wald.
Angenommen es gibt einen Nullgraphen W ′, der eine Komponente von W ist. Dann
entha¨lt W ′ eine Ecke v′, fu¨r die Inz(v′,W ) = ∅ gilt. Demnach ist v′ definitionsgema¨ß keine
Ecke von W . Widerspruch! 2
Satz 5.31 Seien Tj :=
(
VTj , ETj , gTj
)
, j ∈ {1, . . . ,m} Ba¨ume, von denen keiner ein Null-
graph ist, und W :=
⊎m
j=1 Tj ein Wald mit Kantenmenge z1, . . . , zn und n ∈ N. Vorgelegt
seien xi := (pi, zi, qi) ∈ VW × EW × VW , i ∈ {1, . . . , n}, so dass H := Cdxne (W ) definiert
ist.
(a) Die Kontraktion H ist ein Nullgraph mit Ecken w1, . . . , wm, fu¨r die wj ∈ VTj , j ∈
{1, . . . ,m} gilt. Daru¨ber hinaus sind w1, . . . , wm, p1, . . . , pn die Ecken von W .
(b) Sei nj :=
∣∣ETj ∣∣ fu¨r jedes j ∈ {1, . . . ,m} sowie
M := {(j, l) ∈ {1, . . . ,m} × {1, . . . , n} | l ≤ nj}.
Definiere eine Abbildung ϕ : M → {1, . . . , n} durch
ϕ(j, 1) := min
{
s ∈ {1, . . . , n}|zs ∈ ETj
}
und
ϕ(j, l) := min
{
s ∈ {1, . . . , n}|zs ∈ ETj ∧ s > ϕ(j, l − 1)
}
fu¨r l > 1.
Es gelten:
(i) ϕ ist wohldefiniert und bijektiv.
(ii) ETj =
{
zϕ(j,nj), . . . , zϕ(j,1)
}
fu¨r jedes j ∈ {1, . . . ,m}.
(iii) Cdxne (W ) =
m⊎
j=1
Cxϕ(j,nj), . . . , xϕ(j,1) (Tj) .
(iv) VTj =
{
pϕ(j,nj), . . . , pϕ(j,1), wj
}
fu¨r jedes j ∈ {1, . . . ,m}.
(c) ∀x ∈ VW ∩ VTj :
ψ
(
pn, qn, VCdxn−1e(W )
)
◦ · · · ◦ ψ (p1, q1, VW ) (x) = wj .
Beweis Zu (a): Nach Satz 5.23 auf Seite 136 gilt
EH = EW \ {z1, . . . , zn} = ∅ , VH = VW \ {p1, . . . , pn} . (5.5)
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Satz 5.12(b)i. liefert p0(H) = p0(W ) = m. Seien H1, . . . , Hm die Komponenten von H,
also H = H1 ∪ · · · ∪Hm. Fu¨r deren Eckenmengen gilt
VHj ⊂ VTj (5.6)
fu¨r jedes j ∈ {1, . . . ,m} gema¨ß Satz 5.12(c). Nun berechnet man 0 = p1(W )
5.12(b)ii.
=
p1(H) = |EH | − |VH | + p0(H). Es folgt |VH | = m aus (5.5). Da H m Komponenten und
VH =
⊎m
j=1 VHj genau m Elemente hat, gibt es zu jedem j ∈ {1, . . . ,m} eine Ecke wj ∈ VH
mit {wj} = VHj
(5.6)
⊂ VTj . Daher la¨sst sich
{w1, . . . , wm} = VH
(5.5)
= VW \ {p1, . . . , pn} (5.7)
schreiben. An (5.7) erkennt man, dass w1, . . . , wm, p1, . . . , pn paarweise verschieden sind
und VW = {w1, . . . , wm, p1, . . . , pn} gilt.
Zu (i): Sei j ∈ {1, . . . ,m}. Da ETj 6= ∅ gilt, ist ϕ(j, 1) wohldefiniert. Daher sei im fol-
genden nj ≥ 2 und fu¨r l ∈ {1, . . . , nj − 1} seien ϕ(j, l), . . . , ϕ(j, 1) bereits wohldefiniert.
Es wird gezeigt, dass ϕ(j, l + 1) definiert ist. Es gilt ϕ(j, 1) < ϕ(j, 2) < · · · < ϕ(j, l) und
zϕ(j,1), . . . , zϕ(j,l) ∈ ETj . Außerdem gilt zs /∈ ETj fu¨r jeden Index s ∈ {1, . . . , ϕ(j, l)} \
{ϕ(j, 1), . . . , ϕ(j, l)}. Wegen l < nj =
∣∣ETj ∣∣ muss es daher mindestens einen Index s >
ϕ(j, l) mit zs ∈ ETj geben. Fu¨r den kleinsten unter diesen gilt dann ϕ(j, l + 1) = s.
ϕ injektiv: Vorgelegt seien (j, l), (j ′, l′) ∈M mit ϕ(j, l) = ϕ(j ′, l′). Zuna¨chst folgt daraus
zϕ(j,l) = zϕ(j′,l′) ∈ ETj ∩ ETj′ . Daher gilt j = j
′. Angenommen es gilt l 6= l′. Sei o.B.d.A.
l > l′. Nach Definiton von ϕ gilt ϕ(j, l) > ϕ(j, k) fu¨r jedes 0 < k < l. Deshalb ergibt sich
der Widerspruch ϕ(j, l′) = ϕ(j, l) > ϕ(j, l′). Insgesamt folgt (j, l) = (j ′, l′).
ϕ bijektiv: Dies folgt aus |M | =
∑m
j=1 nj =
∑m
j=1
∣∣ETj ∣∣ = |EW | = n.
Zu (ii): ⊃: Diese Inklusion folgt aus der Definition von ϕ.
⊂: Sei zs ∈ ETj . Falls zs′ /∈ ETj fu¨r jedes s
′ < s gilt, ist s = ϕ(j, 1). Andernfalls gibt es
eindeutig bestimmte Indizes s1 < s2 < · · · < sl < s, so dass zs1 , . . . , zsl ∈ ETj gilt. Definiti-
onsgema¨ß muss nun s1 = ϕ(j, 1) erfu¨llt sein. Da die restlichen Indizes eindeutig bestimmt
sind, muss sk = ϕ(j, k) fu¨r jedes k ∈ {1, . . . , l} gelten. Also ergibt sich s = ϕ(j, l + 1).
Zu (iii): Definition 5.22 auf Seite 135 erlaubt ein mehrmaliges Anwenden von Satz 4.9
auf Seite 79. Da die Ba¨ume T1, . . . , Tm paarweise disjunkt sind, folgt die Gleichung aus (i)
und (ii).
Zu (iv): Man wendet (a) auf den Baum Tj und die nach (iii) wohldefinierte Kontrak-
tion Cxϕ(j,nj), . . . , xϕ(j,1) (Tj) an. Daher gibt es eine Ecke fj ∈ VTj ⊂ VW , so dass VTj =
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{
pϕ(j,nj), . . . , pϕ(j,1), fj
}
gilt. Bezu¨glich der Kontraktion Cdxne (W ) gilt
VW
(a)
= {w1, . . . , wm, p1, . . . , pn}
(i)
= {w1, . . . , wm} ∪
m⊎
j=1
(
VTj \ {fj}
)
.
Daraus folgt fj ∈ {w1, . . . , wm}. Nach (a) gilt wj ∈ VTj , daher muss wj = fj erfu¨llt sein.
Zu (c): Fu¨r jedes s ∈ {1, . . . , n} gilt:
1. s ∈ {1, . . . , n}
(i)
=⇒ ∃(j, l) ∈ M : ϕ(j, l) = s
(iv)
=⇒ ps = pϕ(j,l) ∈ VTj
(iii)
=⇒ qs =
qϕ(j,l) ∈ VTj .
2. Fu¨r jedes x ∈ VCdxs−1e(W )
∩ VTj berechnet man:
ψ
(
ps, qs, VCdxs−1e(W )
)
(x) =
 x : x 6= psqs : x = ps
}
1.
∈ VCdxse(W ) ∩ VTj .
Sei nun x ∈ VW ∩ VTj . Nach 2. gilt dann
ψ
(
pn, qn, VCdxn−1e(W )
)
◦ · · · ◦ ψ (p1, q1, VW ) (x) ∈ VTj ∩ VW \ {p1, . . . , pn}.
Aus VTj ∩VW \{p1, . . . , pn}
(a)
= VTj ∩VH = VTj ∩ (VH1 ∪ · · · ∪ VHm)
(5.6)
= VTj ∩VHj = VHj =
{wj} folgt die Behauptung. 2
Satz 5.32 Sei T = (VT , ET , gT ) ein Baum mit n ∈ N Kanten und w ∈ VT . Dann gibt es
eine bijektive Spezielle injektive Abbildung iT : VT \ {w} → ET und Ecken q1, . . . , qn ∈ VT ,
so dass mit xi := (pi, iT (pi), qi), i ∈ {1, . . . , n} die Kontraktion Cdxne (T ) wohldefiniert ist.
Dabei sind p1, . . . , pn die Elemente von VT \ {w}.
Beweis mit Induktion u¨ber die Anzahl n der Kanten. Fu¨r n = 1 ist die Aussage klar.
n 7→ n + 1 : Sei T ein Baum mit n + 1 Kanten und w ∈ VT . Da T laut [27], Theorem
I.40. mindestens zwei Bla¨tter hat, gibt es ein Blatt b ∈ VT \ {w}. Es sei e die in T
zu b inzidente Kante und T ′ derjenige Teilgraph von T mit Ecken VT ′ := VT \ {b} und
Kanten ET ′ := ET \ {e}. Dann ist T
′ ein Baum mit n Kanten (dazu siehe A) am Ende
des Beweises) und w ∈ VT ′ . Nach Induktionsvoraussetzung gibt es eine bijektive Spezielle
injektive Abbildung iT ′ : VT ′ \ {w} → ET ′ sowie Ecken q
′
1, . . . , q
′
n ∈ VT ′ , so dass mit
VT ′ \ {w} := {p
′
1, . . . , p
′
n} und yi := (p
′
i, iT ′(p
′
i), q
′
i) , i ∈ {1, . . . , n} der Graph Cdyne (T
′)
wohldefiniert ist. Nach Satz 5.28 ist Cdyne (T
′) < Cdyne (T ). Definiere
iT : VT \ {w} → ET durch x 7→
 iT ′(x) : x ∈ VT ′ \ {w}e : x = b .
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Automatisch ist iT bijektiv und Speziell. Da b /∈ VT ′ \ {w} ein Blatt und e keine Schlaufe
in T ist, ist e auch keine Schlaufe in Cdyne (T ) und b inzident zu e in Cdyne (T ) (dazu siehe
B) am Ende des Beweises). Also gibt es q′n+1 ∈ VCdyne(T ) ⊂ VT , so dass Cb,e,q′n+1
(
Cdyne (T )
)
wohldefiniert ist. Setze p′n+1 := b und xi := (p
′
i, iT (p
′
i), q
′
i), i ∈ {1, . . . , n + 1}, dann folgt
Cdxne (T ) = Cb,e,q′n+1
(
Cdyne (T )
)
.
Zu A): Es wird gezeigt, dass T ′ ein Baum ist. Zu zeigen ist p1(T
′) = 0. Es seien c und b
die zu e in T inzidenten Ecken. Angenommen es gilt c = b. Es folgt
1
b Blatt in T
= degT (b) = |Inz(b, T )|+ |Sch(b, T )| ≥ 1 + 1 = 2.
Widerspruch! Also gilt c 6= b. Sei S der Graph, der aus den Ecken b, c und der Kante e
besteht. Wegen T = S∪T ′, ES ∩ET ′ = {e}∩ET \{e} = ∅, |VS ∩VT ′ | = |{c}| = 1, |ET ′ | ≥ 1
und |ES | = 1 ist (S, T
′) eine 1-Aufspaltung von T . Somit ist T ′ nach [27], Theorem III.1.,
p.54 zusammenha¨ngend, also p0(T
′) = 1. Es folgt
p1(T
′) = |ET ′ | − |VT ′ |+ p0(T
′) = |ET | − 1− (|VT | − 1) + 1
= |ET | − |VT |+ p0(T ) = p1(T ) = 0.
Also ist T ′ ein Baum.
Zu B): Es wird gezeigt, dass e keine Schlaufe in Cdyne (T ) und b in Cdyne (T ) inzident zu
e ist: Aus A) ist νgT (e) = {b, c}, c 6= b bekannt. Es folgt
νgCdyne(T )(e) = P2
(
ψ
(
p′n, q
′
n, VCdyn−1e(T )
)
◦ · · · ◦ ψ
(
p′1, q
′
1, VT
))
νgT (e)
=
 {b, c} : c /∈ {p′1, . . . , p′n}{b, q′s} : c ∈ {p′1, . . . , p′n} ,
denn b /∈ VT ′ = VT \ {b} ⊃ {p
′
1, . . . , p
′
n}. Außerdem ist b 6= q
′
s, denn sonst erga¨be sich
b = q′s ∈ VT ′ . 2
Satz 5.33 Sei W = (VW , EW , gW ) ein Wald, der aus Ba¨umen T1, . . . , Tm, m ∈ N besteht.
Keiner dieser Ba¨ume sei ein Nullgraph. Fu¨r j ∈ {1, . . . ,m} sei wj eine Ecke des Baumes
Tj. Die Elemente von VW \ {w1, . . . , wm} seien p1, . . . , pn. Dann gibt es Ecken q1, . . . , qn
von W und eine bijektive Spezielle injektive Abbildung i : VW \ {w1, . . . , wm} → EW , so
dass mit xs := (ps, i(ps), qs), s ∈ {1, . . . , n} die Kontraktion Cdxne (W ) wohldefiniert und
ein Nullgraph mit Ecken w1, . . . , wm ist.
Beweis Unter der Annahme, dass Cdxne (W ) bereits definiert ist, wird Cdxne (W ) =
({w1, . . . , wm}, ∅, ∅) gezeigt: Wegen Bild i = EW (i bijektiv) la¨ßt sich Satz 5.31 (a) anwen-
den. Also gibt es Ecken w′j ∈ VTj , j ∈ {1, . . . ,m}, so dass Cdxne (W ) = ({w
′
1, . . . , w
′
m}, ∅, ∅)
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ist und {p1, . . . , pn, w
′
1, . . . , w
′
m} = VW gilt. Es folgt
VW = {p1, . . . , pn}
⊎{
w′1, . . . , w
′
m
}
= (VW \ {w1, . . . , wm})
⊎{
w′1, . . . , w
′
m
}
.
Daraus ergibt sich {w′1, . . . , w
′
m} = {w1, . . . , wm}. Da die Eckenmengen der Ba¨ume paar-
weise disjunkt sind, muss also wj = w
′
j fu¨r jedes j ∈ {1, . . . ,m} erfu¨llt sein.
Nun wird gezeigt, dass eine Spezielle injektive Abbildung wie in der Behauptung ge-
fordert existiert, und dass dadurch Cdxne (W ) wohldefiniert ist. Dies wird mit Induktion
u¨ber die Anzahl der Ba¨ume m durchgefu¨hrt: Satz 5.32 liefert den Fall m = 1.
m 7→ m + 1 : Sei W ′ :=
⊎m+1
j=1 Tj ein Wald mit m + 1 Ba¨umen und wj ∈ VTj fu¨r j ∈
{1, . . . ,m+1}. Da W :=
⊎m
j=1 Tj ein Wald mit m Ba¨umen ist, gibt es nach IV eine bijekti-
ve Spezielle injektive Abbildung i : VW \ {w1, . . . , wm} → EW , so dass Cdxne (W ) definiert
ist (hier gelten die Bezeichnungen aus der Voraussetzung des Satzes). Da Tm+1 ein Baum
ist, gibt es nach Satz 5.32 eine Spezielle injektive Abbildung i′ : VTm+1 \{wm+1} → ETm+1 ,
sowie Ecken qn+1, . . . , ql, so dass mit xs := (ps, i
′(ps), qs), s ∈ {n+1, . . . , l} die Kontraktion
Cxl,...,xn+1(Tm+1) definiert ist. Dabei seien pn+1, . . . , pl die Elemente von VTm+1 \ {wm+1}.
Insgesamt erha¨lt man
VW ′ \ {w1, . . . , wm+1} = (VW \ {w1, . . . , wm})
⊎(
VTm+1 \ {wm+1}
)
= {p1, . . . , pn}
⊎
{pn+1, . . . , pl}
und eine bijektive Spezielle injektive Abbildung i′′ : VW ′ \ {w1, . . . , wm+1} → EW ′ (=
EW
⊎
ETm+1) definiert durch
x 7→
 i(x) : x ∈ VW \ {w1, . . . , wm}i′(x) : x ∈ VTm+1 \ {wm+1} ,
so dass
Cdxle
(
W ′
) Def.
= Cxl,...,xn+1
(
Cdxne
(
W
⊎
Tm+1
))
4.9
= Cxl,...,xn+1
(
Cdxne (W )
⊎
Tm+1
)
4.9
= Cdxne (W )
⊎
Cxl,...,xn+1 (Tm+1)
wohldefiniert ist. 2
Satz 5.34 Vorgelegt sei ein Graph G = (V,E, g) und Elemente xj := (pj , zj , qj) ∈ V ×
E × V , j ∈ {1, . . . , n}, so dass Cdxne (G) definiert ist. Dann gibt es eine Spezielle injektive
Abbildung i : {p1, . . . , pn} → E und Elemente yj :=
(
pj , i (pj) , q
′
j
)
∈ V × E × V , so dass
Cdxne (G) = Cdyne (G) gilt.
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Beweis Es sei W der Wald aus Satz 5.30 auf Seite 145 bestehend aus m Ba¨umen
T1, . . . , Tm. Nach Satz 5.31 auf Seite 146 gibt es Ecken wi ∈ VTi , i ∈ {1, . . . ,m}, so
dass VW = {w1, . . . , wm, p1, . . . , pn} und Cdxne (W ) = ({w1, . . . , wm} , ∅, ∅) erfu¨llt ist. Satz
5.33 auf Seite 149 liefert eine Spezielle injektive Abbildung i : {p1, . . . , pn} → EW mit
Cdyne (W ) = Cdxne (W ). Nach Satz 5.28 auf Seite 143 ist Cdyne (G) definiert. Zu zeigen
ist Cdxne (G) = Cdyne (G). Definitionsgema¨ß haben beide Graphen dieselben Ecken- und
Kantenmengen. Es bleibt also gCdxne(G)(z) = gCdyne(G)(z) fu¨r jede Kante z zu zeigen. Nach
Satz 5.28 gilt Cdxne (W ) < Cdxne (G) und Cdyne (W ) < Cdyne (G). Nun sei z ∈ ECdxne(G) \
ECdxne(W ) ⊂ E und x ∈ νg(z). Fu¨r x /∈ {p1, . . . , pn} gilt
ψ
(
pn, qn, VCdxn−1e(G)
)
◦· · ·◦ψ (p1, q1, V ) (x) = x = ψ
(
pn, q
′
n, VCdyn−1e(G)
)
◦· · ·◦ψ
(
p1, q
′
1, V
)
(x).
Fu¨r x ∈ {p1, . . . , pn} gilt: Es gibt einen Index j ∈ {1, . . . ,m} mit x ∈ VW ∩ VTj . Nun
wendet man Satz 5.31 (c) sowohl auf Cdxne (W ) als auch auf Cdyne (W ) an und erha¨lt:
ψ
(
pn, qn, VCdxn−1e(G)
)
◦ · · · ◦ ψ (p1, q1, V ) (x)
= ψ
(
pn, qn, VCdxn−1e(W )
)
◦ · · · ◦ ψ (p1, q1, VW ) (x)
= wj
= ψ
(
pn, q
′
n, VCdyn−1e(W )
)
◦ · · · ◦ ψ
(
p1, q
′
1, VW
)
(x)
= ψ
(
pn, q
′
n, VCdyn−1e(G)
)
◦ · · · ◦ ψ
(
p1, q
′
1, V
)
(x).
Insgesamt ergibt sich gCdxne(G)(z) = gCdyne(G)(z). 2
5.3 Komposition von zu Kontraktionen induzierten Abbil-
dungen
Bei einer mehrfachen Kontraktion lassen sich die zu jeder Kontraktion geho¨rigen Ho-
momorphismen der Verschlingungsmoduln verknu¨pfen. In Satz 5.37 auf Seite 154 wird
gezeigt, dass diese Verknu¨pfung bezu¨glich einer Speziellen injektiven Abbildung nicht von
der Reihenfolge abha¨ngt. Der Abschnitt beginnt mit einem weiteren Ergebnis u¨ber die
Verschlingungsinvariante: Ist Ly gleich Null fu¨r jedes Diagramm, so ist y = 0. Diese Tat-
sache wird im darauffolgenden Satz beno¨tigt, welcher selbst ein wesentlicher Bestandteil
im Beweis von Satz 5.37 ist.
Satz 5.35 Vorgelegt sei ein orientierter Zellenkomplex (Z, oZ) mit einer bijektiven Num-
merierung (w, γ) und ein Element y ∈ G (G(Z), w, γ). Der Graph G(Z) habe nur Ecken
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vom Grad gro¨ßer Eins. Fu¨r jedes mittels (wD, γD) derart bijektiv nummeriertes orientier-
tes Diagramm (D, o) zu Z, dass A (G(Z), w, γ) = A (G(D), wD, γD) (dazu siehe 2.20 und
2.21 auf Seite 40) also G (G(D), wD, γD) = G (G(Z), w, γ) gilt, gelte Ly (D, γD, o) = 0.
Dann ist y = 0.
Beweis Wenn G (G(D)) = 0 ist, ist nichts mehr zu zeigen. Sei also 0 6= y ∈ G (G(D))
und (D, o) ein bijektiv nummeriertes Diagramm, so dass Ly(D, γD, o) = 0 gilt. Gibt
es so ein Diagramm nicht, ist die Behauptung bewiesen. Wegen y 6= 0 gibt es (k, l) ∈
IE (G(D), wD, γD) mit y(k,l) 6= 0. Da (wD, γD) ein Isomorphismus ist, sind γ
−1
D (el) und
γ−1D (ek) nicht inzident in G(D). Daher ist das Diagramm (D, o) orientiert a¨quivalent zu
einem Diagramm (D′, o′), in dem die folgende lokale Situation auftritt:
Dabei wa¨hlt man eine mit (wD, γD) bezu¨glich der A¨quivalenz vertra¨gliche Nummerie-
rung (wD′ , γD′) sowie e := γ
−1
D′ (ek) und f := γ
−1
D′ (el). Also folgt 0 = Ly (D, γD, o) =
Ly (D
′, γD′ , o
′) fu¨r jedes y ∈ G (G(D)) = G (G(D′)). Betrachte das Diagramm (5.8), das bis
auf die Kante f ′ mit (D′, o′) identisch ist. Als Nummerierung wa¨hlt man γD′′(x) := γD′(x)
fu¨r alle x 6= f ′ und γD′′(f
′) := γD′(f). Dann gilt
w
(D′′,o′′)
γ−1
D′′
(ek),γ
−1
D′′
(el)
= w
(D′,o′)
γ−1
D′
(ek),γ
−1
D′
(el)
± 2, ef’ (5.8)
je nachdem wie die Kanten orientiert sind. Fu¨r alle anderen (s, t) 6= (k, l) ergibt sich
w
(D′′,o′′)
γ−1
D′′
(es),γ
−1
D′′
(et)
= w
(D′,o′)
γ−1
D′
(es),γ
−1
D′
(et)
.
Daraus erha¨lt man die folgende Rechnung:
Ly
(
D′′, γD′′ , o
′′
)
=
∑
(s,t)∈IE(G(D′′))
y(s,t) · w
(D′′,o′′)
γ−1
D′′
(es),γ
−1
D′′
(et)
=
∑
(s,t)∈IE(G(D′))
y(s,t) · w
(D′,o′)
γ−1
D′
(es),γ
−1
D′
(et)
± 2y(k,l)
= Ly
(
D′, γD′ , o
′
)
± 2y(k,l) = ±2y(k,l) 6= 0.
2
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Satz 5.36 Vorgelegt sei ein bijektiv nummerierter orientierter Graph G. Seien z1, z2 Kan-
ten und p1, p2, q1, q1, w1, w2 Ecken von G, so dass
L := C(p2,z2,q2),(p1,z1,q1)(G) = C(p1,z1,w1),(p2,z2,w2)(G)
gilt. Die in G zu z1 und z2 inzidenten Ecken seien vom Grad gro¨ßer Eins. Dann ist das
Diagramm (5.9) kommutativ.
G (L) G
(
C(p2,z2,w2)(G)
)
G
(
C(p1,z1,q1)(G)
)
G (G)
?
op(p2,z2,q2)
-op(p1,z1,w1)
?
op(p2,z2,w2)
-op(p1,z1,q1)
(5.9)
Beweis Sind z1 und z2 in G nicht inzident, gibt es ein orientiertes Diagramm (D, o)
mit G(D) = G, in dem eine lokale Situation wie in der Abbildung (5.10) auftritt.
D z1 z2 z1 D2
D1 z2 D
′
?
-
?
-
. (5.10)
Sind z1, z2 in G inzident, gibt es ein orientiertes Diagramm (D, o) mit G(D) = G, in dem
eine lokale Situation wie in der Abbildung (5.11) auftritt.
D z1
z2 z1
D2
D1
z2
D′
?
-
?
-
. (5.11)
Die Diagramme D1, D2, D
′ und D seien außerhalb der dargestellten lokalen Situation
identisch. In beiden Fa¨llen gilt G (D1) = G
(
C(p1,z1,q1)(G)
)
, G (D2) = G
(
C(p2,z2,w2)(G)
)
und G (D′) = L. Sei y ∈ G (L),
y1 := op (p2, z2, w2) (op (p1, z1, w1) (y)) sowie y2 := op (p1, z1, q1) (op (p2, z2, q2) (y)) .
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Mehrmaliges Anwenden von Satz 4.35 auf Seite 110 ergibt
Ly1 (D, γG, o) = Lop(p1,z1,w1)(y)
(
D2, γC(p2,z2,w2)(G)
, oD2
)
= Ly
(
D′, γL, oD′
)
= Lop(p2,z2,q2)(y)
(
D1, γC(p1,z1,q1)(G)
, oD1
)
= Ly2 (D, γG, o) .
Dabei seien γ∗ die zu den jeweiligen Gaphen geho¨rigen bijektiven Kantennummerierungen
und o∗ die zu den jeweiligen Diagrammen geho¨rigen (durch o induzierten) Orientierungen.
Mit y1 und y2 ist auch y1 − y2 ein Element von G (G), daher gilt
Ly1−y2 (D, γG, o) = Ly1 (D, γG, o)− Ly2 (D, γG, o) = 0. (5.12)
Das Diagramm (D, o) geho¨re zu einer Einbettung Γ : Z → R3 eines orientierten Zel-
lenkomplexes (Z, oZ). Dann gilt G(Z) ∼= G(D) nach Satz 2.20 auf Seite 40, daher sind
die Urbilder von z1 und z2 nicht inzident bzw. inzident in G(Z), je nachdem welcher
der oben erwa¨hnten Fa¨lle eintritt. Deshalb ist jedes weitere Diagramm (D′′, oD′′) einer
Einbettung Γ′′ : Z → R3 a¨quivalent zu einem Diagramm (D′′′, oD′′′) mit einer lokalen
Situation wie in D. Fu¨r eine geeignete bijektive Nummerierung
(
wG(D′′′), γG(D′′′)
)
von D′′′
gilt G (G(D′′′)) = G (G(D′′)). Wie in (5.12) fu¨r D kann man Ly1−y2 (D
′′′, γD′′′ , oD′′′) = 0
schließen. Da D′′ a¨quivalent zu D′′′ ist, gilt also Ly1−y2 (D
′′, γD′′ , oD′′) = 0. Aus Satz 5.35
auf Seite 151 folgt y1 − y2 = 0, da (D
′′, o′′) ein beliebiges Diagramm zu Z war. 2
Satz 5.37 Sei G = (V,E, g) ein orientierter Graph, dessen Ecken vom Grad gro¨ßer Eins
sind, n 6= 1 eine natu¨rliche Zahl, i : {p1, . . . , pn} → E eine Spezielle injektive Abbildung
und Ecken q1, . . . , qn so gegeben, dass Cdxne (G) mit xj := (pj , i(pj), qj), j ∈ {1, . . . , n}
wohldefiniert ist. Zu einer Permutation σ ∈ Sn seien q
′
j, j ∈ {1, . . . , n} so gegeben, dass
mit yj :=
(
pσ(j), i
(
pσ(j)
)
, q′j
)
der Graph Cdyne (G) laut Satz 5.27.3. wohldefiniert ist. Dann
gilt
op (x1) ◦ · · · ◦ op (xn) = op (y1) ◦ · · · ◦ op (yn) . (5.13)
Beweis Sei σ = τm◦· · ·◦τ1 durch eine Komposition von Nachbartranspositionen (NBT)
dargestellt. Die Aussage wird mit Induktion u¨ber m bewiesen.
m = 1 : σ = (s s + 1) ist selbst eine NBT. Wenn s ≥ 2 ist, gilt σ(j) = j, also pσ(j) = pj
fu¨r j ∈ {1, . . . , s − 1}. Nach Satz 5.27 (a) muss daher qj = q
′
σ(j) = q
′
j gelten. Somit sind
Cdxje (G) und Cdyje (G) fu¨r jedes j ∈ {0, . . . , s− 1} identisch und es folgt op (xj) = op (yj).
Sei nun L := Cdxs−1e (G) = Cdys−1e (G). Die Einschra¨nkung i|| {ps, ps+1}
: {ps, ps+1} → EL
ist eine Spezielle injektive Abbildung, denn die mehrfachen Kontraktionen von G hin
zu L beeinflussen die Inzidenz von ps zu i(ps) bzw. von ps+1 zu i(ps+1) nicht. Also gilt
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Cxs+1,xs(L) = Cys+1,ys(L) nach Satz 5.27 und op (xs+1) ◦ op (xs) = op (ys+1) ◦ op (ys) nach
Satz 5.36 auf Seite 153. Analog zu den obigen Betrachtungen ergibt sich op (xj) = op (yj)
fu¨r j ∈ {s+ 2, . . . , n}, sofern s ≤ n− 2 gilt.
Fu¨r σ = (1 2) und σ = (n− 1n) tritt jeweils nur einer der oben behandelten Fa¨lle ein,
deshalb schließt man genauso.
m 7→ m + 1 : Sei σ = τm+1 ◦ · · · ◦ τ1 ein Produkt aus m+ 1 NBT und q
′
j Ecken, so dass
mit yj :=
(
pσ(j), i(pσ(j)), q
′
j
)
der Graph Cdyne (G) definiert ist. Sei τ := τm ◦ · · · ◦ τ1.
1. Cdxne (G) definiert
5.27.3.
=⇒ zu τ ∈ Sn gibt es q
′′
j , uj :=
(
pτ(j), i(pτ(j)), q
′′
j
)
, j ∈ {1, . . . , n},
so dass Cdune (G) = Cdxne (G) gilt
IV
=⇒ op(x1) ◦ · · · ◦ op(xn) = op(u1) ◦ · · · ◦ op(un)
2. Cdune (G) definiert
5.27.3.
=⇒ zu τm+1 ∈ Sn gibt es Ecken q
′′′
j , j ∈ {1, . . . , n}, so dass
Cdune (G) = C
 
pτm+1τ(n),i(pτm+1τ(n)),q
′′′
n  ,...,   pτm+1τ(1),i(pτm+1τ(1)),q
′′′
1 
(G)
gilt. Da τm+1 eine NBT ist folgt op(u1)◦ · · ·◦op(un) = op(w1)◦ · · ·◦op(wn) (aus dem
Induktionsanfang m = 1) mit wj :=
(
pτm+1τ(j), i(pτm+1τ(j)), q
′′′
j
)
, j ∈ {1, . . . , n}.
3. Da Cdyne (G) durch yj =
(
pσ(j), i(pσ(j)), q
′
j
)
und Cdune (G) durch
wj =
(
pτm+1τ(j), i(pτm+1τ(j)), q
′′′
j
) τm+1 ◦ τ = σ
=
(
pσ(j), i(pσ(j)), q
′′′
j
)
definiert ist und laut 5.27.1. die Ecken q′j und q
′′′
j eindeutig bestimmt sind, muss
q′j = q
′′′
j fu¨r j ∈ {1, . . . , n} gelten. Also gilt yj = wj fu¨r j ∈ {1, . . . , n}.
Insgesamt folgt
op (x1) ◦ · · · ◦ op (xn)
1.
= op (u1) ◦ · · · ◦ op (un)
2.
= op (w1) ◦ · · · ◦ op (wn)
3.
= op (y1) ◦ · · · ◦ op (yn) .
2
5.4 Topologisch einfache Graphen
Graphen, die eine der beiden Situationen der Bemerkung auf Seite 160 beinhalten, nennt
man nicht topologisch einfach. Um die Definition aus [23] auf Seite 219 (Definition 5.38)
zu verwenden, wird dies in Satz 5.41 auf Seite 157 nachgewiesen.
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Ist ein Graph G nicht topologisch einfach, so ist auch eine (p, e, q)-Kontraktion von
G nicht topologisch einfach (Satz 5.42 auf Seite 161). Unter welchen Bedingungen die
Ru¨ckrichtung dieser Implikation gilt, wird in Satz 5.43 auf Seite 166 und Satz 5.44 auf
Seite 168 untersucht. Beispielsweise gilt sie nicht fu¨r Graphen, die sich aus einer Situation
wie (b) aus der Bemerkung auf Seite 168 konstruieren lassen.
Spa¨ter wird ha¨ufig das sich daraus ergebende Korollar 5.46 auf Seite 170 benutzt,
wonach der topologische Typ (also einfach/nicht einfach) durch eine Kontraktion an einer
zweiwertigen Ecke nicht beeinflusst wird.
Definition 5.38 [23] Ein Graph G heißt topologisch einfach, wenn fu¨r jeden nicht ein-
fachen Graphen H gilt: G 6= H und G /∈ sub(H).
Bemerkung Laut Definition 5.38 ist G nicht topologisch einfach, wenn es einen nicht
einfachen Graphen H gibt, so dass G = H oder G ∈ sub(H) gilt.
Offenbar ist ein orientierter Graph genau dann topologisch einfach, wenn es der zu-
grundeliegende nicht-orientierte Graph ist, denn sowohl Definition 5.22 auf Seite 135 als
auch die Definitionen einer Schlaufe bzw. Mehrfachkanten in 1.1 auf Seite 11 ha¨ngen nicht
davon ab, ob der Graph orientiert ist. 2
Satz 5.39 Es sei G = (V,E, g) ein orientierter Graph, p, q ∈ V und e ∈ E, so dass
Cp,e,q(G) definiert ist. Dann ist mit Cp,e,q(G) auch G einfach.
Beweis Es sei G nicht einfach. Es gibt also Mehrfachkanten f, c ∈ E oder eine Schlaufe
h ∈ E. Ist f 6= e und c 6= e, so gilt
νgCp,e,q(G)(f) = P2 (ψ(p, q, V )) νg(f) = P2 (ψ(p, q, V )) νg(c) = νgCp,e,q(G)(c).
Daher sind f, c ∈ ECp,e,q(G) Mehrfachkanten. Fu¨r f = e und c 6= e berechnet man
νgCp,e,q(G)(c) = P2 (ψ(p, q, V )) νg(e) = {q}. Also ist c ∈ ECp,e,q(G) eine Schlaufe. Ana-
log schließt man fu¨r c = e und f 6= e. Fu¨r eine Schlaufe h ∈ E gilt h 6= e. Fu¨r νg(h) = {v}
berechnet man
νgCp,e,q(G)(h) = P2 (ψ(p, q, V )) ({v}) =
 {v} : v 6= p{q} : v = p .
Also ist h eine Schlaufe in Cp,e,q(G). 2
Satz 5.40 Es sei G = (V,E, g) ein orientierter Graph, p, q ∈ V und e ∈ E, so dass
Cp,e,q(G) definiert ist. Sei f eine Schlaufe von Cp,e,q(G). Dann ist G nicht einfach.
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Beweis Sei νg(f) = {a, b} und v eine Ecke mit
{v} = νgCp,e,q(G)(f) = P2 (ψ(p, q, VG)) νg(f).
1. Fall: p /∈ {a, b} =⇒ v = a = b =⇒ f Schlaufe von G.
2. Fall: p = a ∧ b 6= p =⇒ q = v = b =⇒ νg(f) = {p, q} = νg(e) =⇒ f, e sind
Mehrfachkanten von G.
3. Fall: p = b ∧ a 6= p: Analog zum 2.Fall.
4. Fall: p = a = b =⇒ νg(f) = {p, p} =⇒ f Schlaufe von G. 2
Satz 5.41 Ein orientierter Graph G = (V,E, g) ist genau dann nicht topologisch einfach,
wenn eine der beiden folgenden Bedingungen erfu¨llt ist:
1. Es gibt Wege (w,W ) : J ′n → G und (u, U) : J
′
m → G mit m,n ∈ N, fu¨r die (a), (b)
und (c) gelten:
(a) w(0) = u(0), w(n) = u(m).
(b) Bildw ∩ Bildu = {w(0), w(n)}, BildW ∩ BildU = ∅.
(c) degG (w(i)) = 2 fu¨r jedes i ∈ {1, . . . , n−1}, sofern n ≥ 2 gilt, und degG (u(i)) =
2 fu¨r i ∈ {1, . . . ,m− 1}, sofern m ≥ 2 gilt.
2. Es gibt einen Kreis (c, C) : J ′n → G, n ∈ N, mit degG (c(i)) = 2 fu¨r jedes i ∈
{1, . . . , n− 1}, sofern n ≥ 2 gilt
Beweis ⇒: Es sei G nicht topologisch einfach. Besitzt G bereits eine Schlaufe oder
Mehrfachkanten, so lassen sich offensichtlich fu¨r m = n = 1 Wege bzw. Kreise wie in
1. und 2. gefordert angeben. Ansonsten ist G eine Unterteilung eines Graphen LN , d.h.
LN = CdxN e(G), N ∈ N, so dass LN eine Schlaufe oder Mehrfachkanten hat. Definiere
Lj := Cxj (Lj−1) fu¨r 1 ≤ j ≤ N und L0 := G. Angenommen fu¨r ein j ∈ {1, . . . , N} sind
bereits
A) Wege (w,W ) : J ′n → Lj , (u, U) : J
′
m → Lj , die 1(a), 1(b) und 1(c) erfu¨llen
oder
B) ein Kreis (c, C) : J ′n → Lj , der Bedingung 2. genu¨gt,
gegeben. Nun werden die geforderten Wege / der geforderte Kreis nach Lj−1 konstruiert.
Zur Notation sei dazu xj = (p, e, q), also Lj = Cp,e,q(Lj−1).
158 KAPITEL 5. KONTRAKTIONEN MEHRERER KANTEN
Zu A): Nach Satz 5.10 (b), (c) existieren Wege (w˜, W˜ ) : J ′ n → Lj−1, (u˜, U˜) : J
′
 
m → Lj−1
mit n˜ ∈ {n, n+ 1}, m˜ ∈ {m,m+ 1} und
w˜(0) = w(0), w˜(n˜) = w(n), u˜(0) = u(0) und u˜(m˜) = u(m). (5.14)
Es sind nun die Bedingungen 1(a), 1(b) und 1(c) fu¨r die Wege (w˜, W˜ ), (u˜, U˜) zu verifizieren.
Zu 1(a): Es gelten
w˜(0) = w(0) = u(0) = u˜(0) sowie w˜(n˜) = w(n) = u(m) = u˜(m˜). (5.15)
Zu 1(b): Nach Satz 5.10(b),(c) gilt fu¨r a ∈ {w, u} : Bild a˜ = Bild a oder Bild a˜ = Bild a∪
{p}. Daraus folgen
Bild w˜ ∩ Bild u˜ = {w(0), w(n)}, (5.16)
was die Behauptung ist, oder
Bild w˜ ∩ Bild u˜ = {w(0), w(n), p}. (5.17)
Es wird gezeigt, dass (5.17) nicht eintreten kann. Angenommen (5.17) gilt. Falls n˜ = 1
ist, folgt p ∈ Bildw ⊂ VLj . Widerspruch! Analoges gilt fu¨r m˜, daher muss n˜ ≥ 2 und
m˜ ≥ 2 erfu¨llt sein. Wegen p /∈ VLj gibt es s ∈ {1, . . . , n˜ − 1}, t ∈ {1, . . . , m˜ − 1}, so dass
p = w˜(s) = u˜(t) ist. Dann folgt p ∈ νgLj−1W˜ (ls), p ∈ νgLj−1W˜ (ls+1), p ∈ νgLj−1U˜(lt) und
p ∈ νgLj−1U˜(lt+1). Ebenso gilt p ∈ νgLj−1(e) und degLj−1(p) = 2 (Unterteilung), daher
muss [
W˜ (ls) = e ∨ W˜ (ls+1) = e
]
∧
[
U˜(lt) = e ∨ U˜(lt+1) = e
]
erfu¨llt sein. Aus Satz 5.10 (b), (c) ergibt sich fu¨r A ∈ {W,U} : Bild A˜ = BildA oder
Bild A˜ = BildA ∪ {e}. Demnach gilt
Bild W˜ ∩ Bild U˜ = ∅ oder Bild W˜ ∩ Bild U˜ = {e}. (5.18)
O.B.d.A. seien W˜ (ls) = e = U˜(lt). Dann ist W˜ (ls+1) 6= e, U˜(lt+1) 6= e wegen der In-
jektivita¨t von W˜ und U˜ . Daher gilt W˜ (ls+1) 6= U˜(lt+1) nach (5.18). Insgesamt folgt
e, W˜ (ls+1), U˜(lt+1) ∈ Inz(p, Lj−1), also degLj−1(p) ≥ 3. Widerspruch! Daher tritt der
Fall (5.17) nicht ein.
Es ist noch Bild W˜ ∩Bild U˜ = ∅ zu zeigen. Wegen (5.18) genu¨gt es e /∈ Bild W˜ ∩Bild U˜
nachzuweisen. Angenommen es gilt e ∈ Bild W˜ ∩ Bild U˜ . In Satz 5.10 tritt dann einer der
Fa¨lle 2(b)i., 2(b)iii., 2(c) ein, also gilt m˜ = m+ 1 und n˜ = n+ 1. Man schließt:
∃ s ∈ {1, . . . , m˜}, t ∈ {1, . . . , n˜} mit U˜(ls) = e = W˜ (lt)
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=⇒ {u˜(s− 1), u˜(s)} = gLj−1(U˜(ls)) = gLj−1(W˜ (lt)) = {w˜(t), w˜(t− 1)}
=⇒ [u˜(s− 1) = w˜(t− 1) ∧ u˜(s) = w˜(t)] ∨ [u˜(s− 1) = w˜(t) ∧ u˜(s) = w˜(t− 1)]
(5.16),(5.15)
=⇒ [s = t = 1 ∧ (s = 0 = t ∨ s = m˜, t = n˜)] ∨ [s = 1, t = 0 ∧ s = 0, t = 1]
=⇒ s = t = m˜ = n˜ = 1 =⇒ 1 = m˜ = m+ 1 = n˜ = n+ 1
=⇒ m = n = 0. Widerspruch!
Zu 1(c): Fu¨r w˜(i) = p gilt nach Voraussetzung degLj−1 (w˜(i)) = 2. Sei i ∈ {1, . . . , n˜− 1}
und w˜(i) 6= p. Nach Satz 5.10 (b), (c) gibt es ein k ∈ {0, . . . , n} mit w˜(i) = w(k). Wegen
(5.14) ist k /∈ {0, n}. Der Weg (w,W ) erfu¨llt 1(c), daher gilt 2 = degLj (w(k)) =: (∗).
Mithilfe von 4.13 auf Seite 84 ergibt sich:
• w(k) 6= q : (∗) = degLj−1(w(k)) = degLj−1(w˜(i)).
• w(k) = q : (∗) = degLj−1(w(k)) + degLj−1(p)− 2 = degLj−1(w(k)) = degLj−1(w˜(i)).
Ersetzt man n˜ durch m˜ und w˜ durch u˜, erha¨lt man 1(c) fu¨r den Weg (u˜, U˜).
Zu B): Zuna¨chst sei n = 1. Dann ist C(l1) ∈ Sch (c(0), Lj). Nach 5.40 auf Seite 156 hat
Lj−1 eine Schlaufe oder Mehrfachkanten, so dass man fu¨r m = n = 1 einen Kreis gema¨ß
2. oder Wege gema¨ß 1. wa¨hlen kann.
Sei nun n ≥ 2. Definiere Wege (w,W ) : J ′1 → Lj und (u, U) : J
′
n−1 → Lj durch
w(0) := c(0), w(1) := c(n − 1), W (l1) := C(ln) und u(i) := c(i) fu¨r i ∈ {0, . . . , n − 1},
U(li) := C(li) fu¨r i ∈ {1, . . . , n− 1}. Diese erfu¨llen 1(a), 1(b) und 1(c), denn (c, C) erfu¨llt
2., und man befindet sich im Fall A).
⇐: Es trete 1. ein. Zuna¨chst seien m,n ≥ 2. Nach 5.26 auf Seite 138 lassen sich Spezielle
injektive Abbildungen iu : V2 (J
′
m)→ EJ ′m und iw : V2(J
′
n)→ EJ ′n wa¨hlen. Dabei seien ls,
lt die eindeutig bestimmten Kanten, fu¨r die ls /∈ Bild iu und lt /∈ Bild iw gelten. Es gibt
Ecken rk ∈ VJ ′n , 1 ≤ k ≤ n− 1, und tk ∈ VJ ′m , 1 ≤ k ≤ m− 1, so dass mit
xk := (k, iw(k), rk) , ak := (w(k),W (iw(k)) , w(rk)) fu¨r 1 ≤ k ≤ n− 1,
und yk := (k, iu(k), tk), bk := (u(k), U (iu(k)) , u(tk)) fu¨r 1 ≤ k ≤ m− 1
die folgenden Graphen und induzierten Abbildungen
(w˜, W˜ ) : Cdxn−1e(J
′
n)→ Cdan−1e(G), (u˜, U˜) : Cdym−1e(J
′
m)→ Cdbm−1e(G)
gema¨ß Satz 4.16 auf Seite 86 durch (w,W ) bzw. (u, U) gegeben sind. Nach Voraussetzung
1(b) gelten
Bildw||{1, . . . , n− 1} ∩ Bildu||{1, . . . ,m− 1} = ∅, BildU ∩ BildW = ∅. (5.19)
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Da Cdan−1e (G) definiert und Bild (w,W ) ein Teilgraph von G ist, ist Cdan−1e (Bild (w,W ))
nach 5.28 auf Seite 143 definiert. Sei H := Bild (w,W ) ∪ Bild (u, U) < G. Dann gilt
L := Cdan−1e (H)
(5.19) und 4.9, S.79
= Cdan−1e (Bild (w,W )) ∪ Bild (u, U)
5.28
< Cdan−1e (G) .
Nocheinmal (5.19), 4.9 und 5.28 anwenden ergibt
Cdbm−1e (L) = Cdan−1e (Bild (w,W )) ∪ Cdbm−1e (Bild (u, U)) < Cdbm−1e
(
Cdan−1e (G)
)
.
Analog zeigt man, dass Cdan−1e
(
Cdbm−1e (G)
)
definiert ist. Nach 5.27 auf Seite 139 gilt dann
C := Cdan−1e
(
Cdbm−1e (G)
)
= Cdbm−1e
(
Cdan−1e (G)
)
durch Zusammensetzen der Spezeillen injektiven Abbildungen uw und iu. Gema¨ß 5.26
gelten
Jn := Cdxn−1e(J
′
n) = ({0, n}, {lt}, gJn) , Jm := Cdym−1e(J
′
m) = ({0,m}, {ls}, gJm).
Wegen W˜ (lt) = W (lt) /∈ BildU und U˜(ls) = U(ls) /∈ BildW lassen sich wegen Satz 4.17
auf Seite 87 die Homomorphismen
(
wˆ, Ŵ
)
: Jn → Cdbm−1e
(
Cdan−1e (G)
)
, ŵ(x) := w˜(x), Ŵ (x) := W˜ (x),
(
û, Û
)
: Jm → Cdan−1e
(
Cdbm−1e (G)
)
, û(x) := u˜(x), Û(x) := U˜(x)
definieren. Es gilt nun:
νgCŴ (lt) = P2(ŵ)νgJn(ls) = {ŵ(0), ŵ(n)} = {w˜(0), w˜(n)} = {w(0), w(n)}
= {u(0), u(m)} = {u˜(0), u˜(m)} = {û(0), û(m)} = P2(û)νgJm = νgCÛ(ls).
Daher sind die Kanten Ŵ (lt) und Û(ls) Mehrfachkanten in C. Nach Voraussetzung 1(c)
ist G ∈ sub (C) und somit nicht topologisch einfach.
Sofern entweder m = 1 oder n = 1 ist, fu¨hrt man die Kontraktionen nur fu¨r den
entsprechenden Weg durch und schließt genauso wie oben. Bis auf die Speziellen injektiven
Abbildungen la¨sst sich der Beweis formal genauso fu¨r m = 1 oder n = 1 fu¨hren. Wenn
m = n = 1 gilt, so sind W (l1) und U(l1) bereits Mehrfachkanten von G.
Tritt 2. ein kontrahiert man G, falls n ≥ 2 ist, auf a¨hnliche Art zu einem Graphen, der
eine Schlaufe besitzt. Fu¨r n = 1 ist C(l1) bereits eine Schlaufe in G. 2
Bemerkung Die folgende Abbildung veranschaulicht die Bedingungen 1(a), 1(b), 1(c)
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sowie 2. aus Satz 5.41.
1. : 2. :
2
Satz 5.42 Gegeben seien ein orientierter Graph G = (V,E, g), p, q ∈ V und e ∈ E, so
dass Cp,e,q(G) definiert ist. Der Graph G ist topologisch einfach, wenn Cp,e,q(G) es ist.
Beweis Es sei G nicht topologisch einfach. Zu zeigen ist, dass L := Cp,e,q(G) nicht
topologisch einfach ist. Es trete zuna¨chst Erstens aus Satz 5.41 ein. Es seien also (w,W ) :
J ′n → G und (u, U) : J
′
m → G Wege, die 1(a), 1(b) und 1(c) aus 5.41 erfu¨llen. In den
folgenden Fa¨llen werden jeweils Wege(
w˜, W˜
)
: J ′ n → L,
(
u˜, U˜
)
: J ′ m → L (5.20)
angegeben, die den Bedingungen 1(a), 1(b) und 1(c) oder 2. aus 5.41 genu¨gen. Man be-
achte, dass wegen ∅ = BildW ∩ BildU keine weiteren Fa¨lle eintreten ko¨nnen.
1. e /∈ BildW, e /∈ BildU, p /∈ Bildw, p /∈ Bildu.
2. e /∈ BildW, e /∈ BildU, p ∈ Bildw, p /∈ Bildu.
3. e /∈ BildW, e /∈ BildU, p ∈ Bildw ∩ Bildu, ∅ = w−1(q) = u−1(q).
4. e /∈ BildW, e /∈ BildU, p ∈ Bildw ∩ Bildu, [∅ 6= w−1(q) ∨ ∅ 6= u−1(q)].
5. e /∈ BildW, e /∈ BildU, p /∈ Bildw, p ∈ Bildu.
6. e ∈ BildW, e /∈ BildU, p /∈ Bildu.
7. e ∈ BildW, e /∈ BildU, p ∈ Bildu.
8. e /∈ BildW, e ∈ BildU, p ∈ Bildw.
9. e /∈ BildW, e ∈ BildU, p /∈ Bildw.
In den folgenden Betrachtungen sei (a,A, α) ∈ {(w,W, n), (u, U,m)}.
Zu 1.: Man definiert n˜ := n, m˜ := m und die Wege in (5.20) mithilfe von Satz 4.17
auf Seite 87. Diese sind dann durch (w,W ) bzw. (u, U) gegeben und injektiv. Daraus
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ergeben sich sofort 1(a) und 1(b) fu¨r (w˜, W˜ ) und (u˜, U˜). Der Widerspruch (5.21) zeigt,
dass q 6= a˜(i) = a(i) fu¨r jedes i ∈ {1, . . . , α˜− 1} gilt.
∃i ∈ {1, . . . , α˜− 1} : q = a˜(i)⇒ e ∈ Inz (a(i), G)
1(c)
= {A(li), A(li+1)} ⊂ BildA. (5.21)
Daher folgt degL a˜(i) = degG a(i) = 2 fu¨r jedes i ∈ {1, . . . , α˜− 1} aus 4.13 auf Seite 84.
Zu 2. und 5.: Diese Fa¨lle treten nicht ein. Der folgende Widerspruch in (5.22) zeigt, dass
p = a(0) oder p = a(α) gilt.
∃i ∈ {1, . . . , α− 1} : p = a(i)⇒ e ∈ Inz (a(i), G)
1(c)
= {A(li), A(li+1)} ⊂ BildA. (5.22)
Somit gelten p = w(0) = u(0) oder p = w(n) = u(m), also p ∈ Bildw ∩ Bildu im
Widerspruch zur Voraussetzung aus 2. bzw. 5.
Zu 3.: Die Wege in (5.20) werden wie in 1. mittels Satz 4.17 definiert. Aus p ∈ Bildw ∩
Bildu folgt p = w(0) = u(0) oder p = w(n) = u(m). Fu¨r p = w(n) = u(m) gelten
w˜(0) = w(0) = u(0) = u˜(0), w˜(n˜) = w˜(n)
Satz 4.17
= q
Satz 4.17
= u˜(m) = u˜(m˜),
und fu¨r p = w(0) = u(0) sind die Gleichungen
w˜(0)
Satz 4.17
= q
Satz 4.17
= u˜(0) und w˜(n˜) = w(n) = u(m) = u˜(m˜)
erfu¨llt. Daher gilt 1(a) fu¨r den Weg (a˜, A˜). Die folgenden Aussagen 10., 11. und 12. veri-
fizieren 1(b) und 1(c) von Satz 5.41:
10. Bild w˜ ∩ Bild u˜ ⊂ ((Bildw ∪ {q}) \ {p}) ∩ ((Bildu ∪ {q}) \ {p}) = {w(0), w(n), q} \
{p} = {w˜(0), w˜(n˜)}.
11. Bild W˜ = BildW , Bild U˜ = Bild U˜ ⇒ Bild W˜ ∩ Bild U˜ = ∅.
12. degL a˜(i) = degG a(i) = 2 fu¨r jedes i ∈ {1, . . . , α˜− 1} ergibt sich wie in 1.
Zu 6.: Sei e = W (lj+1) fu¨r ein j+1 ∈ {1, . . . , n}. Da e ∈ BildW ist, ist p ∈ Bildw. Wegen
p /∈ Bildu gilt n ≥ 2 und es gibt ein i ∈ {1, . . . , n− 1} mit w(i) = p. Aus
{p, q} = νg(e) = νgW (lj+1) = {w(j), w(j + 1)}
folgt p = w(j) ∧ q = w(j + 1) oder q = w(j) ∧ p = w(j + 1). Es trete zuna¨chst der Fall
p = w(j) ∧ q = w(j + 1) ein. Man definiert n˜ := n − 1 ≥ 1 und (w˜, W˜ ) : J ′ n → L durch
(w˜, W˜ ) := (w,W )◦(φj ,Φj), wobei (w,W ) : Cj,lj+1,j+1(J
′
n)→ L die durch (w,W ) induzierte
Abbildung aus Satz 4.16 auf Seite 86 und (φj ,Φj) der Isomorphismus aus Lemma 5.5 auf
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Seite 117 ist. Der Weg (u˜, U˜) aus (5.20) wird wie in 1. definiert, da e nicht im Bild von U
enthalten ist. Damit ist (w˜, W˜ ) und wegen q = w(j + 1) /∈ Bildu und Satz 4.17 auf Seite
87 auch (u˜, U˜) injektiv. Es gelten:
13. w˜(0) = wφj(0)
j>0
= w(0) = w(0) = u(0) = u˜(0),
w˜(n˜) = wφj(n− 1) = w(n) = w(n) = u(m) = u˜(m˜).
14. Bild w˜∩Bild u˜ = Bildwφj ∩Bildu ⊂ Bildw∩Bildu = {w(0), w(n)} = {w˜(0), w˜(n˜)}.
15. Bild W˜ ∩ Bild U˜ = BildWΦj ∩ BildU ⊂ BildW ∩ BildU = ∅.
16. Sei n˜ ≥ 2 und i ∈ {1, . . . , n˜ − 1}. Es folgt φj(i) ∈ {1, . . . , n − 1}. Fu¨r w˜(i) 6= q gilt
degL w˜(i)
4.13
= degG w˜(i) = degGwφj(i) = degGw (φj(i)) = 2. Fu¨r w˜(i) = q rechnet
man degL w˜(i) = degG w˜(i) + degG p− 2 = degGw (φj(i)) + degGw(j)− 2 = 2.
17. Die Gradbedingungen 1(c) aus Satz 5.41 fu¨r u˜ folgen wie in 12.
Aussage 13. liefert 1(a), 1(b) ergibt sich aus 13. zusammen mit 14. sowie 15., und 1(c)
folgt aus 16. und 17.
Nun trete q = w(j) ∧ p = w(j+1) ein. Hier gilt also j ∈ {0, . . . , n− 2}. Man definiert
n˜ := n− 1 ≥ 1 und (w˜, W˜ ) := (w,W ) ◦ (δ,∆) ◦ (φj ,Φj). Dabei seien (w,W ) und (φj ,Φj)
die Abbildungen von oben und (δ,∆) : Cj,lj+1,j+1(J
′
n)→ Cj+1,lj+1,j(J
′
n) der Isomorphismus
aus Satz 4.2 auf Seite 74. Die Abbildung (u˜, U˜) sei wie in 1. gegeben. Damit ist (w˜, W˜ )
und wegen p = w(j+1) /∈ Bildu und Satz 4.17 auf Seite 87 auch (u˜, U˜) injektiv. Es gelten
18. Fu¨r j = 0 : w˜(0) = wδφj(0) = wδ(1) = w(0) = w(0) = u(0) = u˜(0).
19. Fu¨r j > 0 : w˜(0) = wδφj(0) = wδ(0) = w(0) = w(0) = u(0) = u˜(0).
20. w˜(n˜) = wδφj(n− 1) = wδ(n)
j<n−1
= w(n) = w(n) = u(m) = u˜(m) = u˜(m˜).
Wegen Bild w˜ = Bildwδφj ⊂ Bildw und Bild W˜ = BildW∆Φj ⊂ BildW ergeben sich
zu 14. und 15. analoge Aussagen. Fu¨r n˜ ≥ 2 und i ∈ {1, . . . , n˜ − 1} gilt δφj(i) ∈ {1, . . . ,
n − 1}, denn j ≤ n − 2. Also ergibt sich eine zu 16. analoge Aussage. Insgesamt folgen
1(a), 1(b) und 1(c).
Zu 7.: Der Weg (u˜, U˜) wird wie in 1. definiert. Zuna¨chst gelte n ≥ 2. Wegen p ∈ Bildw ∩
Bildu gilt p = w(0) = u(0) oder p = w(n) = u(m). Sei zuna¨chst p = w(0) = u(0). Sei
e = W (lj). Daraus ergibt sich {p, q} = g(e) = {w(j − 1), w(j)}. Daher mu¨ssen j = 1 und
w(1) = q gelten. Definiere nun n˜ := n − 1 ≥ 1 sowie (w˜, W˜ ) := (w,W ) ◦ (φ0,Φ0), wo
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(w,W ) : C0,l1,1(J
′
n) → L durch (w,W ) gegeben und (φ0,Φ0) der Isomorphismus aus 5.5
ist. Damit ist (w˜, W˜ ) und wegen q = w(1) /∈ Bildu und Satz 4.17 auf Seite 87 auch (u˜, U˜)
injektiv. Dann gelten:
21. w˜(0) = wφ0(0) = w(1) = w(1) = q
Satz 4.17
= u˜(0),
w˜(n˜) = w˜(n− 1) = wφ0(n− 1) = w(n) = u(m) = u˜(m˜).
22. Bild w˜ ∩ Bild u˜ ⊂ Bildw ∩ ((Bildu ∪ {q}) \ {p}) = {w(0), w(n), w(1)} \ {w(0)} =
{w(1), w(n)} = {w˜(0), w˜(n˜)}.
23. Bild W˜ ∩ Bild U˜ = BildWΦ0 ∩ BildU ⊂ BildW ∩ BildU = ∅.
24. Sei n˜ ≥ 2 und i ∈ {1, . . . , n˜ − 1}. Dann gilt φ0(i) ∈ {1, . . . , n − 1}. Außerdem gilt
w˜(i) 6= q, denn andernfalls ergibt sich w(1) = q = w˜(i) = wφ0(i) = wφ0(i) ⇒
1 = φ0(i) ⇒ i = 0. Widerspruch! Man berechnet daher degL w˜(i) = degG w˜(i) =
degGw (φ0(i)) = 2.
25. Fu¨r u˜ gelten die Gradbedingungen 1(c) aus Satz 5.41 wie in 12.
Demnach gelten 1(a), 1(b) und 1(c) fu¨r die Wege (w˜, W˜ ) und (u˜, U˜).
Sei nun p = w(n) = u(m). Es folgt e = W (ln) und q = w(n− 1). In
J ′n−1 Cn−1,ln,n(J
′
n) Cn,ln,n−1(J
′
n) L
-(φn−1,Φn−1) -(δ,∆) -(w,W )
seien (φn−1,Φn−1) der Isomorphismus aus 5.5, (δ,∆) der Isomorphismus aus 4.2 auf Sei-
te 74 und (w,W ) die durch (w,W ) gegebene induzierte Abbildung aus 4.16. Definiere
(w˜, W˜ ) := (w,W ) ◦ (δ,∆) ◦ (φn−1,Φn−1) sowie n˜ := n − 1 und m˜ := m. Der Weg (u˜, U˜)
wird wie in 1. festgelegt. Damit ist (w˜, W˜ ) und wegen q = w(n−1) /∈ Bildu und Satz 4.17
auf Seite 87 auch (u˜, U˜) injektiv. Dann gelten
26. w˜(0) = wδφn−1(0) = wδ(0) = w(0) = w(0) = u(0) = u˜(0),
w˜(n˜) = wδφn−1(n− 1) = wδ(n) = w(n− 1) = w(n− 1) = q = u˜(m) = u˜(m˜).
27. Bild w˜∩Bild u˜ ⊂ Bildw∩ ((Bildu ∪ {q}) \ {p}) = {w(0), w(n), w(n− 1)} \ {w(n)} =
{w(0), w(n− 1)}
26
= {w˜(0), w˜(n˜)}.
28. Sei n˜ ≥ 2 und i ∈ {1, . . . , n˜ − 1}. Dann gilt δφn−1(i) ∈ {1, . . . , n − 1}, denn n ≥ 2.
Außerdem gilt w˜(i) 6= q, denn andernfalls ergibt sich w(n − 1) = q = w˜(i) =
wδφn−1(i) = wδ(i) ⇒ n− 1 = δ(i) ⇒ i = n. Widerspruch! Man berechnet daher
degL w˜(i) = degG w˜(i) = degGw (δφn−1(i)) = 2.
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So erha¨lt man 1(a), 1(b) und 1(c) auch in diesem Fall fu¨r die Wege (w˜, W˜ ) und (u˜, U˜).
Nun trete der Fall n = 1 ein. Man wendet Satz 5.8 auf Seite 121 auf (u, U) an. Der
Ausdruck min{m, 0} ist hier gleich Null. Daher ergibt sich ein Kreis (u˜, U˜) : J ′m → L mit
u˜(i) = ψ(p, q, VG) (u(i)). Falls m ≥ 2 ist, erhha¨lt man u˜(i) = u(i) fu¨r i ∈ {1, . . . ,m − 1},
denn es gilt {p, q} = {w(0), w(1)} = {u(0), u(m)}. Daher erfu¨llt u˜ die Bedingung aus 2. in
Satz 5.38.
Zu 4.: Aus p ∈ Bildw ∩ Bildu folgt p = w(0) = u(0) oder p = w(n) = u(m). Man
betrachtet folgende A¨quivalenzen:
w−1(q) 6= ∅
(∗1)
⇔ [w(0) = q ∨ w(n) = q]
(∗2)
⇔ [u(0) = q ∨ u(m) = q]
(∗3)
⇔ u−1(q) = ∅. (5.23)
Ersetzt man p durch q in (5.22) ergeben sich (∗1) und (∗3). Aus der Voraussetzung 1(a)
an die Wege (w,W ), (u, U) folgt (∗2). Aus (5.23) und der Voraussetzung von 4. folgt, dass
es Indizes i und j gibt, fu¨r die w(i) = u(j) = q gilt. Da p 6= q ist, tritt also entweder
p = w(0) = u(0) ∧ q = w(n) = u(m) oder p = w(n) = u(m) ∧ q = w(0) = u(0) ein.
Wegen e /∈ BildW und e /∈ BildU liefert Satz 5.8 auf Seite 121 Kreise (a˜, A˜) : J ′α → L
mit a˜(i) = ψ(p, q, VG) (a(i)). Falls α ≥ 2 ist, erha¨lt man a˜(i) = a(i) fu¨r i ∈ {1, . . . , α− 1},
denn es gilt {p, q} = {a(0), a(α)}. Daher erfu¨llt a˜ die Bedingung aus 2. in Satz 5.38.
Zu 8. und 9.: Diese Fa¨lle ergeben sich aus 6. und 7., indem man die Rollen der Wege
(w,W ) und (u, U) vertauscht.
Nun trete Zweitens aus Satz 5.41 ein. Sei (c, C) : J ′n → G ein Kreis, der die Gradbe-
dingungen in Satz 5.41.2. erfu¨llt. Man betrachtet die folgenden Fa¨lle:
29. e /∈ BildC und p /∈ Bild c 30. e /∈ BildC und p ∈ Bild c.
31. e ∈ BildC und p ∈ Bild c.
Zu 29.: Satz 5.9 auf Seite 122 liefert einen Kreis (c˜, C˜) : J ′n → L. Es gilt hier c
−1(p) = ∅,
also c˜(i) = c(i) fu¨r alle i ∈ {0, . . . , n} nach der Definition in Satz 5.9. Falls n ≥ 2 gilt, erha¨lt
man zusammen mit der Gradbedingung aus Satz 5.41.2. an den Kreis (c, C) wie in (5.21)
die Aussage c˜(i) 6= q fu¨r jedes i ∈ {1, . . . , n − 1}. Daher gilt degL c˜(i)
4.13
= degG c(i) = 2
fu¨r alle i ∈ {1, . . . , n− 1}.
Zu 30.: Zuna¨chst wird gezeigt, dass c−1(q) = ∅ gilt. Angenommen es gibt ein i ∈ {0, . . . , n}
mit c(i) = q:
32. i ∈ {0, n} : q = c(i) 6= p
c(0)=c(n)
=⇒ ∃j ∈ {1, . . . , n−1} : c(j) = p ⇒ e ∈ Inz(c(j), G) =
{C(lj), C(lj+1)} ⇒ e ∈ BildC. Widerspruch!
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33. i ∈ {1, . . . , n − 1} : e ∈ Inz(q,G) = Inz(c(i), G) = {C(li), C(li+1)} ⇒ e ∈ BildC.
Widerspruch!
Der Satz 5.9 liefert somit einen Kreis (c˜, C˜) : J ′n → L, der die Gradbedingung erfu¨llt, denn
fu¨r n ≥ 2 und i ∈ {1, . . . , n− 1} gelten:
34. c˜(i) = q : c−1(q) = ∅
5.9
⇒ c(i) = p ⇒ e ∈ Inz(c(i), G) ⊂ BildC. Widerspruch!
35. c˜(i) 6= q : c−1(q) = ∅
5.9
⇒ i /∈ c−1(p) ⇒ degL c˜(i)
4.13
= degG c˜(i) = degG c(i) = 2.
Zu 31.: Aus n = 1 folgt p = q, daher tritt dieser Fall nicht ein. Sei also n ≥ 2. Satz 5.6
auf Seite 119 liefert einen Kreis (k,K) : J ′n−1 → L. Zum Nachweis der Gradbedingung 2.
aus 5.41 sind verschiedene Fa¨lle zu untersuchen. Dazu trete der Fall n− 1 ≥ 2 ein.
36. p = c(0), q = c(1). Es tritt der erste Fall in Satz 5.6 ein, so dass fu¨r (k,K) =
(c˜, C˜) ◦ (φ0,Φ0) gilt: k(i) = q ⇔ q = ψ(p, q, V )cφ0(i) ⇔ cφ0(i) = p ∨ cφ0(i) =
q ⇔ φ0(i) = 0 ∨ φ0(i) = n ∨ φ0(i) = 1 ⇔ i ∈ {n − 1, 0}. Man berechnet
fu¨r i ∈ {1, . . . , n − 2} : degL k(i)
Satz 4.13
= degG k(i)
p=c(0)
= deg cφ0(i) = 2, denn
φ0(i) ∈ {2, . . . , n− 1}.
37. p = c(n), q = c(n − 1). Es tritt der zweite Fall aus Satz 5.6 ein. Gema¨ß den dort
verwendeten Bezeichnungen sei (k,K) = (d˜, D˜) ◦ (φ0,Φ0). Wie in 36. erha¨lt man
die folgende A¨quivalenz: k(i) = q ⇔ q = ψ(p, q, V )d˜φ0(i) = ψ(p, q, V )cδnφ0(i) ⇔
[cδnφ0(i) = q] ∨ [cδnφ0(i) = p]⇔ [n−φ0(i) = n−1] ∨ [n−φ0(i) = n] ∨ [n−φ0(i) =
0]⇔ i ∈ {0, n− 1}. Deshalb errechnet man fu¨r i ∈ {1, . . . , n− 2} : degL k(i)
Satz 4.13
=
degG k(i)
p=c(n)
= degG cδnφ0(i) = 2, denn δnφ0(i) ∈ {1, . . . , n− 1}.
38. j ∈ {1, . . . , n − 1} ∧ p = c(j). Aus i ∈ {1, . . . , n − 2} folgt φj(i) ∈ {1, . . . , n − 1}.
Wegen degG c(j) = degG p = 2 la¨ßt sich Satz 4.13 wie folgt anwenden:
degL k(i)
Satz 4.13
= degG k(i) =
 degG cφj(i) = 2 : 1. aus Satz 5.6degG c(n− φj(i)) = 2 : 2. aus Satz 5.6 .
2
Satz 5.43 Vorgelegt sei ein orientierter Graph G, Ecken p, q und eine Kante e von G, so
dass Cp,e,q(G) definiert ist. Gegeben seien Wege (w,W ) und (u, U) nach Cp,e,q(G), die die
Bedingungen 1(a), 1(b) und 1(c) aus Satz 5.41 erfu¨llen. Dann gelten:
1. degG q = 2 oder degG p = 2 ⇒ G ist nicht topologisch einfach.
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2. degG p = 1 und q /∈ (Bildw ∪ Bildu) \ (Bildw ∩ Bildu) ⇒ G ist nicht topologisch
einfach.
3. degG q = 1 und q /∈ (Bildw ∪ Bildu) \ (Bildw ∩ Bildu) ⇒ G ist nicht topologisch
einfach.
4. q /∈ Bildw ∪ Bildu ⇒ G ist nicht topologisch einfach.
5. q ∈ (Bildw ∪ Bildu) \ (Bildw ∩ Bildu) , degG q ≥ 2 und degG p ≥ 2 ⇒ G ist nicht
topologisch einfach.
6. degCp,e,q(G) q ≤ 3 und q ∈ Bildw ∩ Bildu ⇒ G ist nicht topologisch einfach.
Beweis Zu 1.: Gilt degG p = 2, so lassen sich wie in ’Zu A)’ im Beweis des Satzes
5.41 die entsprechenden Wege / der entsprechende Kreis konstruieren, so dass 1. bzw. 2.
aus Satz 5.41 erfu¨llt wird. Tritt der Fall degG q = 2 und degG p 6= 2 ein, so zieht man
den Isomorphismus (δ,∆) : Cp,e,q(G) → Cq,e,p(G) aus Satz 4.2 auf Seite 74 heran. Dann
sind (δ,∆) ◦ (w,W ) und (δ,∆) ◦ (u, U) Wege, die 1. aus Satz 5.41 erfu¨llen. Daher ist auch
Cq,e,p(G) nicht topologisch einfach. Nun kann man wie im Fall degG p = 2 vorgehen.
Zu 2.: Sei W der orientierte Teilraph von G, der aus den Ecken p,q und der Kante e
besteht. Dann gilt G = Cp,e,q(G) ∪W (siehe Abbildung (a) in der Bemerkung auf Seite
168). Sei v ∈ (Bildw ∪ Bildu) \ (Bildw ∩ Bildu). Satz 4.7 auf Seite 76 liefert
degG v = degCp,e,q(G) v + degW v − degCp,e,q(G)∩W v
v 6= q
= degCp,e,q(G) v = 2.
Also sind (w,W ) und (u, U) Wege nach G, die die Bedingungen 1(a), 1(b) und 1(c) aus
Satz 5.41 erfu¨llen.
Zu 3.: Sei (δ,∆) : Cp,e,q(G) → Cq,e,p(G) der Isomorphismus aus 4.2, (w
′,W ′) := (δ,∆) ◦
(w,W ) und (u′, U ′) := (δ,∆) ◦ (u, U). Aus der Voraussetzung ergibt sich
p = δ(q) /∈ δ ((Bildw ∪ Bildu) \ (Bildw ∩ Bildu)) =
(
Bildw′ ∪ Bildu′
)
\
(
Bildw′ ∩ Bildu′
)
.
Daher la¨sst sich 2. auf (w′,W ′) und (u′, U ′) anwenden.
Zu 4.: Man kann 1. aus Satz 5.10 auf Seite 123 anwenden. Die so hochgehobenen Wege
(w˜, W˜ ), (u˜, U˜) genu¨gen den Bedingungen 1(a), 1(b) und 1(c) aus Satz 5.41, da sie durch
(w,W ) bzw. (u, U) gegeben sind.
Zu 5.: Es gilt: 2
1(c)
= degCp,e,q(G) q
Satz 4.13
= degG q+degG p−2 ⇒ 2 ≤ degG q = 4−degG p ≤
4− 2 = 2. Mit 1. folgt die Behauptung.
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Zu 6.: Zuna¨chst gilt degCp,e,q(G) q ≥ 2 wegen q ∈ Bildw ∩Bildu und BildW ∩BildU = ∅.
Man errechnet 3 ≥ degCp,e,q(G) q = degG p + degG q − 2 ≥ 2. Daraus folgt 5 ≥ degG p +
degG q ≥ 4. Gilt degG p = 1 oder degG q = 1, folgt die Behauptung aus 2. bzw. 3. An-
dernfalls ist die Ungleichung nur durch degG p, degG q ∈ {2, 3} erfu¨llbar. In diesen Fa¨llen
ergibt sich die Bauptung aus 1. 2
Bemerkung Die untenstehenden Abbildungen erla¨utern einige Fa¨lle aus Satz 5.43.
(a) Folgende Situationen treten in 2. bzw. 3. nicht auf.
2. :
p
q
3. :
p
q
(b) Die Ru¨ckrichtung in 6. gilt i.a. nicht, falls der Grad von q in Cp,e,q(G) z.B. 4 ist.
G :
q
p
Cp,e,q(G) : q
2
Satz 5.44 Es sei (c, C) : J ′n → Cp,e,q(G) ein Kreis, der Zweitens aus Satz 5.41 erfu¨llt.
Dann ist G nicht topologisch einfach.
Beweis Fu¨r degG p = 2 oder degG q = 2 wird wie in 1. aus Satz 5.43 geschlossen: Man
geht wie in ’Zu B)’ aus Satz 5.41 vor und benutzt gegebenenfalls einen Isomorphismus
gema¨ß Satz 4.2 auf Seite 74. Nun trete der Fall degG p 6= 2 und degG q 6= 2 ein. Seien
H := Bild (c, C) und (i, I) : H → Cp,e,q(G) die Inklusion. Es soll der Satz 4.18 auf Seite
88 zur Anwendung kommen. Dazu mu¨ssen die dort auftretenden Fa¨lle der Reihe nach
betrachtet werden:
Zu Fall A: q /∈ Bild i = Bild i ◦ c. Die Abbildung (˜ı, I˜) ◦ (c, C) ist offensichtlich ein Kreis,
da auch (˜ı, I˜) eine Inklusion ist.
Zu Fall B: q ∈ Bild i = Bild i ◦ c. Aus degG q 6= 2 und der Voraussetzung 2. aus Satz
5.41 auf Seite 157 an den Kreis (c, C) folgt q = c(0) = c(n). Fu¨r n = 1 ist H eine
Schlaufe, daher liefert Satz 5.40 auf Seite 156 die Behauptung. Sei also n ≥ 2. Es gilt dann
Inz(q,H) = {C(l1), C(ln)}, da (c, C) ein Homomorphismus und (i, I) eine Inklusion ist. Im
Fall B 1. ist (˜ı, I˜)◦(c, C) wie in Fall A ein Kreis. Im Fall B 2. gelten Bild ı˜c||{1, . . . , n− 1} =
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Bild i||{1, . . . , n− 1} und ı˜c(0) = ı˜(q) = p = ı˜c(n), daher ist (˜ı, I˜) ◦ (c, C) ein Kreis, der
Zweitens aus Satz 5.41 erfu¨llt.
In Fall B 3. wird der Graph K durch EK := EH ∪ {e} und VK := VH ∪ {p} gegeben. Es
seien o.B.d.A. M qq (i, I) = {C(l1)} und M
q
p (i, I) = {C(ln)}. Nach Satz 4.18 auf Seite 88
(a) ist K < G. Man definiert Abbildungen (w,W ) : J ′1 → G und (u, U) : J
′
n → G durch
w(0) := q, w(1) := p, W (l1) := e, U(li) := C(li) fu¨r i ∈ {1, . . . , n} sowie
u(i) :=
 c(i) : i ∈ {0, . . . , n− 1}p : i = n .
Zu zeigen ist, dass (w,W ) und (u, U) Wege sind, die Erstens aus 5.41 erfu¨llen. Zuna¨chst
sind die beteiligten Abbildungen wegen p /∈ Bild c und p 6= q injektiv. Wegen νgK(e) =
{p, q} = νgG(e) ist (w,W ) ein Homomorphismus. Die folgenden Fa¨lle zeigen, dass (u, U)
ebenfalls ein Homomorphismus ist:
• C(li) ∈ EH \ {C(ln)} : νgGU(li) = νgK(C(li)) = νgH(C(li)) = {c(i − 1), c(i)}
i6=n
=
P2(u) ({i− 1, i}) = P2(u)νgJ ′n(li).
• C(li) = C(ln) :
νgGU(ln) = νgK (C(ln)) = P2 (ψ(q, p, VK)) νgH (C(ln))
= P2 (ψ(q, p, VK)) ({c(n), c(n− 1)})
q=c(n)
= {c(n− 1), p}
= {u(n− 1), u(n)} = P2(u)νgJ ′n(ln).
Nun mu¨ssen 1(a), 1(b) und 1(c) aus Satz 5.41 gepru¨ft werden. Der Weg (w,W ) hat außer
w(0) und w(1) keine weiteren Ecken, daher muss 1(c) nur fu¨r (u, U) verifiziert werden,
sofern n ≥ 2 gilt: degG u(i) = degG c(i) = 2 fu¨r i ∈ {1, . . . , n − 1}. Die Bedingungen aus
1(a) und 1(b) sind wegen e /∈ BildU , Bildw = {w(0), w(1)} und w(0) = q = c(0) = u(0),
w(1) = p = u(n) erfu¨llt. 2
Korollar 5.45 Es sei H ein trivalenter Graph, der aus G durch Kontraktion einer Kante
hervorgeht. Der Graph G ist genau dann topologisch einfach, wenn H es ist.
Beweis ⇐: Satz 5.42 auf Seite 161.
⇒: Sei H = Cp,e,q(G) nicht topologisch einfach. Dann gibt es nach Satz 5.41 auf Seite 157
einen Kreis wie in Satz 5.44 auf Seite 168 oder Wege (w,W ), (u, U) wie in Satz 5.43 auf
Seite 166. Im ersten Fall folgt die Behauptung aus Satz 5.44. Im zweiten Fall betrachtet
man die folgende Fallunterscheidung:
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1. q ∈ Bildw ∩ Bildu
5.43.6.
⇒ G nicht topologisch einfach.
2. q /∈ Bildw ∪ Bildu
5.43.4.
⇒ G nicht topologisch einfach.
3. q ∈ (Bildw ∪ Bildu) \ (Bildw ∩ Bildu) ⇒ degH q = 2. Widerspruch! 2
Korollar 5.46 Der Graph H gehe aus G durch Kontraktion an einer in G zweiwertigen
Ecke hervor. Dann ist G genau dann topologisch einfach, wenn H es ist.
Beweis ⇐: Satz 5.42 auf Seite 161. ⇒: Satz 5.43.1. auf Seite 166 und Satz 5.44 auf
Seite 168 2
5.5 Topologisch 3-zusammenha¨ngende Graphen
Hier wird ein zu Korollar 5.46 analoges Resultat fu¨r topologisch 3-zusammenha¨ngende
Graphen bewiesen. Dies findet sich in Satz 5.49 auf Seite 171.
Definition 5.47 [23] Ein Graph G heißt topologisch 3-zusammenha¨ngend, wenn es
einen 3-zusammenha¨ngenden Graphen H gibt, so dass gilt: G = H oder G ∈ sub(H).
Bemerkung Offenbar ist ein orientierter Graph genau dann topologisch 3-zusammen-
ha¨ngend, wenn es der zugrundeliegende nicht-orientierte Graph ist, denn sowohl Definition
5.22 auf Seite 135 als auch Definition 5.15 auf Seite 131 ha¨ngen nicht davon ab, ob der
Graph orientiert ist. 2
Satz 5.48 Sei G = (V,E, g) ein topologisch 3-zusammenha¨ngender Graph, fu¨r den V2(G) 6=
∅ gilt. Dann gibt es eine Spezielle injektive Abbildung i : V2(G)→ E sowie Ecken q1, . . . , qn
von G, so dass mit xj := (pj , i(pj), qj), j ∈ {1, . . . , n} die Kontraktion Cdxne (G) 3-zusam-
menha¨ngend ist. Dabei seien p1, . . . , pn die Elemente von V2(G).
Beweis Wegen V2(G) 6= ∅ ist G nach Satz 5.21 auf Seite 134 nicht 3-zusammenha¨ngend.
Definitionsgema¨ß gibt es einen Graphen H mit G ∈ sub(H), so dass H 3-zusammenha¨ng-
end ist. Seien yj :=
(
p′j , z
′
j , q
′
j
)
∈ V2(G) × E × V , j ∈ {1, . . . ,m}, so dass H = Cdyme (G)
gilt. Es wird zuna¨chst gezeigt, dass V2(G) = {p
′
1, . . . , p
′
m} gilt. Die Inklusion ⊃ ist klar
nach Definition der p′j .
⊂: Angenommen es gibt ein x ∈ V2(G)\{p
′
1, . . . , p
′
m}. Dann gilt x ∈ V \{p
′
1, . . . , p
′
m}
5.23, S.136
=
VH . Fu¨r jedes i ∈ {0, . . . ,m− 1} gilt:
degCdyie(G)
(p′s) = 2 fu¨r alle s ≥ i+ 1. (5.24)
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Zu (5.24): Fu¨r i = 0 gilt degCdy0e(G)
(p′s) = degG(p
′
s) = 2 fu¨r jedes s ∈ {1, . . . ,m} nach
Definition der p′i.
i 7→ i + 1 : Sei s ≥ i+ 2. Man berechnet:
degCdyi+1e(G)
(p′s) =

degCdyie(G)
(p′s) : p
′
s 6= q
′
i+1
degCdyie(G)
(p′s) + degCdyie(G)
(p′i+1)− 2 : p
′
s = q
′
i+1
IV
= degCdyie(G)
(p′s)
IV
= 2.
Also gilt degCdyie(G)
(v) = degCdyi−1e(G)
(v) fu¨r jedes v ∈ VCdyie(G)
und jedes i ∈ {1, . . . ,m}.
Daraus ergibt sich degH(x) = degG(x) = 2, denn x ∈ V2(G). Somit gilt x ∈ V2(H). Dies
ist nach Satz 5.21 ein Widerspruch zum 3-Zusammenhang von H. Damit ist V2(G) =
{p′1, . . . , p
′
m} bewiesen.
Insgesamt liefert nun Satz 5.34 auf Seite 150 eine Spezielle injektive Abbildung i :
V2(G)→ E, so dass Cdxne (G) = Cdyme (G) = H gilt. 2
Satz 5.49 Sei G ein Graph und Cp,e,q(G) eine (p, e, q)-Kontraktion mit degG p = 2. Dann
ist G genau dann topologisch 3-zusammenha¨ngend, wenn Cp,e,q(G) es ist.
Beweis Der Beweis wird fu¨r nicht-orientierte Graphen gefu¨hrt.
⇒: Sei V2(G) = {p1, . . . , pn}. Wegen p ∈ V2(G) ist V2(G) nicht leer. Dann gibt es gema¨ß
Satz 5.48 auf Seite 170 eine Spezielle injektive Abbildung, so dass Cdxne (G) 3-zusammen-
ha¨ngend ist. O.B.d.A. sei p = p1 (sonst wendet man Satz 5.27.3. auf Seite 139 an), so
dass
Cdxne (G) = Cxn,...,x2
(
Cp,i(p),q1(G)
)
gilt. Da Cp,e,q(G) definiert ist, ist i(p) ∈ Inz(p,G) = {e, f} mit e 6= f und p 6= q.
Angenommen es gilt i(p) = e. Dann muss q = q1 erfu¨llt sein. Nach Satz 4.13 auf Sei-
te 84 gilt degCp,e,q(G)(pi) = 2 fu¨r jedes i ∈ {2, . . . , n}, denn degG(p) = 2. Also ist
Cp,e,q(G) ∈ sub
(
Cdxne (G)
)
, d.h. Cp,e,q(G) ist topologisch 3-zusammenha¨ngend.
Falls i(p) = f gilt, gibt es eine Ecke q′′ von G, so dass Cp,f,q′′(G) definiert ist. Wie oben
ergibt sich, dass Cp,f,q′′(G) topologisch 3-zusammenha¨ngend ist. Nach Satz 4.8 auf Seite
78 ist Cp,e,q(G) unorientiert isomorph zu Cp,f,q′′(G). Daher ist auch Cp,e,q(G) topologisch
3-zusammenha¨ngend.
⇐: Falls Cp,e,q(G) bereits 3-zusammenha¨ngend ist, ist wegen degG p = 2 undG ∈ sub (Cp,e,q(G))
der Graph G topologisch 3-zusammenha¨ngend. Ansonsten ist Cp,e,q(G) definitionsgema¨ß
eine Unterteilung eines 3-zusammenha¨ngenden Graphen, d.h. V2 (Cp,e,q(G)) 6= ∅. Nach Satz
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5.48 gibt es eine Spezielle injektive Abbildung i : V2 (Cp,e,q(G)) → ECp,e,q(G), so dass die
sich daraus ergebende Kontraktion H := Cdxne (Cp,e,q(G)) 3-zusammenha¨ngend ist. Wegen
degG p = 2 gilt V2 (Cp,e,q(G)) ⊂ V2(G), so dass G eine Unterteilung von H ist. Also ist G
topologisch 3-zusammenha¨ngend. 2
5.6 Hinzufu¨gen von Wegen
Wie bereits in der Einleitung dieses Kapitels erwa¨hnt, werden Graphen G < H betrach-
tet, die sich um einen
”
Standardbogen unterscheiden“ (Definition 5.50). Nachdem einige
vorbereitende Lemmata (5.51 auf Seite 172, 5.52 auf Seite 173 und 5.53 auf Seite 174) abge-
handelt worden sind, ist es im Satz 5.54 auf Seite 175 das Ziel aus G und H Graphen S und
K zu erzeugen, so dass keiner der beiden Graphen Ecken vom Grad zwei hat, und S aus K
durch
”
Weglassen“ einer Kante hervorgeht (5.54(f)). Die entsprechenden Kontraktionen
zweiwertiger Ecken liefern fu¨r die Verschlingungsmoduln kommutative Diagramme wie in
(g) und (h) des Satzes 5.54. Daru¨ber hinaus ist der Graph K 3-zusammenha¨ngend und
einfach, sofern G vom entsprechenden topologischen Typ ist, siehe 5.54(i). Die Aussagen
(f) bis (i) werden in Kapitel 7 ab Seite 187 beno¨tigt.
Definition 5.50 Ein Graph H ensteht aus einem Graphen G durch Hinzufu¨gen eines
Weges, wenn G ein Teilgraph von H ist und es einen Weg (d,D) : J ′n → H gibt, der
(a) H = G ∪ Bild (d,D), (b) G ∩ Bild (d,D) = ({d(0), d(n)} , ∅, ∅)
erfu¨llt. Man sagt, H ensteht aus G durch Hinzufu¨gen eines Weges W , wenn H aus G
durch Hinzufu¨gen eines Weges (d,D) : J ′n → H mit Bild (d,D) = W entsteht. In diesem
Zusammenhang wird die Menge V2 (G,Bild (d,D)) ⊂ V2(G) festgelegt durch
V2 (G,Bild (d,D)) := V2(G) ∩ Bild d.
2
Lemma 5.51 Sei G ein Graph und v eine Ecke von G. Dann gelten:
(a) |Sch(v,G)| ≤ |Inz(v,G)|.
(b) |Sch(v,G)| = |Inz(v,G)| ⇒ Sch(v,G) = Inz(v,G).
Beweis Beide Aussagen werden mit Induktion u¨ber die Anzahl n der Schlaufen an einer
Ecke gefu¨hrt. Sei dazu x eine Schlaufe an v, also x ∈ Sch(v,G), sofern Sch(v,G) 6= ∅ gilt.
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Sei S der zu x geho¨rige Schlaufengraph. Dann gilt G = S∪(G− {x}) und ES∩EG−{x} = ∅.
Zu (a): n = 0 : 0 = |Sch(v,G)| ≤ |Inz(v,G)| .
n 7→ n + 1 : Sei |Sch(v,G)| = n+ 1 sowie x und S wie oben. Man berechnet:
1 + n = |Sch(v,G)|
4.7.3.
= |Sch(v, S)|+ |Sch(v,G− {x})| = 1 + |Sch(v,G− {x})|
IV
≤ 1 + |Inz(v,G− {x})| = |Inz(v, S)|+ |Inz(v,G− {x})|
4.7.1.
= |Inz(v,G)| .
Zu (b): n = 0 : 0 = |Sch(v,G)| = |Inz(v,G)| ⇒ Inz(v,G) = Sch(v,G) = ∅.
n 7→ n + 1 : Es gelte n + 1 = |Sch(v,G)| = |Inz(v,G)|. Es seien x und S wie oben. Es
gelten:
1 + n = |Sch(v,G)|
4.7.3.
= |Sch(v, S)|+ |Sch(v,G− {x})| = 1 + |Sch(v,G− {x})| ,
1 + n = |Inz(v,G)|
4.7.1.
= |Inz(v, S)|+ |Inz(v,G− {x})| = 1 + |Inz(v,G− {x})| .
Daraus folgt n = |Sch(v,G− {x})| = |Inz(v,G− {x})|. Man berechnet daher:
Sch(v,G)
4.7.3.
= Sch(v, S) ∪ Sch(v,G− {x})
IV
= Sch(v, S) ∪ Inz(v,G− {x})
= Inz(v, S) ∪ Inz(v,G− {x})
4.7.1.
= Inz(v,G).
2
Lemma 5.52 Vorgelegt seien Graphen G und H. Eine Ecke v von G∪H ist genau dann
in V2(G ∪H) enthalten, wenn (a), (b) oder (c) gilt:
(a) v ∈ V2(G) und degH(v) = degG∩H(v).
(b) v ∈ V2(H) und degG(v) = degG∩H(v).
(c) v ∈ V1(G) ∩ V1(H) und degG∩H(v) = 0.
Beweis ⇒: Sei degG∪H(v) = 2. Satz 4.7.5., S.76 liefert die folgende Fallunterscheidung:
1. Fall: |Inz(v,G ∪H)| = 2 und |Sch(v,G ∪H)| = 0.
Nach 4.7.1. bzw. 3. gilt dann |Inz(v,G)| = 2 oder |Inz(v,H)| = 2 oder |Inz(v,G)| = 1,
|Inz(v,H)| = 1 bzw. |Sch(v,G)| = 0 und |Sch(v,H)| = 0. Mit 4.7.5. folgt degG v = 2 oder
degH v = 2 oder degG v = degH v = 1. Aus 4.7.6. folgen dann die Behauptungen in (a),
(b) und (c) u¨ber die Grade.
2. Fall: |Inz(v,G ∪H)| = 1 und |Sch(v,G ∪H)| = 1.
Nach 5.51(b) gilt Inz(v,G ∪ H) = Sch(v,G ∪ H) = {x}. Falls x ∈ Inz(v,G) gilt, ist
auch x ∈ Sch(v,G), denn andernfalls erha¨lt man x ∈ Sch(v,H) \ Sch(v,G), also x /∈ EG.
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Widerspruch! Analoges gilt, falls x ∈ Inz(v,H) ist. Insgesamt ergibt sich daraus x ∈ V2(G)
oder x ∈ V2(H).
3. Fall: |Inz(v,G ∪H)| = 0 und |Sch(v,G ∪H)| = 2.
Dieser Fall tritt wegen 5.51(a) nicht ein.
⇐: In jedem der Fa¨lle (a), (b) und (c) la¨sst sich degG∪H(v) = 2 mit 4.7.6. berechnen. 2
Lemma 5.53 Der Graph H enstehe aus G durch Hinzufu¨gen des Weges (d,D) : J ′n → H.
(a) EH \ EG = BildD.
(b) VH = VG fu¨r n = 1 und VH \ Bild
(
d||{1, . . . , n− 1}
)
= VG fu¨r n > 1.
(c) Bild
(
d||{1, . . . , n− 1}
)
⊂ V2(H), falls n > 1 gilt.
(d) i. Fu¨r n > 1: V2(H) = [V2(G) \ {d(0), d(n)}]
⊎
Bild
(
d||{1, . . . , n− 1}
)
⊎
[{d(0), d(n)} ∩ V1(G)] .
ii. Fu¨r n = 1: V2(H) = [V2(G) \ {d(0), d(n)}]
⊎
[{d(0), d(n)} ∩ V1(G)] .
(e) V2 (G,Bild (d,D)) = {d(i) | i ∈ {0, n} ∧ d(i) ∈ V2(G)} .
(f) V2(G) \ V2 (G,Bild (d,D)) = V2(G) \ {d(0), d(n)}.
Beweis Zur Abku¨rzung sei A := Bild (d,D). Also gelten EA = BildD und VA = Bild d.
Zu (a):
⊂: x ∈ EH \ EG
5.50(a)
⇒ x ∈ EA.
⊃: x ∈ EA
5.50(b)
⇒ x /∈ EG ⇒ x ∈ EH \ EG.
Zu (b): Fu¨r n > 1 gelten:
⊂: x ∈ VH \ Bild
(
d||{1, . . . , n− 1}
)
5.50(a)
⇒ x ∈ VG ∨ x ∈ {d(0), d(n)}
5.50(b)
⇒ x ∈ VG.
⊃: x ∈ VG
5.50(b)
⇒ x /∈ Bild
(
d||{1, . . . , n− 1}
)
5.50(a)
⇒ x ∈ VH \ Bild
(
d||{1, . . . , n− 1}
)
.
Fu¨r n = 1 gelten:
⊃: Klar.
⊂: x ∈ VH = VG ∪ VA
n = 1
= VG ∪ {d(0), d(1)}
5.50(b)
= VG.
Zu (c): Sei j ∈ {1, . . . , n − 1} und d(j) ∈ Bild d. Der Weg (d,D) ist ein Isomorphismus
auf sein Bild, daher gilt (∗) in folgender Rechnung:
{D(lj), D(lj+1)} = D
(
Inz
(
j, J ′n
)) (∗)
= Inz (d(j), A)
4.7.9.
= Inz (d(j), H) \ (EH \ EA)
(a)
= Inz (d(j), H) \ EG
5.50(b)
= Inz (d(j), H) .
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Daraus folgt d(j) ∈ V2(H), denn D(lj) 6= D(lj+1).
Zu (d): Nach Definition 5.50 und Lemma 5.52 gilt v ∈ V2(H) genau dann, wenn 1., 2.
oder 3. gilt:
1. v ∈ V2(G) ∧ degA v = 0⇔ v ∈ V2(G) ∧ v /∈ Bild d
5.50(b)
⇔ v ∈ V2(G) \ {d(0), d(n)}.
2. i. Fu¨r n > 1: v ∈ V2(A) ∧ degG v = 0 ⇔ v ∈ Bild
(
d||{1, . . . , n− 1}
)
ii. Fu¨r n = 1: v ∈ V2(A) = ∅ ∧ degG v = 0.
3. v ∈ V1(A) ∩ V1(G) ⇔ v ∈ {d(0), d(n)} ∩ V1(G).
Dies liefert die behauptete Darstellung von V2(H). Offensichtlich sind die an der Vereini-
gung beteiligten Teilmengen paarweise disjunkt.
Zu (e): Dies folgt sofort aus 5.50(b).
Zu (f):
⊃: Dies folgt aus V2 (G,Bild (d,D)) ⊂ {d(0), d(n)}.
⊂:
1. Fall: V2 (G,Bild (d,D)) = {d(0), d(n)}. Hier ist nichts zu zeigen.
2. Fall: V2 (G,Bild (d,D)) = {d(0)}. Daraus folgt d(n) /∈ V2(G), also gilt
V2(G) \ V2 (G,Bild (d,D)) = (V2(G) \ {d(n)}) \ {d(0)} = V2(G) \ {d(0), d(n)}.
3. Fall: V2 (G,Bild (d,D)) = {d(n)}. Analog zum 2. Fall.
4. Fall: V2 (G,Bild (d,D)) = ∅. Es folgt d(0), d(n) /∈ V2(G), also errechnet man V2(G) \
V2 (G,Bild (d,D)) = V2(G) = V2(G) \ {d(0), d(n)}. 2
Satz 5.54 Der Graph H entstehe aus G durch Hinzufu¨gen eines Weges (d,D) : J ′n → H.
Es sei G topologisch 3-zusammenha¨ngend. Beide Graphen seien orientiert und bijektiv
nummeriert. Definiere
U (G,Bild (d,D)) := V2(G) \ V2 (G,Bild (d,D)) .
Zur Abku¨rzung sei U := U (G,Bild (d,D)) = {u1, . . . , um} fu¨r m ∈ N0. Es gelten
(a) m = |V2(G)| − |V2 (G,Bild (d,D))| ≥ 0.
(b) Wenn U nicht-leer ist, dann gibt es eine Spezielle injektive Abbildung iG : U → EG
und
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(c) Ecken w1, . . . , wm ∈ VG, so dass mit xj := (uj , iG(uj), wj), j ∈ {1, . . . ,m} gilt:
S := Cdxme (G) und T := Cdxme (H) sind wohldefiniert mit S < T . Falls U leer (also
m = 0) ist, definiere S := Cdx0e (G) = G und T := Cdx0e (H) = H.
(d) Es sei n > 1 und der Graph T aus (c) vorgelegt. Es gibt eine Spezielle injektive
Abbildung i′ : V2 (J
′
n) → EJ ′n und Ecken w
′
1, . . . , w
′
n−1 ∈ VJ ′n, so dass mit zj :=(
d(j), D (i′(j)) , w′j
)
∈ V2(H)×EH×VH , j ∈ {1, . . . , n−1} der Graph Kj := Cdzje (T )
wohldefiniert ist. Daru¨ber hinaus definiere K0 := T und K := Kn−1 fu¨r n ∈ N.
(e) Fu¨r jedes j ∈ {0, . . . , n − 1}, n ∈ N, induziert die Inklusion (i, I) : S → T aus (c)
Inklusionshomomorphismen
(
ı˜j , I˜j
)
: S → Kj.
(f) In (d) sei ls die laut Satz 5.26 auf Seite 138 eindeutig bestimmte Kante, die nicht
im Bild von i′ ist. Dann gilt S = K − {D(ls)}.
(g) Analog zu Satz 4.31 auf Seite 105 sei die zu G < H geho¨rige Inklusion durch (Φ,Ψ)
und I aus (e) durch (Φ′,Ψ′) gegeben. Dann ist folgendes Diagramm kommutativ:
G(G) G(H)
G(S) G(T )
-
ΨHG
6 
op(xm)
-Ψ
′T
S
6 
op(xm) .
Dabei ist die Abbildung o˜p (xm) definiert durch
o˜p (xm) :=
 op (xm) ◦ · · · ◦ op(x1) : m > 0id : m = 0
ein Isomorphismus.
(h) Analog zu Satz 4.34 auf Seite 110 sei I˜n−1 aus (e) durch (Φ
′′,Ψ′′) gegeben. Dann ist
G(S) G(T )
G(K)
@
@@RΨ′′KS
-Ψ
′T
S
6 
op(zn−1)
kommutativ. Dabei ist o˜p (zn−1) definiert durch
o˜p (zn−1) :=
 op (zn−1) ◦ · · · ◦ op(z1) : n > 1id : n = 1
ein Isomorphismus.
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(i) Es seien G und H sowohl topologisch 3-zusammenha¨ngend als auch topologisch
einfach. Dann ist S topologisch 3-zusammenha¨ngend und topologisch einfach. Der
Graph K ist 3-zusammenha¨ngend und einfach.
Beweis Zu (a): Definitionsgema¨ß gilt V2 (G,Bild (d,D)) ⊂ V2(G). Daraus folgt |V2(G)|
≥ |V2 (G,Bild (d,D))| und
|U | = |V2(G) \ V2 (G,Bild (d,D))| = |V2(G)| − |V2 (G,Bild (d,D))| ≥ 0.
Zu (b) und (c): Sei U nicht-leer. Wegen U ⊂ V2(G) ist V2(G) nicht-leer. Da G to-
pologisch 3-zusammenha¨ngend ist, gibt es nach Satz 5.48 eine Spezielle injektive Ab-
bildung i : V2(G) = {p1, . . . , pν} → EG und Elemente q1, . . . , qν ∈ VG, so dass mit
yj := (pj , i(pj), qj) , j ∈ {1, . . . , ν} die Kontraktion Cdyνe (G) definiert ist. Wegen m ≤ ν
gibt es σ ∈ Sν mit uj = pσ(j) fu¨r j ∈ {1, . . . ,m}. Laut 5.27.3. gibt es w1, . . . , wν ∈ VG, so
dass fu¨r xj :=
(
pσ(j), i(pσ(j)), wj
)
, j ∈ {1, . . . , ν} die Gleichung Cdyνe (G) = Cdxνe (G) gilt.
Definiere iG : U → EG durch iG(x) := i(x). Dann ist iG eine Spezielle injektive Abbildung
mit deren Hilfe S := Cdxme (G) definiert ist. Dann liefert Satz 5.28 die Wohldefiniertheit
von T := Cdxme (H) sowie S < T .
Zu (d): Sei n > 1. Satz 5.26 und Satz 5.27.3. liefern eine Spezielle injektive Abbildung
i′ : V2 (J
′
n)→ EJ ′n sowie Elemente w
′′
j ∈ VJ ′n , yj := (j, i
′(j), w′′j ) ∈ V2 (J
′
n)×EJ ′n × VJ ′n , j ∈
{1, . . . , n− 1}, so dass Cdyn−1e (J
′
n) wohldefiniert ist. Sei zj :=
(
d(j), D (i′(j)) , d(w′′j )
)
fu¨r
j ∈ {1, . . . , n − 1}. Zu zeigen ist, dass Cdzje (T ) fu¨r jedes j ∈ {1, . . . , n − 1} definiert ist.
Dies geschieht induktiv u¨ber j:
j = 1 : Zu zeigen sind:
a) d(1), d(w′′1) ∈ VT .
b) d(1) 6= d(w′′1).
c) νgT (Di
′(1)) = {d(1), d(w′′1)}.
Zu a) : Es gilt
VT
5.23 b)
= VH\U
Def. U
= VH\(V2(G) \ V2 (G,Bild (d,D)))
5.53 (f)
= VH\(V2(G) \ {d(0), d(n)}) .
Fu¨r s ∈ {1, . . . , n−1} gilt d(s) /∈ VG nach 5.50 (b), also d(s) /∈ V2(G) ⊃ V2(G)\{d(0), d(n)},
also d(s) ∈ VT . Fu¨r s ∈ {0, n} gilt d(s) /∈ V2(G) \ {d(0), d(n)}, also d(s) ∈ VT .
Zu b) : Cdy1e (J
′
n) wohldefiniert ⇒ 1 6= w
′′
1
d injektiv
⇒ d(1) 6= d(w′′1)
178 KAPITEL 5. KONTRAKTIONEN MEHRERER KANTEN
Zu c) : Fu¨r m = 0 ergibt sich νgT (Di
′(1)) = νgH (Di
′(1))
(d,D) Homom.
= {d(1), d(w′′1)}.
Fu¨r m > 0 gilt
νgT
(
Di′(1)
)
= P2
(
ψ
(
um, wm, VCdxm−1e(H)
)
◦ · · · ◦ ψ(u1, w1, H)
) (
νgH
(
Di′(1)
))
= P2
(
ψ
(
um, wm, VCdxm−1e(H)
)
◦ · · · ◦ ψ(u1, w1, H)
) ({
d(1), d(w′′1)
})
(∗)
=
{
d(1), d(w′′1)
}
.
Dabei folgt die Gleichung (∗) aus d(s) /∈ V2(G) \ {d(0), d(n)} = U .
j 7→ j + 1 : Nach IV ist Cdzje (T ) bereits definiert. Zu zeigen sind:
a) d(j + 1), d(w′′j+1) ∈ VCdzje
(T ).
b) d(j + 1) 6= d(w′′j+1).
c) νgCdzje
(T ) (Di
′(j + 1)) =
{
d(j + 1), d(w′′j+1)
}
.
Zu a) : Es ist VCdzje
(T )
5.23 b)
= VT \ {d(1), . . . , d(j)}. Wie in ”
Zu a)“ im Fall j = 1 gilt
d(j + 1), d(w′′j+1) ∈ VT . Da d injektiv ist, folgt d(j + 1) ∈ VT \ {d(1), . . . , d(j)}. Wegen
w′′j+1 ∈ VCdyje
(J ′n)
= VJ ′n\{1, . . . , j} gilt d(w
′′
j+1) ∈ VH \{d(1), . . . , d(j)}, denn d ist injektiv.
Aus VT ⊂ VH ergibt sich d(w
′′
j+1) ∈ VT \ {d(1), . . . , d(j)}.
Zu b) : Cdyj+1e (J
′
n) wohldefiniert ⇒ j + 1 6= w
′′
j+1
d inj.
⇒ d(j + 1) 6= d(w′′j+1).
Zu c) : Man berechnet
νgCdzje
(T )
(
Di′(j + 1)
)
= P2
(
ψ
(
d(j), d(w′′j ), VCdzj−1e
(T )
)
◦ · · · ◦ ψ(d(1), d(w′′1), VT )
)(
νgT
(
Di′(j + 1)
))
wie bei j = 1
= P2
(
ψ
(
d(j), d(w′′j ), VCdzj−1e
(T )
)
◦ · · · ◦ ψ(d(1), d(w′′1), VT )
)({
d(j + 1), d(w′′j+1)
})
(∗)
=
{
d(j + 1), d(w′′j+1)
}
.
Dabei gilt die Gleichung (∗), da d(w′′j+1), d(j + 1) /∈ {d(1), . . . , d(j)} aus a) bekannt ist.
Zu (e): Fu¨r j = 0 ist dies die Aussage aus (c). Sei nun j > 0. Um Satz 4.17 auf Seite 87
anwenden zu ko¨nnen, genu¨gt es
1. D (i′(j)) /∈ ES , 2. d(j) /∈ VS
fu¨r jedes j ∈ {1, . . . , n− 1} zu zeigen.
Zu 1.: ES ∩ BildD ⊂ EG ∩ BildD
5.53(a)
⊂ EG ∩ EH \ EG = ∅.
Zu 2.: VS∩Bild
(
d||{1, . . . , n− 1}
)
⊂ VG∩Bild
(
d||{1, . . . , n− 1}
) 5.53(b)
⊂ VG∩VH\VG = ∅.
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Zu (f): Nach (e) ist S ein Teilgraph von K, also bleibt zu zeigen:
1. VS = VK , 2. EK \ {D(ls)} = ES .
Zu 1.: Die folgende Rechnung gilt sowohl fu¨r U = ∅ als auch U 6= ∅. Fu¨r n > 1 gilt: VS
(c)
=
VG\U
5.53(b)
=
(
VH \ Bild
(
d||{1, . . . , n− 1}
))
\U
5.53(d),(e)
= (VH \ U)\Bild
(
d||{1, . . . , n− 1}
)
(c)
= VK . Fu¨r n = 1 gilt: VS = VG \ U = VH \ U = VK .
Zu 2.: Fu¨r n ∈ N und U 6= ∅ berechnet man:
EK \ {D(ls)}
5.23
=
(EH \ Bild iG) \ n−1⋃
j=1
D
(
i′(j)
) \ {D(ls)}
=
EH \
Bild iG⊎ n−1⋃
j=1
D
(
i′(j)
) \ {D(ls)}
Vor.
=
([
EH \
(
Bild iG
⊎
BildD
)]
∪ {D(ls)}
)
\ {D(ls)}
= (EH \ BildD) \ Bild iG
5.53(a)
= EG \ Bild iG = ES .
Setzt man Bild iG := ∅, falls U = ∅ gilt, la¨sst sich die obige Rechnung genauso durchfu¨hren.
Zu (g): Fu¨r m = 0 gilt S = G, T = H und op(x0) = id, daher ist in diesem Fall nichts
zu zeigen. Sei nun m > 0. Fu¨r jedes j ∈ {0, . . . ,m} gilt Cdxje (G)
(∗)
< Cdxje (H) nach (c)
und Satz 5.28 auf Seite 143. Deshalb la¨sst sich Satz 4.31 auf Seite 105 mehrmals auf die
jeweiligen Inklusionen (∗) anwenden.
Definitionsgema¨ß gilt U ⊂ V2(G). Nach 5.53(d),(f) ist U ⊂ V2(H) erfu¨llt. Fu¨r X ∈
{G,H} und jedes j ∈ {1, . . . ,m} gilt demnach uj ∈ V2
(
Cdxj−1e (X)
)
, also ist op(xj) nach
Satz 4.29 auf Seite 103 fu¨r jedes solche j ein Isomorphismus.
Zu (h): Fu¨r n = 1 gilt T = K, daher ist nichts mehr zu zeigen. Fu¨r n > 1 kann man Satz
4.34 wegen (e) (n− 1)-mal anwenden.
Zu (i): Da jeweils ausschließlich an zweiwertigen Ecken kontrahiert wird, sind S und K
sowohl topologisch 3-zusammenha¨ngend nach Satz 5.49 auf Seite 171 als auch topologisch
einfach nach Satz 5.46 auf Seite 170.
Ein topologisch 3-zusammenha¨ngender Graph kann nach Definition 5.47 auf Seite 170
und Satz 5.21 auf Seite 134 keine Ecken vom Grad 1 haben, also gilt V1(K) = ∅. Nun
wird V2(K) = ∅ nachgewiesen. Sei zuna¨chst V2(H) 6= ∅. Angenommen es gibt eine in K
zweiwertige Ecke x ∈ V2(K). Damit ergibt sich:
x ∈ VK = VH \
(
U
⊎
Bild
(
d||{1, . . . , n− 1}
))
5.53(d)
= VH \ V2(H). (5.25)
Dabei sei Bild
(
d||{1, . . . , n− 1}
)
:= ∅, falls n = 1 gilt. Andererseits hat x in K denselben
Grad wie in H, weil nur an zweiwertigen Ecken kontrahiert wird (siehe Satz 4.13 auf Seite
180 KAPITEL 5. KONTRAKTIONEN MEHRERER KANTEN
84). Demnach gilt x ∈ V2(H) im Widerspruch zu (5.25).
Wenn V2(H) leer ist, so gilt S = G,T = H = K, daher ist V2(K) auch leer.
Da also K keine Ecken vom Grad 2 hat, kann K nach Definition 5.22 auf Seite 135
nicht Unterteilung eines Graphen sein. Somit liefern die Definitionen 5.38 auf Seite 156
und 5.47 auf Seite 170 die Behauptung. 2
Kapitel 6
Spezielle Graphen
In den Abschnitten 6.1 bis 6.4 werden die Verschlingungsmoduln der Graphen Z2, K4, K3,3
und K5 berechnet. Dabei genu¨gt es, sich jeweils auf eine spezielle bijektive Nummerierung
und eine Orientierung zu beschra¨nken, denn der Isomorphietyp der Verschlingungsmoduln
ha¨ngt nach 2.29 auf Seite 46 und 2.32 auf Seite 49 nicht von der Wahl der Nummerie-
rung und der Orientierung ab. Dasselbe gilt nach 4.29 auf Seite 103 fu¨r Kontraktionen
an zweiwertigen Ecken, so dass die Ergebnisse aus 6.1 bis 6.4 in 6.5 ab Seite 186 auf (be-
liebig) orientierte bijektiv nummerierte Unterteilungen der eingangs erwa¨hnten Graphen
ausgedehnt werden ko¨nnen.
Zur besseren U¨bersicht werden bei Matrizen die jeweiligen Indexmengen in der ersten
Spalte und der ersten Zeile mitnotiert. Freie Pla¨tze sind mit 0 zu erga¨nzen. Die Berech-
nungen in den Beweisen zu den Sa¨tzen 6.6 auf Seite 183 und 6.8 auf Seite 184 wurden mit
MAPLE durchgefu¨hrt.
6.1 Der Graph Z2
Definition 6.1 Ein Zellenkomplex, der ein Diagramm wie in Abbildung (6.1) gestattet,
(6.1)
wird mit Z2 bezeichnet. Der zugeho¨rige abstrakte Graph G (Z2) wird als Z2 notiert. 2
Satz 6.2 Zu dem Zellenkomplex Z2 sei eine bijektive Nummerierung (w, γ) : Z2 →
(V2, E2, h) mit zugeho¨riger Inzidenzmatrix I (Z2, w, γ) wie in (6.2) vorgelegt. Dann gilt
181
182 KAPITEL 6. SPEZIELLE GRAPHEN
Z = Kern G(Z2,w,γ).
I (Z2, w, γ) =
1 2
1 −0 0
2 0 −0
1e 2e
v1 2v
(6.2)
Beweis Der Kern der Matrix
M (Z2, w, γ) =
(1, 2)
(1, 2) 0
(2, 1) 0
besteht offenbar aus ganz Z. 2
Bemerkung Wegen Z = 〈1〉 ergibt sich Ly (D, γD, o) = w
D,o
γ−1D (e1),γ
−1
D (e2)
fu¨r ein mittels
(wD, γD) bijektiv nummeriertes orieniertes Diagramm (D, o) von Z2. Dies entspricht der
Verschlingungszahl einer Verkettung mit zwei Komponenten, siehe [23], Example 2.3.
6.2 Der Graph K4
Definition 6.3 Ein Zellenkomplex, der ein Diagramm wie in Abbildung (6.3) gestattet,
(6.3)
wird mit K4 bezeichnet. Der zugeho¨rige abstrakte Graph G (K4) wird als K4 notiert. 2
Satz 6.4 Zu dem Zellenkomplex K4 sei eine bijektive Nummerierung (w, γ) : K4 →
(V4, E6, h) mit zugeho¨riger Inzidenzmatrix I (K4, w, γ) wie in (6.4) vorgelegt. Dann gilt
0 = Kern G(K4,w,γ).
I (K4, w, γ) =
1 2 3 4 5 6
1 1 0 −1 −1 0 0
2 −1 1 0 0 0 −1
3 0 −1 1 0 −1 0
4 0 0 0 1 1 1
ee
e
e
e
e
v
v v
v1
1
2
2
3
3
4
5
6
4 (6.4)
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Beweis Die Matrix
M (K4, w, γ) =
(1, 5) (2, 4) (3, 6)
(1, 3) −1 0 0
(1, 4) 1 0 0
(2, 1) 0 −1 0
(2, 4) 0 1 0
(3, 2) 0 0 −1
(3, 4) 0 0 1
(4, 2) 0 1 0
(4, 3) 0 −1 0
(5, 1) 1 0 0
(5, 2) −1 0 0
(6, 1) 0 0 −1
(6, 3) 0 0 1
hat offensichtlich den Rang 3. 2
Bemerkung Der Verschlingungsmodul planarer Graphen, in denen je zwei Kreise min-
destens eine Ecke oder eine Kante gemeinsam haben, ist immer Null, siehe [23], Corollary
5.2.
6.3 Der Graph K3,3
Definition 6.5 Ein Zellenkomplex, der ein Diagramm wie in Abbildung (6.5) gestattet,
(6.5)
wird mit K3,3 bezeichnet. Der zugeho¨rige abstrakte Graph G (K3,3) wird als K3,3 notiert.
2
Satz 6.6 Zu dem Zellenkomplex K3,3 sei eine bijektive Nummerierung (w, γ) : K3,3 →
(V6, E9, h) mit zugeho¨riger Inzidenzmatrix I := I (K3,3, w, γ) wie in (6.6) vorgelegt. Dann
gilt
KernG(K3,3,w,γ) =
〈
(1, 1, 1,−1, 1, 1, 1, 1, 1, 1, 1, 1, 1,−1,−1,−1, 1,−1)T
〉
.
I =
1 2 3 4 5 6 7 8 9
1 1 0 0 0 0 −1 1 0 0
2 −1 1 0 0 0 0 0 1 0
3 0 −1 1 0 0 0 0 0 1
4 0 0 −1 1 0 0 −1 0 0
5 0 0 0 −1 1 0 0 −1 0
6 0 0 0 0 −1 1 0 0 −1
e
e
e
e
e
e
e
e
e
v
vv
v
v
v1
1
2
2
6
6
9
8
7
5
5
4 3
3
4
(6.6)
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Beweis Der Kern der Matrix
M (K3,3, w, γ) =
13 14 15 19 24 25 26 27 35 36 38 46 49 57 68 78 79 89
13 1 1
14 -1 1
15 -1 1
16 -1 -1
21 -1 1
24 1 -1
25 -1 1
26 -1 1
31 1 -1
32 -1 1
35 1 -1
36 -1 1
41 1 -1
42 -1 1
43 -1 1
46 1 -1
51 1 1
52 -1 1
53 -1 1
54 -1 -1
62 1 1
63 -1 1
64 -1 1
65 -1 -1
72 1 1
73 -1 1
75 1 -1
76 -1 -1
81 -1 1
83 1 1
84 -1 -1
86 1 -1
91 1 1
92 -1 1
94 1 -1
95 -1 -1
wird von (1, 1, 1,−1, 1, 1, 1, 1, 1, 1, 1, 1, 1,−1,−1,−1, 1,−1)T ∈M tr (IE (K3,3, w, γ) ,Z) er-
zeugt. 2
6.4 Der Graph K5
Definition 6.7 Ein Zellenkomplex, der ein Diagramm wie in Abbildung (6.7) gestattet,
(6.7)
wird mit K5 bezeichnet. Der zugeho¨rige abstrakte Graph G (K5) wird als K5 notiert. 2
Satz 6.8 Zu dem Zellenkomplex K5 sei eine bijektive Nummerierung (w, γ) : K5 →
(V5, E10, h) mit zugeho¨riger Inzidenzmatrix I := I (K5, w, γ) wie in (6.8) vorgelegt. Dann
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gilt
KernG(K5,w,γ) =
〈
(−1,−1, 1,−1,−1,−1,−1,−1, 1, 1, 1,−1, 1,−1, 1)T
〉
.
I =
1 2 3 4 5 6 7 8 9 10
1 1 0 0 0 −1 1 0 0 0 1
2 −1 1 0 0 0 0 1 0 1 0
3 0 −1 1 0 0 −1 0 1 0 0
4 0 0 −1 1 0 0 −1 0 0 −1
5 0 0 0 −1 1 0 0 −1 −1 0
e 1
e 2
e3
e4
e5
e6
7e
8e
9e
10e
v5
4v 3v
2v
1v
(6.8)
Beweis Der Kern der Matrix
M (K5, w, γ) =
13 14 18 24 25 210 35 39 46 57 67 69 78 810 910
13 1 1
14 -1 1
15 -1 -1
21 -1 1
24 1 -1
25 -1 1
31 1 -1
32 -1 1
35 1 -1
41 1 1
42 -1 1
43 -1 -1
52 1 1
53 -1 1
54 -1 -1
62 1 1
64 1 -1
65 -1 -1
71 -1 1
73 -1 1
75 1 -1
81 1 1
82 -1 1
84 -1 -1
91 1 1
93 1 -1
94 -1 -1
10 2 1 1
10 3 -1 1
10 5 -1 -1
wird von (−1,−1, 1,−1,−1,−1,−1,−1, 1, 1, 1,−1, 1,−1, 1)T ∈M tr (IE (K5, w, γ) ,Z) er-
zeugt. 2
Bemerkung Die Eintra¨ge der Tupel in den Sa¨tzen 6.6 und 6.8 sind bei geeigneter
Nummerierung und Orientierung die Koeffizienten (·, ·) in [22], §4, bzw. in [23], Example
2.4. In [17] auf den Seiten 209/210 la¨ßt sich eine a¨hnliche Definition derselben Invariante
nachschlagen.
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6.5 Unterteilungen von Z2, K4, K3,3 und K5
Satz 6.9 Sei X ∈ {K3,3,K5, Z2} nicht orientiert, T := (V,E, g) ∈ sub(X) orientiert und
(w, γ) eine bijektive Nummerierung von T . Dann gibt es ein Element t, das KernG(T,w,γ)
erzeugt.
Beweis Nach 5.34 auf Seite 150 gibt es eine Spezielle injektive Abbildung i : M → E
fu¨r eine geeignete Menge M ⊂ V2(T ), so dass fu¨r die mittels i definierte Kontraktion
Cdxne (T ) =: T
′ gilt: X = νT ′ =: (V ′, E′, g′). Fu¨r νT ′ wa¨hlt man nun eine Orientierung g′′
und die Nummerierung (w′′, γ′′) wie in den Sa¨tzen 6.2 auf Seite 181, 6.6 auf Seite 183 und
6.8 auf Seite 184. Damit ist T ′′ := (V ′, E′, g′′) ein mittels (w′′, γ′′) bijektiv nummerierter
Graph. Man erha¨lt folgendes Diagramm, in dem alle Abbildungen Isomorphismen sind:
〈t′′〉 = KernG(T ′′,w′′,γ′′) KernG(T ′,w′′,γ′′) KernG(T,w,γ)-
2.32,S.49/2.39,S.56 -4.29,S.103 .
2
Bemerkung Die Graphen K5, K4 und K3,3 sind 3-zusammenha¨ngend und einfach,
siehe [27], Theorem IV.15., p.76, Theorem IV.17., p.78 sowie Figure IV.2.6, p.80. 2
Kapitel 7
Verschlingungsmoduln
3-zusammenha¨ngender einfacher
Graphen
In diesem Kapitel wird eine Methode vorgestellt, wie eine Basis des Verschlingungsmoduls
eines 3-zusammenha¨ngenden einfachen Graphen G bestimmt werden kann. Dabei wird
jedes Basiselement durch einen Teilgraphen von G induziert. Aus [25] geht hervor, dass es
genu¨gt, diejenigen Teilgraphen von G zu betrachten, die zu einer Unterteilung von K3,3,
K5 oder Z2 (unorientiert) isomorph sind.
In den Abschnitten 7.1 und 7.2 ab Seite 188 werden Resultate aus [23] und [25] u¨ber
Konstruktionen 3-zusammenha¨ngender einfacher Graphen zusammengestellt. Diese bilden
zusammen mit der Formel fu¨r den Rang des Verschlingungsmoduls in [14] die Grundlage
fu¨r die in Abschnitt 7.3 ab Seite 195 hergeleitete Methode.
Jeder 3-zusammenha¨ngende Graph entha¨lt eine Unterteilung von K4 als Teilgraphen.
Fu¨gt man zu diesem eine Kante hinzu, entstehen wie in [25] verschiedene Typen von
Graphen, die in Abschnitt 7.3 fu¨r eine Basis beno¨tigt werden. Diese Graphen werden in
7.2 untersucht.
7.1 Sa¨tze von Taniyama und Shinjo
Satz 7.1 Sei G ein 3-zusammenha¨ngender einfacher Graph. Dann gibt es einen Teil-
graphen G0 ∈ sub(K4) von G und eine Folge (Ji)i∈{0,...,l} von Teilgraphen von G mit
J0 ⊂ J1 ⊂ · · · ⊂ Jl = G, so dass fu¨r jedes i ∈ {0, . . . , l} gilt:
187
188 VERSCHLINGUNGSMODULN 3-ZUSHGD. EINFACHER GRAPHEN
1. Ji ist sowohl topologisch 3-zusammenha¨ngend als auch topologisch einfach,
2. Ji entsteht aus Ji−1 durch Hinzufu¨gen eines Weges Wi−1. (i 6= 0)
Beweis [23], Lemma 4.1. 2
Satz 7.2 Sei G = (VG, EG, gG) ein 3-zusammenha¨ngender einfacher Graph und e ∈ EG,
so dass G−{e} sowohl topologisch 3-zusammenha¨ngend als auch topologisch einfach ist. Sei
W = ({p, q}, {e}, gW ) der zu e geho¨rende Teilgraph von G. Dann gibt es einen Teilgraphen
G0 = (VG0 , EG0 , gG0) ∈ sub(K4) von G − {e} mit p, q ∈ VG0 und eine Folge (Gi)i∈{0,...,n}
von Teilgraphen von G − {e}, fu¨r die G0 ⊂ G1 ⊂ · · · ⊂ Gn = G − {e} gilt, so dass fu¨r
jedes i ∈ {0, . . . , n} die folgenden Aussagen 1., 2. und 3a oder 3b gelten.
1. Gi ist sowohl topologisch 3-zusammenha¨ngend als auch topologisch einfach.
2. Gi entsteht aus Gi−1 durch Hinzufu¨gen eines Weges Pi−1. (i 6= 0)
3. (a) Gi∪W ist sowohl topologisch 3-zusammenha¨ngend als auch topologisch einfach.
(b) Gi+1 ∪W ist sowohl topologisch 3-zusammenha¨ngend als auch topologisch ein-
fach.
Beweis [25], Lemma 2.6. 2
Satz 7.3 Sei G = (V,E, g) ein Graph und e1, e2 ∈ E nicht inzidente Kanten. Weiterhin
seien G−{e1}, G−{e2} und G−{e1, e2} sowohl topologisch 3-zusammenha¨ngend als auch
topologisch einfach. Dann gibt es einen Teilgraphen H von G, fu¨r den eine der folgenden
Aussagen gilt:
1. Der Graph H ist eine Unterteilung von Z2 und die Kanten e1, e2 sind in verschiede-
nen Komponenten von H enthalten.
2. Der Graph H ist eine Unterteilung von K ∈ {K3,3,K5} und die Kanten e1, e2 ∈
EK(⊂ EH) sind nicht inzident in K.
Beweis [25], Lemma 2.5. 2
7.2 Hinzufu¨gen eines Weges an K4
Basierend auf einer Kette von Teilgraphen wie in 7.1 bzw. 7.2 fu¨r einen Graphen G wird in
32. auf Seite 215 der Rang des Verschlingungsmoduls von G abgescha¨tzt. Dabei muss ein
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Teilgraph von G beru¨cksichtigt werden, der sich nur um eine Kante von einer Unterteilung
des Graphen K4 ”
unterscheidet“. Die topologische Gestalt dieses Teilgraphen la¨sst sich
mithilfe einer Fallunterscheidung angeben, siehe [25], Seite 63, Fig.4. Da in den Beweis
von 32. die Eckengrade der zu der oben erwa¨hnten Kante inzidenten Ecken eingehen, wird
hier der folgende graphentheoretische Satz bewiesen:
Satz 7.4 Es sei G ∈ sub (K4) und H enstehe aus G durch Hinzufu¨gen eines Weges (δ,∆) :
J1 → H mit p := δ(0), q := δ(1). Dann tritt einer der folgenden Fa¨lle ein:
1. degG(p) = degG(q) = 2.
(a) Der Graph H ist nicht topologisch einfach, und es gibt zwei verschiedene Teil-
graphen T˜ 1a−1, T˜
1a
0 von H, die jeweils isomorph zu einem Element aus sub(Z2)
sind.
(b) Der Graph H =: T˜ 1b0 ist topologisch 3-zusammenha¨ngend, topologisch einfach
und isomorph zu einem Graphen aus sub(K3,3).
(c) Der Graph H ist sowohl topologisch 3-zusammenha¨ngend als auch topologisch
einfach, und es gibt einen Teilgraphen T˜ 1c0 von H, der isomorph zu einem Ele-
ment aus sub(Z2) ist.
2. degG(p) = 2 , degG(q) = 3.
(a) Der Graph H ist nicht topologisch einfach, und es gibt einen Teilgraphen T˜ 2a0
von H, der isomorph zu einem Element aus sub(Z2) ist.
(b) Der Graph H ist topologisch 3-zusammenha¨ngend und topologisch einfach.
3. degG(p) = degG(q) = 3. Der Graph H ist nicht topologisch einfach.
4. degG(p) = 3 , degG(q) = 2. Vertauschen der Rollen von p und q ergibt Fa¨lle 4(a)
und 4(b) genau wie in Zweitens 2(a) bzw. 2(b).
Bemerkung Je nachdem welcher Fall in Satz 7.4 eintritt, definiert man
tα :=

0 : α ∈ {2b, 3, 4b}
1 : α ∈ {1b, 1c, 2a, 4a}
2 : α = 1a
.
2
Beweis Es sei W := Bild(δ,∆) und H = G ∪W . Fu¨r V2(G) = ∅ gilt G = K4, also
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gibt es eine Kante A ∈ EK4 mit gH(A) = gK4(A) = {p, q} = P2(δ) ({0, 1}) = gH (∆ (l1)).
Daher ist H nicht einfach und es tritt 3. aus der Behauptung ein.
Ab nun sei V2(G) = {x1, . . . , xn} nicht-leer. Da G ∈ sub(K4) ist, erha¨lt man K4 mit-
tels einer mehrfachen Kontraktion an zweiwertigen Ecken von G. Nach Satz 5.34 la¨sst
sich diese Kontraktion mit Hilfe einer Speziellen injektiven Abbildung i durchfu¨hren. Da
V2 (K4) leer ist, hat sie die Gestalt i : V2(G) → EG. Seien also x
′
1, . . . , x
′
n ∈ VG, so dass
K4 = Cdyne (G) fu¨r yj :=
(
xj , i(xj), x
′
j
)
und j ∈ {1, . . . , n} gilt.
1. Fall: degG(p) = degG(q) = 3. Wegen V (G) = V2(G)
⊎
VK4 und p, q /∈ V2(G) =
V2(G∪W ) = V2(H) gilt p, q ∈ VK4 , also gibt es eine Kante A ∈ EK4 mit gK4(A) = {p, q}.
Satz 4.9 auf Seite 79 liefert L := Cdyne(H)
p, q /∈ V2(H)
= Cdyne(G)∪W = K4∪W , deshalb gilt
gL(A) = gK4(A) = {p, q} = {δ(0), δ(1)}
= P2(δ) ({0, 1}) = gH (∆(l1)) = gG∪W (∆(l1))
= gW (∆(l1)) = gL (∆(l1)) .
(l )1
p
q
A
Daher ist H nicht topologisch einfach, denn L entha¨lt die Mehrfachkanten A und ∆ (l1).
2. Fall: degG(p) = 2, degG(q) = 3. Also ist p ∈ V2(G) und q ∈ VK4 . Nach Satz 5.27.3.
auf Seite 139 sei o.B.d.A. p = xn. Fu¨r K := Cdyn−1e(G) gelten V2(K)
4.13, S.84
= {xn},
Cdyn−1e(H)
4.9, S.79
= K ∪W , EK = EK4
⊎
{i(xn)} und VK = VK4
⊎
{xn}. Also gibt es eine
Kante A ∈ EK4 mit Inz(xn,K) = {i(xn), A}.
1. Unterfall: Es gibt eine Kante Y ∈ EK mit gK(Y ) = {xn, q}. Dann ist Y ∈ {A, i(xn)}
und es gilt
gK4(A) = {q, b} (7.1)
fu¨r ein b ∈ VK4 , denn: Wenn Y = A gilt, so sei b diejenige Ecke aus VK4 , fu¨r die gK (i(xn)) =
{xn, b} gilt. Dann berechnet man gK4(A) = ψ (xn, b, VK) gK(A) = {q, b}. Fu¨r Y = i(xn)
sei gK(A) = {xn, b} und man folgert genauso gK4(A) = ψ (xn, q, VK) gK(A) = {q, b}.
Die Eckenmenge von K4 la¨sst sich schreiben als VK4 = {q, b, c, d}. Vorgelegt seien
nun Kanten B,C,D ∈ EK4 , so dass gK4(B) = {b, c}, gK4(C) = {c, d} und gK4(D) =
{d, b} gelten. Fu¨r X ∈ {B,C,D} ergibt sich daraus xn /∈ gK(X), denn andernfalls ist
X ∈ Inz(xn,K) = {A, i(xn)} im Widerspruch zu (7.1). Also gilt gK∪W (X) = gK(X) =
ψ (xn, x
′
n, VK) gK(X) = gCyn (K)(X) = gK4(X) fu¨r jedes X ∈ {B,C,D}. Daher sind
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(λ,Λ) : J3 → K ∪W und
(φ,Φ) : J2 → K ∪W
(l )1
b c
dp
q
B
D C
Y
definiert durch λ(0) = b = λ(3), λ(1) = c, λ(2) = d,Λ (l1) = B,Λ (l2) = C,Λ (l3) = D
sowie φ(0) = p = xn = φ(2), φ(1) = q,Φ(l1) = Y und Φ(l2) = ∆ (l1) Kreise in K ∪W
mit C1 := Bild(λ,Λ) ∩ Bild(φ,Φ) =: C2 = ∅. Mittels Satz 4.18 auf Seite 88 la¨sst sich
C1∪C2 < K ∪W zu einem Teilgraphen T˜
2a
0 von H hochheben, so dass T˜
2a
0 ∈ sub(Z2) gilt,
siehe Seite 195.
Daru¨ber hinaus ist K ∪W wegen
gK∪W (Y ) = gK(Y ) = {p, q} = P2(δ) ({0, 1}) = gH (∆ (l1))
= gG∪W (∆ (l1)) = gW (∆ (l1)) = gK∪W (∆ (l1))
nicht einfach, also ist H nicht topologisch einfach. Insgesamt tritt demnach 2(a) aus der
Behauptung ein.
2. Unterfall: Die Ecken q und xn sind nicht adjazent in K. Da K4 = Cyn(K) 3-zusammen-
ha¨ngend und einfach ist, ist K4 gema¨ß Korollar 5.17 auf Seite 131 3-zusammenha¨ngend
nach
Tutte. Mit [27], Theorem IV.16. auf Seite 77 ergibt sich,
dass K ∪ W 3-zusammenha¨ngend nach Tutte ist. Wegen
|VK∪W | ≥ |VK4 | ≥ 4 und |EK∪W | ≥ |EK4 | ≥ 6 ist K ∪W
3-zusammenha¨ngend und einfach nach Korollar 5.19 bzw.
Satz 5.20 auf Seite 134. Somit ist H ∈ sub(K ∪W ) topolo-
gisch 3-zusammenha¨ngend und topologisch einfach, und es
tritt der Fall 2(b) der Behauptung ein.
(l )1
p q
Vertauscht man im 2. Fall die Rollen von p und q, so ergeben sich jeweils die Fa¨lle 4(a)
und 4(b).
3. Fall: degG(p) = degG(q) = 2. Also sind p, q ∈ V2(G). Nach Satz 5.27.3. auf Seite 139
sei o.B.d.A. p = xn und q = xn−1. Fu¨r K := Cdyn−2e(G) gelten V2(K) = {xn, xn−1},
Cdyn−2e(H) = K ∪W , EK = EK4
⊎
{i(xn), i (xn−1)} und VK = VK4
⊎
{xn, xn−1}. Wegen
K4 = Cyn,yn−1(K) ist K topologisch einfach. Der 3. Fall unterteilt sich zwei weitere Un-
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terfa¨lle:
1. Unterfall: Es gibt eine Kante Y ∈ EK , so dass gK(Y ) = {p, q} gilt. Wegen p, q ∈
V2(K) gibt es X,Z ∈ EK , so dass Inz(p,K) = {X,Y } und Inz(q,K) = {Y, Z} mit
X 6= Y sowie Y 6= Z erfu¨llt ist. Es gilt auch X 6= Z, denn sonst ist K einfach wegen
gK(Y ) = {p, q} = gK(X). Es seien nun a, b ∈ VK diejenigen Ecken, fu¨r die gK(X) = {p, a}
und gK(Z) = {q, b} gilt. Da K topologisch einfach ist, folgt a, b /∈ {p, q}, also a, b ∈ VK4 .
Es gilt auch a 6= b, denn andernfalls berechnet man
gCp,Y,q(K)(X) = ψ (p, q, VK) gK(X) = {a, q}
= {b, q} = ψ (p, q, VK) gK(Z) = gCp,Y,q(K)(Z).
Daraus folgt, dass Cp,Y,q(K) nicht einfach alsoK nicht topologisch einfach ist. Widerspruch!
Es gilt i(p) ∈ {X,Y } und i(q) ∈ {Y,Z}, daher gibt es genau ein U ∈ {X,Y, Z} mit
U ∈ EK4 . Fu¨r diese Kante U gilt
gK4(U) = {a, b}, (7.2)
wie man durch folgende Fallunterscheidung feststellt:
U = Z : Es folgt i(q) = Y, i(p) = X und
gK4(U) = ψ
(
p, a, VCyn−1 (K)
)
ψ(q, p, VK)gK(Z) = {a, b}.
U = X : Es folgt i(q) = Z, i(p) = Y und
gK4(U) = ψ
(
p, b, VCyn−1 (K)
)
ψ(q, b, VK)gK(X) = {a, b}.
U = Y : Es folgt i(q) = Z, i(p) = X und
gK4(U) = ψ
(
p, a, VCyn−1 (K)
)
ψ(q, b, VK)gK(Y ) = {a, b}.
Die Eckenmenge vonK4 la¨sst sich schreiben als VK4 = {a, b, c, d}. Vorgelegt seien nun Kan-
ten A,B,C,D,E ∈ EK4 ⊂ EK , so dass gK4(A) = {a, d}, gK4(B) = {a, c}, gK4(C) = {b, d},
gK4(D) = {c, b} und gK4(E) = {c, d} gelten. Aus (7.2) folgt dann U /∈ {A,B,C,D,E}
also p, q /∈ gK(S) fu¨r jedes S ∈ {A,B,C,D,E} (denn aus S ∈ Inz(p,K)∪ Inz(q,K) folgt
S = U wegen S ∈ EK4). Dann gilt
gK∪W (S) = gK(S) = ψ
(
p, x′n, VCyn−1 (K)
)
ψ(q, x′n−1, VK)gK(S) = gK4(S)
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fu¨r jedes S ∈ {A,B,C,D,E}. Die Homomorphismen
(λ,Λ) : J3 → K ∪W,
(φ,Φ) : J3 → K ∪W und
(ψ,Ψ) : J2 → K ∪W
(l )1
a d
b
A
C
B
c
p
q
Y
X
Z
D
E
definiert durch λ(0) := λ(3) := a, λ(1) := c, λ(2) := d,Λ(l1) := B,Λ(l2) := E,Λ(l3) :=
A, φ(0) := φ(3) := b, φ(1) := c, φ(2) := d,Φ(l1) := D,Φ(l2) := E,Φ(l3) := C,ψ(0) :=
ψ(2) := p, ψ(1) := q,Ψ(l1) := Y und Ψ(l2) := ∆ (l1) sind Kreise in K ∪W mit C1 :=
Bild(λ,Λ) ∩ Bild(ψ,Ψ) =: C0 = ∅ und C2 := Bild(φ,Φ) ∩ Bild(ψ,Ψ) =: C0 = ∅. Die Teil-
graphen C1∪C0 < K∪W und C2∪C0 < K∪W lassen sich mithilfe von Satz 4.18 auf Seite
88 zu Teilgraphen T˜ 1a−1 und T˜
1a
0 vonH hochheben, so dass T˜
1a
−1, T˜
1a
0 ∈ sub(Z2) gilt, siehe Sei-
te 195. Wegen gK∪W (Y ) = gK(Y ) = {p, q} = gH (∆ (l1)) = gW (∆ (l1)) = gK∪W (∆ (l1))
ist H nicht topologisch einfach. Insgesamt tritt deshalb 1(a) aus der Behauptung ein.
2. Unterfall: Es gibt keine Kante in EK , die inzident zu p und q ist. Es sei Inz(p,K) =
{i(p), X} und Inz(q,K) = {i(q), Y }. Es gilt Inz(p,K) ∩ Inz(q,K) = ∅ nach Vorausset-
zung dieses Unterfalles. Dieser gliedert sich in die folgenden Fa¨lle I und II.
Fall I: Es gibt a ∈ VK , A ∈ Inz(p,K), B ∈ Inz(q,K), so dass A,B ∈ Inz(a,K) gilt. Dann
kann a weder die Ecke p noch die Ecke q sein. Also gilt a ∈ VK4 . Zuna¨chst wird
a ∈ gK4(X), a ∈ gK4(Y ) (7.3)
mithilfe folgender Fallunterscheidung nachgewiesen:
A = X : ⇒ gK(X) = gK(A) = {p, a} ⇒ a ∈ gK4(X).
A 6= X : ⇒ A = i(p) ⇒ gK(i(p)) = {a, p}
p ∈ gK(X)
⇒ a ∈ ψ
(
p, a, VCyn (K)
)
ψ(q, x′n−1, VK)
◦gK(X) = gK4(X).
B = Y : ⇒ gK(Y ) = gK(B) = {q, a} ⇒ a ∈ gK4(Y ).
B 6= Y : ⇒ B = i(q) ⇒ gK(i(q)) = {a, q}
q ∈ gK(Y )
⇒ a ∈ ψ
(
p, x′n, VCyn (K)
)
ψ(q, a, VK)
◦gK(Y ) = gK4(Y ).
Die Eckenmenge von K4 la¨sst sich schreiben als VK4 = {a, b, c, d}. Vorgelegt seien nun
Kanten D,E, F ∈ EK4 ⊂ EK , so dass gK4(D) = {b, c}, gK4(E) = {c, d} und gK4(F ) =
{d, b} gelten. Wegen (7.3) ergibt sich D,E, F /∈ {X,Y }. Daraus folgt p, q /∈ gK(S) fu¨r
jedes S ∈ {D,E, F} und man errechnet: gK∪W (S) = gK(S) = gCyn,yn−1 (K)(S) = gK4(S).
Die Homomorphismen
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(λ,Λ) : J3 → K ∪W und
(φ,Φ) : J3 → K ∪W
(l )1
b dF
B
A
qp c
D E
a
definiert durch λ(0) := λ(3) := b, λ(1) := c, λ(2) := d,Λ(l1) := D,Λ(l2) := E,Λ(l3) := F
und φ(0) := φ(3) := p, φ(1) := a, φ(2) := q,Φ(l1) := A,Φ(l2) := B,Φ(l3) := ∆ (l1) sind
Kreise inK∪W mit C1 := Bild(λ,Λ)∩Bild(φ,Φ) =: C2 = ∅. Der Teilgraph C1∪C2 < K∪W
la¨sst sich mithilfe von Satz 4.18 auf Seite 88 zu einem Teilgraphen T˜ 1c0 von H hochheben,
so dass T˜ 1c0 ∈ sub(Z2) gilt, siehe Seite 195.
Da K4 = Cyn,yn−1(K) 3-zusammenha¨ngend und einfach ist und p, q nach Vorausset-
zung nicht adjazent sind, ist K ∪W nach [27], Theorem IV.18., p. 79 3-zusammenha¨ngend
nach Tutte. Aus VK4 ⊂ VK∪W und EK4 ⊂ EK∪W folgt zusammen mit Korollar 5.19 und
Satz 5.20 auf Seite 134, dass K ∪W 3-zusammenha¨ngend und einfach ist. Deshalb ist H
sowohl topologisch 3-zusammenha¨ngend als auch topologisch einfach und es tritt der Fall
1(c) der Behauptung ein.
Fall II: Der Fall I tritt nicht ein. Dann gibt es paarweise verschiedenen Ecken a, b, c, d ∈
VK4 , fu¨r die gK(i(p)) = {p, a}, gK(X) = {p, b}, gK(i(q)) = {q, c} und gK(Y ) = {q, d} gel-
ten. Also gilt VK4 = {a, b, c, d}. Seien A,B,C,D ∈ EK4 diejenigen Kanten von K4, fu¨r die
gK4(A) = {a, c}, gK4(B) = {c, b}, gK4(C) = {a, d} und gK4(D) = {b, d} gelten. Wegen
gK4(X) = ψ
(
p, a, VCyn−1 (K)
)
ψ(q, c, VK)gK(X) = {a, b} und
gK4(Y ) = ψ
(
p, a, VCyn−1 (K)
)
ψ(q, c, VK)gK(Y ) = {c, d}
(l )1
b D d
B
C
q
p
a
A
X c
i(p)
i(q) Y
gilt fu¨r jedes S ∈ {A,B,C,D}: S /∈ {X,Y }, p, q /∈ gK(S) und gK4(S) = gK(S). Man erha¨lt
EK∪W = {A,B,C,D,X, Y,∆ (l1) , i(p), i(q)} und VK∪W = {a, b, c, d, p, q}. Die Tabelle
γ(A)
:=e1
γ(B)
:=e2
γ(X)
:=e3
γ(∆(l1))
:=e4
γ(Y )
:=e5
γ(C)
:=e6
γ(i(p))
:=e7
γ(i(q))
:=e8
γ(D)
:=e9
w(a) := v1 1 0 0 0 0 1 1 0 0
w(c) := v2 1 1 0 0 0 0 0 1 0
w(b) := v3 0 1 1 0 0 0 0 0 1
w(p) := v4 0 0 1 1 0 0 1 0 0
w(q) := v5 0 0 0 1 1 0 0 1 0
w(d) := v6 0 0 0 0 1 1 0 0 1
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stellt die Inzidenzmatrix von K ∪W bezu¨glich einer bijektiven Nummerierung (w, γ) :
K ∪W → (V6, E9, hK∪W ) dar. Nach Satz 1.12 auf Seite 17 zusammen mit 3. der darauffol-
genden Bemerkung und der Tabelle im Beweis von Satz 6.6 auf Seite 183 ist K∪W = K3,3.
Mittels Satz 4.18 auf Seite 88 kann K ∪W zu einem Teilgraphen T˜ 1b0 ∈ sub (K3,3) von H
hochgehoben werden (siehe unten). Es tritt also der Fall 1(b) der Behauptung ein.
Hochheben der Teilgraphen mittels Satz 4.18: Fu¨r j ∈ {1, . . . , n} sei Cj := Cdyje(G∪
W ) und C0 := G∪W . Es sei C < Cj mit C ∈ sub (Z2)∪ sub (K3,3) der von Cj nach Cj−1
hochzuhebende Teilgraph. Dazu bezeichne (i, I) : C → Cj den Inklusionshomomorphis-
mus. Es gelten
Cj = Cxj ,i(xj),x′j (Cj−1) und degCj−1(xj) = 2. (7.4)
Nach Satz 5.44 auf Seite 168 hat Cj mit Cj−1 keine Schlaufen, also gilt Sch(x
′
j , Cj) = ∅.
Fu¨r jedes j ∈ {1, . . . , n} liefert der Satz 4.13 auf Seite 84 die Gleichung
degCj (x
′
j) = degCj−1(x
′
j) = · · · = degC0(x
′
j) = degG∪W (x
′
j) ≥ 2,
daher gilt Inz
(
x′j , Cj
)
6= ∅. Somit tritt einer der Fa¨lle A, B1, B2 oder B3 in Satz 4.18
auf Seite 88 ein. In den Fa¨llen A, B1, B2 ist C < Cj vermo¨ge der Inklusion
(
i˜, I˜
)
. Tritt
B3 ein, so gibt es wegen (7.4) eine Kante A von Cj−1 mit
M
x′j
xj (i, I) =
{
x ∈ Inz(x′j , C) | I(x) = x ∈ Inz (xj , Cj−1)
}
⊂ Inz (xj , Cj−1) = {i(xj), A} .
Wegen i(xj) /∈ EC , x
′
j ∈ ψ
(
xj , x
′
j , VCj−1
)
gCj−1(A) = gCj (A) und M
x′j
xj (i, I) 6= ∅ gilt
M
x′j
xj (i, I) = {A}. In Satz 4.18.3d gilt daher degK(w) =
∣∣∣∣Mx′jxj (i, I)∣∣∣∣ + 1 = 2, also ist dort
K ∈ sub(C) wegen 3b. Deshalb ist K eine Unterteilung von Z2 bzw. K3,3 und
(
i˜, I˜
)
:
K → Cj−1 der gesuchte Inklusionshomomorphismus. 2
7.3 Konstruktion einer Basis des Verschlingungsmoduls 3-
zusammenha¨ngender einfacher Graphen
Satz 7.5 Es sei G ein bijektiv nummerierter orientierter 3-zusammenha¨ngender einfacher
Graph. Dann gibt es eine Menge von Teilgraphen von G, deren Elemente Unterteilungen
von K3,3, K5 oder Z2 sind und eine Basis des Verschlingungsmoduls von G induzieren. Mit-
hilfe einer Kette von Teilgraphen gema¨ß Satz 7.1 auf Seite 187 lassen sich Basiselemente
konstruieren.
196 VERSCHLINGUNGSMODULN 3-ZUSHGD. EINFACHER GRAPHEN
Beweis Es sei J0 < · · · < Jk < Jk+1 < · · · < Jl = G eine von Satz 7.1 auf Seite
187 gelieferte Kette zu G. Es wird gezeigt, wie fu¨r jedes k ∈ {0, . . . , l − 1} eine Basis des
Verschlingungsmoduls von Jk zu einer Basis des Verschlingungsmoduls von Jk+1 erga¨nzt
werden kann. Damit bescha¨ftigt sich der gesamte Abschnitt 7.3. Dazu muss man sich auf
derartige Graphen J˜k und J˜k+1, von denen Jk bzw. Jk+1 Unterteilungen sind, zuru¨ckziehen,
dass J˜k+1 aus genau einer Kante mehr besteht als J˜k. Da die jeweiligen Verschlingungs-
moduln nach Satz 4.29 auf Seite 103 isomorph sind, genu¨gt es eine Basiserga¨nzung von J˜k
nach J˜k+1 durchzufu¨hren. Dabei ko¨nnen aufgrund der speziellen Gestalt von J˜k und J˜k+1
die Sa¨tze 7.3 und 7.2 auf Seite 188 benutzt werden.
Unter der Annahme, dass eine derartige Basiserga¨nzung gelingt, wird im folgenden
Abschnitt 7.3.1 auf Seite 197 erkla¨rt, wie eine vorgelegte Basis des Verschlingungsmoduls
von Jk nach J˜k ”
heruntergedru¨ckt“ und die erga¨nzte Basis des Verschlingungsmoduls von
J˜k+1 nach Jk+1 wieder ”
hochgehoben“ werden kann.
Der Abschnitt 7.3.2 auf Seite 200 u¨ber die Basiserga¨nzung zerfa¨llt inhaltlich in drei
Teile: Es wird eine Menge von Teilgraphen von J˜k+1 konstruiert (7.3.2.1 ab Seite 200),
aus der nach bestimmten Kriterien Elemente ausgewa¨hlt (7.3.2.2 ab Seite 207) und zur
Basiserga¨nzung verwendet werden (7.3.2.3 ab Seite 217).
Abschnitt 7.3.2.1 bescha¨ftigt sich bis 7.8.17. auf Seite 204 mit technischen Vorberei-
tungen. Dabei arbeitet man mit einer Kette fu¨r J˜k, die Satz 7.2 auf Seite 188 liefert. Auf
gewisse Unterteilungen der Graphen dieser Kette la¨sst sich in 7.8.18. der Satz 7.3 anwen-
den, um die gewu¨nschten Kandidaten Tx zu erhalten. Diese mu¨ssen in 7.9 auf Seite 205
aus technischen Gu¨inden zu Teilgraphen T˜x von J˜k+1 ”
hochgehoben“ werden.
Zu Beginn von 7.3.2.2 wird erla¨utert, was unter der Auswahl aus der Menge der Kandi-
taten zu verstehen ist. Ein Resultat aus [14] ermo¨glicht es, die Anzahl der zur Erga¨nzung
beno¨tigten Basiselemente zu berechnen. Ziel des Abschnittes ist, diese Zahl als Kardina-
lita¨t einer Menge von Teilgraphen von J˜k+1 zu interpretieren.
In Abschnitt 7.3.2.3 wird nachgewiesen, dass man so ein linear unabha¨ngiges Erzeu-
gendensystem des Verschlingungsmoduls von J˜k+1 erha¨lt. Um dies zu beweisen werden
bis zu Satz 7.20 auf Seite 226 Vorbereitungen getroffen. Zu diesem Beweis sei hier auf die
Erla¨uterung vor Satz 7.20 hingewiesen.
Sa¨mtliche in diesem Abschnitt vorkommenden Graphen sind orientiert. Ein Teilgraph
tra¨gt die auf seine Kanten eingeschra¨nkte Orientierung. Nummerierungen sind stets bijek-
tiv. Es gelten die Abku¨rzungen von Seite 92. Ist w eine Eckennummerierung und γ eine
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Kantennummerierung von G so sei G (G) := G (G,w, γ) := KernG(G,w,γ).
7.3.1 Kontraktionen zweiwertiger Ecken
Satz 7.1 liefert eine Kette J0 < J1 < · · · < Jk < Jk+1 < · · · < Jl = G von Teilgraphen von
G mit J0 ∈ sub (K4) und Jk+1 = Jk∪Wk fu¨r jedes k ∈ {0, . . . , l−1}. Nun wendet man Satz
5.54 auf Seite 175 auf Jk und Jk+1 fu¨r k ∈ {0, . . . , l−1} an. Dabei setzt man l ≥ 1 voraus,
denn fu¨r l = 0 ist wegen Satz 6.4 auf Seite 182 nichts zu zeigen. Hier sei U := U (Jk,Wk)
und I := |U |. Wie in Satz 5.54(c),(d) werden die Graphen J˜k := CdxIe(Jk) und J˜k+1 :=
Cdzn−1e(CdxIe(Jk+1)) definiert. Sei k die Kante aus Satz 5.54(f), so dass J˜k+1 − {k} =
J˜k gilt. Da Jk und Jk+1 nach Satz 7.1 sowohl topologisch 3-zusammenha¨ngend als auch
topologisch einfach sind, ist J˜k nach Satz 5.54(i) ebenfalls topologisch 3-zusammenha¨ngend
und topologisch einfach, und J˜k+1 sowohl 3-zusammenha¨ngend als auch einfach. Nach Satz
7.2 gibt es also Kette G0 < G1 < · · · < Gq = J˜k von Teilgraphen von J˜k+1, so dass fu¨r
i ∈ {0, . . . , q − 1}
1. Gi ist topologisch 3-zusammenha¨ngend und topologisch einfach,
2. Gi+1 = Gi ∪ Pi (Hinzufu¨gen eines Weges),
3. Gi∪W oder Gi+1∪W ist topologisch 3-zusammenha¨ngend und topologisch einfach,
4. VW ⊂ VG0
gelten. Dabei ist W := ({ζ1, ζ2}, {k}, gW ) mit gW (k) := g
 
Jk+1
(k) und ζ1, ζ2 ∈ VG0 der
zu k geho¨rige Teilgraph von J˜k+1, und
(di, Di) : J
′
ni → Gi ∪ Pi = Gi+1 (7.5)
sind fu¨r i ∈ {0, . . . , q − 1} Wege mit Bild(di, Di) = Pi. Nun soll aus einer Basis Bk von
G (Jk) eine Basis Bk+1 fu¨r G (Jk+1) konstruiert werden.
Zur Abku¨rzung der Notation wird in diesem Abschnitt 7.3.1 der zu einem injektiven
Homomorphismus bijektiv nummerierter orientierter Graphen X und Y geho¨rige induzier-
te Homomorphismus der Verschlingungsmoduln aus Definition 2.42 auf Seite 57 stets mit
ΨYX : G (X)→ G (Y ) bezeichnet.
Es sei B := sub (K3,3) ∪ sub (K5) ∪ sub (Z2) und zuna¨chst Bk :=
{
y1, · · · , yNJk
}
6= ∅
mit NJk ∈ N. Fu¨r i ∈ {1, . . . , NJk} seien bereits Teilgraphen Ti < Jk und dazugeho¨rige
Inklusionshomomorphismen (bi, Bi) : Ti → Jk gegeben, so dass
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5. Ti ist isomorph zu einem Graphen aus B und
6. 〈ti〉Z = G (Ti) ⇒ yi = Ψ
Jk
Ti
(ti)
gelten. Die erzeugenden Elemente ti aus 6. werden von den Sa¨tzen 6.2 auf Seite 181, 6.6
auf Seite 183 sowie 6.8 auf Seite 184 geliefert. Es gilt also
Bk =
{
ΨJkTi (ti) | 1 ≤ i ≤ NJk
}
. (7.6)
Fu¨r Bk = ∅ entfallen die obigen Betrachtungen. Dieser Fall tritt fu¨r k = 0 ein, denn fu¨r
J0 ∈ sub (K4) gilt G (J0) = 0 nach Satz 6.4 auf Seite 182 und Satz 4.29 auf Seite 103.
Konstruktion einer Basis Bk+1: Es sei Bk 6= ∅. Gema¨ß Satz 4.16 auf Seite 86 und
Satz 4.17 auf Seite 87 induzieren die Abbildungen (bi, Bi) injektive Homomorphismen(
b˜i, B˜i
)
: T˜i → J˜k, i ∈ {1, . . . , NJk}. Dabei ist Ti ∈ sub
(
T˜i
)
. Mithilfe der Abbildung iJk
von Satz 5.54(b) definiert man
N (Ti) := {j ∈ {1, . . . , I} | iJk (uj) ∈ ETi} ⊂ {1, . . . , I}
und N c (Ti) := {1, . . . , I} \N (Ti)
fu¨r i ∈ {1, . . . , NJk}. Wenn N (Ti) := {j1, . . . , js} 6= ∅ und N
c (Ti) := {js+1, . . . , jI} 6= ∅
gilt, gibt es fu¨r jedes α ∈ {1, . . . , I} laut Satz 5.27 auf Seite 139 Ecken βjα ∈ VJk , so dass
mit
xˆjα := (ujα , iJk (ujα) , βjα) und
Jk := Cxˆjs ,...,xˆj1 (Jk)
J˜k = CxˆjI ,...,xˆjs+1
(
Jk
)
sowie T˜i = Cxˆjs ,...,xˆj1 (Ti) gelten. Die Sa¨tze 4.31 auf Seite 105 und
4.34 auf Seite 110 liefern das kommutative Diagramm:
〈ti〉Z = G (Ti) G (Jk)
G
(
T˜i
)
G
(
Jk
)
G
(
J˜k
)
-
Ψ
Jk
Ti
6op(xˆjs )◦···◦ op(xˆj1)
HHHj
Ψ  
Jk
 
Ti
-
Ψ
Jk
 
Ti
6op(xˆjs )◦···◦ op(xˆj1)

*
op(xˆjI )◦···◦ op(xˆjs+1)
. (7.7)
Wenn N (Ti) = ∅ ist, so gelten Jk = Jk und T˜i = Ti analog zu Satz 5.54(g) fu¨r m = 0.
Fu¨r N c (Ti) = ∅ gilt J˜k = Jk. An den entsprechenden Stellen stehen im Diagramm (7.7)
die identischen Abbildungen. Mit t˜i := [op (xˆjs) ◦ · · · ◦ op (xˆj1)]
−1 (ti) ist{
Ψ
 
Jk
 
Ti
(
t˜i
)
| 1 ≤ i ≤ NJk
}
(7.8)
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nach 6., (7.6), (7.7) und Satz 5.37 auf Seite 154 eine Basis von G
(
J˜k
)
. Da Ψ
 
Jk+1
 
Jk
injektiv
ist, ist
B˜k :=
{
Ψ
 
Jk+1
 
Jk
◦Ψ
 
Jk
 
Ti
(
t˜i
)
| 1 ≤ i ≤ NJk
}
(7.9)
linear unabha¨ngig u¨ber Z in G
(
J˜k+1
)
.
Fu¨r Bk = ∅ entfallen die obigen Betrachtungen und man setzt B˜k := ∅ sowie NJk := 0.
Es sei nun B˜k bereits zu einem linear unabha¨ngigen Erzeugendensystem B˜k+1 := B˜k ∪{
y˜NJk+1, . . . , y˜N
 
Jk+1
}
von G
(
J˜k+1
)
erga¨nzt worden, so dass B˜k+1 6= B˜k gilt, und es
zu jedem j ∈
{
NJk + 1, . . . , N
 
Jk+1
}
einen Teilgraphen T˜j < J˜k+1 sowie eine zugeho¨rige
Inklusion
(
b˜j , B˜j
)
: T˜j → J˜k+1 mit den Eigenschaften
7. T˜j ist isomorph zu einem Graphen aus B,
8.
〈
t˜j
〉
Z
= G
(
T˜j
)
⇒ y˜j = Ψ
 
Jk+1
 
Tj
(
t˜j
)
fu¨r jedes j ∈
{
NJk + 1, . . . , N
 
Jk+1
}
gibt. Da J˜k+1 keine Schlaufen hat, gibt es nach Satz
4.18 auf Seite 88 fu¨r jeden Index j ∈
{
NJk + 1, . . . , N
 
Jk+1
}
Graphen Tj mit Tj ∈ sub
(
T˜j
)
und injektive Homomorphismen (bj , Bj) : Tj → Jk+1, so dass (bj , Bj) von
(
b˜j , B˜j
)
indu-
ziert wird. Betrachte fu¨r i ∈ {1, . . . , NJk} und j ∈
{
NJk + 1, . . . , N
 
Jk+1
}
die Abbildungen
G (Ti) G (Jk) G (Jk+1) G (Tj)
G
(
T˜i
)
G
(
J˜k
)
G
(
J˜k+1
)
G
(
T˜j
)
-
Ψ
Jk
Ti -
Ψ
Jk+1
Jk ﬀ
Ψ
Jk+1
Tj
6
∼=
-
Ψ  
Jk
 
Ti
6
∼=
 
op(xI)
-
Ψ  
Jk+1
 
Jk
6
∼=
 
op(xI)◦
 
op(zn−1)
ﬀ
Ψ  
Jk+1
 
Tj
6
∼= Γ . (7.10)
Das linke Diagramm kommutiert nach (7.7) und Satz 5.37 auf Seite 154. Das mittlere Dia-
gramm kommutiert laut Satz 5.54(g),(h). Abha¨ngig von Bild(b˜j , B˜j) liefern die Sa¨tze 4.32
auf Seite 107 und 4.33 auf Seite 109 das rechte Diagramm. Je nachdem, welche Fa¨lle ein-
treten ist Γ entweder die Identita¨t oder eine Komposition geeigneter op (·)-Isomorphismen.
Fu¨r B˜k+1 = B˜k entfallen diese Betrachtungen, ansonsten ergibt sich zusammen mit 8.
und tj := Γ
(
t˜j
)
:
o˜p (xI) ◦ o˜p (zn−1) (y˜j) = Ψ
Jk+1
Tj
(tj)
fu¨r j ∈
{
NJk + 1, . . . , N
 
Jk+1
}
. Ist Bk 6= ∅ berechnet man
o˜p (xI) ◦ o˜p (zn−1) (y˜i) = Ψ
Jk+1
Jk
(yi) = Ψ
Jk+1
Ti
(ti)
fu¨r y˜i := Ψ
 
Jk+1
 
Jk
◦Ψ
 
Jk
 
Ti
(
t˜i
)
∈ B˜k und i ∈ {1, . . . , NJk} mithilfe des Diagramms (7.10).
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Setzt man
NJk+1 :=
 N  Jk+1 : B˜k+1 6= B˜kNJk : B˜k+1 = B˜k
ergibt sich Bk+1 :=
{
Ψ
Jk+1
Ti
(ti) | 1 ≤ i ≤ NJk+1
}
als Basis von G (Jk+1), falls NJk+1 ≥ 1
ist. Wenn NJk+1 = 0 ist, tritt der Fall ∅ = B˜k = B˜k+1 ein. Dann gilt G (Jk+1) = G (Jk) = 0.
Insgesamt hat Bk+1 dieselbe Gestalt wie Bk in (7.6).
7.3.2 Basiserga¨nzung
7.3.2.1 Konstruktion von Kandidaten
Bei den in der U¨berschrift erwa¨hnten Kandidaten handelt es sich um Teilgraphen T˜x von
J˜k+1, die fu¨r die Basiserga¨nzung benutzt werden sollen. Deren Konstruktion beginnt auf
Seite 203. Zuna¨chst werden einige Bezeichnungen eingefu¨hrt. Vorgelegt sei die Kette G0 <
G1 < · · · < Gq = J˜k < J˜k+1 = J˜k ∪W aus 7.3.1. Es seien q, k ∈ N0, Sk := {G0, . . . , Gq},
Ak := {Gx ∈ Sk | Gx∪W ist nicht topologisch 3-zusammenha¨ngend oder nicht topologisch
einfach} und Mk := Sk \ Ak = {Gx ∈ Sk | Gx ∪W ist topologisch 3-zusammenha¨ngend
und topologisch einfach}. Die Menge Mk ist nicht leer, denn wegen J˜k+1 = Gq ∪W ist
Gq ∈Mk. Diese Mengen werden als
Mk = {Gj1 , . . . , Gjmk} und Ak = {Gi1 , . . . , Giak}, fallsAk 6= ∅,
geschrieben. Dabei gelte ak := |Ak|, mk := |Mk|, und fu¨r α < β seien jeweils iα < iβ bzw.
jα < jβ . Man sammelt Indizes von Mk in der Menge Ik := {j1, . . . , jmk} \ {q} ⊂ {0, . . .
q − 1}. Fu¨r diese gilt
Ik =
 ∅ : Mk = {Gq}{j1, . . . , jmk−1} : Mk 6= {Gq} . (7.11)
Wenn Ik 6= ∅ ist, werden zu jedem Element x ∈ Ik Graphen Hx := Gx+1 ∪W < J˜k+1,
dazugeho¨rige Inklusionen (i′x, I
′
x) : Gx+1 → Hx und die Kompositionen (d
W
x , D
W
x ) :=
(i′x, I
′
x) ◦ (dx, Dx) definiert, siehe (7.5). Man erha¨lt folgendes Diagramm:
(dWx , D
W
x ) : J
′
nx
(dx,Dx)
−→ Gx ∪ Px = Gx+1
(i′x,I
′
x)−→ Hx. (7.12)
Lemma 7.6 Es sei Ik nicht leer. Fu¨r x ∈ Ik gelten:
9. Px = Bild(d
W
x , D
W
x ).
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10. Der Graph Hx ensteht aus Gx ∪W durch Hinzufu¨gen des Weges (d
W
x , D
W
x ). Es gilt
Hx = (Gx ∪W ) ∪ Px.
Beweis Zu 9.: Nach Voraussetzung gilt Px = Bild(dx, Dx). Da i
′
x und I
′
x Inklusionen
sind, und (i′x, I
′
x) ein Homomorphismus ist, folgt die Behauptung.
Zu 10.: Man berechnet
EHx = EGx+1∪W = EGx+1 ∪ EW = EGx ∪ EPx ∪ EW
= EGx∪W ∪ EPx
9.
= EGx∪W ∪ Bild(D
W
x ) sowie
EGx∪W ∩ Bild(D
W
x ) = (EGx ∪ EW ) ∩ EPx = (EGx ∩ EPx) ∪ (EW ∩ EPx)
2., S.197
= ∅.
Wegen VW
4., S.197
⊂ VG0 gilt VHx = VGx+1 und VGx = VGx ∪ VW . Daraus folgen:
VGx∪W ∩ Bild d
W
x = VGx ∩ Bild(dx) = {dx(0), dx(nx)} =
{
dWx (0), d
W
x (nx)
}
,
VHx = VGx+1 = VGx+1 ∪ VW = VGx ∪ VPx ∪ VW
9.
= VGx∪W ∪ Bild(d
W
x ).
Damit sind die Bedingungen der Definition 5.50 auf Seite 172 erfu¨llt. 2
Es sei weiterhin Ik 6= ∅. Mit Hilfe von Satz 5.26 werden Spezielle injektive Abbildungen
ix : V2
(
J ′nx
)
→ EJ ′nx gewa¨hlt, sofern V2
(
J ′nx
)
6= ∅ (⇔ nx ≥ 2) gilt. Satz 5.27 liefert zu
jedem σ ∈ {1, . . . , nx − 1} Elemente βσ ∈ VJ ′nx , so dass mit yσ := (σ, ix(σ), βσ) der Graph
Jx :=
 Cdynx−1e(J ′nx) : V2(J ′nx) 6= ∅J ′nx : V2(J ′nx) = ∅
definiert ist. Der injektive Homomorphismus
(
dWx , D
W
x
)
aus (7.5) auf Seite 197 ist ein
Isomorphismus auf sein Bild und liefert daher mit zσ :=
(
dWx (σ), D
W
x (ix(σ)), d
W
x (βσ)
)
,
σ ∈ {1, . . . , nx − 1} einen wohldefinierten Graphen
Θx :=
 Cdznx−1e(Hx) : V2(J ′nx) 6= ∅Hx : V2(J ′nx) = ∅
sowie einen nach Satz 4.16 auf Seite 86 injektiven Homomorphismus (d˜x, D˜x) : Jx → Θx.
Lemma 7.7 Sei Ik nicht leer. Fu¨r x ∈ Ik gelten:
11. ∃!σx ∈ {1, . . . , nx} : lσx ∈ EJ ′nx \ Bild(ix).
12. σ ∈ {1, . . . , σx − 1} ⇒ ix(σ) = lσ, σ ∈ {σx, . . . , nx − 1} ⇒ ix(σ) = lσ+1.
13. Jx = ({0, nx}, {lσx}, gJx) mit νgJx(lσx) = {0, nx}.
14. Θx = Gx ∪W ∪ Cdznx−1e(Px).
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15. Wx := Cdznx−1e(Px) =
(
{dWx (0), d
W
x (nx)}, {D
W
x (lσx)}, gWx
)
mit νgWx(D
W
x (lσx)) =
{dWx (0), d
W
x (nx)}.
Mithilfe von 11. lassen sich Kanten εx := D
W
x (lσx) ∈ EHx eindeutig auszeichnen. Fu¨r
diese Kanten εx und die Kante k von W gilt:
16. Die Graphen Θx − {εx}, Θx − {εx, k} und Θx − {k} sind sowohl topologisch 3-
zusammenha¨ngend als auch topologisch einfach.
Beweis Sei zuna¨chst nx = 1. Dann ist σx = 1 in 11., Jx = J
′
1 in 13., Cdz0e(Px)
Def.
= Px,
Wx = Px in 15. und Θx = Hx = Gx ∪W ∪Wx in 14. Fu¨r die Aussagen 11. bis 15. gelte
nun nx ≥ 2 als zusa¨tzliche Voraussetzung.
Zu 11.: ix injektiv ⇒ |Bild(ix)| = nx − 1 < nx =
∣∣∣EJ ′nx ∣∣∣ ⇒ ∃!σx : lσx /∈ Bild(ix).
Zu 12.: Beweis der zweiten Aussage: Da ix eine Spezielle injektive Abbildung ist, gilt
ix(σx) ∈ {lσx , lσx+1}. Aus 11. folgt daher ix(σx) = lσx+1. Also muss fu¨r jedes σ > σx
gelten : ix(σ) ∈ {lσ, lσ+1} = {ix(σ − 1), lσ+1}
ix inj.
⇒ ix(σ) = lσ+1.
Die erste Aussage von 12. beweist man analog. Vergleiche die Abbildung auf Seite 219.
Zu 13.: Fu¨r die Kanten- bzw. Eckenmenge von Jx gilt:
EJx = EJ ′nx \ {ix(nx − 1), . . . , ix(1)}
11.
= {lσx},
VJx = VJ ′nx \ {nx − 1, . . . , 1} = {0, nx}.
Mithilfe von 12. erha¨lt man yσ = (σ, lσ, 0) fu¨r σ ∈ {1, . . . , σx − 1} und yσ = (σ, lσ+1, σ + 1)
fu¨r σ ∈ {σx, . . . , nx − 1}. Daher berechnet man
νgJx (lσx) = P2
(
ψ
(
nx − 1, nx, VCdynx−2e(J
′
nx
)
)
◦ · · · ◦ ψ
(
σx, σx + 1, VCdyσx−1e(J
′
nx
)
)
◦ψ
(
σx − 1, 0, VCdyσx−2e(J
′
nx
)
)
◦ · · · ◦ ψ
(
1, 0, VJ ′nx
))
({σx − 1, σx})
= {nx, 0}.
Zu 14.: Sei σ ∈ {1, . . . , nx − 1}.
a) DWx ix(σ) ∈ EPx \ EGx∪W , denn: D
W
x ix(σ) ∈ Bild(D
W
x )
9.
= EPx
2., S.197.
= EGx+1 \ EGx
EW ∩ EPx = ∅⇒ DWx ix(σ) ∈ EPx \ (EGx ∪ EW ) .
b) dWx (σ) ∈ VPx \ VGx∪W , denn nach 2., S.197. gilt: d
W
x (σ) ∈ VGx+1 \ VGx
VW ⊂ VG0⇒
dWx (σ) ∈ VPx \ (VGx ∪ VW ).
Wegen a) und b), la¨sst sich Satz 4.9 auf Seite 79 anwenden:
Θx = Cdznx−1e(Hx)
10.
= Cdznx−1e((Gx ∪W ) ∪ Px)
4.9
= Gx ∪W ∪ Cdznx−1e(Px).
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Zu 15.: Man berechnet:
EWx = EPx \D
W
x (Bild(ix))
9.
= DWx
(
EJ ′nx
)
\DWx (Bild(ix))
11., DWx inj.= DWx (lσx) ,
VWx = VPx \
{
dWx (1), . . . , d
W
x (nx − 1)
} 9.
= dWx
(
VJ ′nx
)
\ dWx
(
VJ ′nx \ {0, nx}
)
dWx inj.=
{
dWx (0), d
W
x (nx)
}
.
Die Abbildung
(
dWx , D
W
x
)
: J ′nx → Bild(d
W
x , D
W
x ) = Px induziert
(
d˜Wx , D˜
W
x
)
: Jnx → Wx
laut Satz 4.16 auf Seite 86 und es gilt:
νgWx
(
DWx (lσx)
)
= νgWx
(
D˜Wx (lσx)
)
= P2
(
d˜Wx
)
◦ νgJnx (lσx)
13.
=
{
dWx (0), d
W
x (nx)
}
.
Zu 16.: Fu¨r nx ≥ 1 gelten:
a) Θx − {εx}
Def.
= Θx −
{
DWx (lσx)
} 14.,15.
= Gx ∪W . Wegen x ∈ Ik ist Gx ∈ Mk, daher
ist Gx ∪W sowohl topologisch 3-zusammenha¨ngend als auch topologisch einfach.
b) Θx − {εx, k}
14.,15.
= Gx. Da Gx ∈ Sk ein Graph der vorgelegten Kette ist, ist er
topologisch 3-zusammenha¨ngend und topologisch einfach.
c) Θx−{k}
14.
= Gx ∪Wx
15.
= Gx ∪Cdznx−1e(Px)
4.9
= Cdznx−1e(Gx ∪Px) = Cdznx−1e(Gx+1).
Da Gx+1 ∈ Sk topologisch 3-zusammenha¨ngend und topologisch einfach ist, gilt dies
nach Satz 5.46 auf Seite 170 und 5.49 auf Seite 171 auch fu¨r Cdznx−1e(Gx+1).
2
Nun wird die Konstruktion von gewissen Inklusionshomomorphismen
(
b˜x, B˜x
)
: T˜x → Hx,
die sich als geeignet fu¨r die Basiserga¨nzung heraustellen werden, vorbereitet. Dazu definiert
man die Menge
X := {(Gx, Gx+1) ∈ Sk × Sk | Gx ∈Mk ∧ Gx+1 ∈Mk} (7.13)
und, falls X 6= ∅, eine Abbildung
γ : X −→ {Pi | 0 ≤ i ≤ q − 1, Pi aus 2., S.197}
(Gx, Gx+1) 7→ Px
.
Daru¨berhinaus beno¨tigt man eine Teilmenge
C :=
 {Pi ∈ Bild(γ) | ζ1 ∈ VPi ∨ ζ2 ∈ VPi} : X 6= ∅∅ : X = ∅ (7.14)
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des Bildes von γ und eine dazugeho¨rige Abbildung
δ : Bild(γ) \ C −→ E  
Jk+1
Px 7→ εx
(7.15)
sofern Bild(γ) \ C 6= ∅ ist. Dabei sind die Elemente εx die in Lemma 7.7 auf Seite 201
definierten Kanten. Die Abbildung δ ist wohldefiniert, denn Px ∈ Bild(γ) impliziert x ∈ Ik
gema¨ß der Definition von X. Falls X = ∅ ist, seien Bild γ := ∅ und Bild δ := ∅. Wenn
Bild(γ) \ C = ∅ gilt, sei Bild δ := ∅.
Lemma 7.8 Es sei x ∈ Ik 6= ∅ und εx ∈ Bild(δ) 6= ∅. Dann gelten:
17. Wx ∩W = ∅.
18. Es gibt einen Graphen Tx, der isomorph zu einem Element der Menge B auf Seite
197 ist, und Inklusionen (bx, Bx) : Tx → Θx, so dass Tx, εx und k eine der folgenden
Aussagen erfu¨llen:
(a) Ist Tx ∈ sub (Z2), so sind εx und k in verschiedenen Komponenten von Tx
enthalten.
(b) Ist Tx ∈ sub (K), K ∈ {K5,K3,3}, so sind εx, k ∈ EK ⊂ ETx nicht inzident in
K.
Beweis Zu 17.:
a) EWx ∩ EW
15.
= {εx} ∩ {k} = ∅, denn εx = D
W
x (lσx)
9.
∈ EPx ⊂ E
 
Jk
und k /∈ E
 
Jk
.
b) Da Gx+1 aus Gx durch Hinzufu¨gen des Weges (dx, Dx) ensteht, gilt
VPx ∩ VGx =
{
dWx (0), d
W
x (nx)
} 15.
= VWx . (7.16)
Sei δ (Px) = εx: Px /∈ C ⇒ ζ1 /∈ VPx ∧ ζ2 /∈ VPx
(7.16)
⇒ ζ1 /∈ VWx ∧ ζ2 /∈ VWx ⇒
VW ∩ VWx = ∅.
Zu 18.: Wegen 16. und 17. la¨sst sich Satz 7.3 auf Seite 188 anwenden. 2
Es sei x ∈ Ik und εx ∈ Bild(δ). Die in 18. gefundenen Homomorphismen werden jetzt
zu injektiven Homomorphismen
(
b˜x, B˜x
)
: T˜x → Hx hochgehoben. Gilt nx = 1, so ist
Θx = Hx und man definiert T˜x := Tx. Andernfalls kann man B3. des Satzes 4.18 auf Seite
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88 mehrmals hintereinander anwenden. Der resultierende Graph T˜x = (V
 
Tx
, E  
Tx
, g  
Tx
) ist
gegeben durch
E˜x :=
nx−1⋃
l=1
{DWx ix(l)} , V˜x :=
nx−1⋃
l=1
{dWx (l)} , E
 
Tx
:= ETx ∪ E˜x , V
 
Tx
:= VTx ∪ V˜x (7.17)
sowie g  
Tx
(c) :=

gTx(c) : c ∈ ETx \ {εx}(
dWx × d
W
x
)
gJ ′nx
((
DWx
)−1
(c)
)
: c ∈ E˜x(
dWx × d
W
x
)
gJ ′nx (lσx) : c = εx = D
W
x (lσx)
.
Lemma 7.9 Es sei x ∈ Ik, εx ∈ Bild(δ) und nx ≥ 2. Es gelten:
19. ETx ∩ E˜x = ∅, VTx ∩ V˜x = ∅, g
 
Tx
ist wohldefiniert.
20. Es gibt einen Inklusionshomomorphismus
(
b˜x, B˜x
)
: T˜x → Hx.
21. Tx = Cdznx−1e(T˜x).
22. Die Abbildung (bx, Bx) aus 18. wird durch
(
b˜x, B˜x
)
induziert.
23. ∀c ∈ EPx = E˜x ∪ {εx} : νg
 
Tx
(c) ∩ νg  
Tx
(k) = ∅.
Beweis Zu 19.: Laut 7.6, 7.7, 7.8 gelten ETx ⊂ EGx ∪ EW ∪ EWx und E˜x = EPx \
{εx}. Daraus folgt ETx ∩ E˜x ⊂
(
EGx ∩ E˜x
)
∪
(
EW ∩ E˜x
)
∪
(
EWx ∩ E˜x
)
= ∅. Genauso
erreicht man V˜x ∩ VTx ⊂ V˜x ∩ (VGx ∪ VW ∪ VWx) = ∅, denn V˜x = VPx \
{
dWx (0), d
W
x (nx)
}
.
Wegen gTx(c) ∈ VTx × VTx ⊂ V
 
Tx
× V  
Tx
, dWx (σ) ∈ V˜x ⊂ V
 
Tx
fu¨r σ ∈ {1, . . . , nx − 1} und
dWx (0), d
W
x (nx)
15.
∈ VWx
18.
⊂ VTx ist g
 
Tx
: E  
Tx
→ V  
Tx
× V  
Tx
eine wohldefinierte Abbildung.
Zu 20.:
a) E  
Tx
⊂ EHx : c ∈ E
 
Tx
⇒ c ∈ ETx ∨ c ∈ EPx \ {εx}
7.7,7.8
⇒ c ∈ EGx ∪ EW ∪ EWx ∪
EPx \ {εx}
7.7.15.
⇒ c ∈ EGx ∪ EW ∪ EPx
7.6.10.
= EHx .
b) V˜  
Tx
⊂ VHx : v ∈ V
 
Tx
⇒ v ∈ VTx ∨ v ∈ VPx \
{
dWx (0), d
W
x (nx)
} 7.7,7.8
⇒ v ∈
VGx ∪ VW ∪ VWx ∪ VPx \
{
dWx (0), d
W
x (nx)
} 7.7.15.
⇒ v ∈ VGx ∪ VW ∪ VPx
7.6.10.
= VHx .
Die Inklusion
(
b˜x, B˜x
)
ist ein Homomorphismus, denn fu¨r alle c ∈ E  
Tx
gilt g  
Tx
(c) = gHx(c):
1.Fall: c ∈ ETx \ {εx}. Es gilt
(ETx \ {εx}) ∩ EPx = (ETx \ {εx}) ∩
(
E˜x ∪ {εx}
)
=
(
(ETx \ {εx}) ∩ E˜x
)
∪ ((ETx \ {εx}) ∩ {εx})
19.
= ∅.
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Daher gilt (∗) in folgender Rechnung:
g  
Tx
(c)
Def.
= gTx(c)
7.8.18.
= gΘx(c)
7.7
= gGx∪W∪Wx(c)
c 6= εx
= gGx∪W (c)
(∗)
= gGx∪W∪Px(c)
7.6
= gHx(c).
2.Fall: c ∈ E˜x. Sei c = D
W
x ix(σ) fu¨r ein σ ∈ {1, . . . , nx − 1}. Da D
W
x injektiv ist, gilt also
ix(σ) =
(
DWx
)−1
(c). Man berechnet:
gHx(c) = gHxD
W
x ix(σ)
(7.12), S.200
=
(
dWx × d
W
x
)
gJ ′nx (ix(σ))
=
(
dWx × d
W
x
)
gJ ′nx
((
DWx
)−1
(c)
)
Def.
= g  
Tx
(c).
3.Fall: c = εx = D
W
x (lσx). Dann gilt:
gHx(c) = gHxD
W
x (lσx) =
(
dWx × d
W
x
)
gJ ′nx (lσx)
Def.
= g  
Tx
(c).
Zu 21.: Zuna¨chst gelten ECdznx−1e(
 
Tx)
= E  
Tx
\E˜x = ETx und VCdznx−1e(
 
Tx)
= V  
Tx
\V˜x = VTx
nach 19., S.205. Der injektive Homomorphismus
(
b˜x, B˜x
)
aus 20., S.205 induziert mittels
Satz 4.16 auf Seite 86 einen Homomorphismus Cdznx−1e(T˜x) → Cdznx−1e(Hx)
14., S.201
= Θx
bestehend aus Inklusionsabbildungen. Also gilt
gTx(c)
18., S.204
= gΘx(c) = gCdznx−1e(
 
Tx)
(c)
fu¨r alle c ∈ ETx .
Zu 22.: Da bx, b˜x, Bx und B˜x Inklusionen sind, gilt bx(c) = c = b˜x(c) fu¨r alle c ∈ VTx ⊂ V
 
Tx
und Bx(c) = c = B˜x(c) fu¨r alle c ∈ ETx ⊂ E
 
Tx
.
Zu 23.: Zuna¨chst gilt c ∈ E˜x ∪ {εx} = EPx nach 7.6.9. auf Seite 200. Man errechnet:
a) νg  
Tx
(k)
20., S.205
= νgHx(k)
10., S.201
= νgW (k) = {ζ1, ζ2} .
b) νg  
Tx
(c)
20.
= νgHx(c)
10.
= νgPx(c) ∈ P2 (VPx).
c) {ζ1, ζ2} ∈ VG0 ⇒ ζ1, ζ2 /∈ VGx+1 \ VG0 ⊃ VGx+1 \ VGx = VPx \
{
dWx (0), d
W
x (nx)
}
⇒
ζ1, ζ2 /∈ VPx \
{
dWx (0), d
W
x (nx)
}
.
d) ∅
17., S.204
= νgW (k) ∩ νgWx(εx)
15., S.202
= {ζ1, ζ2} ∩
{
dWx (0), d
W
x (nx)
}
.
Aus c) und d) folgt ζ1, ζ2 /∈ VPx . Daher gilt νg
 
Tx
(c) ∩ νgTx(k) = ∅ wegen a) und b). 2
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7.3.2.2 Auswahl aus der Menge der Kandidaten
Da nun die Kanditaten T˜x aus 20., S.205 konstruiert sind, muss untersucht werden, wieviele
und welche von diesen zur Basiserga¨nzung verwendet werden ko¨nnen. Dazu wird ein Re-
sultat aus [14] u¨ber den Rang des Verschlingungsmoduls 3-zusammenha¨ngender Graphen
herangezogen (siehe Satz 7.13 auf Seite 214). Damit wird in 31. auf Seite 215 die Differenz
der Ra¨nge von G
(
J˜k
)
und G
(
J˜k+1
)
berechnet. Aussage 32. liefert wie folgt eine Menge
von Kandidaten, die sich als die gesuchte Menge von Teilgraphen zur Basiserga¨nzung her-
ausstellen wird: Man betrachtet die Graphen T˜ βα aus Satz 7.4 auf Seite 189 zusammen mit
denjenigen T˜x, fu¨r die εx im Bild von δ enthalten ist. Wie man an 31. erkennt, spielt der
Eckengrad von ζ1 und ζ2 ein Rolle. Daher mu¨ssen diesbezu¨glich Vorbereitungen getroffen
werden. Sei weiterhin die Menge C aus (7.14) auf Seite 203 vorgelegt. Gegeben seien
C(ζα) := {Pi ∈ C | ζα ∈ VPi∩W } , α ∈ {1, 2} und
Y := {(Gi, Gi+1) ∈ Sk × Sk | Gi ∈Mk ∧ Gi+1 ∈ Ak ∧ i ∈ {0, . . . , q − 1}} . (7.18)
Lemma 7.10 Sei i ∈ {0, . . . , q − 1}. Es gelten:
24. C(ζ1) ∩ C(ζ2) = ∅ , C(ζ1) ∪ C(ζ2) = C.
25. Gi+1 ∈ Ak =⇒ VPi ∩ VW = {ζ1, ζ2}.
26. (Gi, Gi+1) /∈ X ∧ (Gi, Gi+1) /∈ Y ⇒ VPi ∩ VW = ∅.
27. deg  
Jk+1
(ζα) = degG0(ζα) + 1 + |C(ζα)|+ |Y | , α ∈ {1, 2}.
Beweis Zu 24.: C(ζ1) ∩ C(ζ2) = ∅ : Fu¨r C(ζ1) = ∅ oder C(ζ2) = ∅ ist die Aussa-
ge richtig. Angenommen es gibt ein Px ∈ C(ζ2) ∩ C(ζ1). Daraus folgt ζ1, ζ2 ∈ VPx∩W =
VPx ∩ VW ⊂ VPx im Widerspruch zur Konsequenz aus c) und d) im Beweis zu 7.9.23.
C(ζ1) ∪ C(ζ2) = C : Wegen VW = {ζ1, ζ2} folgt dies aus der Definition von C und C(ζα).
Zu 25.: Es sei Gi+1∪W nicht topologisch einfach oder nicht topologisch 3-zusammenha¨ng-
end. Dem Beweis der Aussage durch eine Fallunterscheidung werden die Betrachtungen a)
bis d) vorangestellt:
a) V2 (Gi+1 ∪W )
5.53(d)ii., S.174
= V2 (Gi+1)\{ζ1, ζ2}
5.53(d)
= [V2(Gi) \ {di(0), di(ni)}
⊎
V2(Pi)]\
{ζ1, ζ2}
4., S.197
= V2(Gi)\{di(0), di(ni), ζ1, ζ2}
⊎
V2(Pi). Diese Mengen werden nun geschrie-
ben als:
{u1, . . . , uk} = V2(Gi) \ {di(0), di(ni), ζ1, ζ2} , {w1, . . . , wl} = V2(Pi).
Dabei sind k, l ∈ N0 die jeweiligen Kardinalita¨ten der Mengen. Damit gilt insbesondere
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uj /∈ VPi fu¨r j ∈ {1, . . . , k} und wj /∈ VGi fu¨r j ∈ {1, . . . , l}.
b) Da Gi topologisch 3-zusammenha¨ngend ist, gibt es, falls k ≥ 1 ist, nach Satz 5.48 und
5.27.3. eine Spezielle injektive Abbildung i′ : {u1, . . . , uk} → EGi und Ecken u
′
1, . . . , u
′
k ∈
VGi , so dass mit xj :=
(
uj , i
′(uj), u
′
j
)
, j ∈ {1, . . . , k} der Graph Cdxke (Gi) wohldefiniert
ist.
Wegen Pi ∼= J
′
ni gibt es, sofern l ≥ 1 gilt, nach Satz 5.26 und 5.27 eine Spezielle
injektive Abbildung i′′ : {w1, . . . , wl} → EPi und Ecken w
′
1, . . . , w
′
l ∈ VPi , so dass mit yj :=(
wj , i
′′(wj), w
′
j
)
, j ∈ {1, . . . , l} der Graph Cdyle (Pi) definiert ist. Wenn V2 (Gi+1 ∪W )
nicht-leer ist (⇒ k ≥ 1 oder l ≥ 1), definiere i : V2 (Gi+1 ∪W )→ EGi+1∪W durch
i(x) :=
 i′(x) : x ∈ {u1, . . . , uk}i′′(x) : x ∈ {w1, . . . , wl} .
Wegen EGi+1∪W = EGi
⊎
EPi
⊎
EW ist i eine Spezielle injektive Abbildung.
c) Mit den Elementen xj , yj aus b) ist der Graph
H :=

Cxk,...,x1,yl,...,y1 (Gi+1 ∪W )
(∗)
= Cdxke (Gi) ∪ Cdyle (Pi) ∪W : k, l ≥ 1
Cxk,...,x1 (Gi+1 ∪W )
(∗)
= Cdxke (Gi) ∪ Pi ∪W : k ≥ 1, l = 0
Cyl,...,y1 (Gi+1 ∪W )
(∗)
= Gi ∪ Cdyle (Pi) ∪W : l ≥ 1, k = 0
Gi ∪ Pi ∪W : k = l = 0
wohldefiniert, denn: die drei Graphen, die jeweils rechts von
(∗)
= stehen, haben paarweise
disjunkte Kantenmengen, daher ist jeweils die Vereinigung dieser Graphen wohldefiniert.
Aus diesem Grund sind auch die Graphen links von
(∗)
= wohldefiniert. Satz 4.9 auf Seite
79 liefert dann die Gleichheiten bei (∗).
Um ab jetzt die fu¨r k und l eintretenden Fa¨lle simultan behandeln zu ko¨nnen, mu¨ssen
die folgenden Abku¨rzungen festgelegt werden:
Ck,l(X) :=

Cxk,...,x1,yl,...,y1(X) : k, l ≥ 1
Cxk,...,x1(X) : l = 0, k ≥ 1
Cyl,...,y1(X) : k = 0, l ≥ 1
X : k = l = 0
.
d) Analog zu 15. auf Seite 202 seiWi := Cyl,...,y1(Pi) = C0,l(Pi). Es gilt VWi = {di(0), di(ni)},
EWi = {εi} und {di(0), di(ni)} = νgWi(εi) = νgH(εi).
1. Fall: Gi+1 ∪W nicht topologisch einfach. Nach Satz 5.46 auf Seite 170 ist daher der
Graph H aus c) nicht topologisch einfach. Da nach Konstruktion V2(H) = ∅ gilt, ist H
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definitionsgema¨ß nicht einfach. Angenommen es gibt eine Schlaufe f von H. Ist f eine
Kante von Ck,l (Gi+1) < H, so ist Gi+1 nicht topologisch einfach im Widerspruch zu den
Eigenschaften der vorgelegten Kette. Also ist f Kante von W , das heißt f = k ist ei-
ne Schlaufe. Widerspruch! Daher gibt es keine Schlaufen in H, sondern Mehrfachkanten
c, d mit νgH(c) = νgH(d). Sind c, d Kanten von Ck,l(Gi+1), so ist Gi+1 nicht topologisch
einfach. Widerspruch! Sei daher o.B.d.A. c Kante von Ck,l(Gi+1)
d)
= Ck,0(Gi) ∪Wi und d
Kante von W , also d = k. Dann folgt νgH(c) = νgH(d) = {ζ1, ζ2}.
Angenommen es gilt c ∈ ECk,0(Gi). Dann berechnet man
νgCk,0(Gi∪W )(c)
4.9
= νgCk,0(Gi)∪W (c) = νgH(c) = {ζ1, ζ2}
= νgW (k) = νgCk,0(Gi)∪W (k) = νgCk,0(Gi∪W )(k).
In Ck,0(Gi ∪W ) sind daher c und k Mehrfachkanten und deshalb ist Gi ∪W nicht topo-
logisch einfach. Also ist sowohl Gi ∈ Ak als auch Gi+1
Vor.
∈ Ak. Dies ist ein Widerspruch
zur Eigenschaft 3. der Kette auf Seite 197. Deshalb muss c eine Kante von Wi sein, d.h.
c = εi. Man berechnet
{ζ1, ζ2} = νgH(c) = νgH(εi)
d)
= {di(0), di(ni)} .
Daraus folgt VW ⊂ VPi , also {ζ1, ζ2} = VW = VPi ∩ VW .
2. Fall: Gi+1 ∪ W nicht topologisch 3-zusammenha¨ngend. Es wird gezeigt : {ζ1, ζ2} 6=
VPi ∩ VW ⇒ Gi+1 ∪W topologisch 3-zusammenha¨ngend.
Unterfall A: ζ1, ζ2 ∈ V2 (Gi+1). Aus a) in den Vorbetrachtungen geht
V2 (Gi+1) = {u1, . . . , uk}
⊎
{w1, . . . , wl}
⊎
{ζ1, ζ2} (7.19)
hervor. Sei i : V2 (Gi+1) → EGi+1 eine Spezielle injektive Abbildung gema¨ß Satz 5.48. Es
gibt
xj :=
(
uj , i(uj), u
′
j
)
, j ∈ {1, . . . , k}, falls k ≥ 1,
yj :=
(
wj , i(wj), w
′
j
)
, j ∈ {1, . . . , l}, falls l ≥ 1, sowie
z1 :=
(
ζ2, i(ζ2), ζ
′
2
)
und z2 :=
(
ζ1, i(ζ1), ζ
′
1
)
,
wie in c), so dass L := Cz2,z1 (S) mit S := Ck,l (Gi+1) definiert ist. Da Gi+1 topologisch
3-zusammenha¨ngend und topologisch einfach ist, folgt wie im Beweis zu 5.54(i), dass L
3-zusammenha¨ngend und einfach ist, denn V2(L) = ∅. Nach Satz 4.13 auf Seite 84 gilt
degS(ζα) = degGi+1(ζα) = 2 fu¨r α ∈ {1, 2}, daher existieren rα ∈ ES , so dass
S = Ck,l (Gi+1)
4.9
= Ck,0(Gi) ∪ C0,l(Pi)
d)
= Ck,0(Gi) ∪Wi und (7.20)
Inz (ζα, S) = {i(ζα), rα} fu¨r α ∈ {1, 2} (7.21)
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gelten.
Unterfall A1: Inz(ζ1, S) ∩ Inz(ζ2, S) 6= ∅. Dann gibt es f ∈ ES mit νgS(f) = {ζ1, ζ2}.
Angenommen es gilt f ∈ EWi , also f = εi. Man berechnet
{ζ1, ζ2} = νgS(f) = νgS(εi) = νgWi(εi)
d)
= {di(0), di(ni)} ⊂ VPi
im Widerspruch zur Voraussetzung. Daher muss f Kante von Ck,0(Gi) sein. Wegen
νgCk,0(Gi)∪W (f) = νgCk,0(Gi)(f) = νgS(f) = {ζ1, ζ2} = νgCk,0(Gi)∪W (k)
sind f und k Mehrfachkanten in Ck,0(Gi)∪W
4.9
= Ck,0(Gi∪W ), also ist Gi∪W nicht topo-
logisch einfach. Nun erzwingt die Bedingung 3. von Seite 197 an die Kette, dass Gi+1∪W
topologisch 3-zusammenha¨ngend ist.
Unterfall A2: Inz(ζ1, S) ∩ Inz(ζ2, S) = ∅. Die Kanten r1, r2 sind nach Voraussetzung
dieses Unterfalles in dem wegen Satz 5.17 auf Seite 131 nach Tutte 3-zusammenha¨ngenden
Graphen L verschieden, deshalb ist S∪W nach [27], Theorem IV.18., Seite 79 3-zusammen-
ha¨ngend nach Tutte. Laut Korollar 5.19 auf Seite 134 ist daher S∪W 3-zusammenha¨ngend,
denn 4 ≤ |VG0 | ≤ |VS∪W |. Wegen S ∪W = Ck,l(Gi+1)∪W = Ck,l(Gi+1 ∪W ) ist Gi+1 ∪W
topologisch 3-zusammenha¨ngend.
Unterfall B: ζ2 ∈ V2(Gi+1), ζ1 /∈ V2(Gi+1). Aus a) in den Vorbetrachtungen geht
V2 (Gi+1) = {u1, . . . , uk}
⊎
{w1, . . . , wl}
⊎
{ζ2}
hervor. Analog zum Unterfall A seien L := Cz1 (Ck,l(Gi+1), S := Ck,0(Gi) ∪ Wi und
Inz(ζ2, S) = {i(ζ2), r2} definiert.
Unterfall B1: Inz(ζ1, S)∩ Inz(ζ2, S) 6= ∅. Man argumentiert exakt wie im Unterfall A1.
Unterfall B2: Inz(ζ1, S) ∩ Inz(ζ2, S) = ∅. Sei v
′ ∈ ES , so dass νgS(r2) = {ζ2, v
′} gilt.
Außerdem ergibt sich νgS (i(ζ2)) = {ζ2, ζ
′
2} aus der Definition von z1. Daraus erha¨lt man
ζ1 /∈ {ζ
′
2, v
′}, denn:
1) ζ1 = v
′ ⇒ r2 ∈ Inz(ζ1, S) ∩ Inz(ζ2, S). Widerspruch!
2) ζ1 = ζ
′
2 ⇒ i(ζ2) ∈ Inz(ζ1, S) ∩ Inz(ζ2, S). Widerspruch!
Also gilt
ζ1 /∈ {v
′, ζ ′2} = ν
((
ψ(ζ2, ζ
′
2, EL)× ψ(ζ2, ζ
′
2, EL)
)
gS(r2)
)
= νgL(r2).
Da L 3-zusammenha¨ngend und einfach ist, folgt mit [27], Theorem IV.16., Seite 77, dass
S ∪W = Ck,0(Gi+1 ∪W ) 3-zusammenha¨ngend und somit Gi+1 ∪W topologisch 3-zusam-
menha¨ngend ist.
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Unterfall C: ζ1, ζ2 /∈ V2(Gi+1). Aus a) in den Vorbetrachtungen geht
V2 (Gi+1) = {u1, . . . , uk}
⊎
{w1, . . . , wl}
hervor. Wie im Unterfall A sei S := Ck,l(Gi+1) = Ck,0(Gi) ∪Wi definiert.
Unterfall C1: Inz(ζ1, S) ∩ Inz(ζ2, S) 6= ∅. Man argumentiert wie im Unterfall A1.
Unterfall C2: Inz(ζ1, S) ∩ Inz(ζ2, S) = ∅. Es folgt sofort, dass ζ1 und ζ2 in S nicht
adjazent sind. Da S 3-zusammenha¨ngend und einfach ist, ist S ∪W 3-zusammenha¨ngend
nach [27], Theorem IV.11., Seite 74. Daher ist Gi+1∪W topologisch 3-zusammenha¨ngend.
Unterfall D: ζ1 ∈ V2(Gi+1), ζ2 /∈ V2(Gi+1). Man vertauscht im Unterfall B die Rollen
von ζ1 und ζ2.
Zu 26.: Aus der Voraussetzung folgt Gi ∈ Ak und Gi+1 ∈ Mk. Angenommen es gilt
VPi ∩ VW 6= ∅. O.B.d.A. sei ζ1 = di(0) ∈ VPi ∩ VW . Dabei seien (di, Di) die Wege aus (7.5)
auf Seite 197.
1. Fall: i ≥ 1. Nach 25. gilt VPi−1 ∩ VW = {ζ1, ζ2}. Sei o.B.d.A. ζ1 = di−1(0) sowie
ζ2 = di−1(ni−1).
1. Unterfall: di (ni) ∈ VPi−1 . Dann gibt es ein j ∈ {0, . . . , ni−1} mit di−1(j) = di(ni). Man
definiert einen Weg (d′, D′) : J ′j → Gi+1 durch d
′(σ) := di−1(σ) fu¨r σ ∈ {0, . . . , j} und
D′ (lσ) := Di−1 (lσ) fu¨r σ ∈ {1, . . . , j − 1}. Somit erfu¨llen die Wege (d
′, D′) und (di, Di)
die Bedingungen aus Satz 5.41 auf Seite 157. Also ist Gi+1 nicht topologisch einfach. Wi-
derspruch!
2. Unterfall: di(ni) /∈ VPi−1 . Man definiert einen Weg (d
′, D′) : J ′1 → Gi+1 ∪W durch
d′(0) := ζ1, d
′(1) := ζ2 und D
′ (l1) := k. Fasst man den Weg (di−1, Di−1) als Weg nach
Gi+1 ∪W auf, so erfu¨llen (d
′, D′) und (di−1, Di−1) die Bedingungen aus Satz 5.41. Daher
ist Gi+1 ∪W nicht topologisch einfach, also Gi+1 ∈ Ak. Widerspruch!
2. Fall: i = 0. Wegen G0 ∈ Ak ist G0 ∪W nicht topologisch einfach. Daher gibt es Wege
(w1,W1) und (d−1, D−1), die die Bedingungen aus Satz 5.41 erfu¨llen. Da G0 als Untertei-
lung von K4 tpologisch einfach ist, muss die Kante k von W entweder im Bild von W1
oder im Bild von D−1 enthalten sein. Sei o.B.d.A. k ∈ BildW1. Da degG0∪W (ζ1) ≥ 3
und degG0∪W (ζ2) ≥ 3 nach 4.7.6. auf Seite 76 gelten, muss der Weg (w1,W1) die Ge-
stalt (w1,W1) : J
′
1 → W haben. Also gilt {d−1(0), d−1 (n−1)} = {ζ1, ζ2} fu¨r den Weg
(d−1, D−1) : J
′
n−1 → G0. Man definiert nun P−1 := Bild (d−1, D−1) < G0 < G0 ∪W und
beweist die Behauptung wie im ersten Fall nur fu¨r i = 0.
Zu 27.: Zuna¨chst gebe es Pi ∈ C (ζα). Wegen ζα ∈ VG0 ist ζα ∈
{
dWi (0), d
W
i (ni)
}
. Also gilt
degPi (ζα) = 1, denn d
W
i ist injektiv. Fu¨r ein Element (Gi, Gi+1) ∈ Y gilt Gi+1 = Gi ∪ Pi
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und Pi /∈ C ⊂ Bild γ wegen Gi+1 ∈ Ak. Aus 25. folgt degPi (ζα) = 1. Betrachte nun den
Teilgraphen
Uα := G0 ∪W ∪
⋃
Pi∈C(ζα)
Pi ∪
⋃
{i ∈ {0, . . . , q − 1} |
(Gi, Gi+1) ∈ Y }
Pi < J˜k+1.
Fu¨r diesen gilt Inz
(
ζα, J˜k+1
)
= Inz (ζα, Uα), denn:
⊃: c ∈ Inz (ζα, Uα) ⇒ ζα ∈ νgUα(c) = νg
 
Jk+1
(c) ⇒ c ∈ Inz
(
ζα, J˜k+1
)
.
⊂: Sei c ∈ Inz
(
ζα, J˜k+1
)
. Da c Kante von J˜k+1 ist, ist c ∈ EG0 oder c ∈ EW oder
c ∈ EPi fu¨r ein i ∈ {0, . . . , q− 1}. In den ersten beiden Fa¨llen folgt sofort c ∈ Inz (ζα, Uα).
Andernfalls ergibt sich: c ∈ EPi ∩ Inz
(
ζα, J˜k+1
)
⇒ ζα ∈ νg  Jk+1(c) = νgPi(c) ⇒
VPi ∩ VW 6= ∅
26.
⇒ (Gi, Gi+1) ∈ X oder (Gi, Gi+1) ∈ Y ⇒ Pi ∈ C (ζα) oder Y 6= ∅
⇒ Pi < Uα ⇒ c ∈ EUα ⇒ νgUα(c) = νg
 
Jk+1
(c) 3 ζα ⇒ c ∈ Inz (ζα, Uα).
Da J˜k+1 einfach ist, folgt Sch (ζα, Uα) ⊂ Sch
(
ζα, J˜k+1
)
= ∅. Mit Satz 4.7.5. auf Seite
76 ergibt sich nun deg  
Jk+1
(ζα) = degUα (ζα). Die Graphen G0, W,P1, . . . , Pq−1 haben
paarweise disjunkte Kantenmengen, da sie der vorgelegten Kette entnommen sind. Satz
4.7.8. liefert
degUα (ζα) = degG0 (ζα) + degW (ζα) +
∑
Pi∈C(ζα)
degPi (ζα) +
∑
{i ∈ {0, . . . , q − 1} |
∧ (Gi, Gi+1) ∈ Y }
degPi (ζα)
= degG0 (ζα) + 1 + |C (ζα)|+ |Y |
2
Um in Lemma 7.12 die Kardinalzahl der Menge X aus (7.13) auf Seite 203 abzuscha¨tzen,
wird zuerst ein Hilfslemma bewiesen:
Lemma 7.11 Vorgelegt sei z := (z0, . . . , zq) ∈ {0, 1}
q+1 mit q ∈ N0 und (zi, zi+1) 6= (0, 0)
fu¨r jedes i ∈ {0, . . . , q − 1}. Fu¨r die Mengen L := {zi | 0 ≤ i ≤ q ∧ zi = 0} und
Z := {(zi, zi+1) | 0 ≤ i ≤ q ∧ zi = zi+1 = 1} gilt :
|Z| =

q − 2|L| : z0 = zq = 1
q + 1− 2|L| : z0 = 1− zq
q + 2− 2|L| : z0 = zq = 0
.
Beweis 1. Fall: q = 0. In diesem Fall ist Z = ∅. Fu¨r z0 = 0 gilt q+2−2|L| = 0+2−2 =
0 = |Z| und fu¨r z0 = 1 ergibt sich q − 2|L| = 0− 0 = |Z|.
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2. Fall: q ≥ 1. Sei K := {zi ∈ {z0, . . . , zq} | zi = 1}. Nach Voraussetzung ist K 6= ∅. Mittels
zi ∼ zj :⇔ ∀s ∈ {min{i, j}, . . . ,max{i, j}} : zs = 1
wird eine A¨quivalenzrelation auf K erkla¨rt. Sei n :=
∣∣∣K/∼∣∣∣ und [zi1 ] , . . . , [zin ] die paarweise
verschiedenen A¨quivalenzklassen. Daraus ergibt sich |Z| =
n∑
j=1
(∣∣[zij]∣∣− 1). Aus q + 1 −
|L| = |K| =
n∑
j=1
∣∣[zij]∣∣ folgt somit |Z| = |K| − n = q + 1− |L| − n. Aus (zi, zi+1) 6= (0, 0)
ergeben sich die folgenden Fa¨lle:
a) z0 = zq = 1 ⇒ n = |L|+ 1 ⇒ |Z| = q + 1− |L| − |L| − 1 = q − 2|L|.
b) z0 = 1− zq ⇒ n = |L| ⇒ |Z| = q + 1− |L| − |L| = q + 1− 2|L|.
c) z0 = zq = 0 ⇒ n = |L| − 1 ⇒ |Z| = q + 1− |L| − |L|+ 1 = q + 2− 2|L|.
2
Lemma 7.12 Fu¨r die Mengen X, Y aus (7.13) bzw. (7.18) gelten
|Y | =
 ak : G0 ∈Mkak − 1 : G0 ∈ Ak und |X| =
 q − 2ak : G0 ∈Mkq + 1− 2ak : G0 ∈ Ak .
Beweis Sei zuna¨chst Y = ∅. Daraus ergibt sich Ak = ∅, also ak = 0, fu¨r G0 ∈Mk, sowie
Ak = {G0}, also ak = 1, falls G0 ∈ Ak gilt. Sei nun Y 6= ∅. Dann ist auch Ak \ {G0} 6= ∅.
Definiere eine Abbildung f : Y → Ak durch (Gi, Gi+1) 7→ Gi+1.
1. Fall: G0 ∈ Mk. Definiere eine Abbildung g : Ak → Y durch Gi 7→ (Gi−1, Gi). Diese
Abbildung ist wohldefiniert, denn G0 /∈ Ak und Gi−1 ∈ Mk wegen 3. auf Seite 197.
Man berechnet gf(Gi, Gi+1) = g(Gi+1) = (Gi, Gi+1) fu¨r (Gi, Gi+1) ∈ Y und fg(Gi) =
f(Gi−1, Gi) = Gi fu¨r Gi ∈ Ak. Daher gilt |Ak| = |Y |.
2. Fall: G0 ∈ Ak. Definiere eine Abbildung g : Ak \ {G0} → Y durch Gi 7→ (Gi−1, Gi).
Wie im 1. Fall erkennt man, dass g wohldefiniert und bijektiv ist. Daraus folgt |Y | =
|Ak \ {G0}| = ak − 1.
Zum Beweis der zweiten Gleichung ordnet man der Menge Sk wie folgt ein Element
z := (z0, . . . , zq) ∈ {0, 1}
q+1 zu:
zi :=
 0 : Gi ∈ Ak1 : Gi ∈Mk
fu¨r i ∈ {0, . . . , q}. Dann gilt zq = 1. Fu¨r G0 ∈ Mk gilt dann z0 = 1 und mit 7.11 folgt
die Behauptung, denn dort gilt in diesem Zusammenhang |Ak| = |L| = ak und |X| = |Z|.
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Andernfalls ist z0 = 0, wenn G0 ∈ Ak ist. Die Ungleichung |X| = q + 1 − 2ak ergibt sich
wieder aus 7.11. 2
Um in 31. die Anzahl der zur Basiserga¨nzung beno¨tigten Elemente zu bestimmen wird
Theorem 3.1. aus [14] verwendet:
Satz 7.13 Es sei Z ein eindimensionaler Zellenkomplex, G (Z) der zugeho¨rige abstrakte
Graph und β :=Rang(H1(Z; Z)). Wenn G(Z) 3-zusammenha¨ngend und einfach ist, gilt
2 · Rang (L(Z)) = β2 + β + 4 |Z1| −
∑
v∈Z0
(
degG(Z)(v)
)2
.
Beweis [14], Theorem 3.1. 2
Lemma 7.14 Sei G = (V,E, g) ein topologisch 3-zusammenha¨ngender und topologisch
einfacher bijektiv nummerierter Graph und βG := |E| − |V |+ 1. Es gilt
2 · Rang(G (G)) = β2G + βG + 4|E| −
∑
v∈V
(degG(v))
2.
Beweis Fu¨r V2(G) 6= ∅ sei i : V2(G) → E eine Spezielle injektive Abbildung gema¨ß
Satz 5.48. Der Graph H = (VH , EH , gH) gehe aus G durch Kontraktionen an den Ecken
aus V2(G) hervor. Wenn V2(G) = ∅ ist, sei H := G. Da V2(H) = ∅ gilt, ist H nach
5.46 auf Seite 170 und 5.49 auf Seite 171 3-zusammenha¨ngend und einfach. Nun sei ein
zusammenha¨ngender eindimensionaler Zellenkomplex Z vorgelegt, so dass H = G(Z) gilt.
Aus
a) β = Rang (H1 (Z; Z)) = Rang (H0 (Z; Z))−χ(Z) = 1−(|Z0| − |Z1|) = |Z1|−|Z0|+1,
b) Z0 = VH = V \ V2(G) und Z1 = EH = E \ i (V2(G))
folgt βG = |E| − |V |+ 1 = |Z1|+ |i (V2(G))| − |Z0| − |V2(G)|+ 1
i inj.
= |Z1| − |Z0|+ 1 = β.
Deshalb la¨sst sich
2 · Rang (KernGG)
4.29, S.103
= 2 · Rang (KernGH)
3.7, S.70
= 2 · Rang (L(Z))
7.13, S.214
= β2 + β + 4 |Z1| −
∑
v∈Z0
(degH(v))
2
b)
= β2G + βG + 4|E| − 4 |V2(G)| −
∑
v∈V \V2(G)
(degH(v))
2
4.13, S.84
= β2G + βG + 4|E| − 4 |V2(G)| −
∑
v∈V \V2(G)
(degG(v))
2
= β2G + βG + 4|E| − 4 |V2(G)| −
∑
v∈V
(degG(v))
2 −
∑
v∈V2(G)
(degG(v))
2

= β2G + βG + 4|E| − 4 |V2(G)|+ 4 |V2(G)| −
∑
v∈V
(degG(v))
2
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berechnen. 2
Lemma 7.15 Es gelten:
28. β  
Jk+1
= β  
Jk
+ 1.
29. deg  
Jk
(ζα) = deg
 
Jk+1
(ζα)− 1 fu¨r α ∈ {1, 2}, deg  Jk+1(v) = deg
 
Jk
(v) fu¨r v /∈ {ζ1, ζ2}.
30. β  
Jk
= 3 + q.
31. Dk := Rang
(
G
(
J˜k+1
))
− Rang
(
G
(
J˜k
))
= 5 + q − deg  
Jk
(ζ1)− deg  Jk(ζ2).
32. Dk − |Bild δ| − tα = 0, wobei α ∈ {1a, 1b, 1c, 2a, 2b, 3, 4a, 4b} und tα die Zahl aus der
Bemerkung auf Seite 189 ist, je nachdem welcher Fall α dort eintritt.
Beweis Zu 28.: Wegen J˜k = J˜k+1 − {k} gilt E  Jk+1 = E
 
Jk
∪ {k} und V  Jk+1 = V
 
Jk
.
Daraus folgt β  
Jk+1
=
∣∣∣E  Jk+1∣∣∣− ∣∣∣V  Jk+1∣∣∣+ 1 = ∣∣∣E  Jk ∣∣∣+ 1− ∣∣∣V  Jk ∣∣∣+ 1 = β  Jk + 1.
Zu 29.: Aus J˜k+1 = J˜k∪W erha¨lt man deg
 
Jk+1
(ζα) = deg  Jk(ζα)+degW (ζα) = deg
 
Jk
(ζα)+
1 aus Satz 4.7.6. auf Seite 76. Fu¨r v /∈ VW = {ζ1, ζ2} gilt definitionsgema¨ß degW (v) = 0.
Zu 30.: Da G0 eine Unterteilung von K4 ist, gibt es, sofern V2(G0) nicht-leer ist, wie zu
Beginn des Beweises von Satz 7.4 eine Spezielle injektive Abbildung i : V2(G0)→ EG0 , so
dass EK4 = EG0 \ Bild i und VK4 = VG0 \ V2(G0) gelten. Wenn V2(G0) leer ist, sei hier
formal Bild i := ∅. Daraus ergibt sich βG0 = |EG0 | − |VG0 | + 1 = |EK4 | + |i (V2(G0))| −
|VK4 | − |V2(G0)| + 1 = 6 − 4 + 1 = 3. Fu¨r q ≥ 1 und i ∈ {0, . . . , q − 1} gilt: Gi+1 =
Gi∪Pi ⇒ βGi+1 =
∣∣EGi+1∣∣− ∣∣VGi+1∣∣+1 = |EGi |+ni− (|VGi |+ (ni − 1))+1 = βGi +1 ⇒
βGi+1 − βG0 =
i+1∑
s=1
βGs − βGs−1 = i+ 1 ⇒ βGi+1 = βG0 + i+ 1 = 3 + (i+ 1). Fu¨r i+ 1 = q
liefert diese Formel die Behauptung β  
Jk
= βGq = 3 + q.
Zu 31.: Man errechnet:
2
(
Rang
(
G
(
J˜k+1
))
− Rang
(
G
(
J˜k
)))
7.14
= β2 
Jk+1
+ β  
Jk+1
+ 4
∣∣∣E  Jk+1∣∣∣− ∑
v∈V
 
Jk+1
(
deg  
Jk+1
(v)
)2
− β2 
Jk
− β  
Jk
− 4
∣∣∣E  Jk ∣∣∣
+
∑
v∈V
 
Jk
(
deg  
Jk
(v)
)2
28.
=
(
β  
Jk
+ 1
)2
+ β  
Jk
+ 1 + 4
∣∣∣E  Jk ∣∣∣+ 4−
[(
deg  
Jk+1
(ζ1)
)2
+
(
deg  
Jk+1
(ζ2)
)2
+
∑
v ∈ V
 
Jk+1
∧ v 6= ζ1, v 6= ζ2
(
deg  
Jk+1
(v)
)2 ]
− β2 
Jk
− β  
Jk
− 4
∣∣∣E  Jk ∣∣∣+ ∑
v∈V
 
Jk
(
deg  
Jk
(v)
)2
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29.
= β2 
Jk
+ 2β  
Jk
+ 1 + β  
Jk
+ 1 + 4
∣∣∣E  Jk ∣∣∣+ 4− β2 Jk − β  Jk − 4 ∣∣∣E  Jk ∣∣∣+ ∑
v∈V
 
Jk
(
deg  
Jk
(v)
)2
−
[(
deg  
Jk
(ζ1) + 1
)2
+
(
deg  
Jk
(ζ2) + 1
)2
+
∑
v ∈ V
 
Jk
∧ v 6= ζ1, v 6= ζ2
(
deg  
Jk
(v)
)2 ]
= 2β  
Jk
+ 6− 2 deg  
Jk
(ζ1)− 2 deg  Jk(ζ2)− 1− 1
= 2β  
Jk
+ 4− 2 deg  
Jk
(ζ1)− 2 deg  Jk(ζ2)
30.
= 2
(
5 + q − deg  
Jk
(ζ1)− deg  Jk(ζ2)
)
.
Zu 32.: Zuna¨chst sei Bild γ \ C 6= ∅. Dann ist auch X 6= ∅, und es folgt |Bild δ| =
|Bild γ| − |C| = |X| − |C|, da sowohl γ als auch δ injektiv sind. Mit 31. ergibt sich:
Dk − |Bild δ| = 5 + q − deg  Jk(ζ1)− deg
 
Jk
(ζ2)− |X|+ |C| (7.22)
29.
= 5 + q −
(
deg  
Jk+1
(ζ1)− 1
)
−
(
deg  
Jk+1
(ζ2)− 1
)
− |X|+ |C|
= 7 + q − deg  
Jk+1
(ζ1)− deg  Jk+1(ζ2)− |X|+ |C| =: t1.
Nun werden die Fa¨lle α ∈ {1a, 1b, 1c, 2a, 2b, 3, 4a, 4b} nacheinander untersucht:
Fall 1a: Hier gilt G0 ∈ Ak.
t1 − t1a
7.4, S.189
= t1 − 2 = 5 + q − deg  Jk+1(ζ1)− deg
 
Jk+1
(ζ2)− |X|+ |C|
27., S.207
= 5 + q − 3− |C(ζ1)| − |Y | − 3− |C(ζ2)| − |Y | − |X|+ |C|
7.12, S.213, 24., S.207
= −1 + q − |C|+ |C| − 2(ak − 1)− q + 2ak − 1 = 0.
Fall 1b: Hier gilt G0 ∈Mk.
t1 − t1b
7.4, S.189
= t1 − 1 = 6 + q − deg  Jk+1(ζ1)− deg
 
Jk+1
(ζ2)− |X|+ |C|
27.,24.
= q − 2|Y | − |X|
7.12
= q − 2ak − q + 2ak = 0.
Fall 1c: Hier gilt G0 ∈Mk und wie im Fal 1b berechnet man t1 − t1c = t1 − 1 = 0.
Fall 2a/4a: Es gilt G0 ∈ Ak.
t1 − t2a
7.4, S.189
= t1 − 1 = 6 + q − deg  Jk+1(ζ1)− deg
 
Jk+1
(ζ2)− |X|+ |C|
27.,24.
= 6− 7 + q − 2|Y | − |X|
7.12
= −1 + q − 2(ak − 1)− q + 2ak − 1 = 0.
Fall 2b/4b: Es gilt G0 ∈Mk.
t1 − t2b
7.4, S.189
= t1
27.,24.
= q − 2|Y | − |X|
7.12
= q − 2ak − q + 2ak = 0.
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Fall 3: Hier gilt G0 ∈ Ak.
t1 − t3
7.4, S.189
= t1
27.,24.
= 7− 8 + q − 2|Y | − |X|
7.12
= −1 + q − 2(ak − 1)− q + 2ak − 1 = 0.
Nun sei Bild γ \C = ∅. Definitionsgema¨ß gilt Bild δ = ∅. Wenn C = Bild γ 6= ∅ gilt, so folgt
X 6= ∅ und |X| = |Bild γ| = |C|, also |Bild δ| = 0 = |X|− |C|. Daher la¨sst sich genauso wie
oben schließen, denn die Gleichung (7.22) bleibt auch in diesem Zusammenhang gu¨ltig.
Ist hingegen Bild γ = ∅, so mu¨ssen auch X und C leer sein. Es gilt wieder |Bild γ| = 0 =
|X| − |C| und man argumentiert wie oben, denn in 7.12 ist auch X = ∅ erlaubt. 2
7.3.2.3 Die Auswahl induziert eine Basis
Aus Ik werden nun falls mo¨glich gewisse Elemente ausgewa¨hlt und in der Menge
I˜k :=
 ∅ : X = ∅{x ∈ Ik | Px ∈ Bild(γ) \ C} : X 6= ∅ (7.23)
gesammelt. Diese kann leer sein, auch wenn X 6= ∅ ist. Falls X nicht leer ist, la¨sst sie sich
durch
I˜k = {x ∈ {0, . . . , q − 1} | Gx ∪W und Gx+1 ∪W sind sowohl
topologisch einfach als auch topologisch
3-zusammenha¨ngend ∧ ζ1 /∈ VPx ∧ ζ2 /∈ VPx}
(7.24)
charakterisieren.
Im Satz 7.20 auf Seite 226 wird I˜k verwendet, um eine Basiserga¨nzung durchzufu¨hren.
Vorab mu¨ssen dazu, je nachdem ob I˜k leer ist oder nicht, Vorbereitungen bezu¨glich der
Nummerierungen getroffen werden.
1. Fall: I˜k 6= ∅. Es sei I˜k = {x1, . . . , xm} ⊂ Ik, m ∈ N mit xi < xj fu¨r i < j. Fu¨r
G ∈
{
J˜k, J˜k+1, T˜xi , Hxi , Txi
}
, i ∈ {1, . . . ,m} seien bijektive Nummerierungen (wG, γG)
vorgelegt. Nach Satz 2.29.4. auf Seite 46 ha¨ngt der Isomorphietyp eines Verschlingungs-
moduls nicht von der Wahl einer bijektiven Nummerierung ab. Im folgenden wird erla¨utert,
wie
γ  
Jk+1
: E  
Jk+1
→ E|E
 
Jk+1
| und γ
 
Txi
: E  
Txi
→ E|E
 
Txi
|
fu¨r i ∈ {1, . . . ,m} ausgewa¨hlt werden sollen. Dazu definiert man mithilfe der nxi aus (7.12)
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auf Seite 200 zuna¨chst Zahlen
b(i, j) := 2 + j +
i−1∑
σ=1
nxσ fu¨r 1 ≤ i ≤ m und 0 ≤ j ≤ nxi − 1, (7.25)
die sich vermo¨ge der Tabelle
(i, j) (1, 0) (1, 1) · · · (1, nx1 − 1) (2, 0) · · · (2, nx2 − 1) (3, 0) · · ·
b(i,j) 2 3 · · · nx1+ 1 nx1+ 2 · · · nx1+ nx2+ 1 nx1+ nx2+ 2 · · ·
veranschaulichen lassen. Fu¨r γ  
Jk+1
und γ  
Txi
sollen nun
γ  
Jk+1
(k) := e1,
γ  
Jk+1
(εxi) := eb(i,0),
γ  
Jk+1
(
DWxi ixi(j)
)
:= eb(i,j),
γ  
Txi
(k) := e1,
γ  
Txi
(εxi) := e2,
γ  
Txi
(
DWxi ixi(j)
)
:= ej+2
(7.26)
gelten. Dabei seien 1 ≤ i ≤ m und 1 ≤ j ≤ nxi−1. Außerdem sindD
W
xi , ixi die Abbildungen
sowie εxi = D
W
xi
(
lσxi
)
die eindeutig definierte Kante aus Lemma 7.7 auf Seite 201, und
k die Kante des Graphen W von Seite 197. Fu¨r das gro¨ßte Element bmax aller b(i, j) aus
(7.25) gilt
bmax := max
{
b(i,j) | 1 ≤ i ≤ m, 0 ≤ j ≤ nxi − 1
}
= b(m,nxm−1).
Mithilfe dieser Zahl sei die Einschra¨nkung
γ  
Jk+1
|
|EG0
: EG0 →
{
ebmax+1, . . . , ebmax+|EG0 |
}
(7.27)
auf die Kanten des Teilgraphen G0 < J˜k+1 festgelegt. Auf allen anderen Kanten ist keine
spezielle Festlegung von γ  
Jk+1
und γ  
Txi
notwendig.
Wie gewohnt werden nun einige Bezeichnungen bezu¨glich der Nummerierungen be-
reitgestellt. Nach (7.17) auf Seite 205 gibt es Inklusionen K˜xi : ETxi → E
 
Txi
fu¨r jedes
i ∈ {1, . . . ,m}. In dem Diagramm (∗) von (7.28) sei Ξxi := γ
 
Txi
◦ K˜xi ◦
(
γTxi
)−1
gegeben
durch eine Bijektion
ξxi :
{
1, . . . , |ETxi |
}
→
{
1, . . . , |E  
Txi
|
}
\ {3, . . . , nxi + 1} .
Wegen E˜xi
19., S.205
= E  
Txi
\ ETxi und (7.26) ist ξxi wohldefiniert. Wenn nxi = 1 ist, ist
T˜xi = Txi und K˜xi die Identita¨t. Es gelte also Ξxi(ej) := eξxi (j) fu¨r ej ∈ E|ETxi |
. Daru¨ber
hinaus seien bezu¨glich den Inklusionen(
r˜xi , R˜xi
)
: T˜xi → Hxi die Abbildung R˜xi in 2.1 auf Seite 27 gegeben durch (∆xi ; δxi) ,(
l˜xi , L˜xi
)
: Hxi → J˜k+1 die Abbildung L˜xi in 2.1 auf Seite 27 gegeben durch (Λxi ;λxi) ,(
p˜, P˜
)
: J˜k → J˜k+1 die Abbildung P˜ in 2.1 auf Seite 27 gegeben durch (Π;pi) ,
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so dass das folgende Diagramm kommutativ ist:
ETxi
E  
Txi
EHxi E
 
Jk+1
E  
Jk
E|ETxi |
E|E
 
Txi
| E|EHxi |
E|E
 
Jk+1
| E|E
 
Jk
|
?
γTxi
-
 
Kxi
?
γ
 
Txi
-
 
Rxi
?
γHxi
-
 
Lxi
?
γ
 
Jk+1
ﬀ
 
P
?
γ
 
Jk
-
(∗)
Ξxi -
∆xi -
Λxi ﬀΠ
. (7.28)
2. Fall: I˜k = ∅. Vorgelegt seien bijektive Nummerierungen (wG, γG) fu¨r G ∈
{
J˜k, J˜k+1
}
.
Wie im rechten Diagramm von (7.28) sei P˜ durch (Π, pi) gegeben und es gelte γ  
Jk+1
(k) :=
e1. Daru¨ber hinaus sei die Einschra¨nkung (7.27) mit bmax := 1 gegeben.
Satz 7.16 Es sei x ∈ I˜k 6= ∅. Fu¨r nx aus (7.12) auf Seite 200 und σx aus 7.7.11. auf
Seite 201 gelte σx ∈ {1, . . . , nx} und nx ≥ 2 in 34. bis 37. Es gelten die Aussagen:
33. ρ
(
ξ−1x (1), ξ
−1
x (2)
)
∈ IE (Tx) und ρ(1, 2) ∈ IE(T˜x).
34. σx ∈ {2, . . . , nx} ⇒ νg  Tx
(
γ−1 
Tx
(eσx+1)
)
∩ νg  
Tx
(
γ−1 
Tx
(e2)
)
=
{
dWx (σx − 1)
}
.
35. σx ∈ {1, . . . , nx − 1} ⇒ νg  Tx
(
γ−1 
Tx
(eσx+2)
)
∩ νg  
Tx
(
γ−1 
Tx
(e2)
)
=
{
dWx (σx)
}
.
36. σx ≥ 3, σ ∈ {1, . . . , σx − 2} ⇒ νg  Tx
(
γ−1 
Tx
(eσ+2)
)
∩ νg  
Tx
(
γ−1 
Tx
(eσ+3)
)
=
{
dWx (σ)
}
.
37. σx ≤ nx − 2, σ ∈ {σx, . . . , nx − 2} ⇒ νg  Tx
(
γ−1 
Tx
(eσ+2)
)
∩ νg  
Tx
(
γ−1 
Tx
(eσ+3)
)
={
dWx (σ + 1)
}
.
Bemerkung Die untenstehende Abbildung illustriert die Aussagen von Satz 7.16.
0 1 σx − 1 σx σx + 1 nx − 1 nx
l1 ix (σx − 1) lσx ix (σx) ix (σx + 1) lnx
e3 eσx+1 e2 eσx+2 eσx+3 enx+1
Hier wird J ′nx zusammen mit der Speziellen injektiven Abbildung ix veranschaulicht. Die
vertikalen Pfeile symbolisieren die Einschra¨nkung der Nummerierung γ  
Tx
auf Px.
Beweis Zu 33.: Es gelten γTx (εx)
(7.28)
= Ξ−1x γ
 
Tx
(εx)
(7.26)
= eξ−1x (2) sowie γTx (k)
(7.28)
=
Ξ−1x γ
 
Tx
(k)
(7.26)
= eξ−1x (1). Aus νgTx (k)∩νgTx (εx)
17., S.204
= ∅ folgt daher ρ
(
ξ−1x (2), ξ
−1
x (1)
)
∈ IE (Tx). Mithilfe von Lemma 4.21.1. auf Seite 94 gilt ρ
(
ξxξ
−1
x (1), ξxξ
−1
x (2)
)
= ρ(1, 2) ∈
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IE(T˜x).
Zu 34.: Aus (7.26) folgt γ  
Tx
(
DWx ix (σx − 1)
)
= eσx+1 und γ
 
Tx
(
DWx (lσx)
)
= e2. Man
berechnet
νg  
Tx
(
γ−1 
Tx
(eσx+1)
)
∩ νg  
Tx
(
γ−1 
Tx
(e2)
)
= νg  
Tx
(
DWx ix (σx − 1)
)
∩ νg  
Tx
(
DWx (lσx)
)
20., S.205
= νgHx
(
DWx ix (σx − 1)
)
∩ νgHx
(
DWx (lσx)
)
(7.12), S.200
= ν
(
dWx × d
W
x
)
gJ ′nx (ix (σx − 1)) ∩ ν
(
dWx × d
W
x
)
gJ ′nx (lσx)
12., S.201
= ν
(
dWx × d
W
x
)
gJ ′nx (lσx−1) ∩ ν
(
dWx × d
W
x
)
gJ ′nx (lσx)
=
{
dWx (σx − 1) , d
W
x (σx − 2)
}
∩
{
dWx (σx) , d
W
x (σx − 1)
}
=
{
dWx (σx − 1)
}
.
Zu 35.: Analog zu 34. wird folgende Rechnung durchgefu¨hrt:
νg  
Tx
(
γ−1 
Tx
(eσx+2)
)
∩ νg  
Tx
(
γ−1 
Tx
(e2)
)
= νgHx
(
DWx ix (σx)
)
∩
{
dWx (σx) , d
W
x (σx − 1)
}
12., S.201
= ν
(
dWx × d
W
x
)
gJ ′nx (lσx+1) ∩
{
dWx (σx) , d
W
x (σx − 1)
}
=
{
dWx (σx + 1) , d
W
x (σx)
}
∩
{
dWx (σx) , d
W
x (σx − 1)
}
=
{
dWx (σx)
}
.
Zu 36. und 37.: Diese Aussagen lassen sich genauso wie 34. bzw. 35. nachweisen. 2
Nach 21. auf Seite 205 geht Tx aus T˜x durch Kontraktion der in Hx zweiwertigen Ecken
dWx (σ), σ ∈ {1, . . . , nx − 1} hervor. Definiert man
o˜p (znx−1) :=
 op (znx) ◦ · · · ◦ op (z1) : nx ≥ 2idG(Tx) : nx = 1 ,
so induzieren die Kontraktionen zusammen mit den unteren Abbildungen im Diagramm
(7.28) die Homomorphismen
G (Tx) G
(
T˜x
)
G (Hx) G
(
J˜k+1
)
G
(
J˜k
)
-
 
op(znx−1) -
(δx)
Hx
 
Tx -
(λx)  
Jk+1
Hx ﬀ
pi  
Jk+1
 
Jk
. (7.29)
Wie 6. auf Seite 198 sei tx gema¨ß 6.9 auf Seite 186 ein erzeugendes Element von G (Tx),
also 〈tx〉Z
6.
= G (Tx) ∼= Z. Dessen Bild unter dem Isomorphismus o˜p (znx−1) wird mit
t˜x := o˜p (znx−1) (tx) bezeichnet.
Satz 7.17 Es sei x ∈ I˜k 6= ∅. Wie in 7.16 auf Seite 219 sei σx ∈ {1, . . . , nx} vorgelegt. Es
gelten:
38.
∣∣∣(tx)ρ(ξ−1x (1),ξ−1x (2))∣∣∣ = 1.
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39.
∣∣∣(t˜x)ρ(1,2)∣∣∣ = 1.
40. nx ≥ 2 : σ ∈ {1, . . . , nx − 1} ⇒
∣∣∣(t˜x)ρ(1,σ+2)∣∣∣ = 1.
Beweis Zu 38.: Laut 18. auf Seite 204 gibt es einen Graphen K ∈ {K3,3,K5, Z2},
so dass Tx ∈ sub (K) gilt. In diesem Zusammenhang betrachtet man das kommutative
Diagramm
EK ETx
E|EK |
E|ETx |
?
γK
-Fx
?
γTx
-
 
Ξx
, (7.30)
wobei (wK , γK) eine bijektive Nummerierung von K, Fx eine Inklusion und Ξ˜x := γTx ◦
Fx ◦ γ
−1
K durch eine injektive Abbildung ξ˜x : {1, . . . , |EK |} → {1, . . . , |ETx |} gegeben ist.
Diese induziert mittels 4.24 auf Seite 96 einen Isomorphismus op : G (K) → G (Tx). Sei
tK := op
−1 (tx). Gema¨ß 18. auf Seite 204 sind die Kanten εx, k ∈ EK ⊂ ETx nicht inzident
in K. Aus
γK (k)
(7.30)
= Ξ˜−1x γTx (k)
(7.26), (7.28)
= Ξ˜−1x
(
eξ−1x (1)
)
= e  
ξ−1x ξ
−1
x (1)
und
γK (εx)
(7.30)
= Ξ˜−1x γTx (εx)
(7.26), (7.28)
= Ξ˜−1x
(
eξ−1x (2)
)
= e  
ξ−1x ξ
−1
x (2)
folgt daher
∣∣∣(tK)ρ(  ξ−1x ξ−1x (1),  ξ−1x ξ−1x (2))∣∣∣ = 1 mithilfe von 6.2 auf Seite 181, 6.6 auf Seite 183,
6.8 auf Seite 184. Man berechnet nun∣∣∣(tx)ρ(ξ−1x (1),ξ−1x (2))∣∣∣ 4.28, S.100, 4.29, S.103= ∣∣∣(op−1 (tx))ρ((  ξ−1x ξ−1x (1),  ξ−1x ξ−1x (2))∣∣∣
=
∣∣∣(tK)ρ(  ξ−1x ξ−1x (1),  ξ−1x ξ−1x (2))∣∣∣ = 1.
Zu 39.:∣∣∣(t˜x)ρ(1,2)∣∣∣ 4.28, 4.29= ∣∣∣o˜p (znx−1)−1 (t˜x)ρ(ξ−1x (1),ξ−1x (2))∣∣∣ = ∣∣∣(tx)ρ(ξ−1x (1),ξ−1x (2))∣∣∣ 38.= 1.
Zu 40.: Zuna¨chst gilt:
σ ∈ {1, . . . , nx − 1} ⇒ D
W
x ix(σ) ∈ E˜x
23., S.205
⇒ ∅ = νg  
Tx
DWx (ix(σ)) ∩ νg
 
Tx
(k)
(7.26), S.218
= νg  
Tx
(
γ−1 
Tx
(eσ+2)
)
∩ νg  
Tx
(
γ−1 
Tx
(e1)
)
⇒ ρ(1, σ + 2) ∈ IE(T˜x).
(7.31)
1. Fall: σx ≥ 3.
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(a) σ ∈ {1, . . . , σx − 2} ⇒ σ ≤ nx − 1, σ + 1 ≤ nx − 1
(7.31)
⇒ ρ(1, σ + 2), ρ(1, σ + 3) ∈
IE(T˜x)
36. und 4.27.1., S.100
⇒
∣∣∣(t˜x)ρ(1,σ+2)∣∣∣ = ∣∣∣(t˜x)ρ(1,σ+3)∣∣∣.
(b) σx− 1 ≤ nx− 1
(7.31)
⇒ ρ (1, σx + 1) ∈ IE(T˜x)
34., 33. und 4.27.1., S.100
⇒ 1
39.
=
∣∣∣(t˜x)ρ(1,2)∣∣∣ =∣∣∣(t˜x)ρ(1,σx+1)∣∣∣.
Aus (a) und (b) ergibt sich
1 =
∣∣∣(t˜x)ρ(1,2)∣∣∣ = ∣∣∣(t˜x)ρ(1,σ)∣∣∣ fu¨r alle σ ∈ {3, . . . , σx + 1} . (7.32)
1. Unterfall: σx = nx. Hier ist (7.32) bereits die Behauptung.
2. Unterfall: σx ≤ nx − 2.
(c) σ ∈ {σx, . . . , nx − 2} ⇒ σ ≤ nx − 1, σ + 1 ≤ nx − 1
(7.31)
⇒ ρ(1, σ + 2), ρ(1, σ + 3) ∈
IE(T˜x)
37. und 4.27.1., S.100
⇒
∣∣∣(t˜x)ρ(1,σ+2)∣∣∣ = ∣∣∣(t˜x)ρ(1,σ+3)∣∣∣.
(d) σx ≤ nx − 2 ≤ nx − 1
(7.31)
⇒ ρ (1, σx + 2) ∈ IE(T˜x)
35., 33. und 4.27.1., S.100
⇒ 1
39.
=∣∣∣(t˜x)ρ(1,2)∣∣∣ = ∣∣∣(t˜x)ρ(1,σx+2)∣∣∣.
Aus (c) und (d) erha¨lt man 1 =
∣∣∣(t˜x)ρ(1,σ)∣∣∣ fu¨r alle σ ∈ {σx + 2, . . . , nx + 1}. Zusammen
mit (7.32) ergibt sich die Behauptung.
3. Unterfall: σx = nx − 1. Mit (7.31) folgt daraus ρ (1, σx + 2) ∈ IE(T˜x), also 1
39.
=∣∣∣(t˜x)ρ(1,2)∣∣∣ = ∣∣∣(t˜x)ρ(1,nx+1)∣∣∣ mit 35., 33. und 4.27.1. Zusammen mit (7.32) folgt die Be-
hauptung.
2. Fall: σx = 2. Aus 33., 34., (7.31) und 4.27.1. erha¨lt man
1
39.
=
∣∣∣(t˜x)ρ(1,2)∣∣∣ = ∣∣∣(t˜x)ρ(1,3)∣∣∣ . (7.33)
1. Unterfall: σx ≤ nx − 2.
(e) σ ∈ {σx = 2, . . . , nx − 2}
(7.31)
⇒ ρ(1, σ + 2), ρ(1, σ + 3) ∈ IE(T˜x)
37. und 4.27.1., S.100
⇒∣∣∣(t˜x)ρ(1,σ+2)∣∣∣ = ∣∣∣(t˜x)ρ(1,σ+3)∣∣∣.
(f) 1 < σx = 2 ≤ nx − 2 ≤ nx − 1
35., 33. und 4.27.1., S.100
⇒ 1
39.
=
∣∣∣(t˜x)ρ(1,2)∣∣∣ = ∣∣∣(t˜x)ρ(1,4)∣∣∣.
Aus (e) und (f) folgt 1 =
∣∣∣(t˜x)ρ(1,σ)∣∣∣ fu¨r alle σ ∈ {4, . . . , nx + 1}. Zusammen mit (7.33)
ergibt sich die Behauptung.
2. Unterfall: σx = nx − 1. Daraus folgt nx + 1 = 4. Auch hier gilt (f) und daher mit
(7.33) die Behauptung.
3. Unterfall: σx = nx = 2. Wegen nx + 1 = 3 ist gema¨ß (7.33) nichts mehr zu zeigen.
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3. Fall: σx = 1.
1. Unterfall: 1 = σx ≤ nx − 2. Wie in (e) gilt
∣∣∣(t˜x)ρ(1,σ+2)∣∣∣ = ∣∣∣(t˜x)ρ(1,σ+3)∣∣∣ fu¨r alle
σ ∈ {1, . . . , nx − 2}. Mit 35., 33. und 4.27.1. folgt 1
39.
=
∣∣∣(t˜x)ρ(1,2)∣∣∣ = ∣∣∣(t˜x)ρ(1,3)∣∣∣ und somit
die Behauptung.
2. Unterfall: 1 = σx = nx − 1. Es folgt nx = 2. Wegen (7.31) gilt ρ(1, σx + 2) = ρ(1, 3) ∈
IE(T˜x) und mit 35., 33. sowie 4.27.1. ergibt sich die Behauptung 1
39.
=
∣∣∣(t˜x)ρ(1,2)∣∣∣ =∣∣∣(t˜x)ρ(1,3)∣∣∣. 2
Satz 7.18 Es sei I˜k = {x1, . . . , xm} 6= ∅.
41. Fu¨r i ∈ {1, . . . ,m},j ∈ {0, . . . , nxi − 1} gilt
[
(λxiδxi)
 
Jk+1
 
Txi
(
t˜xi
)]
(1,b(i,j))
∈ {−1, 1}.
42. Fu¨r i ∈ {1, . . . ,m}, σ > i und j ∈ {0, . . . , nxσ − 1} gilt
[
(λxiδxi)
 
Jk+1
 
Txi
(
t˜xi
)]
(1,b(σ,j))
=
0.
43. Fu¨r c ∈ G
(
J˜k
)
und (1, σ) ∈ IE
(
J˜k+1
)
gilt
[
pi
 
Jk+1
 
Jk
(c)
]
(1,σ)
= 0.
Beweis Zu 41.:
(a) e1
(7.26), S.218
= γ  
Jk+1
(k)
(7.28), S.219
= Λxi∆xiγ
 
Txi
(k)
(7.26), S.218
= Λxi∆xi(e1) ⇒ 1 =
λxiδxi(1).
(b) eb(i,0)
(7.26)
= γ  
Jk+1
(εxi)
(7.28)
= Λxi∆xiγ
 
Txi
(εxi)
(7.26)
= Λxi∆xi(e2) ⇒ b(i, 0) = λxiδxi(2).
(c) eb(i,j)
(7.26), j > 0
= γ  
Jk+1
(
DWxi ixi(j)
) (7.28)
= Λxi∆xiγ
 
Txi
(
DWxi ixi(j)
)
(7.26)
= Λxi∆xi (ej+2) ⇒ b(i, j) = λxiδxi(j + 2).
(d) j ∈ {0, . . . , nxi − 1}
33.,(7.31), S.221
⇒ ρ(1, j + 2) ∈ IE(T˜xi) ⇒ ρ (1, b(i, j))
(a), (b), (c)
=
ρ (λxiδxi(1), λxiδxi(j + 2))
2.43, S.57
∈ IE
(
J˜k+1
)
.
Wegen (d) la¨sst sich nun[
(λxiδxi)
 
Jk+1
 
Txi
(
t˜xi
)]
(1,b(i,j))
2.33, S.50, 2.45, S.59
=
(
t˜xi
)
ρ(1,j+2)
39.,40.
∈ {1,−1}
berechnen.
Zu 42.: Nach Satz 2.45 auf Seite 59 und Definition 2.33 auf Seite 50 genu¨gt es
(a) ρ (1, b(σ, j)) ∈ IE
(
J˜k+1
)
und (b) b(σ, j) /∈ Bildλxiδxi
zu zeigen.
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Zu (a): Nach (7.26) gibt es eine Kante c ∈ EPxσ , fu¨r die γ
 
Jk+1
(c) = eb(σ,j) gilt. Es
folgt ∅
23., S.205
= νg  
Txσ
(c) ∩ νg  
Txσ
(k)
(7.28)
= νg  
Jk+1
(c) ∩ νg  
Jk+1
(k). Also gilt (1, b(σ, j)) ∈
IE
(
J˜k+1
)
.
Zu (b): Die Kante c aus (a) kann keine Kante von Gxσ sein. Wegen xσ ≥ xi+1 ≥ xi + 1
(siehe Text vor (7.11) auf Seite 200) ist sie daher auch nicht Kante von Gxi+1. Zusammen
mit der Definition (7.25) von b(σ, j) auf Seite 218 la¨sst sich die Aussage
c /∈ EGxi+1 ∧ b(σ, j) ≥ 2 (7.34)
formulieren. Angenommen (b) gilt nicht, also gebe es ein β mit λxiδxi (β) = b(σ, j). Dann
ergibt sich:
eb(σ,j) = Λxi∆xi (eβ) ⇒ ∃y ∈ E
 
Txi
: γ  
Txi
(y) = eβ
(7.28)
⇒ γ  
Jk+1
(y) = eb(σ,j)
γ
 
Jk+1
bij.
⇒ c = y ∈ E  
Txi
20., S.205
⊂ EHxi
10., S.201
= EGxi+1 ∪ EW
⇒ c ∈ EGxi+1 ∨ c = k
(7.26)
⇒ c ∈ EGxi+1 ∨ e1 = γ
 
Jk+1
(c) = eb(σ,j)
⇒ c ∈ EGxi+1 ∨ b(σ, j) = 1. Widerspruch zu (7.34)!
Zu 43.: Es ist 1 /∈ Bildpi nachzuweisen. Angenommen es gibt ein β mit pi(β) = 1. Daraus
folgt
γ  
Jk+1
(k) = e1 = epi(β) = Π (eβ) = γ
 
Jk+1
(
γ−1 
Jk
(eβ)
)
.
Da γ  
Jk+1
bijektiv ist, ergibt sich daraus k = γ
−1
 
Jk
(eβ) ∈ E  Jk . Das ist ein Widerspruch zu
{k} = E
 
Jk+1
\ E  
Jk
. 2
Da G0 als erster Graph der Kette eine Unterteilung von K4 ist, und der Graph W von
Seite 197 aus genau einer Kante besteht, dessen Ecken zu der Eckenmenge von G0 geho¨ren,
kann Satz 7.4 auf Seite 189 auf G0∪W angewendet werden. Je nachdem welcher Fall dort
eintritt, sei der Graph T˜αβ ∈
{
T˜ 1a−1, T˜
1a
0 , T˜
1b
0 , T˜
1c
0 , T˜
2a
0 , T˜
4a
0
}
vorgelegt. In jedem Fall gilt
dort T˜αβ ∈ sub (Z2) ∪ sub (K3,3), daher gibt es ein erzeugendes Element t˜
α
β ∈ G
(
T˜αβ
)
∼= Z
nach Satz 6.9 auf Seite 186. Bezu¨glich der Teilgraphen T˜αβ < G0 ∪W < J˜k+1 seien die
jeweiligen Inklusionen E  
Tαβ
↪→ EG0∪W und EG0∪W ↪→ E
 
Jk+1
in Generalvoraussetzung 2.1
auf Seite 27 gegeben durch
(
Ωαβ ;ω
α
β
)
bzw. (Φ;φ).
Satz 7.19 44. Fu¨r I˜k 6= ∅ gilt: σ ∈ {2, . . . , bmax} ⇒
[(
φωαβ
)  Jk+1
 
Tαβ
(
t˜αβ
)]
(1,σ)
= 0.
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45. Es gibt eine Zahl τ ∈ {1, . . . , |EG0 |}, so dass gilt:[(
φω1a0
)  Jk+1
 
T 1a0
(
t˜1a0
)]
(1,bmax+τ)
= 0,
[(
φω1a−1
)  Jk+1
 
T 1a−1
(
t˜1a−1
)]
(1,bmax+τ)
∈ {±1}.
46. Zu jedem T˜αβ gibt es eine Zahl τ ∈ {1, . . . , |EG0 |}, so dass gilt:[(
φωαβ
)  Jk+1
 
Tαβ
(
t˜αβ
)]
(1,bmax+τ)
∈ {±1}.
Beweis Zu 44.: Da σ ∈ {2, . . . , bmax} gilt, gibt es einen Index i ∈ {1, . . . ,m} und
j ∈ {0, . . . , nxi − 1}, so dass σ = b(i, j) erfu¨llt ist. Daher existiert eine Kante c von Pxi ,
fu¨r die γ  
Jk+1
(c) = eb(i,j) = eσ gilt. Wie in 42. (a) folgt nun (1, σ) ∈ IE(J˜k+1).
Jetzt ist noch σ /∈ Bildφωαβ zu zeigen. Angenommen es gibt ein z mit φω
α
β (z) = σ. Fu¨r
y := γ−1 
Tαβ
(ez) ∈ E  Tαβ
⊂ EG0∪W = EG0 ∪ EW gilt dann
γ  
Jk+1
(y) = ΦΩαβγ
 
Tαβ
(y) = eφωαβ (z) = eσ.
1. Fall: y ∈ EW . Daraus folgt y = k, also e1 = γ  Jk+1 (k) = eσ. Dies ergibt den Wider-
spruch 1 = σ ≥ 2.
2. Fall: y ∈ EG0 . Nach (7.27) auf Seite 218 gibt es τ ∈ {1, . . . , |EG0 |}, so dass eσ =
γ  
Jk+1
(y) = ebmax+τ gilt. Man erha¨hlt den Widerspruch bmax ≥ σ = bmax + τ ≥ bmax + 1.
Zu 45.: Vorgelegt sei die Situation des ersten Unterfalls im 3. Fall auf Seite 192 von Satz
7.4. Fu¨r die Kante A gilt dort A ∈ EC1 ⊂ E
 
T 1a−1
⊂ EG0 sowie A /∈ E
 
T 1a0
, denn A /∈ EC2 .
Fu¨r die Nummerierung von T˜ 1a−1 gelte γ
 
T 1a−1
(A) := e2 und γ  T 1a−1
(k) := e1. Nach (7.27) auf
Seite 218 gibt es ein τ ∈ {1, . . . , |EG0 |} mit
γ  
Jk+1
(A) = ΦΩ1a−1γ
 
T 1a−1
(A) = eφω1a−1(2) = ebmax+τ .
Da A und k in C1 ∪ C0 nicht inzident sind, sind sie es nach Lemma 4.21.1. auf Seite 94
auch nicht in T˜ 1a−1. Daher gilt ρ(1, 2) ∈ IE
(
T˜ 1a−1
)
und mit Lemma 2.43 auf Seite 57 folgt
ρ (1, bmax + τ) ∈ IE(J˜k+1). Nun berechnet man[(
φω1a−1
)  Jk+1
 
T 1a−1
(
t˜1a−1
)]
(1,bmax+τ)
=
(
t˜1a−1
)
(1,2)
6.9, S.186
∈ {1,−1}.
Zum Nachweis der ersten Aussage ist bmax +τ /∈ Bildφω
1a
0 zu zeigen. Angenommen es gibt
β mit φω1a0 (β) = bmax + τ . Dann existiert ein y ∈ E
 
T 1a0
, fu¨r das γ  
Jk+1
(y) = ΦΩ1a0 (eβ) =
ebmax+τ gilt. Aus der Bijektivita¨t der Nummerierung folgt y = A ∈ E
 
T 1a0
. Widerspruch!
Zu 46.: Da T˜αβ eine Unterteilung von Z2 oder K3,3 ist und die Kante k entha¨lt, gibt es eine
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Kante A von T˜αβ , die in T˜
α
β nicht inzident zu k ist. Es gelte γ
 
Tαβ
(A) := e2 und γ
 
Tαβ
(k) := e1.
Daher gilt ρ(1, 2) ∈ IE
(
T˜αβ
)
. Nach (7.27) auf Seite 218 gibt es ein τ ∈ {1, . . . , |EG0 |} mit
γ  
Jk+1
(A) = ΦΩαβγ
 
Tαβ
(A) = eφωαβ (2) = ebmax+τ .
Mit Lemma 2.43 auf Seite 57 folgt ρ (1, bmax + τ) ∈ IE(J˜k+1). Nun berechnet man[(
φωαβ
)  Jk+1
 
Tαβ
(
t˜αβ
)]
(1,bmax+τ)
=
(
t˜αβ
)
(1,2)
6.9, S.186
∈ {1,−1}.
2
Zum Abschluss wird gezeigt, dass die durch die Auswahl induzierten Elemente eine Basis
des Verschlingungsmoduls von J˜k+1 bilden. Die lineare Unhabha¨ngigkeit wird in 7.20 fu¨r
I˜k 6= ∅ und in Satz 7.21 auf Seite 228 fu¨r I˜k = ∅ nachgewiesen. Dass es sich um ein
Erzeugendensystem handelt, ergibt sich in Satz 7.24 auf Seite 231 fu¨r I˜k 6= ∅ und in Satz
7.25 auf Seite 234 fu¨r I˜k = ∅.
Satz 7.20 Die Menge I˜k = {x1, . . . , xm} aus (7.23) auf Seite 217 sei nicht leer. Gema¨ß
(7.29) auf Seite 220 seien die Elemente yi := (λxiδxi)
 
Jk+1
 
Txi
(
t˜xi
)
fu¨r i ∈ {1, . . . ,m} sowie
mithilfe der Bezeichnungen vor Satz (7.19) auf Seite 224 die Menge
Dα :=

{(
φω1a0
)  Jk+1
 
T 1a0
(
t˜1a0
)
,
(
φω1a−1
)  Jk+1
 
T 1a−1
(
t˜1a−1
)}
: α = 1a{
(φωα0 )
 
Jk+1
 
Tα0
(
t˜α0
)}
: α ∈ {1b, 1c, 2a, 4a}
∅ : α ∈ {2b, 3, 4b}
vorgelegt, je nachdem welcher Fall α in Satz 7.4 auf Seite 189 eintritt. Zusammen mit der
Menge B˜k ⊂ G
(
J˜k+1
)
aus (7.9) auf Seite 199 gelten:
1. B˜k+1 := B˜k ∪ Dα ∪ {y1, . . . , ym} ist eine u¨ber Z linear unabha¨ngige Menge von
Elementen aus G
(
J˜k+1
)
.
2. Rang
(
G
(
J˜k+1
))
= Rang
(
G
(
J˜k
))
+ |Dα|+m.
Beweis Zu 1.: Zuna¨chst sei B˜k 6= ∅. Die Menge
{
Ψ
 
Jk
 
Ti
(
t˜i
)
| 1 ≤ i ≤ NJk
}
aus (7.8) auf
Seite 198 ist eine Basis von G
(
J˜k
)
. Deren Elemente sollen nun als y¯i := Ψ
 
Jk
 
Ti
(
t˜i
)
notiert
werden. Die Inklusion von J˜k nach J˜k+1 ist in diesem Zusammenhang gema¨ß (7.28) auf
Seite 219 durch (Π;pi) gegeben, daher gilt Ψ
 
Jk+1
 
Jk
= pi
 
Jk+1
 
Jk
in der Menge (7.9) auf Seite 199.
Mittels y˜i := pi
 
Jk+1
 
Jk
(y¯i) la¨sst sich somit B˜k =
{
y˜1, . . . , y˜NJk
}
schreiben. Zu zeigen ist:
s :=
NJk∑
i=1
µiy˜i +
∑
y∈Dα
σyy +
m∑
i=1
τiyi = 0 ⇒ µi = 0, σy = 0, τi = 0. (7.35)
Vorab werden die untenstehenden Behauptungen (a) und (b) nachgewiesen:
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(a) Fu¨r jedes j ∈ {1, . . . ,m− 1} gilt: τm = · · · = τj+1 = 0 ⇒ τj = 0.
(b) τm = 0.
Zu (a): Sei j ∈ {1, . . . ,m− 1}. Nach 41 (d) auf Seite 223 gilt (1, b(j, 0)) ∈ IE
(
J˜k+1
)
.
i) ∀i ∈ {1, . . . , NJk} : y¯i ∈ G
(
J˜k
)
43., S.223
⇒ ∀i ∈ {1, . . . , NJk} : (y˜i)(1,b(j,0)) = 0.
ii) Fu¨r j ≥ 2 gilt: ∀i ∈ {1, . . . , j−1} : j > i
42., S.223
⇒ ∀i ∈ {1, . . . , j−1} : (yi)(1,b(j,0)) = 0.
iii) (yj)(1,b(j,0)) ∈ {1,−1} nach 41. auf Seite 223.
iv) ∀y ∈ Dα : y(1,b(j,0)) = 0 nach 44. auf Seite 224.
Aus i) bis iv), der Voraussetzung τm = · · · = τj+1 = 0 und (7.35) folgt 0 = s(1,b(j,0)) = ±τj .
Zu (b): Die Aussagen i) bis iv) aus (a) gelten auch fu¨r j = m. Deshalb folgt 0 =
s(1,b(m,0)) = ±τm aus (7.35).
Aus den Aussagen (a) und (b) ergibt sich τi = 0 fu¨r jedes i ∈ {1, . . . ,m}. Mit (7.35)
erha¨lt man
s =
NJk∑
i=1
µiy˜i +
∑
y∈Dα
σyy. (7.36)
1. Fall: α ∈ {2b, 3, 4b}. Hier gilt Dα = ∅, daher berechnet man
0 = s =
NJk∑
i=1
µipi
 
Jk+1
 
Jk
(y¯i) = pi
 
Jk+1
 
Jk
NJk∑
i=1
µiy¯i
 2.35., S.52⇒ 0 = NJk∑
i=1
µiy¯i
aus (7.36). Da die Elemente y¯i eine Basis von G
(
J˜k
)
bilden, folgt µ1 = · · · = µNJk = 0.
2. Fall: α ∈ {1b, 1c, 2a, 4a}. Sei Dα = {y}. Aus 46. auf Seite 225 folgt, dass es ein
τ ∈ {1, . . . , |EG0 |} mit y(1,bmax+τ) ∈ {1,−1} gibt. Damit folgt 0 = s(1,bmax+τ) = ±σy aus
43. und (7.36). Wie im ersten Fall ergibt sich nun µi = 0 fu¨r i ∈ {1, . . . , NJk}.
3. Fall: α = 1a. Fu¨r i ∈ {0,−1} sei yi :=
(
φω1ai
)  Jk+1
 
T 1ai
(
t˜1ai
)
. Also gilt Dα = {y−1, y0}.
Nach 45. gibt es ein τ ∈ {1, . . . , |EG0 |}, so dass (y0)(1,bmax+τ) = 0 und (y−1)(1,bmax+τ) = ±1
gelten. Mit 43. und (7.36) ergibt sich daraus 0 = s(1,bmax+τ) = ±σy−1 . Also gilt
0 = s =
NJk∑
i=1
µiy˜i + σy0y0. (7.37)
Gema¨ß 46. gibt es ein τ ′ ∈ {1, . . . , |EG0 |}, so dass (y0)(1,bmax+τ ′) = ±1 gilt. Vermo¨ge
43. erha¨lt man 0 = s(1,bmax+τ ′) = ±σy0 aus (7.37). Wie im ersten Fall folgt dann auch
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µ1 = · · · = µNJk = 0.
Nun sei B˜k = ∅. Die Aussagen (a) und (b) lassen sich genauso nachweisen. Es entfa¨llt
lediglich der Fall i) in (a). Da die Koeffizienten µi aus (7.35) nicht auftauchen, wird der 1.
Fall nicht beno¨tigt. Dementsprechend verku¨rzen sich die Betrachtungen im 2. und im 3.
Fall.
Zu 2.:
Rang
(
G
(
J˜k+1
))
31., S.215
= Rang
(
G
(
J˜k
))
+Dk
32., S.215
= Rang
(
G
(
J˜k
))
+ |Bild δ|+ tα
(7.23), S.217
= Rang
(
G
(
J˜k
))
+
∣∣∣I˜k∣∣∣+ tα.
2
Satz 7.21 Die Menge I˜k aus (7.23) auf Seite 217 sei leer. Mithilfe der Bezeichnungen
vor Satz (7.19) auf Seite 224 die Menge
Dα :=

{(
φω1a0
)  Jk+1
 
T 1a0
(
t˜1a0
)
,
(
φω1a−1
)  Jk+1
 
T 1a−1
(
t˜1a−1
)}
: α = 1a{
(φωα0 )
 
Jk+1
 
Tα0
(
t˜α0
)}
: α ∈ {1b, 1c, 2a, 4a}
∅ : α ∈ {2b, 3, 4b}
vorgelegt, je nachdem welcher Fall α in Satz 7.4 auf Seite 189 eintritt. Zusammen mit der
Menge B˜k ⊂ G
(
J˜k+1
)
aus (7.9) auf Seite 199 gelten:
1. B˜k+1 := B˜k ∪ Dα ist eine u¨ber Z linear unabha¨ngige Menge von Elementen aus
G
(
J˜k+1
)
.
2. Rang
(
G
(
J˜k+1
))
= Rang
(
G
(
J˜k
))
+ |Dα| .
Beweis Zu 1.: Der Beweis zu 1. in Satz 7.20 kann ab (7.36) u¨bernommen werden.
Zu 2.: Laut (7.23) auf Seite 217 mu¨ssen die Fa¨lle X = ∅ und X 6= ∅ untersucht werden.
Falls X = ∅ ist, gilt Bild δ = ∅ laut den Definitionen vor 7.8 auf Seite 204. Mit 31. und 32.
auf Seite 215 folgt die Behauptung. Nun seiX 6= ∅. Dann ist auch Bild γ 6= ∅. Angenommen
es gibt ein Element Pi ∈ Bild γ \ C. Daraus folgt i ∈ Ik laut den Definitionen (7.13) auf
Seite 203 von X und (7.11) auf Seite 200 von Ik. Also gilt i ∈ I˜k im Widerspruch zur
Voraussetzung. Aus diesem Widerspruch ergibt sich Bild γ \ C = ∅. Wie oben folgt die
Behauptung mithilfe der Definitionen vor 7.8. 2
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Bemerkung La¨sst man in Satz 7.20 auf Seite 226 formal m = 0 zu, so ist die Aussage
von Satz 7.21 in der von 7.20 enthalten. 2
Lemma 7.22 Vorgelegt sei die Situation aus 2.1 auf Seite 27. Debei seien die Gra-
phen bijektiv nummeriert und (f, F ) : G → H injektiv. Fu¨r e(k,l) ∈ M
tr (IV (G),G) gilt
(Ψ, ψ)HG
(
e(k,l)
)
= e(Ψ(k),ψ(l)).
Beweis Zuna¨chst gilt (Ψ(k), ψ(l)) ∈ IV (H) nach 2.43 auf Seite 57. Sei (s, i) ∈ IV (H)
und vorerst s = Ψ(s′) sowie i = ψ(i′). Gema¨ß 2.43 ist (s′, i′) ∈ IV (G) und man berechnet:[
(Ψ, ψ)HG
(
e(k,l)
)]
(s,i)
2.42, S.57
=
(
e(k,l)
)
(s′,i′)
=
{
0 : k 6= Ψ−1(s) ∨ l 6= ψ−1(i)
1 : k = Ψ−1(s) ∧ l = ψ−1(i)
}
=
(
e(Ψ(k),ψ(l))
)
(s,i)
.
Falls s /∈ Bild Ψ oder i /∈ Bildψ gilt, folgt definitionsgema¨ß[
(Ψ, ψ)HG
(
e(k,l)
)]
(s,i)
= 0 =
(
e(Ψ(k),ψ(l))
)
(s,i)
.
2
Die Abbildung P˜ des Inklusionshomomorphismus
(
p˜, P˜
)
: J˜k → J˜k+1 sei weiterhin in
Generalvoraussetzung 2.1 gegeben durch (Π;pi). Außerdem sei nun p˜ in 2.1 durch (Υ; υ)
gegeben. Wie bisher seien (wG, γG) fu¨r G ∈
{
J˜k, J˜k+1
}
bijektive Nummerierungen. Die in
dem Diagramm
M tr
(
IE(J˜k),Q
)
M tr
(
IE(J˜k+1),Q
)
M tr
(
IE(J˜k),Z
)
M tr
(
IE(J˜k+1),Z
)
M tr
(
IV (J˜k),Z
)
M tr
(
IV (J˜k+1),Z
)
M tr
(
IV (J˜k),Q
)
M tr
(
IV (J˜k+1),Q
)?
GQ 
Jk
-
piQ
?
GQ 
Jk+1
HH
HH
HY
jk
?
iii) G  
Jk
-
i)
pi
 
Jk+1
 
Jk


*
jk+1
?
G  
Jk+1
iv)
-
(∗)
(pi, υ)
 
Jk+1
 
Jk

ik HHHHHj
ik+1
-
ii)
(pi, υ)Q
(7.38)
auftretenden Abbildungen seien wie folgt gegeben:
1. jk, jk+1, ik und ik+1 sind Inklusionen.
2. G  
Jk
(x) :=M
(
J˜k
)
· x, G  
Jk+1
(x) :=M
(
J˜k+1
)
· x (vgl. 2.37 auf Seite 54).
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3. GQ 
Jk
(x) :=M
(
J˜k
)
· x, GQ 
Jk+1
(x) :=M
(
J˜k+1
)
· x.
4. piQ
(
e(s,t)
)
:= eρ(pi(s),pi(t)) fu¨r (s, t) ∈ IE(J˜k).
5. (pi, υ)Q
(
e(s,t)
)
:= e(pi(s),υ(t)) fu¨r (k, l) ∈ IV (J˜k).
Wegen 7.22 und 4.30 auf Seite 104 sind piQ und (pi, υ)Q wohldefiniert und zusammen mit
GQ 
Jk
und GQ 
Jk+1
Homomorphismen von Q-Vektorra¨umen.
Lemma 7.23 Das Diagramm (7.38) ist kommutativ.
Beweis Zu (∗): Dieses Diagramm kommutiert nach 2.46 auf Seite 59.
Zu i): Fu¨r (s, t) ∈ IE(J˜k) gilt:
piQjk
(
e(s,t)
)
= piQ
(
e(s,t)
)
= eρ(pi(s),pi(t)) = jk+1
(
eρ(pi(s),pi(t))
)
= jk+1pi
 
Jk+1
 
Jk
(
e(s,t)
)
.
Zu ii): Fu¨r (s, t) ∈ IV (J˜k) gilt:
(pi, υ)Qik
(
e(s,t)
)
= (pi, υ)Q
(
e(s,t)
)
= e(pi(s),υ(t)) = ik+1
(
e(pi(s),υ(t))
)
= ik+1(pi, υ)
 
Jk+1
 
Jk
(
e(s,t)
)
.
Zu iii): Fu¨r (s, t) ∈ IE(J˜k) gilt:
ikG
 
Jk
(
e(s,t)
)
=M(J˜k) · e(s,t) =M(J˜k) · jk
(
e(s,t)
)
= GQ 
Jk
jk
(
e(s,t)
)
.
Zu iv): Fu¨r (k, l) ∈ IE(J˜k+1) gilt:
ik+1G
 
Jk+1
(
e(s,t)
)
=M(J˜k+1) · e(s,t) =M(J˜k+1) · jk+1
(
e(s,t)
)
= GQ 
Jk+1
jk+1
(
e(s,t)
)
.
A¨ußeres Diagramm: Fu¨r (s, t) ∈ IE(J˜k) gilt:
GQ 
Jk+1
piQ
(
e(s,t)
)
= GQ 
Jk+1
(
eρ(pi(s),pi(t))
)
= GQ 
Jk+1
jk+1
(
eρ(pi(s),pi(t))
)
iv)
= ik+1G
 
Jk+1
(
eρ(pi(s),pi(t))
)
= ik+1G
 
Jk+1
pi
 
Jk+1
 
Jk
(
e(s,t)
)
(∗), ii)
= (pi, υ)QikG
 
Jk
(
e(s,t)
) iii)
= (pi, υ)QG
Q
 
Jk
jk
(
e(s,t)
)
= (pi, υ)QG
Q
 
Jk
(
e(s,t)
)
.
2
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Satz 7.24 Es sei I˜k = {x1, . . . , xm} 6= ∅. Wenn B˜k nicht leer ist, sei B˜k =
{
y˜1, . . . , y˜NJk
}
wie im Beweis zu Satz 7.20 auf Seite 226. Daru¨ber hinaus seien r1, . . . , rn die in Satz
7.20.1. erga¨nzten Elemente aus Dα ∪ {y1, . . . , ym}. Dann ist
BQ :=
{
jk+1 (y˜1) , . . . , jk+1
(
y˜NJk
)
, jk+1(r1), . . . , jk+1(rn)
}
(7.39)
eine Q-Basis von KernGQ 
Jk+1
. Ist B˜k = ∅, so ist {jk+1(r1), . . . , jk+1(rn)} eine Q-Basis von
KernGQ 
Jk+1
. In beiden Fa¨llen ist B˜k+1 = B˜k ∪ {r1, . . . , rn} aus Satz 7.20.1. eine Z-Basis
von G
(
J˜k+1
)
.
Beweis Aus den folgenden Aussagen folgt, dass BQ eine Basis der geforderten Art ist:
(a) BQ ⊂ KernG
Q
 
Jk+1
, (b) BQ linear unabha¨ngig u¨ber Q,
(c) ∀v ∈ KernGQ 
Jk+1
: v ∈ SpannQ (BQ) .
Zu (a): Fu¨r jedes i ∈ {1, . . . , NJk} gilt:
GQ 
Jk+1
(jk+1 (y˜i))
iv)
= ik+1G
 
Jk+1
(y˜i)
(∗)
= ik+1(pi, υ)
 
Jk+1
 
Jk
G  
Jk
(y¯i)︸ ︷︷ ︸
=0
= 0.
Fu¨r jedes i ∈ {1, . . . , n} gilt:
GQ 
Jk+1
(jk+1(ri))
iv)
= ik+1G
 
Jk+1
(ri) = 0.
Zu (b): Vorgelegt sei die Linearkombination
0 =
NJk∑
i=1
µi · jk+1 (y˜i) +
n∑
i=1
λi · jk+1(ri) (7.40)
mit µi, λi ∈ Q. Zu zeigen ist µ1 = · · · = µNJk = λ1 = · · · = λn = 0. Falls Bk = ∅ gilt,
sei hier wie in (7.9) auf Seite 199 NJk = 0 erlaubt. Dann werden die Elemente µi in den
nachfolgenden Betrachtungen nicht beno¨tigt.
Zuna¨chst lassen sich µi und λi fu¨r i ∈ {1, . . . , NJk} und j ∈ {1, . . . , n} als
µi =
pi
qi
, λj =
tj
sj
, tj , pi ∈ Z, qi, sj ∈ N \ {0}
schreiben. Definiere N :=
NJk∏
i=1
qi
n∏
j=1
sj . Dann ist N 6= 0 und aus (7.40) erha¨lt man:
0 = N · 0 =
NJk∑
i=1
Nµi︸︷︷︸
∈Z
·jk+1 (y˜i) +
n∑
i=1
Nλi︸︷︷︸
∈Z
·jk+1(ri) =
NJk∑
i=1
Nµi · y˜i +
n∑
i=1
Nλi · ri.
Nach Satz 7.20 ist die Menge
{
y˜1, . . . , y˜NJk , r1, . . . , rn
}
linear unabha¨ngig u¨ber Z in
G
(
J˜k+1
)
, daher gilt Nµ1 = · · · = NµNJk = Nλ1 = · · · = Nλn = 0. Da N nicht Null ist,
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folgt die Behauptung.
Zu (c): Gegeben sei ein Element v ∈ KernGQ 
Jk+1
. Dann gibt es v(s,t) ∈ Q, so dass
v =
∑
(s,t)∈IE(
 
Jk+1)
v(s,t) · e(s,t) gilt. Fu¨r jedes (s, t) ∈ IE(J˜k+1) lassen sich die Koordina-
ten v(s,t) als
v(s,t) =
p(s,t)
q(s,t)
, p(s,t) ∈ Z, q(s,t) ∈ N \ {0}
schreiben. Mit N :=
∏
(s,t)∈IE(
 
Jk+1)
q(s,t) gilt dann N 6= 0 und N · v ∈ M
tr
(
IE(J˜k+1),Z
)
.
Aus der Rechnung
G  
Jk+1
(Nv) = ik+1G
 
Jk+1
(Nv)
iv)
= GQ 
Jk+1
jk+1(Nv) = G
Q
 
Jk+1
(Nv) = N ·GQ 
Jk+1
(v) = 0
folgt Nv ∈ G
(
J˜k+1
)
.
Nun sei zi := y˜i fu¨r i ∈ {1, . . . , NJk} und zi := ri−NJk fu¨r NJk + 1 ≤ i ≤ NJk + n =: r.
Nach Satz 7.20 ist {z1, . . . , zr} linear unabha¨ngig in G
(
J˜k+1
)
und r = Rang
(
G
(
J˜k+1
))
.
Sei {b1, . . . , br} eine Basis von G
(
J˜k+1
)
und µ1, . . . , µr ∈ Z sowie λj,i ∈ Z, j, i ∈ {1, . . . , r}
so gewa¨hlt, dass
Nv =
r∑
i=1
µibi und zi =
r∑
j=1
λj,ibj fu¨r jedes i ∈ {1, . . . , r} (7.41)
gelten. Dann gibt es σ1, . . . , σr ∈ Q, so dass
µj =
r∑
i=1
σiλj,i fu¨r jedes j ∈ {1, . . . , r} (7.42)
gilt (siehe unten). Damit berechnet man:
r∑
i=1
σijk+1(zi) =
r∑
i=1
σizi
(7.41)
=
r∑
i=1
σi
r∑
j=1
λj,ibj =
r∑
j=1
r∑
i=1
σiλj,ibj
=
r∑
j=1
bj
r∑
i=1
σiλj,i
(7.42)
=
r∑
j=1
µjbj
(7.41)
= Nv.
Da N 6= 0 ist erha¨lt man die Behauptung, indem man durch N teilt: v =
r∑
i=1
σi
N
· jk+1(zi).
Zu (7.42): Gesucht sind σ1, . . . , σr ∈ Q, so dass mit Λ := (λj,i) ∈Mr×r(Q) die Gleichung
Λ·(σ1, . . . , σr)
tr = (µ1, . . . , µr)
tr erfu¨llt ist. Angenommen die Spalten Λi := (λ1,i, . . . , λr,i)
tr,
i ∈ {1, . . . , r} der Matrix Λ sind linear abha¨ngig u¨ber Q. Dann gibt es a1, . . . , ar ∈ Q, die
nicht alle Null sind, so dass
r∑
i=1
aiΛi = 0, also
r∑
i=1
aiλj,i = 0 fu¨r jedes j ∈ {1, . . . , r} (7.43)
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gilt. Die Rechnung
r∑
i=1
aijk+1(zi)
(7.41)
=
r∑
i=1
ai
r∑
j=1
λj,ibj =
r∑
j=1
r∑
i=1
aiλj,ibj =
r∑
j=1
bj
r∑
i=1
aiλj,i
(7.43)
= 0
ergibt einen Widerspruch zu (b). Daher ist Λ invertierbar u¨ber Q.
Zu zeigen bleibt, dass B˜k+1 ein Erzeugendensystem von G
(
J˜k+1
)
ist. Dazu sei v ∈
G
(
J˜k+1
)
vorgelegt. Wegen Lemma 7.23 auf Seite 230 ist jk+1(v) ∈ KernG
Q
 
Jk+1
, also gibt
es nach (c) Zahlen a1, . . . , ar ∈ Q, so dass
s := jk+1(v) =
r∑
i=1
aijk+1(zi) (7.44)
gilt. Es ist nun a1, . . . , ar ∈ Z zu zeigen. Dann folgt na¨mlich aus (7.44) die Behauptung
aus der Injektivita¨t von jk+1.
Zuna¨chst schreibt man
s =
NJk∑
i=1
µi jk+1 (y˜i)︸ ︷︷ ︸
=
 
yi
+
∑
y∈Dα
σy jk+1(y)︸ ︷︷ ︸
=y
+
m∑
i=1
τi jk+1(yi)︸ ︷︷ ︸
=yi
(7.45)
wie in (7.35) auf Seite 226. Die µi, σy, τi seien dabei die entsprechenden Koeffizienten ai
aus (7.44). Analog zu Satz 7.20 auf Seite 226 gelten die Aussagen
(a1) ∀j ∈ {1, . . . ,m− 1} : τm, . . . , τj+1 ∈ Z ⇒ τj ∈ Z, (b1) τm ∈ Z.
Zu (a1): Die Teilaussagen i)-iv) aus dem Beweis zu Satz 7.20 gelten auch in diesem
Zusammenhang. Daher gilt
±τj = τj (yj)(1,b(j,0)) = s(1,b(j,0))︸ ︷︷ ︸
∈Z
−
m∑
i=j+1
τi (yi)(1,b(j,0))︸ ︷︷ ︸
∈Z
∈ Z.
Zu (b1): Man schließt wie in (a) fu¨r j = m und erha¨lt ±τm = s(1,b(m,0)) ∈ Z.
Analog zum 2. und 3. Fall aus dem Beweis zu Satz 7.20 la¨sst sich so auch σy ∈ Z
fu¨r y ∈ Dα nachweisen, falls Dα nicht leer ist, so dass insgesamt aNJk+1, . . . , ar ∈ Z gilt.
Wenn NJk = 0 ist, ist die Behauptung an dieser Stelle gezeigt. Andernfalls muss noch
a1, . . . , aNJk ∈ Z gezeigt werden. Definiere dazu
w :=
NJk∑
i=1
µi︸︷︷︸
=ai
jk+1 (y˜i)
(7.44),(7.45)
= s−
r∑
i=NJk+1
aijk+1(zi) ∈M
tr
(
IE(J˜k+1),Q
)
.
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Demnach gilt w(p,q) ∈ Z fu¨r alle (p, q) ∈ IE(J˜k+1). Sei
w˜ :=
NJk∑
i=1
µijk (y¯i) ∈M
tr
(
IE(J˜k),Q
)
. (7.46)
Mit diesen Bezeichnungen schließt man:
piQ (w˜)
i)
=
NJk∑
i=1
µijk+1 (y˜i) = w
⇒ ∀(p, q) ∈ IE(J˜k) : w˜(p,q) = (piQ (w˜))ρ(pi(p),pi(q)) = wρ(pi(p),pi(q)) ∈ Z
⇒ jk(w˜) = w˜
⇒ ik
(
G  
Jk
(w˜)
)
= GQ 
Jk
jk (w˜) = G
Q
 
Jk
(w˜)
(7.46)
=
NJk∑
i=1
µiG
Q
 
Jk
jk (y¯i)
iii)
=
NJk∑
i=1
µiikG
 
Jk
(y¯i)︸ ︷︷ ︸
=0
= 0
⇒ w˜ ∈ G
(
J˜k
)
⇒ ∃α1, . . . , αNJk ∈ Z : w˜ =
NJk∑
i=1
αiy¯i ⇒ jk(w˜) = w˜ =
NJk∑
i=1
αijk (y¯i)
⇒ 0 = jk(w˜)− w˜ =
NJk∑
i=1
αijk (y¯i)−
NJk∑
i=1
µijk (y¯i) =
NJk∑
i=1
(αi − µi) jk (y¯i)
⇒ 0 = piQ(0)
i)
=
NJk∑
i=1
(αi − µi) jk+1 (y˜i)
(b)
⇒ ∀i ∈ {1, . . . , NJk} : αi = µi ∈ Z
⇒ a1 = µ1, . . . , ar = µr ∈ Z.
2
Satz 7.25 Es sei I˜k = ∅. Wenn B˜k nicht leer ist, sei B˜k =
{
y˜1, . . . , y˜NJk
}
wie im Beweis
zu Satz 7.20 auf Seite 226. Daru¨ber hinaus sei Dα = {r1, . . . , rn}, n ∈ N, falls Dα nicht
leer ist. In jedem der folgenden drei Fa¨lle ist B˜∅Q eine Q-Basis von KernG
Q
 
Jk+1
und B˜k+1 =
B˜k ∪ Dα aus Satz 7.21.1. auf Seite 228 eine Z-Basis von G
(
J˜k+1
)
:
1. Dα 6= ∅, B˜k 6= ∅ : B
∅
Q :=
{
jk+1 (y˜1) , . . . , jk+1
(
y˜NJk
)
, jk+1(r1), . . . , jk+1(rn)
}
.
2. Dα 6= ∅, B˜k = ∅ : B
∅
Q := {jk+1(r1), . . . , jk+1(rn)} .
3. Dα = ∅, B˜k 6= ∅ : B
∅
Q :=
{
jk+1 (y˜1) , . . . , jk+1
(
y˜NJk
)}
.
Wenn sowohl Dα als auch B˜k leer sind, ist G
(
J˜k+1
)
= 0.
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Beweis Wenn G
(
J˜k
)
6= 0 ist, ist B˜k 6= ∅ eine Basis. Aus B˜k = ∅ und Dα = ∅ folgt daher
mit 7.21.2. auf Seite 228, dass der Rang von G
(
J˜k+1
)
Null ist. Also ist auch G
(
J˜k+1
)
= 0.
Zum Nachweis der ersten drei Aussagen, kann der Beweis zu Satz 7.24 benutzt werden.
Zuna¨chst gilt B∅Q ⊂ BQ in allen drei Fa¨llen, so dass die Aussagen (a) und (b) von Seite 231
fu¨r B∅Q gelten. Bis auf die Definition der zi kann der Beweis zu (c) wo¨rtlich u¨bernommen
werden. Je nachdem welcher Fall betrachtet wird, mu¨ssen die Festlegungen
1. zi := y˜i fu¨r 1 ≤ i ≤ NJk und zi := ri−NJk fu¨r NJk + 1 ≤ i ≤ NJk + n =: r,
2. zi := ri fu¨r 1 ≤ i ≤ n =: r,
3. zi := y˜i fu¨r 1 ≤ i ≤ NJk =: r
verwendet werden. Dann ist na¨mlich {z1, . . . , zr} nach Satz 7.21 auf Seite 228 linear un-
abha¨ngig in G
(
J˜k+1
)
.
Dass B˜k+1 ein Erzeugendensystem ist, la¨sst sich ebenfalls wie im Beweis zu Satz 7.24
ab Seite 233 zeigen. Man setzt m = 0 in (7.45) auf Seite 233, verzichtet auf die Aussagen
(a1) und (b1) auf Seite 233 und u¨bernimmt den Rest des Beweises. 2
7.4 Beispiele zu Kapitel 7
7.4.1 Der vollsta¨ndige Graph K6
Die untenstehende Abbildung zeigt den unorientierten Graphen K6 = (VK6 , EK6 , gK6).
Fu¨r diesen gilt |EK6 | = 15, |VK6 | = 6 und βK6 = 15− 6 + 1 = 10. Mit Satz 7.14 auf Seite
214 ergibt sich 2 · Rang (G (K6)) = 10 · 11 + 4 · 15− 6 · 5
2 = 110 + 60− 150 = 20.
Betrachte die folgenden Teilgraphen Ji, i ∈ {0, . . . , 7} von K6. Dabei bestehen die Kan-
tenmengen der einzelnen Graphen sowohl aus den durchgezogenen als auch aus den ge-
strichelten Linien. Die Zahlen 0, . . . , 6 symbolisieren Kanten 0, . . . , 6 ∈ EK6 .
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J0 := , J1 :=
0
, J2 :=
0
1
,
J3 :=
21
0 , J4 :=
3
2
1
0 , J5 :=
4
3
2
1
0 ,
J6 :=
5
4
3
2
1
0 , J7 :=
6
5 4
3
2
1
0 .
Offenbar ist J0 < J1 < J2 < J3 < J4 < J5 < J6 < J7 = K6 eine Kette gema¨ß Satz 7.1 auf
Seite 187. Nun wird schrittweise eine Basis von G (J7) konstruiert. Da alle Graphen der
Kette keine zweiwertigen Ecken haben, mu¨ssen keine Graphen J˜i gebildet werden.
In den folgenden sieben Schritten werden Elemente von Verschlingungsmoduln durch
die Graphen symbolisiert, von denen sie induziert werden.
1. Schritt: k = 0. Basiserga¨nzung von J0 nach J1.
Sei W := {0}, also J1 = J0 ∪W . Eine Kette fu¨r J0 besteht nur aus G0 := J0. Also ist
q = 0. Nach 7.11, S.200 ist daher I0 = ∅. Deshalb ist sowohl X = ∅ (7.13, S.203) als auch
I˜0 = ∅ (7.23 auf Seite 217). Wegen G0 ∪W = J0 ∪W = K3,3 tritt Fall 1b aus Satz 7.4,
S.189 ein. Da B0 wegen G (J0) = 0 leer ist, erha¨lt man
B1 = B0 ∪ D1b =
{ }
.
2. Schritt: k = 1. Basiserga¨nzung von J1 nach J2.
Sei W := {1}, also J2 = J1 ∪W . Eine Kette G0 < G1 := J1 fu¨r J1 besteht aus G0 := J0,
EP0 := {0}. Also ist q = 1. Da
G0 ∪W = J0 ∪W =
7.4. BEISPIELE ZU KAPITEL 7 237
sowohl topologisch 3-zusammenha¨ngend als auch topologisch einfach ist, gelten I1 =
{0}, X = {(G0, G1)}. Da VP0 ∩ VW 6= ∅ gilt, ist I˜1 = ∅. Außerdem erfu¨llt G0 ∪W Fall 2b
aus Satz 7.4. Aus I˜1 = ∅ = D2b ergibt sich demnach B2 = B1.
3. Schrit: k = 2. Basiserga¨nzung von J2 nach J3.
Sei W := {2}, also J3 = J2 ∪W . Eine Kette G0 < G1 < G2 := J2 fu¨r J2 la¨sst sich mittels
Gi := Ji fu¨r i ∈ {0, 1, 2} und EPi := {i} fu¨r i ∈ {0, 1} definieren. Also ist q = 2. Da
G0 ∪W = J0 ∪W = und G1 ∪W = J1 ∪W =
topologisch 3-zusammenha¨ngend und topologisch einfach sind, gelten I2 = {0, 1} und
X = {(G0, G1), (G1, G2)}. Wegen VP0 ∩ VW 6= ∅ und VP1 ∩ VW = ∅ gilt I˜2 = {1} und man
kann T˜1 := zur Basiserga¨nzung verwenden. Ausserdem erfu¨llt G0 ∪W Fall 2b aus
Satz 7.4. Man erha¨lt
B3 = B2 ∪ D2b ∪
{ }
=
{
,
}
.
4. Schritt: k = 3. Basiserga¨nzung von J3 nach J4.
Sei W := {3}, also J4 = J3 ∪W . Eine Kette G0 < G1 < G2 < G3 := J3 fu¨r J3 la¨sst sich
mittels Gi := Ji fu¨r i ∈ {0, 1, 2, 3} und EPi := {i} fu¨r i ∈ {0, 1, 2} definieren. Also ist
q = 3. Die Graphen
G0 ∪W = J0 ∪W = , G1 ∪W = J1 ∪W =
und G2 ∪W = J2 ∪W =
sind alle außer G0 ∪W topologisch 3-zusammenha¨ngend und topologisch einfach. Daher
gelten I3 = {1, 2} und X = {(G1, G2), (G2, G3)}. Wegen VP1 ∩ VW 6= ∅ und VP2 ∩ VW = ∅
gilt I˜3 = {2} und man kann T˜2 := zur Basiserga¨nzung verwenden. Ausserdem erfu¨llt
G0 ∪W Fall 3 aus Satz 7.4. Man erha¨lt
B4 = B3 ∪ D3 ∪
{ }
=
{
, ,
}
.
5. Schritt: k = 4. Basiserga¨nzung von J4 nach J5.
Sei W := {4}, also J5 = J4 ∪W . Eine Kette G0 < G1 < G2 < G3 < G4 := J4 fu¨r J4 la¨sst
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sich mittels Gi := Ji fu¨r i ∈ {0, 1, 2, 3, 4} und EPi := {i} fu¨r i ∈ {0, 1, 2, 3} definieren.
Also ist q = 4. Die Graphen
G0 ∪W = J0 ∪W = , G1 ∪W = J1 ∪W =
G2 ∪W = J2 ∪W = und G3 ∪W = J3 ∪W =
sind alle topologisch 3-zusammenha¨ngend und topologisch einfach. Daher gelten I4 =
{0, 1, 2, 3} und X = {(Gi, Gi+1) | i ∈ {0, 1, 2, 3}}. Wegen VP0 ∩ VW 6= ∅, VP1 ∩ VW = ∅,
VP2 ∩VW 6= ∅ und VP3 ∩VW = ∅ gilt I˜4 = {1, 3} und man kann T˜1 := und T˜3 :=
zur Basiserga¨nzung verwenden. Ausserdem erfu¨llt G0∪W Fall 2b aus Satz 7.4. Man erha¨lt
B5 = B4 ∪ D2b ∪
{
,
}
=
{
, , , ,
}
.
6. Schritt: k = 5. Basiserga¨nzung von J5 nach J6.
Sei W := {5}, also J6 = J5 ∪W . Eine Kette G0 < G1 < G2 < G3 < G4 < G5 := J5 fu¨r
J5 la¨sst sich mittels Gi := Ji fu¨r i ∈ {0, 1, 2, 3, 4, 5} und EPi := {i} fu¨r i ∈ {0, 1, 2, 3, 4}
definieren. Also ist q = 5. Die Graphen
G0 ∪W = J0 ∪W = , G1 ∪W = J1 ∪W =
G2 ∪W = J2 ∪W = , G3 ∪W = J3 ∪W =
und G4 ∪W = J4 ∪W =
sind alle außer G0 ∪W topologisch 3-zusammenha¨ngend und topologisch einfach. Daher
gelten I5 = {1, 2, 3, 4} und X = {(Gi, Gi+1) | i ∈ {1, 2, 3, 4}}. Wegen VP1 ∩ VW = ∅, VP2 ∩
VW 6= ∅, VP3 ∩ VW = ∅ und VP4 ∩ VW 6= ∅ gilt I˜4 = {1, 3} und man kann T˜1 := und
T˜3 := zur Basiserga¨nzung verwenden. Ausserdem erfu¨llt G0 ∪W Fall 3 aus Satz 7.4.
Man erha¨lt
B6 = B5 ∪ D3 ∪
{
,
}
=
{
, , , , , ,
}
.
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Bemerkung Man kann hier auch mittels T˜1 := und/oder T˜3 := erga¨nzen.
7. Schritt: k = 6. Basiserga¨nzung von J6 nach J7.
Sei W := {6}, also J7 = J6 ∪ W . Eine Kette G0 < G1 < G2 < G3 < G4 < G5 <
G6 := J6 fu¨r J6 la¨sst sich mittels Gi := Ji fu¨r i ∈ {0, 1, 2, 3, 4, 5, 6} und EPi := {i} fu¨r
i ∈ {0, 1, 2, 3, 4, 5} definieren. Also ist q = 6. Die Graphen
G0 ∪W = J0 ∪W = , G1 ∪W = J1 ∪W =
G2 ∪W = J2 ∪W = , G3 ∪W = J3 ∪W =
G4 ∪W = J4 ∪W = und G5 ∪W = J5 ∪W =
sind alle topologisch 3-zusammenha¨ngend und topologisch einfach. Daher gelten I6 =
{0, 1, 2, 3, 4, 5} und X = {(Gi, Gi+1) | i ∈ {0, 1, 2, 3, 4, 5}}. Wegen VP0∩VW 6= ∅ VP1∩VW 6=
∅, VP2 ∩VW = ∅, VP3 ∩VW 6= ∅, VP4 ∩VW = ∅ und VP5 ∩VW = ∅ gilt I˜4 = {2, 4, 5} und man
kann T˜2 := , T˜4 := und T˜5 := zur Basiserga¨nzung verwenden. Ausserdem
erfu¨llt G0 ∪W Fall 2b aus Satz 7.4. Man erha¨lt
B7 = B6 ∪ D2b ∪
{
, ,
}
=
{
, , , , , , , , ,
}
.
2
7.4.2 Die Mo¨biusleiter
Lemma 7.26 Es sei G = (V,E, g) ein trivalenter orientierter Graph. Dann gibt es ein
k ∈ N, so dass |V | = 2k, |E| = 3k und βG = k + 1 erfu¨llt sind. Ist G zusa¨tzlich bijektiv
nummeriert, topologisch 3-zusammenha¨ngend und einfach, so gelten:
1. 2 · Rang (G (G)) = (k − 1)(k − 2).
2. Rang (G (G)) + |E| = 12βG (βG + 1).
Beweis Da der Eckengrad jeder Ecke 3 ist, gilt 3|V | = 2|E|. Daher ist 32 |V | eine
natu¨rliche Zahl, also gibt es ein k ∈ N mit |V | = 2k. Daraus folgt |E| = 3k und
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βG = |E| − |V |+ 1 = k + 1.
Zu 1.:
2 · Rang (G (G))
7.14, S.214
= (k + 1)(k + 2) + 4 · 3k − 2k · 9 = (k + 1)(k + 2)− 6k
= (k − 1)(k − 2).
Zu 2.: 2 · Rang (G (G)) + 2 · |E|
1.
= (k − 1)(k − 2) + 2 · 3k = (k + 1)(k + 2) = β(β + 1). 2
Die folgende Abbildung zeigt eine Mo¨biusleiter Mn+2 mit k := n + 2 Sprossen. Sie hat
2k = 2n+ 4 Ecken und 3k = 3n+ 6 Kanten. Ihre Bettizahl βMk ist gleich n+ 3.
12n
Eine Kette fu¨rMn+2 erha¨lt man, indem, wie in der linken Spalte der folgenden Abbildung
illustriert, zu einer Unterteilung von K4 nacheinander die Sprossen 1 bis n hinzugefu¨gt
werden. Aus dieser Konstruktion folgt im U¨brigen, dass Mn+2 3-zusammenha¨ngend und
einfach ist, siehe [27], Theorem IV.18., S. 79. Die Unterteilung des K4 zusammen mit
der Kante 1 ergibt den Graphen K3,3. Auf diese Weise tritt bei jedem Schritt der Basi-
serga¨nzung Fall 1b in Satz 7.4 auf Seite 189 ein. Da eine hinzugefu¨gte Sprosse k niemals
eine Ecke mit einer der Sprossen 1, 2, . . . , k − 1 gemeinsam hat, gilt jeweils Ik = I˜k.
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1 B1 :=
{
1
}
12 B2 := B1 ∪
{
2 , 12
}
...
... usw.
...
12n Bn =
{
n , 1n
, · · · ,
n n−1
}
∪ Bn−1
=⇒ Bn =
n⋃
m=1
{
m
}
∪
⋃
1≤l<k≤n
{
k l
}
Fu¨r die Anzahl der Basiselemente gilt |Bn| = n +
1
2n(n + 1) − n =
1
2(k − 2)(k − 1). Dies
stimmt mit 1. aus Lemma 7.26 u¨berein.
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Kapitel 8
Konstruktion von Bandfla¨chen
mithilfe der GL-Form
8.1 Vorbereitungen
Es sei (Z, o) ein orientierter eindimensionaler endlicher Zellenkomplex, Γ : Z → R3 eine
Einbettung, pi : R3 → P eine regula¨re Projektion und (D, oD) ein orientiertes Graphen-
diagramm zu Z. Daru¨ber hinaus seien (w, γ) und (wD, γD) bijektive Nummerierungen von
Z bzw. D, so dass das Diagramm
G(Z)
(
Vk, El, hG(Z)
)
=: H
G (D)
?
  pi||Γ(Z)0
◦Γ||Z0
,P(pi)||Γ(Z)1
◦P(Γ)||Z1

-(w,γ)

*
(wD,γD)
(8.1)
von Graphenisomorphismen kommutativ ist. Wenn es nicht anders vereinbart wird, sollen
ab nun orientierte nummerierte Graphendiagramme stets so vorgelegt sein, dass ein Dia-
gramm wie (8.1) kommutativ ist. Die auftretenden Graphen G(Z) sind zusammenha¨ngend
und haben nur Ecken vom Grad 2 oder 3. Da es sich im folgenden stets um bijektive Num-
merierungen handelt, wird die Verdrillungszahl zweier Kanten durch
wD,oDs,t := w
D,oD
γ−1D (es),γ
−1
D (et)
abgeku¨rzt.
Alle auftretenden Homologiegruppen haben Koeffizienten in Z.
Sei m ∈ N die Anzahl der Kanten von G(Z). Fu¨r jedes l ∈ {1, . . . ,m} ist γ−1(el) =
e ∈ Z1 das Bild einer charakteristischen Abbildung Fe :
(
D1, S0
)
→
(
Z1,Z0
)
. Diese
induziert einen Homomorphismus H1 (Fe) : H1
(
D1, S0
)
→ H1
(
Z1,Z0
)
=: C1(Z) in die
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1-te zellula¨re Kettengruppe von Z. Es sei cl das Bild eines erzeugenden Elementes von
H1
(
D1, S0
)
. Die Elemente c1, . . . , cm bilden nach [21], 9.6.4 eine Basis von C1(Z), also
la¨sst sich jedes x ∈ C1(Z) darstellen als
x =
m∑
i=1
vl(x)cl. (8.2)
Die Koeffizienten werden als v(x) := (v1(x), . . . , vm(x)) ∈ Zm notiert. Eine solche Dar-
stellung ha¨ngt von der Orientierung und der Nummerierung von G(Z) ab. Wegen Z2 =
Z1 = Z gilt C2(Z) = H2
(
Z2,Z1
)
= 0. Bezeichnet ∂1 : C1(Z) → C0(Z) den zellula¨ren
Randoperator, so folgt Kern ∂1 = H1 (C(Z)) ⊂ C1(Z) fu¨r die erste zellula¨re Homologie-
gruppe. Verwendet man eine Darstellung wie in (8.2), ergibt sich x = y ⇔ v(x) = v(y) fu¨r
Elemente x, y ∈ H1 (C(Z)).
Fu¨r CW-Ra¨ume sind die zellula¨ren Homologiegruppen nach [21], 9.6.9 zu den sin-
gula¨ren Homologiegruppen isomorph. Wie in [21], 9.6.9 wird dieser Isomorphismus auch
hier mit T bezeichnet.
Aus einem Diagramm D la¨sst sich das Bild einer zu Γ a¨quivalenten Einbettung Γ′
gewinnen, indem man geeignete Umgebungen von Kreuzungspunkten mithilfe von Ba¨llen
wie in [10], Figure 4.1 (links), Seite 33 modifiziert.
Eine Bandfla¨che fu¨r einen topologischen Graphen Γ(Z) ist eine im R3 eingebettete
berandete Fla¨che, die Γ(Z) als starken Deformationsretrakt entha¨lt, siehe [19], p.1 und
[32], p.173 fu¨r orientierbare Fla¨chen.
Seien nun (w, γ), (wD, γD) bijektive Nummerierungen, so dass (8.1) kommutativ ist.
Zu Γ′(Z) kann man wie folgt eine Bandfla¨che realisieren: Jeder Ecke w−1(vi) wird eine
Einbettung di : D
2 → P mit di(0, 0) = w
−1
D (vi) und jeder Kante γ
−1(ej) wird eine
Einbettung bj : [0, 1]× [0, 1]→ R3 mit bj
(
1
2 × [0, 1]
)
= Γ′
(
γ−1(ej)
)
zugeordnet, so dass die
Bilder von di bzw. bj in geeigneten Umgebungen von di(0, 0) bzw. jedes Kreuzungspunktes
des Diagramms eine Gestalt wie in Abbildung (8.3) links (fu¨r eine Ecke vom Grad 3) bzw.
rechts haben.
= (8.3)
Außerhalb solcher Umgebungen fu¨r die Kreuzungspunkte gelte Bild bj ⊂ P . Zu jeder
Einbettung bj sei zusa¨tzlich eine ganze Zahl Nj gegeben. An jedes Band Bild bj werden
8.1. VORBEREITUNGEN 247
außerhalb der Umgebungen aus (8.3) |Nj | positive bzw. negative Verdrillungen angefu¨gt,
je nachdem ob Nj positiv oder negativ ist. Fu¨r Nj = 0 werden keine Verdrillungen erzeugt.
Ein auf diese Art verdrilltes Band la¨sst sich als Bild einer Einbettung b′j : [0, 1]×[0, 1]→ R
3
charakterisieren, so dass außerhalb der Verdrillungen b′j mit bj u¨bereinstimmt. Abbildung
(8.4) illustriert eine positive, (8.5) eine negative Verdrillung eines Bandes.
= (8.4)
= (8.5)
Die Fla¨che, die aus der Vereinigung der Bilder der Einbettungen di, i ∈ {1, . . . , |Z0|} und
b′j ,j ∈ {1, . . . ,m} entsteht, wird mit F (D, γD, N) bezeichnet. Dabei sei N := (N1, . . . ,
Nm) ∈M ({1, . . . ,m},Z) das Tupel der anzubringenden Verdrillungen. Wie in (8.3), (8.4)
und (8.5) angedeutet lassen sich Bandfla¨chen durch
”
regula¨re Diagramme“ beschreiben,
siehe dazu auch [32], Seite 176.
Zur Konstruktion von gewissen Bandfla¨chen wird im folgenden die Gordon-Litherland-
Form (GL-Form) G(F ) : H1(F )×H1(F )→ Z, G(F )([x], [y]) := lk(τ∗[x], [y]) =: 〈x, y〉, einer
Fla¨che F ⊂ R3 verwendet. Eine exakte Definition sowie eine geometrische Interpretation
dieser symmetrischen Bilinearform kann in [5],2. sowie [28], Seite 134 nachgelesen werden.
Vorgelegt sei nun ein orientiertes nummeriertes Diagramm (D, γD, oD) von Z. Zu ge-
gebenen Verdrillungen N = (N1, . . . , Nm) ∈ Zm la¨sst sich dann die GL-Form der Band-
fla¨che F (D, γD, N) berechnen. Ist umgekehrt die GL-Form durch eine symmetrische Ma-
trix G ∈Mn×n(Z) gegeben, stellt sich die Frage, ob dadurch die Verdrillungen N einer zum
Diagramm geho¨rigen Bandfla¨che F (D, γD, N) bereits eindeutig festgelegt sind. Fu¨r den
Theta-Graphen sowie fu¨r die Graphen K4 und K3,3 wird diese Frage im folgenden positiv
beantwortet. Die so konstruierten Bandfla¨chen liefern Invarianten fu¨r Umgebungsisotopie
dieser Graphen zum Beispiel durch die Randverkettungen der Fla¨chen.
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8.2 Bandfla¨chen trivalenter Diagramme
Definition 8.1 Es seien (Z, o) ein orientierter eindimensionaler endlicher Zellenkom-
plex, G(Z) der zugeho¨rige abstrakte orientierte Graph, (w, γ) eine bijektive Nummerie-
rung von Z, B := {[a1], . . . , [an]} 6= ∅ eine Basis von H1 (C(Z)), deren Repra¨sentanten
wie in (8.2) dargestellt seien, m := |Z1(Z)| und (D, γD, oD) ein nummeriertes orieniertes
regula¨res Graphendiagramm von Z. Die Mengen M(Z) := Sym(m) und B(Z) := Sym(n)
seien lexikographisch geordnet. Fu¨r deren Kardinalita¨ten gelten |M(Z)| = 12m(m+1) sowie
|B(Z)| = 12n(n+ 1). Es werden die folgenden Bezeichnungen festgelegt:
1. M-Matrix : M(B, γ, o) ∈M 1
2m(m+1)×
1
2n(n+1)
(M(Z), B(Z),Z) definiert durch
M (B, γ, o)(s,t),(i,j) := vs(ai)vt(aj) + vt(ai)vs(aj)
fu¨r (s, t) ∈M(Z) und (i, j) ∈ B(Z).
2. X-Matrix : X(B, γ, o) ∈M 1
2n(n+1)×m
(B(Z), {1, . . . ,m},Z) definiert durch
X (B, γ, o)(i,j),l :=
1
2M (B, γ, o)(l,l),(i,j) fu¨r l ∈ {1, . . . ,m} und (i, j) ∈ B(Z).
3. T-Matrix : T (M (B, γ, o) , D, γD, oD) :=
(
T(1,1), T(1,2), . . . , T(n,n)
)tr
∈M tr (B(Z),Z)
definiert durch
T(i,j) := T(i,j) (M (B, γ, o) , D, γD, oD) :=
∑
(s,t)∈M(Z)
M (B, γ, o)(s,t),(i,j) · w
D,oD
s,t
fu¨r (i, j) ∈ B(Z).
2
Definition 8.2 Ein Graph mit genau einer Ecke und mindestens einer Kante wird Bou-
qet genannt. Ein eindimensionaler endlicher Zellenkomplex, dessen zugeho¨riger abstrakter
Graph isomorph zu einem Bouqet ist, wird topologisches Bouqet genannt.
Satz 8.3 Vorgelegt sei ein bijektiv nummeriertes orientiertes Diagramm (D, γD, oD) zu ei-
nem mittels (w, γ) bijektiv nummerierten orientierten Zellenkomplex (Z, o) mit m := |Z1|
Kanten. Es sei Γ eine Einbettung zu Z, F := F (D, γD, N) eine Bandfla¨che mit Verdril-
lungen N := (N1, . . . , Nm) und i : Γ(Z) → F eine Inklusion, so dass die Abbildungen
Z Γ(Z) F-
Γ -i Isomorphismen
H1 (C(Z)) H1 (Z) H1 (Γ(Z)) H1 (F )-
T -H1(Γ) -H1(i)
induzieren. Bezu¨glich der Nummerierungen liege eine Situation wie in (8.1) vor.
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Nun seien Elemente x′, y′ ∈ H1(F ) gegeben. Die Urbilder T
−1
(
H1(i ◦ Γ)
−1 (x′)
)
und
T−1
(
H1(i ◦ Γ)
−1 (y′)
)
seien in H1 (C(Z)) repra¨sentiert durch x =
∑m
l=1 vl(x)cl bzw. y =∑m
l=1 vl(y)cl. Dann gilt:
G (F ) (x′, y′) =
∑
1≤s≤t≤m
[vs(x)vt(y) + vs(y)vt(x)] · w
D,oD
s,t
+
m∑
l=1
vl(x)vl(y) ·Nl.
Beweis Zuna¨chst soll gezeigt werden, dass es fu¨r i ∈ {1, . . . , n :=Rang(H1(Z))} Kreise
(di, Di) : J
′
ni → G(Z), ni ∈ N, (8.6)
gibt, die eine Basis fu¨r H1(Z) induzieren. Das Bild Di < G(Z) eines Kreises (di, Di)
la¨sst sich als zu S1 homo¨omorpher Teilkomplex von Z auffassen und repra¨sentiert daher
eine Homologieklasse, die als [Di] ∈ H1(Z) notiert wird. Ist Z bereits ein topologisches
Bouqet, so erha¨lt man die geforderte Basis aus den Schlaufen des Bouqets. Falls Z kein
topologisches Bouqet ist, gibt es eine Folge von Kontraktionen Li+1 := Cpi,ei,qi(Li), 0 ≤
i ≤ j−1, j ∈ N, L0 := G(Z), so dass Lj ein Bouqet ist. Dazu gibt es homotopiea¨quivalente
Zellenkomplexe Z ′0 := Z,Z
′
1, . . . ,Z
′
j sowie Isomorphismen (wi, γi) : G (Z
′
i)→ Li, 0 ≤ i ≤ j
derart, dass Z ′i aus Zi durch Zusammenziehen der Zelle γ
−1
i (ei) hervorgeht. Da Lj ein
Bouqet ist, gibt es eine Basis aus Kreisen, die mithilfe von 4.18 auf Seite 88 sukzessive zu
Kreisen (8.6) hochgehoben werden ko¨nnen, die vermo¨ge der Homotopiea¨quivalenzen eine
Basis {[D1] , . . . , [Dn]} fu¨r H1 (Z) induzieren. Fu¨r
T−1 ([Di]) =: [ai] = ai =
m∑
l=1
vl(ai)cl ∈ H1 (C(Z)) ⊂ C1(Z) (8.7)
gilt dann
vl(ai) ∈ {±1} ⇔ γ
−1 (el) ∈ BildDi. (8.8)
Nun wird der Satz fu¨r Basiselemente [b1], . . . , [bn] ∈ H1(F ), die durch
[bi] := H1(i ◦ Γ) ([Di]} , i ∈ {1, . . . , n} (8.9)
gegeben sind, nachgewiesen. Ein Basiselement [bi] kann in der singula¨ren Homologie von
einer zu S1 homo¨omorphen Kreislinie iΓ (Di) repra¨sentiert werden. Diese wird hier eben-
falls mit bi notiert. Es wird 〈bi, bj〉 lokal bezu¨glich gewisser Kreuzungen c berechent und
dementsprechend mit 〈bi, bj〉c bezeichent. Diese Vorgehensweise wurde in [28] im Abschnitt
6.1 ausfu¨hrlich behandelt.
250 KAPITEL 8. KONSTRUKTION VON BANDFLA¨CHEN...
1. Fall : Sei c eine Kreuzung von D,
an der die Kanten es und et, (s, t) ∈
M(Z), beteiligt sind. Wegen (8.8) gilt
vs(ai), vt(ai), vs(aj), vt(aj) ∈ {0,±1}. Das
Basiselement [bi] wird von einer Kreislinie
repra¨sentiert. Daher liefert τ∗([bi]) = [τ(bi)]
fu¨r S := |vs(ai)| und T := |vt(ai)| die neben-
stehende lokale Situation (fu¨r (c) = +1).
S−mal S−males
T−mal
T−mal
et
Somit berechnet man 2〈bi, bj〉c = 2(c)vs(aj)vt(ai)+ 2(c) vt(aj)vs(ai).
2. Fall : Sei c eine Kreuzung eines Diagramms der Randkomponenten der Bandfla¨che fu¨r
Nt > 0 bzw. Nt < 0 wie folgt:
c
et
F
bzw. c
et
F
.
Wie im ersten Fall gilt vs(ai), vt(ai), vs(aj), vt(aj) ∈ {0,±1}, daher erha¨lt man fu¨r Nt > 0
die lokale Situation
c
et
F
T−mal T−mal
. (8.10)
Der Diagrammausschnitt fu¨r Nt < 0 ergibt sich aus (8.10) durch Spiegelung, d.h. durch
Vertauschen sa¨mtlicher Kreuzungsinformationen. Daher berechnet man:
2〈bi, bj〉c = sign(Nt) (vt(aj)vt(ai) + vt(aj)vt(ai))
= 2 sign(Nt)vt(aj)vt(ai). (8.11)
3. Fall : Wie in (8.12) angedeutet, gibt es noch weitere
Kreuzungen c in der Na¨he der Ecken des Graphendia-
gramms, die durch τ(bi) und bj erzeugt werden.
c
(8.12)
Diese liefern aber insgesamt den Beitrag Null zu 〈bi, bj〉, denn eine Kreislinie, die [τ(bi)]
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repra¨sentiert, berandet ein orientierbares oder nicht orientierbares Band in R3, auf das die
zu bj geho¨rige Kreislinie transversal trifft:
+
−+−
   
11
Band
oder
+−
+
−
1

  













1
Band
Mithilfe der obigen drei Fa¨lle la¨sst sich nun folgende Rechnung durchfu¨hren:
〈bi, bj〉 =
∑
c Kreuzung aus Fall 1
〈bi, bj〉c +
∑
c Kreuzung aus Fall 2
〈bi, bj〉c
=
∑
(s,t)∈M(Z)
∑
c an es und et beteiligt
〈bi, bj〉c +
m∑
l=1
Nlvl(ai)vl(aj)
=
∑
(s,t)∈M(Z)
∑
c an es und et beteiligt
(c) [vs(ai)vt(aj) + vs(aj)vt(ai)] +
m∑
l=1
Nlvl(ai)vl(aj)
=
∑
(s,t)∈M(Z)
wD,oDs,t [vs(ai)vt(aj) + vs(aj)vt(ai)] +
m∑
l=1
Nlvl(ai)vl(aj). (8.13)
Es sei x′ =
∑n
i=1 xi[bi] und y
′ =
∑n
i=1 yi[bi]. Dann gilt[
m∑
l=1
n∑
i=1
xivl(ai)cl
]
=
[
n∑
i=1
xiai
]
=
n∑
i=1
xi[ai]
(8.7), S.249
=
n∑
i=1
xiT
−1 ([Di]) = T
−1
(
n∑
i=1
xi [Di]
)
(8.9), S.249
= T−1
(
H1 (i ◦ Γ)
−1 (x′)
)
Vor.
= [x]
Vor.
=
[
m∑
l=1
vl(x)cl
]
Da es sich um Repra¨sentanten aus C1(Z) handelt, folgt, dass
vl(x) =
n∑
i=1
xivl(ai) (8.14)
fu¨r jedes l ∈ {1, . . . ,m} erfu¨llt ist. Analoges gilt fu¨r y′ ∈ H1(F ). Aus der Bilinearita¨t von
G(F ) erha¨lt man:
G(F )
(
x′, y′
)
=
n∑
i=1
n∑
j=1
xiyj · G(F ) ([bi], [bj ])
(8.13)
=
n∑
i=1
n∑
j=1
xiyj
 ∑
(s,t)∈M(Z)
wD,oDs,t [vs(ai)vt(aj) + vs(aj)vt(ai)] +
m∑
l=1
Nlvl(ai)vl(aj)

=
∑
(s,t)∈M(Z)
n∑
i=1
n∑
j=1
xiyj · w
D,oD
s,t [vs(ai)vt(aj) + vs(aj)vt(ai)]
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+
m∑
l=1
n∑
i=1
n∑
j=1
xiyj ·Nl · vl(ai)vl(aj)
=
∑
(s,t)∈M(Z)
 n∑
i=1
xivs(ai) ·
n∑
j=1
yjvt(aj) +
n∑
j=1
yjvs(aj) ·
n∑
i=1
xivt(ai)
wD,o(D)st
+
m∑
l=1
 n∑
i=1
xivl(ai) ·
n∑
j=1
yjvl(aj)
Nl
(8.14)
=
∑
(s,t)∈M(Z)
(vs(x)vt(y) + vt(x)vs(y))w
D,o(D)
st +
m∑
l=1
vl(x)vl(y)Nl
2
Satz 8.4 Wie in Satz 8.3 auf Seite 248 sei ein mittels (w, γ) bijektiv nummerierter ori-
entierter und zusa¨tzlich trivalenter Zellenkomplex (Z, o), ein Diagramm (D, γD, oD), eine
Bandfla¨che F := F (D, γD, N) zu Γ(Z), eine Basis B := {[a1], . . . , [an]} von H1 (C(Z))
aus (8.7) sowie die Basis [b1], . . . , [bn] ∈ H1(F ) aus (8.9) vorgelegt.
(a) Sei g ∈ M tr (B(Z),Z). Fu¨r die X-Matrix X := X (B, γ, o) und die T-Matrix T :=
T (M (B, γ, o) , D, γD, oD) gilt:
XN tr = g − T ⇐⇒ ∀(i, j) ∈ B(Z) : G(F ) ([bi], [bj ]) = g(i,j).
(b) Die X-Matrix sei quadratisch und |detX| = 1. Dann gilt
XN tr = g − T ⇐⇒ N tr = X−1(g − T ) ∈ Zm.
(c) Es sei X wie in (b), g ∈M tr (B(Z),Z) und (D′, γD′ , oD′) ein weiteres Diagramm mit
einer Bandfla¨che F ′ := F (D′, γD′ , N
′) wie in Satz 8.3. Dabei seien die Verdrillungen
N und N ′ durch die rechte Formel in (b) gegeben. Sind (D, γD, oD) und (D
′, γD′ , oD′)
a¨quivalent, so sind F und F ′ isotop in R3.
Beweis Zu (a): Es sei M := M (B, γ, o). Fu¨r (i, j) ∈ B(Z) berechnet man:
(
XN tr
)
(i,j)
=
m∑
l=1
X(i,j),lNl =
m∑
l=1
1
2M(l,l),(i,j)Nl =
m∑
l=1
vl(ai)vl(aj)Nl
8.3
= G(F ) ([bi], [bj ])−
∑
(s,t)∈M(Z)
M(s,t),(i,j)w
D,oD
s,t = G(F ) ([bi], [bj ])− T(i,j).
Daraus ergibt sich sofort die behauptete A¨quivalenz.
Zu (b): Wegen | detX| = 1 ist offenbar X−1 ∈M tr ({1, . . . ,m},B(Z),Z).
Zu (c): Es seien Γ und Γ′ Einbettungen von Z zu D bzw. D′, so dass Γ(Z) ⊂ F und
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Γ′(Z) ⊂ F ′ gilt. Da D und D′ a¨quivalent sind, gibt es eine Isotopie I : R3 → R3, so
dass zum einen Γ′(Z) = I (Γ(Z)) gilt und zum anderen I(F ) =: S eine durch eindeutig
bestimmte Verdrillungen N ′′ := (N ′′1 , . . . , N
′′
m) gegebene Bandfla¨che S = F (D
′, γD′ , N
′′)
zu Γ′(Z) ist. Eine solche Isotopoie la¨sst sich wie folgt mithilfe der Reidemeisterbewegungen
realisieren:
I+
Ω+1←→
I−
Ω−1←→
II
Ω+2←→
Ω−2←→
III
Ω3←→
IV
Ω+4←→
Ω−4←→
V
Ω+5←→
Ω−5←→
Da die Verdrillungen N von F durch (b) gegeben sind, gilt
g(i,j)
(a)
= G(F ) ([bi], [bj ]) = G (I(F )) (H1(I) ([bi]) , H1(I) ([bj ])) = G(S)
([
b′i
]
,
[
b′j
])
.
Mit [b′i] := H1(I) ([bi]) ∈ H1(S), i ∈ {1, . . . , n} ist [b
′
1], . . . , [b
′
n] eine Basis von H1(S), fu¨r
die [b′i] = H1(Γ
′) (T ([ai])) gilt. Daher kann man (a) auf das Diagramm (D
′, γD′ , oD′), die
Bandfla¨che S und g ∈M tr (B(Z),Z) anwenden. Es ergibt sich
(
N ′′
)tr (a)
= X−1
(
g − T
(
M,D′, γD′ , oD′
)) Vor.
=
(
N ′
)tr
.
Insgesamt gilt also I(F ) = S = F ′. 2
Satz 8.5 Sei G(Z) trivalent, 3-zusammenha¨ngend und einfach. Die X-Matrix ist genau
dann quadratisch, wenn L(Z) = 0 ist.
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Beweis Nach [27], (I.1.1), Seite 4 gilt zuna¨chst:
3 |Z0| =
∑
v∈Z0
degG(Z)(v) = 2 |Z1| . (8.15)
Sei n :=RangH1 (Z). Die X-Matrix ist genau dann quadratisch, wenn |Z1| = |B(Z)| =
1
2n(n+ 1) gilt. Aus Satz 7.13 auf Seite 214 ergibt sich die Rechnung
2L(Z) = n(n+ 1) + 4 |Z1| −
∑
v∈Z0
(
degG(Z)(v)
)2
= n(n+ 1) + 4 |Z1| − 9 |Z0|
(8.15)
= n(n+ 1)− 2 |Z1| (8.16)
und somit die Behauptung. 2
Bemerkung Nach [23], Corollary 5.2. auf Seite 227 ist L(Z) = 0 gleichbedeutend da-
mit, dass G(Z) planar ist und keine disjunkten Kreise entha¨lt.
8.3 Ein Zusammenhang zwischen der Verschlingungsinvari-
ante und der GL-Form
Satz 8.6 Vorgelegt seien die Voraussetzungen aus Satz 8.4 auf Seite 252. Daru¨ber hin-
aus sei y im Kern der Abbildung f(G(Z),w,γ) aus 2.28 auf Seite 46. Wenn es ein x ∈
M tr (B(Z),Z) gibt, so dass fu¨r die M-Matrix M := M (B, γ, o) die Gleichung y = M · x
erfu¨llt ist, dann gilt
Ly(D, γD, oD) =
∑
(i,j)∈B(Z)
x(i,j) · 〈bi, bj〉.
Beweis Sei m die Anzahl der Kanten von G(Z). Aus y = Mx folgt
y(s,t) =
∑
(i,j)∈B(Z)
M(s,t),(i,j) · x(i,j) (8.17)
fu¨r jedes (s, t) ∈ M(Z). Wegen (l, l) ∈ N∪ (G(Z), w, γ) fu¨r jedes l ∈ {1, . . . ,m} gilt
außerdem y(l,l) = 0. Nun berechnet man:∑
(i,j)∈B(Z)
x(i,j)〈bi, bj〉
8.3
=
∑
(i,j)∈B(Z)
x(i,j)
 ∑
(s,t)∈M(Z)
M(s,t),(i,j) · w
D,oD
s,t +
m∑
l=1
Nlvl(ai)vl(aj)

=
∑
(s,t)∈M(Z)
wD,oDs,t
 ∑
(i,j)∈B(Z)
M(s,t),(i,j) · x(i,j)
+ m∑
l=1
Nl
1
2
∑
(i,j)∈B(Z)
M(l,l),(i,j) · x(i,j)

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(8.17)
=
∑
(s,t)∈M(Z)
wD,oDs,t · y(s,t) + 0 = Ly (D, γD, oD) .
2
8.4 Bandfla¨chen spezieller Graphen
8.4.1 Der Theta-Graph
Es sei nun (Z, o) = (Θ, o) der topologische Theta-
Graph. Der Graph H =
(
V2, E3, hG(Θ)
)
aus (8.1) auf
Seite 245 sei gegeben durch VH := {v1, v2}, EH :=
{e1, e2, e3} und hG(Θ)(ei) := (v1, v2) fu¨r i ∈ {1, 2, 3}.
Als Basis BΘ := {[a1], [a2]} von H1 (C (Θ)) werden Re-
pra¨sentanten a1 und a2 mit den Koordinaten v(a1) :=
(0, 1,−1) bzw. v(a2) := (−1, 1, 0) gewa¨hlt.
 
e e e
v
v
1 2 3
1
2
Die X-Matrix X := X (BΘ, γ, o) berechnet sich zu
X =
1 2 3
(1, 1) 0 1 1
(1, 2) 0 1 0
(2, 2) 1 1 0
.
Offenbar gilt detX = −1, daher la¨sst sich Satz 8.4 (c) auf Seite 252 auf Diagramme von
Θ anwenden, siehe Abschnitt 8.5.1 ab Seite 260. Fu¨r die Inverse gilt
X−1 =

0 −1 1
0 1 0
1 −1 0
 .
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8.4.2 Der Graph K4
In diesem Abschnitt sei der topologische Graph
K4 vorgelegt. Der Graph H = (V4, E6, hK4) aus
(8.1) sei gegeben durch VH := {v1, v2, v3, v4},
EH := {e1, e2, e3, e4, e5, e6} und hK4(e1) := (v1, v2),
hK4(e2) := (v2, v3), hK4(e3) := (v3, v1), hK4(e4) :=
(v4, v1), hK4(e5) := (v4, v3) hK4(e6) := (v4, v2).
Als Basis BK4 := {[a1], [a2], [a3]} von H1 (C (K4))
werden Repra¨sentanten a1, a2 und a3 mit den
Koordinaten v(a1) := (1, 0, 0, 1, 0,−1) = ,
v(a2) := (0, 1, 0, 0,−1, 1) = , bzw. v(a3) :=
(0, 0, 1,−1, 1, 0) = , gewa¨hlt.
ee
e
e
e
e
v
v v
v1
1
2
2
3
3
4
5
6
4
Die X-Matrix X := X (BK4 , γ, o) berechnet sich zu
X =
1 2 3 4 5 6
(1, 1) 1 0 0 1 0 1
(1, 2) 0 0 0 0 0 −1
(1, 3) 0 0 0 −1 0 0
(2, 2) 0 1 0 0 1 1
(2, 3) 0 0 0 0 −1 0
(3, 3) 0 0 1 1 1 0
.
Man berechnet detX = 1, daher la¨sst sich Satz 8.4 (c) auf Seite 252 auf Diagramme von
K4 anwenden. Fu¨r die inverse Matrix gilt
X−1 =

1 1 1 0 0 0
0 1 0 1 1 0
0 0 1 0 1 1
0 0 −1 0 0 0
0 0 0 0 −1 0
0 −1 0 0 0 0

.
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8.4.3 Der Graph K3,3
Nun sei der topologische Graph K3,3 vorgelegt. Der
Graph H =
(
V6, E9, hK3,3
)
aus (8.1) sei analog zu
8.4.1 und 8.4.2 gema¨ß der nebenstehenden Abbildung
gegeben. Als Basis BK3,3 := {[a1], [a2], [a3], [a4]} von
H1 (C (K3,3)) werden Repra¨sentanten a1, a2, a3 und a4
mit den Koordinaten
e
e
e
e
e
e
e
e
e
v
vv
v
v
v1
1
2
2
6
6
9
8
7
5
5
4 3
3
4
v(a1) := (1, 1, 1, 0, 0, 0,−1, 0, 0) =
v(a2) := (0, 1, 1, 1, 0, 0, 0,−1, 0) =
v(a3) := (0, 0, 1, 1, 1, 0, 0, 0,−1) =
v(a4) := (0, 0, 0, 1, 1, 1, 1, 0, 0) =
gewa¨hlt.
Lemma 8.7 Gegeben sei in (8.1) eine bijektive Nummerierung (w, γ) des orientierten
Zellenkomplexes (K3,3, o) und das erzeugende Element y ∈ KernG(K3,3,w,γ) aus Satz 6.6
auf Seite 183. Sei κ(y) ∈ Kern f(K3,3,w,γ) gema¨ß Satz 2.39 auf Seite 56. Fu¨r die M-Matrix
M := M
(
BK3,3 , γ, o
)
gilt:
κ(y) = M · x ⇐⇒ x = (0, 0, 1, 0, 0,−1, 1, 0, 0, 0)tr ∈M (B (K3,3) ,Z) . (8.18)
Beweis Das Bild von y unter κ hat die Gestalt
κ(y) = (0, 0, 1, 1, 1, 0, 0, 0,−1, 0, 0, 1, 1, 1, 1, 0, 0, 0, 0, 1, 1, 0, 1, 0,
0, 0, 1, 0, 0, 1, 0, 0,−1, 0, 0, 0, 0,−1, 0, 0,−1, 1, 0,−1, 0)tr.
Auf Seite 258 ist die M-Matrix M
(
BK3,3 , γ, o
)
abgebildet. Dabei stehen in der ersten Zeile
bzw. in der ersten Spalte die jeweiligen Indizes. Mit diesen Daten la¨sst sich die Behauptung
nachrechnen. 2
Satz 8.8 Vorgelegt seien die Voraussetzungen aus Satz 8.4 auf Seite 252 fu¨r Z = K3,3.
Es seien x und κ(y) die Elemente aus (8.18) und g ∈M tr (B (K3,3) ,Z) mit
g(1,3) :=
1
x(1,3)
Lκ(y) (D, γD, oD)− ∑
1≤i≤j≤4,(i,j)6=(1,3)
x(i,j) · g(i,j)
 . (8.19)
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M-Matrix M
(
BK3,3, γ, o
)
:
(1,1) (1,2) (1,3) (1,4) (2,2) (2,3) (2,4) (3,3) (3,4) (4,4)
(1,1) 2 0 0 0 0 0 0 0 0 0
(1,2) 2 1 0 0 0 0 0 0 0 0
(1,3) 2 1 1 0 0 0 0 0 0 0
(1,4) 0 1 1 1 0 0 0 0 0 0
(1,5) 0 0 1 1 0 0 0 0 0 0
(1,6) 0 0 0 1 0 0 0 0 0 0
(1,7) -2 0 0 1 0 0 0 0 0 0
(1,8) 0 -1 0 0 0 0 0 0 0 0
(1,9) 0 0 -1 0 0 0 0 0 0 0
(2,2) 2 2 0 0 2 0 0 0 0 0
(2,3) 2 2 1 0 2 1 0 0 0 0
(2,4) 0 1 1 1 2 1 1 0 0 0
(2,5) 0 0 1 1 0 1 1 0 0 0
(2,6) 0 0 0 1 0 0 1 0 0 0
(2,7) -2 -1 0 1 0 0 1 0 0 0
(2,8) 0 -1 0 0 -2 0 0 0 0 0
(2,9) 0 0 -1 0 0 -1 0 0 0 0
(3,3) 2 2 2 0 2 2 0 2 0 0
(3,4) 0 1 1 1 2 2 1 2 1 0
(3,5) 0 0 1 1 0 1 1 2 1 0
(3,6) 0 0 0 1 0 0 1 0 1 0
(3,7) -2 -1 -1 1 0 0 1 0 1 0
(3,8) 0 -1 0 0 -2 -1 0 0 0 0
(3,9) 0 0 -1 0 0 -1 0 -2 0 0
(4,4) 0 0 0 0 2 2 2 2 2 2
(4,5) 0 0 0 0 0 1 1 2 2 2
(4,6) 0 0 0 0 0 0 1 0 1 2
(4,7) 0 -1 -1 -1 0 0 1 0 1 2
(4,8) 0 0 0 0 -2 -1 -1 0 0 0
(4,9) 0 0 0 0 0 -1 0 -2 -1 0
(5,5) 0 0 0 0 0 0 0 2 2 2
(5,6) 0 0 0 0 0 0 0 0 1 2
(5,7) 0 0 -1 -1 0 0 0 0 1 2
(5,8) 0 0 0 0 0 -1 -1 0 0 0
(5,9) 0 0 0 0 0 0 0 -2 -1 0
(6,6) 0 0 0 0 0 0 0 0 0 2
(6,7) 0 0 0 -1 0 0 0 0 0 2
(6,8) 0 0 0 0 0 0 -1 0 0 0
(6,9) 0 0 0 0 0 0 0 0 -1 0
(7,7) 2 0 0 -2 0 0 0 0 0 2
(7,8) 0 1 0 0 0 0 -1 0 0 0
(7,9) 0 0 1 0 0 0 0 0 -1 0
(8,8) 0 0 0 0 2 0 0 0 0 0
(8,9) 0 0 0 0 0 1 0 0 0 0
(9,9) 0 0 0 0 0 0 0 2 0 0
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Daru¨ber hinaus seien die Matrizen X ′ ∈M9×9 (B (K3,3) \ {(1, 3)}, {1, . . . , 9},Z) und g′, T ′ ∈
M tr (B (K3,3) \ {(1, 3)},Z) fu¨r jedes (i, j) ∈ B (K3,3) \ {(1, 3)} wie folgt definiert:
X ′(i,j),l := X
(
BK3,3 , γ, o
)
(i,j),l
fu¨r l ∈ {1, . . . , 9}, T ′(i,j) := T
(
M
(
BK3,3 , γ, o
)
, D, γD, oD
)
(i,j)
und g′(i,j) := g(i,j).
(a) Fu¨r die Matrix X ′ und die Matrix T ′ gilt:
X ′N tr = g′ − T ′ ⇐⇒ ∀(i, j) ∈ B(K3,3) : G(F ) ([bi], [bj ]) = g(i,j).
(b) detX ′ = −1 und X ′N tr = g′ − T ′ ⇐⇒ N tr = X ′−1(g′ − T ′) ∈ Zm.
(c) Es sei (D′, γD′ , oD′) ein weiteres Diagramm zu K3,3 mit einer Bandfla¨che F
′ :=
F (D′, γD′ , N
′) wie in Satz 8.4. Dabei seien die Verdrillungen N und N ′ durch die
rechte Formel in (b) gegeben. Sind (D, γD, oD) und (D
′, γD′ , oD′) a¨quivalent, so sind
F und F ′ isotop in R3.
Beweis Zu (a): Wie in (a) von Satz 8.4 la¨sst sich fu¨r jedes (i, j) ∈ B (K3,3) \ {(1, 3)}
die Gleichung
(
X ′N tr
)
(i,j)
= G(F ) ([bi], [bj ])− T
′
(i,j) (8.20)
nachweisen. Daraus folgt sofort ⇐ der Behauptung. Es bleibt ⇒ zu zeigen. Fu¨r (i, j) 6=
(1, 3) gilt
G(F ) ([bi], [bj ])
(8.20)
=
(
X ′N tr
)
(i,j)
+ T ′(i,j) = g
′
(i,j) − T
′
(i,j) + T
′
(i,j) = g
′
(i,j) = g(i,j) (8.21)
und fu¨r (i, j) = (1, 3) berechnet man
G(F ) ([b1], [b3]) = 〈b1, b3〉
8.6
= 1x(1,3)
Lκ(y) (D, γD, oD)− ∑
(i,j)∈B(K3,3)\{(1,3)}
x(i,j) · 〈bi, bj〉

(8.21)
= 1x(1,3)
Lκ(y) (D, γD, oD)− ∑
(i,j)∈B(K3,3)\{(1,3)}
x(i,j) · g(i,j)
 Vor.= g(1,3).
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Zu (b): Fu¨r die Matrix X ′ ergibt sich
X ′ =
1 2 3 4 5 6 7 8 9
(1, 1) 1 1 1 0 0 0 1 0 0
(1, 2) 0 1 1 0 0 0 0 0 0
(1, 4) 0 0 0 0 0 0 −1 0 0
(2, 2) 0 1 1 1 0 0 0 1 0
(2, 3) 0 0 1 1 0 0 0 0 0
(2, 4) 0 0 0 1 0 0 0 0 0
(3, 3) 0 0 1 1 1 0 0 0 1
(3, 4) 0 0 0 1 1 0 0 0 0
(4, 4) 0 0 0 1 1 1 1 0 0
. (8.22)
Man berechnet detX ′ = −1.
Zu (c): Man beweist diese Aussage genau wie in (c) aus Satz 8.4 auf Seite 252. An dieser
Stelle sei darauf hingewiesen, dass g(1,3) nicht von dem Diagramm abha¨ngt, denn aus der
A¨quivalenz von (D, γD, oD) und (D
′, γD′ , oD′) folgt Lκ(y) (D, γD, oD) = Lκ(y) (D
′, γD′ , oD′).
2
8.5 Minimal verschiedene Einbettungen
Zwei Einbettungen Γ,Γ′ : Z → R3 heißen minimal verschieden, wenn sie nicht a¨quivalent
sind, aber fu¨r jeden Teilkomplex Y ⊂ Z die Einschra¨nkungen Γ||Y und Γ
′||Y a¨quivalent
sind. Siehe [25], p. 56 sowie [16], p. 413. fu¨r planare Graphen.
8.5.1 Der Theta-Graph
Vorgelegt sei die Situation aus Abschnitt 8.4.1 auf Seite 255 sowie ein Diagramm D von
Θ. Zu jedem σ ∈ S3 seien bijektive Nummerierungen (w, γσ) und (w
′, γσ) von D gegeben,
so dass sich orientierte Diagramme (D, oD) und (D, o
′
D) der Art
(1) (2)
(3)
v
v
1
2
e e
e
bzw. (2)
(3)
(1)
v
v
2
e e
e
1
(8.23)
ergeben. Zu jedem so nummerierten Diagramm gibt es Einbettungen Γσ bzw. Γ
′
σ, so dass
jeweils Diagramme wie in (8.1) auf Seite 245 kommutieren. Offenbar ist die T-Matrix zu oD
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aus Satz 8.4 auf Seite 252 dieselbe wie zu o′D, da sich die Orientierungen sa¨mtlicher Pfeile
im Diagramm (D, oD) umkehren. Daher kann man sich zur Berechnung der Verdrillungen
N trσ = X
−1 (g − Tσ) gema¨ß 8.4(b) auf das orientierte Diagramm (D, oD) berschra¨nken.
Fu¨r die M-Matrix gilt
M (BΘ, γ, o) =
(1, 1) (1, 2) (2, 2)
(1, 1) 0 0 2
(1, 2) 0 −1 −2
(1, 3) 0 1 0
(2, 2) 2 2 2
(2, 3) −2 −1 0
(3, 3) 2 0 0
,
deshalb erha¨lt man
(Tσ)(1,1) = 2w
σ
(2,2) − 2w
σ
(2,3) + 2w
σ
(3,3),
(Tσ)(1,2) = −w
σ
(1,2) + w
σ
(1,3) + 2w
σ
(2,2) − w
σ
(2,3),
(Tσ)(2,2) = 2w
σ
(1,1) − 2w
σ
(1,2) + 2w
σ
(2,2),
wobei wσ(s,t) fu¨r w
D,oD
(γσ)
−1(es),(γσ)
−1(et)
steht. Fu¨r g :=
(
g(1,1), g(1,2), g(2,2)
)
ergibt sich mithilfe
der X-Matrix:
N trσ −

g(2,2) − g(1,2)
g(1,2)
g(1,1) − g(1,2)
 =

wσ(1,2) + w
σ
(1,3) − w
σ
(2,3) − 2w
σ
(1,1)
wσ(1,2) − w
σ
(1,3) − 2w
σ
(2,2) + w
σ
(2,3)
wσ(2,3) − 2w
σ
(3,3) − w
σ
(1,2) + w
σ
(1,3)
 =:

(Sσ)1
(Sσ)2
(Sσ)3
 =: Sσ.
(8.24)
Da fu¨r jedes σ ∈ S3 und jedes i ∈ {1, 2, 3} die Beziehung γ
−1
σ (ei) = γ
−1
id
(
eσ(i)
)
erfu¨llt ist
(siehe (8.23)), erkennt man an (8.24), dass (Sσ)i = (Sid)σ(i) gilt. Daraus folgt:
∀σ ∈ S3 : Nσ = Nid ⇔ g(2,2) − g(1,2) = g(1,2) = g(1,1) − g(1,2)
⇔ g(1,1) = g(2,2) = 2g(1,2).
Somit erha¨lt man fu¨r jede gerade Zahl 2n, n ∈ Z eine eindeutig bestimmte orientierbare
Bandfla¨che zu einem Diagramm von Θ mit GL-Form
(
2n n
n 2n
)
. Fu¨r n = 0 sind die Verdril-
lungen in (8.24) genau diejenigen, die sich in [8] aus dem Gleichungssystem auf Seite 199
ergeben.
Als Beispiel soll nachgewiesen werden, dass die folgenden Diagramme D und D′ mini-
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mal verschieden sind, also dass
D′ := 6= =: D (8.25)
gilt. Wa¨hlt man Nummerierungen und passende Orientierungen der Diagramme D, D′
berechnet sich wD,oDs,t = w
D′,oD′
s,t = 0 fu¨r alle 1 ≤ s ≤ t ≤ 3. Es folgt N = (n, n, n) aus
(8.24) fu¨r g := (2n, n, 2n) und n ∈ Z. Fu¨r ungerade n erha¨lt man als Randverkettungen
Knoten, fu¨r gerade n Verkettungen mit drei Komponenten. Allerdings erweisen sich die
jeweiligen Alexanderpolynome als gleich und somit als nicht geeignet zum Beweis der
Ungleichung (8.25).
Daher werden die Nummerierungen im Einzelnen betrachtet. Fu¨r jedes σ ∈ S3 ergibt
sich zuD′ eine Bandfla¨cheB
( )
der Gestalt (8.26). Es wird nun g :=
(
g(1,1), g(1,2), g(2,2)
)
:= (0, 0, 1) gewa¨hlt, so dass B
( )
die Form
L1 := fu¨r σ ∈ {id, (23)}
L2 := fu¨r σ ∈ {(12), (132)}
L3 := fu¨r σ ∈ {(13), (123)}
annimmt. Nun la¨sst sich B
( )
u¨berfu¨hren in ein Diagramm der Form (8.27). Die-
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ses wiederum ist a¨quivalent zu B
( )
. Daher sind die zugeho¨rigen Randverkettungen
K
( )
auch a¨quivalent und man folgert K (L1) = K (L2) = K (L3). Also genu¨gt es,
sich auf die Verkettung K (L1) zu beschra¨nken. Sie entha¨lt als Komponente den Knoten
K aus (8.28), dessen Alexanderpolynom sich zu ∆K(x) = x
8 − 4x7 + 4x6 + 4x5 − 11x4 +
4x3 + 4x2 − 4x+ 1 berechnet. Dieses Polynom ist die Determinate der Matrix MK :=
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21
1 x 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 x 0 0
2 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 x 0 x 0 0
3 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 x 0 0 0 0
4 0 0 0 0 1 0 x 0 0 0 0 0 0 0 1 0 0 0 0 0 x
5 0 0 1 0 1 0 x 0 0 0 x 0 0 0 0 0 0 0 0 0 0
6 0 0 0 1 0 1 0 x 0 0 0 x 0 0 0 0 0 0 0 0 0
7 0 0 0 0 0 1 0 x 0 0 0 0 0 0 0 1 0 0 0 x 0
8 0 0 0 0 0 0 0 x 0 0 0 x 0 1 0 0 0 1 0 0 0
9 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 x 0 0
10 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 x 0 1 0 0 0
11 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 x 0 1 0 x 0
12 0 0 0 0 0 0 1 0 0 0 1 0 0 0 x 0 0 0 0 0 x
13 0 0 0 0 0 0 0 0 0 0 1 0 1 0 x 0 0 0 0 0 0
14 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 x 0 0
15 0 0 0 0 x 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0 0
16 0 0 x 0 x 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
17 0 0 0 x 0 x 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
18 0 0 0 0 0 x 0 0 0 0 0 0 0 0 0 x 0 0 0 0 0
19 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 x 0 0 0 0
20 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 x 0 x 0 0
21 0 x 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 x 0 0
und wurde mit MAPLE berechnet. In MK sind die Zeilen mit den Kreuzungen aus
(8.28) und die Spalten mit den Gebieten ai aus (8.28) nummeriert. Das Gebiet a22 bleibt
unberu¨cksichtigt. Die Matrix ergibt sich dann aus dem Verfahren von Alexander in [1]
oder auch [2], Seite 5.
Da die Bandfla¨che zu D in (8.25) auf Seite 262 nur triviale Knoten als Komponenten
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der Randverkettung entha¨lt, ist die Ungleichung 8.25 gezeigt.
(8.26)
(8.27)
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(8.28)
8.5.2 Der Graph K3,3
Vorgelegt seien K3,3, H und BK3,3 wie in Abschnitt 8.4.3 sowie Diagramme (D, γD, oD)
und (D′, γD′ , oD′) wie in (8.29) bzw. (8.30).
(8.29)
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(8.30)
Es wird gezeigt, dass D und D′ bezu¨glich der gewa¨hlten Nummerierung minimal ver-
schieden sind. Dazu werden die jeweiligen Randverkettungen der Bandfla¨chen untersucht.
Zuna¨chst gilt
L := Lκ(y)
(
D′, γD′ , oD′
)
= Lκ(y) (D, γD, oD) = y(7,8)w7,8 + y(7,9)w7,9 + y(8,9)w8,9
= −w(7,8) + w(7,9) − w(8,9) = −1 + 1 + 1 = 1.
In 8.8 auf Seite 257 sei
g′ := (4λ− 2L, 2λ− L,−λ+ L, 4λ− 2L, 2λ− L, λ, 4λ− 2L, 2λ− L, 4λ− 2L)tr (8.31)
fu¨r ein zuna¨chst beliebiges λ ∈ Z. Aus (8.18) auf Seite 257 und (8.19) auf Seite 257 ergibt
sich somit g(1,3) = L− g(2,3) + g(2,4) = λ. Nun lassen sich sowohl fu¨r (D
′, γD′ , oD′) als auch
fu¨r (D, γD, oD) die Verdrillungen
N tr =
(
X ′
)−1 (
g′ − T ′
)
= (0,−2,−2, 0,−2,−2,−2,−2,−2)tr
berechnen: Dabei sei λ := −1. Es gilt T ′(i,j) = M(7,8),(i,j) + M(7,9),(i,j) − M(8,9),(i,j) fu¨r
jedes (i, j) ∈ B (K3,3). Mithilfe der unterstrichenen Zeilen auf Seite 258 stellt man T
′ =
(0, 1, 0, 0,−1,−1, 0,−1, 0)tr und somit
g′ − T ′ = (4λ− 2L, 2λ− L− 1,−λ+ L, 4λ− 2L, 2λ− L+ 1, λ+ 1, 4λ− 2L,
2λ− L+ 1, 4λ− 2L)tr
λ := −1
= (−6,−4, 2,−6,−2, 0,−6,−2,−6)tr
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fest. Fu¨r die Matrix (X ′)−1 ergibt sich
(
X ′
)−1
=

1 −1 1 0 0 0 0 0 0
0 1 0 0 −1 1 0 0 0
0 0 0 0 1 −1 0 0 0
0 0 0 0 0 1 0 0 0
0 0 0 0 0 −1 0 1 0
0 0 1 0 0 0 0 −1 1
0 0 −1 0 0 0 0 0 0
0 −1 0 1 0 −1 0 0 0
0 0 0 0 −1 1 1 −1 0

mithilfe von MAPLE. Die Bandfla¨che F zu D hat somit die Gestalt
F := F (D, γD, N) = . (8.32)
Ganz analog erha¨lt man die Bandfla¨che F ′ := F (D′, γD′N). Die Randverkettungen K
und K ′ von F bzw. F ′ bestehen aus jeweils drei Komponenten. Diese seien mit K1,K2,K3
bzw. K ′1,K
′
2,K
′
3 bezeichnet. Dabei sollen die K
′
i den Ki entsprechen. Nun wird gezeigt,
dass die Verkettung K ′2 tK
′
3 auf Seite 269, die aus den beiden Komponenten K
′
2 und K
′
3
besteht, nicht in K enthalten ist.
Die Teilverkettungen Ki t Kj , 1 ≤ i < j ≤ 3 von K mit je zwei Komponenten sind
jeweils a¨quivalent zu
, (8.33)
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wie die folgenden Umformungen zeigen:
K1tK3 = = =
K1 tK2 = =
K2 tK3 = = =
= =
Das Alexander-Polynom der wie in (8.34) orientierten Verkettung K ′2tK
′
3 lautet: 2−26x+
144x2−416x3+524x4+468x5−2848x6+3952x7+342x8−8398x9+10336x10−12922x12+
12922x13−10336x15 +8398x16−342x17−3952x18 +2848x19−468x20−524x21 +416x22−
144x23+26x24−2x25. Aus Gradgru¨nden ist dies verschieden von den Alexander-Polynomen
der Verkettung aus (8.33) mit beliebig gewa¨hlten Orientierungen.
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(8.34)
Bemerkung Ein Diagramm von K3,3 wie zum Beispiel das in (8.30) auf Seite 266
la¨sst sich auf 72 verschiedene Arten bijektiv nummerieren. Das ist die Anzahl der Ele-
mente in der Automorphismengruppe von K3,3. Fu¨r die Ha¨lfte von diesen wechselt die
Verschlingungsinvariante des Diagramms das Vorzeichen. Fu¨r die anderen 36 Nummerie-
rungen bleibt sie gleich. Wa¨hlt man g′ wie in (8.31) auf Seite 266, so ergeben sich fu¨r jede
dieser 36 Nummerierungen dieselbe Bandfla¨che. Allerdings wird auf diese Thematik in der
vorliegenden Arbeit nicht weiter eingegangen.
Kapitel 9
Die M-Matrix
In diesem Kapitel wird die M-Matrix aus Definition 8.1 auf Seite 248 studiert. Es wird
untersucht, welche Auswirkungen das Umorientieren einer Kante (9.3 ab Seite 272), eine
Umnummerierung der Kanten (9.5 ab Seite 275), ein Basiswechsel in der Homologie (9.6
ab Seite 276) und eine Kontraktion (9.7 ab Seite 277) auf die M-Matrix bzw. auf eine
Gleichung der Art
”
Mx = y“ aus (8.18) auf Seite 257 hat. Aus diesen Resultaten ergibt sich
im Satz 9.9 ab Seite 280, dass der Verschlingungsmodul im Bild der M-Matrix enthalten
ist.
Die Ergebnisse dieses Kapitels werden im na¨chsten Kapitel zur Konstruktion einer
eindeutigen Bandfla¨che verwendet.
9.1 M-Matrizen von Z2 und K5
Fu¨r die Graphen Z2 und K5 gelten zu Satz 8.7 auf Seite 257 analoge Aussagen:
9.1.1 Der Graph Z2
Nun sei der topologische Graph Z2 vorge-
legt. Der Graph H = (V2, E2, hZ2) aus (8.1)
sei wie in Abschnitt 8.4 gema¨ß der nebenste-
henden Abbildung gegeben. Als Basis BZ2 :=
{[a1], [a2]} von H1 (C (Z2)) werden Repra¨sen-
tanten a1, a2 mit den Koordinaten
1e 2e
v1 2v
v(a1) := (1, 0) = , v(a2) := (0, 1) =
gewa¨hlt.
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Satz 9.1 Gegeben sei in (8.1) eine bijektive Nummerierung (w, γ) des orientierten Zel-
lenkomplexes (Z2, o) und das erzeugende Element y ∈ KernG(Z2,w,γ) aus Satz 6.2 auf
Seite 181. Sei κ(y) ∈ Kern f(Z2,w,γ) gema¨ß Satz 2.39 auf Seite 56. Fu¨r die M-Matrix
M := M (BZ2 , γ, o) gilt:
κ(y) = M · x ⇐⇒ x = (0, 1, 0)tr ∈M tr (B (Z2) ,Z) . (9.1)
Beweis Das Bild von y unter κ hat die Gestalt κ(y) = (0, 1, 0)tr. Die M-Matrix
M (BZ2 , γ, o) hat die Gestalt
M =
(1, 1) (1, 2) (2, 2)
(1, 1) 2 0 0
(1, 2) 0 1 0
(2, 2) 0 0 2
.
Die Behauptung ergibt sich als Lo¨sung des Systems Mx = κ(y). 2
9.1.2 Der Graph K5
Nun sei der topologische Graph K5 vorge-
legt. Der Graph H = (V5, E10, hK5) aus (8.1)
sei analog zu 8.4 gema¨ß der nebenstehen-
den Abbildung gegeben. Als Basis BK5 :=
{[a1], [a2], [a3], [a4], [a5], [a6]} von H1 (C (K5))
werden Repra¨sentanten ai, i ∈ {1, 2, 3, 4, 5, 6}
mit den Koordinaten
e 1
e 2
e3
e4
e5
e6
7e
8e
9e
10e
v5
4v 3v
2v
1v
v(a1) := (1, 1, 0, 0, 0,−1, 0, 0, 0, 0) =
v(a2) := (0, 1, 1, 0, 0, 0,−1, 0, 0, 0) =
v(a3) := (0, 0, 0, 1, 0, 0, 0,−1, 0, 0) =
v(a4) := (0, 0, 0, 1, 1, 0, 0, 0, 0, 1) =
v(a5) := (0, 0, 0, 0, 1, 1, 0, 1, 0, 0) =
v(a6) := (0, 0, 0, 1, 0, 0, 1, 0,−1, 0) =
gewa¨hlt.
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Satz 9.2 Gegeben sei in (8.1) eine bijektive Nummerierung (w, γ) des orientierten Zel-
lenkomplexes (K5, o) und das erzeugende Element y ∈ KernG(K5,w,γ) aus Satz 6.8 auf
Seite 184. Sei κ(y) ∈ Kern f(K5,w,γ) gema¨ß Satz 2.39 auf Seite 56. Fu¨r die M-Matrix
M := M (BK5 , γ, o) gilt:
κ(y) = M · x ⇐⇒ x = (0, 0,−1, 0, 0, 0, 0, 1,−1, 0, 0,−1, 1,−1, 1, 0, 0,−1, 0, 1, 0)tr.
(9.2)
Beweis Das Bild von y unter κ hat die Gestalt
κ(y) = (0, 0,−1,−1, 0, 0, 0, 1, 0, 0, 0, 0,−1,−1, 0, 0, 0, 0,−1, 0, 0,−1, 0, 0, 0,−1, 0, 0,
0, 1, 0, 0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 1, 0,−1, 0, 0, 1, 0, 0, 0, 0,−1, 0, 1, 0)tr.
Auf Seite 273 ist die M-Matrix M (BK5 , γ, o) abgebildet. Dabei stehen in der ersten Zeile
bzw. in der ersten Spalte die jeweiligen Indizes. Mit diesen Daten la¨sst sich die Behauptung
nachrechnen. 2
9.2 Umorientierung
Satz 9.3 Der orientierte Graph G′ gehe aus G durch Umorientieren der Kante e hervor.
Bezu¨glich einer bijektiven Nummerierung (w, γ) von G bzw. G′ gelte γ(e) = ek.
Es seien (Z, o) , (Z, o′) orientierte Zellenkomplexe, so dass G der zu (Z, o) und G′ der
zu (Z, o′) induzierte orientierte Graph ist. Eine Basis B := {[a1], . . . , [an]} von H1 (C (Z))
sei bezu¨glich der Orientierung o durch
ai =
m∑
l=1
vl(ai)cl, i ∈ {1, . . . , n} (9.3)
und bezu¨glich der Orientierung o′ durch
ai =
m∑
l=1
v′l(ai)cl, i ∈ {1, . . . , n} (9.4)
dargestellt. Dabei sei m die Anzahl der Kanten von G bzw. G′. Dann gilt
M (B, γ, o) · x = y ⇔ M
(
B, γ, o′
)
· x = o
(G′,w,γ)
(G,w,γ) (y)
fu¨r jedes y ∈ Kern f(G,w,γ).
Beweis Zur Abku¨rzung seien M := M (B, γ, o), M ′ := M (B, γ, o′) und o := o
(G′,w,γ)
(G,w,γ) .
Zuna¨chst gilt fu¨r jedes i ∈ {1, . . . , n} offenbar
v′l(ai) =
 −vl(ai) : l = kvl(ai) : l 6= k .
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M-Matrix M (BK5, γ, o) :
(1,1) (1,2) (1,3) (1,4) (1,5) (1,6) (2,2) (2,3) (2,4) (2,5) (2,6) (3,3) (3,4) (3,5) (3,6) (4,4) (4,5) (4,6) (5,5) (5,6) (6,6)
(1,1) 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(1,2) 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(1,3) 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(1,4) 0 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(1,5) 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(1,6) -2 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(1,7) 0 -1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(1,8) 0 0 -1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(1,9) 0 0 0 0 0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(1,10) 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(2,2) 2 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
(2,3) 0 1 1 0 0 0 2 1 0 0 0 0 0 0 0 0 0 0 0 0 0
(2,4) 0 0 1 1 0 1 0 1 1 0 1 0 0 0 0 0 0 0 0 0 0
(2,5) 0 0 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
(2,6) -2 -1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
(2,7) 0 -1 0 0 0 1 -2 0 0 0 1 0 0 0 0 0 0 0 0 0 0
(2,8) 0 0 -1 0 1 0 0 -1 0 1 0 0 0 0 0 0 0 0 0 0 0
(2,9) 0 0 0 0 0 -1 0 0 0 0 -1 0 0 0 0 0 0 0 0 0 0
(2,10) 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
(3,3) 0 0 0 0 0 0 2 2 0 0 0 2 0 0 0 0 0 0 0 0 0
(3,4) 0 0 0 0 0 0 0 1 1 0 1 2 1 0 1 0 0 0 0 0 0
(3,5) 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0 0 0
(3,6) 0 -1 -1 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0
(3,7) 0 0 0 0 0 0 -2 -1 0 0 1 0 0 0 1 0 0 0 0 0 0
(3,8) 0 0 0 0 0 0 0 -1 0 1 0 -2 0 1 0 0 0 0 0 0 0
(3,9) 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 -1 0 0 0 0 0 0
(3,10) 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0
(4,4) 0 0 0 0 0 0 0 0 0 0 0 2 2 0 2 2 0 2 0 0 2
(4,5) 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 2 1 1 0 1 0
(4,6) 0 0 -1 -1 0 -1 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0
(4,7) 0 0 0 0 0 0 0 -1 -1 0 -1 0 0 0 1 0 0 1 0 0 2
(4,8) 0 0 0 0 0 0 0 0 0 0 0 -2 -1 1 -1 0 1 0 0 1 0
(4,8) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 -1 0 0 -2
(4,10) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 2 0 1 0 0 0
(5,5) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 2 0 2 0 0
(5,6) 0 0 0 -1 -1 0 0 0 0 0 0 0 0 0 0 0 1 0 2 0 0
(5,7) 0 0 0 0 0 0 0 0 -1 -1 0 0 0 0 0 0 0 1 0 1 0
(5,8) 0 0 0 0 0 0 0 0 0 0 0 0 -1 -1 0 0 1 0 2 0 0
(5,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 -1 0
(5,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 1 0 0 0 0
(6,6) 2 0 0 0 -2 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0
(6,7) 0 1 0 0 0 -1 0 0 0 -1 0 0 0 0 0 0 0 0 0 1 0
(6,8) 0 0 1 0 -1 0 0 0 0 0 0 0 0 -1 0 0 0 0 2 0 0
(6,9) 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0
(6,10) 0 0 0 -1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
(7,7) 0 0 0 0 0 0 2 0 0 0 -2 0 0 0 0 0 0 0 0 0 2
(7,8) 0 0 0 0 0 0 0 1 0 -1 0 0 0 0 -1 0 0 0 0 1 0
(7,9) 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 -2
(7,10) 0 0 0 0 0 0 0 0 -1 0 0 0 0 0 0 0 0 1 0 0 0
(8,8) 0 0 0 0 0 0 0 0 0 0 0 2 0 -2 0 0 0 0 2 0 0
(8,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 -1 0
(8,10) 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 1 0 0 0 0
(9,9) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2
(9,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0
(10,10) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0
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Daraus folgt sofort
M(s,t),(i,j) =
{
M ′(s,t),(i,j) : (s 6= k ∧ t 6= k) ∨ (s = t = k) (9.5)
−M ′(s,t),(i,j) : (s = k ∨ t = k) ∧ s 6= t (9.6)
fu¨r jedes (i, j) ∈ B(Z) und (s, t) ∈ Sym(m). In (9.5) gilt o(y)(s,t) = y(s,t) mit  = 1, daher
beweist die Gleichung
y(s,t) =
∑
(i,j)∈B(Z)
M(s,t),(i,j)x(i,j) = 
∑
(i,j)∈B(Z)
M ′(s,t),(i,j)x(i,j) = o(y)(s,t) (9.7)
die Behauptung. Fu¨r (9.6) gilt o(y)(s,t) = y(s,t) mit  = −1 und (9.7) liefert die Behaup-
tung. 2
Satz 9.4 Der orientierte Graph G′ mit k ∈ N Ecken und l ∈ N Kanten gehe aus G durch
Umorientieren der Kante e hervor. Bezu¨glich einer bijektiven Nummerierung (w, γ) von
G bzw. G′ gelte γ(e) = em.
Es seien (Z, o) , (Z, o′) orientierte Zellenkomplexe, so dass G der zu (Z, o) und G′ der
zu (Z, o′) induzierte orientierte Graph ist.
Daru¨ber hinaus sei Γ : Z → R3 eine Einbettung, pi : R3 → P eine regula¨re Projektion
und D ein Diagramm zu Z. Zu Orientierungen oD bzw. o
′
D von D seien GD bzw. G
′
D die
induzierten orientierten Graphen zu D, so dass die Diagramme
G (Vk, El, hG)
GD
?
  (piΓ)||Z0
,P(piΓ)||Z1

-(w,γ)

3
(wD,γD)
und
G′ (Vk, El, hG′)
G′D
?
  (piΓ)||Z0
,P(piΓ)||Z1

-(w,γ)

3
(wD,γD)
orientierter Graphenisomorphismen kommutieren. Dabei ist (wD, γD) eine bijektive Num-
merierung von GD bzw. G
′
D.
Eine Basis B := {[a1], . . . , [an]} von H1 (C (Z)) sei bezu¨glich der Orientierung o durch
(9.3) sowie bezu¨glich o′ durch (9.4) dargestellt. Dann gilt
X (B, γ, o) ·N tr = g − T (M (B, γ, o) , D, γD, oD)
⇔
X (B, γ, o′) ·N tr = g − T (M (B, γ, o′) , D, γD, o
′
D)
fu¨r N ∈M ({1, . . . , l},Z) und g ∈M tr (B(Z),Z).
Beweis Zur Abku¨rzung seien X := X (B, γ, o) ,M := M (B, γ, o) , T := (M,D, γD, oD)
sowie X ′ := X (B, γ, o′) ,M ′ := M (B, γ, o′) , T ′ := (M ′, D, γD, o
′
D). Sei (i, j) ∈ B(Z).
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⇒:(
X ′N tr
)
(i,j)
=
l∑
r=1
X ′(i,j),rNr
(9.5)
=
l∑
r=1
X(i,j),rNr
Vor.
= g(i,j) −
∑
(s,t)∈M(Z)
M(s,t),(i,j)w
D,oD
s,t
(9.5),(9.6)
= g(i,j) −
 ∑
(s,t) aus (9.5)
M ′(s,t),(i,j)w
D,o′D
s,t +
∑
(s,t) aus (9.6)
−M ′(s,t),(i,j) ·
(
−w
D,o′D
s,t
)
= g(i,j) − T
′
(i,j).
⇐: Analog zu ⇒. 2
Bemerkung Sind zwei a¨quivalente kantennummerierte Diagramme (D, γD) und (D
′, γD′)
vorgelegt, so gibt es Eckennummerierungen wD, wD′ und Orientierungen oD und oD′ von
D bzw. D′, so dass (D, γD, oD) und (D
′, γD′ , oD′) orientiert nummeriert a¨quivalent sind
und dieselben Verschlingungsinvarianten besitzen. Handelt es sich um Diagramme von
K3,3, so sind nach Satz 8.8(c) die Fla¨chen F := F (D, γD, N) und F
′ := F (D′, γD′ , N
′)
isotop. Nach Satz 9.4 ha¨ngen die Verdrillungen nicht von den Orientierungen oD und oD′
ab. Daher sind F und F ′ bezu¨glich beliebiger Orientierungen isotop.
Sind beispielsweise die Randverkettungen der mittels Satz 8.8(b) und beliebig gewa¨hl-
ten Orientierungen von D und D′ konstruierten Fla¨chen F und F ′ nicht a¨quivalent, so sind
die zugrundeliegenden Diagramme (D, γD) und (D
′, γD′) nicht nummeriert a¨quivalent. 2
9.3 Umnummerierung
Satz 9.5 Es sei (Z, o) ein sowohl mittels (w, γ) als auch (w′, γ′) bijektiv nummerierter
orientierter Zellenkomplex und B := {[a1], . . . , [am]} eine Basis von H1 (C (Z)), wobei
die Repra¨sentanten ai =
∑|Z1|
l=1 vl(ai)cl, i ∈ {1, . . . ,m} bezu¨glich γ dargestellt seien. Die
Abbildung Φ := γ′ ◦ γ−1 sei wie in 2.23 auf Seite 41 gegeben durch Ψ : {1, . . . , |Z1|} →
{1, . . . , |Z1|}. Fu¨r die Permutationsmatrix P (S (Ψ)) aus Satz 2.29 auf Seite 46 gilt dann
P (S (Ψ)) ·M
(
B, γ′, o
)
= M (B, γ, o) .
Beweis Es wird P := P (S (Ψ)), M := M (B, γ, o) und M ′ := M (B, γ′, o) notiert. In
der Darstellung ai =
∑|Z1|
l=1 vl(ai)cl entspricht cl der Kante γ
−1(el). Bezu¨glich γ
′ entspricht
cl der Kante γ
′−1 (Φ(el)). Daher ist der Wert von vΨ(l)(ai) bezu¨glich γ
′ gleich dem Wert
von vl(ai) bezu¨glich γ. Also gilt M
′
ρ(Ψ(s),Ψ(t)),(i,j) = M(s,t),(i,j) fu¨r (s, t) ∈ Sym (|Z1|) und
(i, j) ∈ B(Z). Somit berechnet man(
P ·M ′
)
(s,t),(i,j)
=
∑
(p,q)∈Sym(|Z1|)
P(s,t),(p,q) ·M
′
(p,q),(i,j)
S.17
= M ′ρ(Ψ(s),Ψ(t)),(i,j) = M(s,t),(i,j).
2
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9.4 Basiswechsel
Satz 9.6 Vorgelegt sei ein mittels (w, γ) bijektiv nummerierter Zellenkomplex (Z, o) mit
m Kanten. Es sei sowohl B := {[b1], . . . , [bn]} als auch D := {[d1], . . . , [dn]} eine Basis
fu¨r H1 (C (Z)) dargestellt wie in (8.2) auf Seite 246. Fu¨r j ∈ {1, . . . , n} gelte [bj ] =∑n
i=1 λi,j [di] mit λi,j ∈ Z. Zu einem Element x ∈ M
tr (B(Z),Z) wird x′ ∈ M tr (B(Z),Z)
definiert durch
x′(s,t) :=

∑
(i,j)∈B(Z)
(λs,iλt,j + λt,iλs,j)x(i,j) : s < t∑
(i,j)∈B(Z)
λs,iλs,jx(i,j) : s = t
.
Dann gilt M (B, γ, o) · x = M (D, γ, o) · x′.
Beweis Fu¨r die Repra¨sentanten seien die Darstellungen bj =
∑m
l=1 vl(bj)cl und dj =∑m
l=1 vl(dj)cl vorgelegt. Daraus ergibt sich nach Voraussetzung vl(bj) =
∑n
i=1 λi,jvl(di)
fu¨r jedes l ∈ {1, . . . ,m}. Man errechnet
[M (B, γ, o) · x](σ,τ)
=
∑
(i,j)∈B(Z)
M (B, γ, o)(σ,τ),(i,j) x(i,j) =
∑
(i,j)∈B(Z)
[vσ(bi)vτ (bj) + vτ (bi)vσ(bj)]x(i,j)
=
∑
(i,j)∈B(Z)
[(
n∑
s=1
λs,ivσ(ds)
)(
n∑
t=1
λt,jvτ (dt)
)
+
(
n∑
s=1
λs,ivτ (ds)
)(
n∑
t=1
λt,jvσ(dt)
)]
x(i,j)
=
∑
(i,j)∈B(Z)
(
n∑
s=1
n∑
t=1
λs,iλt,jvσ(ds)vτ (dt) +
n∑
s=1
n∑
t=1
λs,iλt,jvτ (ds)vσ(dt)
)
x(i,j)
=
∑
(i,j)∈B(Z)
[
n∑
s=1
n∑
t=1
(λs,iλt,j) (vσ(ds)vτ (dt) + vτ (ds)vσ(dt))
]
x(i,j)
=
n∑
s=1
n∑
t=1
(
[vσ(ds)vτ (dt) + vτ (ds)vσ(dt)]︸ ︷︷ ︸
=:ws,t=wt,s
·
∑
(i,j)∈B(Z)
λs,iλt,jx(i,j)︸ ︷︷ ︸
=:zs,t
)
=
n∑
s=1
n∑
t=s
ws,tzs,t +
n∑
s=1
s−1∑
t=1
ws,tzs,t =
n∑
s=1
n∑
t=s
ws,tzs,t +
n∑
t=1
t−1∑
s=1
wt,szt,s
=
n∑
s=1
n∑
t=s
ws,tzs,t +
n∑
s=1
n∑
t=s+1
ws,tzt,s =
n∑
s=1
(
n∑
t=s
ws,tzs,t +
n∑
t=s+1
ws,tzt,s
)
=
n∑
s=1
(
ws,szs,s +
n∑
t=s+1
ws,t (zs,t + zt,s)
)
=
n∑
s=1
ws,sx
′
s,s +
n∑
s=1
n∑
t=s+1
ws,tx
′
(s,t)
=
n∑
s=1
n∑
t=s
ws,tx
′
(s,t) =
∑
(s,t)∈B(Z)
ws,tx
′
(s,t)
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=
∑
(s,t)∈B(Z)
M (D, γ, o)(σ,τ),(s,t) · x
′
(s,t) =
[
M (D, γ, o) · x′
]
(σ,τ)
.
2
9.5 Kontraktionen
Satz 9.7 Gegeben sei ein orientierter Graph G mit n + 1 Kanten und eine (p, e, q)-
Kontraktion H von G mit degG(p) = 2. Die Graphen G und H seien mittels (wG, γG)
bzw. (wH , γH) bijektiv nummeriert und j(e, EG) sei in Generalvoraussetzung 4.10 auf Sei-
te 79 gegeben durch (Ξ; ξ;n+ 1), so dass ξ = id{1,...,n} gilt.
In dem Diagramm
Kern f(G,wG,γG) KernG(G,wG,γG) KernG(H,wH ,γH) Kern f(H,wH ,γH)ﬀ
κ1 -po(p,e,q) -κ2
seien die Gruppen nichttrivial, κ1, κ2 die Isomorphismen aus 2.39 auf Seite 56 und
po(p, e, q) der Isomorphismus aus 4.29 auf Seite 103. Zu y ∈ Kern f(G,wG,γG) sei y
′ :=
κ2po(p, e, q)κ
−1
1 (y).
Daru¨ber hinaus seien (Z, o) und (Z ′, o′) orientierte homotopiea¨quivalente Zellenkom-
plexe, so dass G(Z) = G und G(Z ′) = H gelten. Eine Homotopiea¨quivalenz h von Z nach
Z ′ sei auf allen Zellen von Z außer auf e und p stationa¨r, derart dass e zu dem Punkt q
zusammengezogen wird.
Zu jedem i ∈ {1, . . . ,m}, m :=RangH1 (C (Z)) seien Ketten ai ∈ C1(Z) in der
Darstellung ai =
∑n+1
l=1 vl(ai)cl wie in (8.2) vorgelegt und a
′
i ∈ C1(Z
′) definiert durch
a′i :=
∑n
l=1 vl(ai)cl. Es gelten:
(a) Genau dann ist BZ := {[a1], . . . , [am]} eine Basis von H1 (C (Z)), wenn BZ′ :=
{[a′1], . . . , [a
′
m]} eine Basis von H1 (C (Z
′)) ist.
(b) M (BZ , γG, o) · x = y ⇔ M (BZ′ , γH , o
′) · x = y′.
Beweis Zu (a): Da h auf Z1 \ {e} stationa¨r ist, gilt H1(h) ([ai]) = [a
′
i].
Zu (b): Zur Abku¨rzung seien M := M (BZ , γG, o), M
′ := M (BZ′ , γH , o
′) sowie IE(X) :=
IE (X,wX , γX) fu¨r X ∈ {G,H}. Zuna¨chst sei bemerkt, dass B(Z) = B(Z
′) und Sym(n) ⊂
Sym(n + 1) gilt. Es sei f 6= e inzident zu p, γG(f) =: ez und wG(p) =: vb. Nach Defi-
nition von a′i gilt vl(ai) = vl(a
′
i) ⇔ l ∈ {1, . . . , n}. Damit gilt M(s,t),(i,j) = M
′
(s,t),(i,j) fu¨r
(i, j) ∈ B(Z) und (s, t) ∈ Sym(n). Aus vn+1(ai) = −I(G)b,n+1I(G)b,zvz(ai) erha¨lt man
M(s,n+1),(i,j) = −I(G)b,n+1I(G)b,zM
′
ρ(s,z),(i,j) fu¨r (s, n+ 1) ∈ Sym(n+ 1).
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Nun wird y(s,t) = y
′
(s,t) fu¨r (s, t) ∈ Sym(n) nachgewiesen. Nach 4.21.1. auf Seite 94
gilt IE(H) ⊂ IE(G). Falls (s, t) ∈ IE(G) \ IE(H) gilt, haben die Kanten α := γ−1G (es) =
γ−1H (es) und β := γ
−1
G (et) = γ
−1
H (et) inH eine gemeinsame Ecke v, in G jedoch nicht. Daher
gilt v = q und o.B.d.A. α = f , also z = s. Es folgt (s, t) ∈ IE(G) und (n+ 1, t) /∈ IE(G).
Somit ergibt sich y(s,t) = 0 nach 4.27.2. auf Seite 100. Insgesamt erha¨lt man
y(s,t) =
 0 : (s, t) /∈ IE(G)y(s,t) : (s, t) ∈ IE(G) =

0 : (s, t) /∈ IE(G)
0 : (s, t) ∈ IE(G) \ IE(H)
y(s,t) : (s, t) ∈ IE(H)
.
Fu¨r y′ errechnet man
y′(s,t) = κ2
(
po
(
κ−11 (y)
))
(s,t)
ξ = id
=
 0 : (s, t) /∈ IE(H)κ−11 (y)(s,t) : (s, t) ∈ IE(H) ⊂ IE(G)
=
 0 : (s, t) /∈ IE(H)y(s,t) : (s, t) ∈ IE(H) .
Dies zeigt y(s,t) = y
′
(s,t) fu¨r jedes (s, t) ∈ Sym(n). Die daraus resultierende Gleichung
y(s,t) =
∑
(i,j)∈B(Z)
M(s,t),(i,j) · x(i,j) =
∑
(i,j)∈B(Z ′)
M ′(s,t),(i,j) · x(i,j) = y
′
(s,t)
beweist die behauptete A¨quivalenz fu¨r (s, t) ∈ Sym(n). Zu zeigen bleibt ⇐ fu¨r (s, n+1) ∈
Sym(n+ 1). Zuna¨chst gilt
[Mx](s,n+1) =
∑
(i,j)∈B(Z)
M(s,n+1),(i,j)x(i,j) = −I(G)b,n+1I(G)b,z
∑
(i,j)∈B(Z ′)
M ′ρ(s,z),(i,j)x(i,j)
= −I(G)b,n+1I(G)b,zy
′
ρ(s,z)
=
 0 : ρ(s, z) /∈ IE(H)−I(G)b,n+1I(G)b,zyρ(s,z) : ρ(s, z) ∈ IE(H)
 =: (∗).
In der folgenden Fallunterscheidung wird der Ausdruck (∗) berechnet:
1. Fall: (s, n+1) ∈ IE(G) und ρ(s, z) ∈ IE(H). Satz 4.27.1. auf Seite 100 liefert y(s,n+1) =
−I(G)b,n+1I(G)b,zyρ(s,z) = (∗).
2. Fall: (s, n+1) /∈ IE(G) und ρ(s, z) ∈ IE(H). 4.27.2. liefert (∗) = y(s,n+1) = 0 = yρ(s,z).
3. Fall: (s, n+ 1) /∈ IE(G) und ρ(s, z) /∈ IE(H). Es folgt sofort y(s,n+1) = 0 = (∗).
4. Fall: (s, n + 1) ∈ IE(G) und ρ(s, z) /∈ IE(H). Ist ρ(s, z) ∈ IE(G) \ IE(H) schließt
man wie im ersten Fall. Ansonsten gilt y(s,n+1) = 0 = (∗) nach 4.27.3. 2
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Satz 9.8 Sei X ∈ {K3,3,K5, Z2}, T := (V,E, g) ∈ sub(X) orientiert, (w, γ) eine bijektive
Nummerierung und t ein erzeugendes Element von KernG(T,w,γ) gema¨ß 6.9 auf Seite 186.
Sei (Z, o) ein orientierter Zellenkomplex, so dass G(Z) = T gilt und B eine Basis von
H1 (C (Z)) dargestellt wie in (8.2) auf Seite 246. Dann gibt es ein x ∈M
tr (B(Z),Z) mit
M (B, γ, o)x = κ(t). Dabei ist κ der Isomorphismus aus 2.39 auf Seite 56.
Beweis Es seien T ′, T ′′ und (w′′, γ′′) wie in 6.9 auf Seite 186 definiert. Es gilt also
ET ′′ = E
′ ⊂ E = ET . Eine weitere bijektive Nummerierung (w¯, γ¯) von T sei so vorgelegt,
dass γ¯(e) = γ′′(e) fu¨r jedes e ∈ E′ und w¯(v) = w(v) fu¨r jedes v ∈ V ′ gilt. Man erha¨lt ein
Diagramm
〈κ(t′′)〉 = Kern f(T ′′,w′′,γ′′) Kern f(T ′,w′′,γ′′) = 〈t
′〉
Kern f(T,w¯,γ¯) = 〈t¯〉 Kern f(T,w,γ) = 〈κ(t)〉
-2.32,S.49
?
aus 6.9, S.186

4.29,S.103/2.39,S.56
-
2.29,S.46
,
in dem alle Abbildungen Isomorphismen sind und die erzeugenden Elemente jeweils auf-
einander abgebildet werden.
Sei nun (Z ′, o′) ein orientierter Zellenkomplex, so dass G(Z ′) = T ′ gilt, Z ′ durch Zu-
sammenziehen der an der Kontraktion beteiligten eindimensionalen Zellen homotopiea¨qui-
valent zu Z ist, und o′ durch o induziert wird. Eine Orientierung o′′ von Z ′ sei so gewa¨hlt,
dass T ′′ der zu (Z ′, o′′) induzierte orientierte Graph ist. Außerdem sei eine Basis BZ′ von
H1 (C (Z
′)) in der Darstellung (8.2) vorgelegt. Nach 8.7 auf Seite 257, 9.1 auf Seite 271
bzw. 9.2 auf Seite 272 gibt es ein Element x ∈M tr (B(Z ′),Z) mitM (BZ′ , γ′′, o′′)x = κ(t′′).
Satz 9.3 auf Seite 272 liefert M (BZ′ , γ
′′, o′)x = t′ und eine mehrmalige Anwendung von
Satz 9.7 auf Seite 277 liefert dann M (BZ , γ¯, o)x = t¯. Dabei ergibt sich die Basis BZ
schrittweise aus BZ′ wie in Satz 9.7. Aus einer Umnummerierung hin zu (w, γ) erha¨lt man
die Gleichung M (BZ , γ, o)x = P (S(Ψ))M (BZ , γ¯, o)x = κ(t) nach Satz 9.5 auf Seite 275.
Satz 9.6 auf Seite 276 liefert dann die Behauptung M (B, γ, o)x′ = κ(t) fu¨r die urspru¨ng-
liche Basis B aus der Voraussetzung. 2
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9.6 Der Verschlingungsmodul als Bild der M-Matrix
Der Beweis des na¨chsten Satzes erzwingt die folgende Vorbemerkung. Gegeben sei ein
Zellenkomplex Z und ein Teilkomplex Y ⊂ Z. Eine Basis von H1(Y) la¨sst sich wie folgt
zu einer Basis von H1(Z) erga¨nzen: Vermo¨ge einer Homotopiea¨quivalenz h kann Z zu
einem topologischen Bouqet BZ zusammengezogen werden. Dies entha¨lt ein topologisches
Bouqet BY als Teilkomplex, der von der Einschra¨nkung von h auf Y stammt. Die Schlaufen
von BZ , die nicht zu BY geho¨ren liefern eine Basiserga¨nzung von H1 (BY) ∼= H1 (Y) nach
H1 (BZ) ∼= H1 (Z).
Satz 9.9 Sei (Z, o) ein mittels (w, γ) bijektiv nummerierter orientierter Zellenkomplex,
B := {[a1], . . . , [an]} eine Basis von H1 (C (Z)) und y ein Element von Kern f(G(Z),w,γ).
Zusa¨tzlich sei G(Z) 3-zusammenha¨ngend und einfach. Dann gibt es ein x ∈M tr (B(Z),Z),
so dass M (B, γ, o) · x = y gilt.
Beweis Nach Satz 7.5 auf Seite 195 gibt es eine Basis {y1, . . . , yp} von Kern f(G(Z),w,γ),
so dass jedes Element yi durch einen Teilgraphen Ti ∈ sub (K3,3) ∪ sub (K5) ∪ sub (Z2)
von G(Z) induziert wird. Fu¨r jedes i ∈ {1, . . . , p} sei dazu (wi, γi) eine bijektive Num-
merierung von Ti, ti ein Erzeugendes von Kern f(Ti,wi,γi) und Φi : E|ETi |
→ E|EG(Z)|,
Φi(x) := γ
(
γ−1i (x)
)
gegeben durch Ψi : {1, . . . , |ETi |} →
{
1, . . . ,
∣∣EG(Z)∣∣}, so dass (Ψi)∗ :
Kern f(Ti,wi,γi) → Kern f(G(Z),w,γ) das Erzeugende ti auf yi abbildet. Betrachte nun eine
weitere Kantennummerierung γ ′i : EG(Z) → E|EG(Z)|, fu¨r die γ
′
i(e) = γi(e) fu¨r jede Kante
e von Ti gilt. Die Abbildung Φ
′
i := γ
′
i ◦ γ
−1 sei gegeben durch Ψ′i :
{
1, . . . ,
∣∣EG(Z)∣∣} →{
1, . . . ,
∣∣EG(Z)∣∣}. Dann gilt Ψ′i (Ψi(s)) = s fu¨r jedes s ∈ {1, . . . , |ETi |}. Somit berechnet
man fu¨r (p, q) ∈ Sym
(∣∣EG(Z)∣∣):[((
Ψ′i
)∗)−1
((Ψi)∗ (x))
]
(p,q)
= [(Ψi)∗ (x)]ρ(Ψ′i
−1(p),Ψ′i
−1(q))
=
 x(p,q) : (Ψ′i)
−1 (p) ∈ Bild Ψi ∧ (Ψ
′
i)
−1 (q) ∈ Bild Ψi
0 : sonst
=
 x(p,q) : p ∈ Bild (Ψ′i ◦Ψi) ∧ q ∈ Bild (Ψ′i ◦Ψi)0 : sonst
= [(idi)∗ (x)](p,q)
mit idi : {1, . . . , |ETi |} →
{
1, . . . ,
∣∣EG(Z)∣∣}, s 7→ idi(s) := s.
Zu jedem Ti gibt es einen orientierten Teilkomplex (Yi, oi) von (Z, o), so dass Ti =
G (Yi) gilt. Sei BYi eine Basis von H1 (C (Yi)) und xi ∈ M
tr (B (Yi) ,Z) gema¨ß Satz 9.8
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auf Seite 279 mit M (BYi , γi, oi)xi = ti. Nun la¨sst sich BYi zu einer Basis Bi von H1 (C (Z))
erga¨nzen, so dass B (Yi) ⊂ B(Z) erfu¨llt ist. Man definiert x
′
i ∈M
tr (B(Z),Z) durch
(
x′i
)
(s,t)
:=
 (xi)(s,t) : (s, t) ∈ B (Yi)0 : (s, t) ∈ B(Z) \ B (Yi) .
Da oi von o induziert wird und γ
′
i(e) = γi(e) fu¨r e ∈ EG(Yi) gilt, ist M (Bi, γ
′
i, o)(s,t),(p,q) =
M (BYi , γi, oi)(s,t),(p,q) fu¨r (s, t) ∈ Sym
(∣∣EG(Z)∣∣) und (p, q) ∈ B (Yi) erfu¨llt. Man errechnet[
M
(
Bi, γ
′
i, o
)
· x′i
]
(s,t)
=
∑
(p,q)∈B(Z)
M
(
Bi, γ
′
i, o
)
(s,t),(p,q)
·
(
x′i
)
(p,q)
=
∑
(p,q)∈B(Yi)
M (BYi , γi, oi)(s,t),(p,q) · (xi)(p,q)
=
{
(ti)(s,t) : (s, t) ∈ Sym
(∣∣EG(Yi)∣∣)
0 : (s, t) /∈ Sym
(∣∣EG(Yi)∣∣)
}
= [(idi)∗ (ti)](s,t) .
Fu¨r jedes i ∈ {1, . . . , n} beweist die Gleichung
yi = (Ψi)∗ (ti) =
(
Ψ′i
)∗
(idi)∗ (ti) =
(
Ψ′i
)∗ (
M
(
Bi, γ
′
i, o
)
x′i
)
9.5, S.275
= M (Bi, γ, o)x
′
i
9.6, S.276
= M (B, γ, o) ·
(
x′i
)′
die Behauptung. 2
Kapitel 10
Bandfla¨chen fu¨r Mo¨biusleitern
Der Graph K3,3 ist eine Mo¨biusleiter mit drei Sprossen. Nun soll ein Resultat wie in Satz
8.8 auf Seite 257 fu¨r eine Mo¨biusleiter mit endlich vielen Sprossen erzielt werden. Dazu
bescha¨ftigt sich der Satz 10.1 ab Seite 283 mit der Mo¨biusleiter als abstrakten Graphen und
Satz 10.2 ab Seite 292 mit deren Diagrammen. Wie bei K3,3 wird in 10.1 die X-Matrix durch
Streichen gewisser Zeilen quadratisch gemacht, so dass die Streichungsmatrix invertierbar
u¨ber Z ist. Dabei benutzt man den Algorithmus aus Kapitel 7 zur Bestimmung einer Basis
des Verschlingungsmoduls einer Mo¨biusleiter.
Satz 10.2 verallgemeinert die Methode aus Satz 8.8. Die Darstellungsmatrix der GL-
Form einer Bandfla¨che entha¨lt einige
”
feste“ Zahlen, die zu den Verschlingungsinvarianten
des Graphen geho¨ren.
Um die Notation zu verku¨rzen, wird im folgenden ein orientierter abstrakter Graph
G(Z) zu einem orientierten Zellenkomplex (Z, o) mit dem Zellenkomplex selbst identifi-
ziert. Dabei wird fu¨r die Orientierung o die Orientierung des Graphen benutzt. Ein gegebe-
ner Graph G = (V,E, g) soll also zugleich fu¨r G(Z) und fu¨r Z stehen, so dass z.B. fu¨r die
Homologie H1(G) = H1(Z) und fu¨r die M-Matrix M(B, γ, o) = M (B, γ, g) wohldefiniert
ist. Wenn es aus dem Zusammenhang klar ist, welche Kantennummerierung und welche
Orientierung benutzt wird, wird auch M (B) anstatt M (B, γ, o) geschrieben.
Sa¨mtliche Graphen G seien mittels (wG, γG) bijektiv nummeriert.
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10.1 Mo¨biusleitern als abstrakte Graphen
Satz 10.1 Vorgelegt sei eine Mo¨biusleiter Mm+2 =: G = (VG, EG, gG), m ∈ N mit m+ 2
Sprossen, Kantenmenge f1, . . . , fn und Eckenmenge u1, . . . , u2m+4. Es gilt dann n = 3m+
6. Die folgende Abbildung illustriert, wie die Inzidenzabbildung gG gewa¨hlt wird.
n−3f fn
fn−1f n−4
f
f
f
f f f f
f
f
4
5
6
7 n−5 n−2 2
3
u u
u
u u
u u
u
u
u
1
2
3
4 2m 2m+2
2m+32m+12m−1
2m+4
1
Sei k ∈ {0, . . . ,m}. Es seien Jk := G−
⋃m−1
i=k {f3i+7} < G und Wk < G der aus der Kante
f3k+4 bestehende Graph. Fu¨r k ≤ m− 1 entstehe der Graph Jk aus Jk durch Kontraktion
der Kanten f3j+8 und f3j+9 fu¨r jedes j ∈ {k, . . . ,m−1} an den Ecken V2 (Jk). Ist k = m so
definert man Jm := Jm = G. Fu¨r jedes i ∈ {0, . . . , k−1} sei Gi := Jk−
⋃k−1
j=i {f3j+7} < Jk.
Dazu siehe die Abbildungen auf Seite 285.
Mit diesen Festlegungen gelten die folgenden Aussagen fu¨r jedes k ∈ {1, . . . ,m}:
(a) G0 < G1 < · · · < Gk−1 < Jk ist eine Kette, so dass Jk − {f3k+4} = Gk−1 gilt und
Gi∪Wk fu¨r jedes i ∈ {0, . . . , k−1} sowohl topologisch 3-zusammenha¨ngend als auch
topologisch einfach ist. Dabei sind die Ecken von Wk Ecken von G0.
(b) Wie folgt seien Elemente aus C1 (Jk) mithilfe von Kanten gegeben:
a1 = durch K (a1) := {f1, f2, f3i+5 | i ∈ {0, . . . , k}} ,
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a2 = durch K (a2) := {f1, f4, f3i+6 | i ∈ {0, . . . , k}} ,
a3 = durch K (a3) := {f2, f3, f3i+6 | i ∈ {0, . . . , k}} ,
aj = durch K (aj) := {f3j−5, f2, f3i+6, f3i+5 | i ∈ {j − 3, . . . , k}}
fu¨r j ∈ {4, . . . , k + 3}. Die Koeffizienten dieser Elemente sind gegeben durch:
vl (ai) :=

1 : γ−1Jk (el) ∈ K (ai) \ {f1}
−1 : γ−1Jk (el) = f1
0 : sonst
fu¨r i ∈ {1, 2},
vl (a3) :=

1 : γ−1Jk (el) ∈ K (a3) \ {f2, f3}
−1 : γ−1Jk (el) ∈ {f2, f3}
0 : sonst
,
vl (aj) :=

1 : γ−1Jk (el) ∈ {f3j−5, f3i+6 | i ∈ {j − 3, . . . , k}}
−1 : γ−1Jk (el) ∈ {f2, f3i+5 | i ∈ {j − 3, . . . , k}}
0 : sonst
fu¨r j ∈ {4, . . . , k + 3}.
Dann bilden die ai :=
3k+6∑
j=1
vl(ai)cl eine Basis Bk := {[a1], . . . , [ak+3]} von H1 (C (Jk)).
(c) Es gibt eine Basis Bk := {y1, . . . , ypk} von Kern f(Jk,wJk ,γJk)
sowie eine Zuordnung
φk : Bk → B (Jk) und Elemente x1, . . . , xpk ∈ M
tr (B (Jk) ,Z), so dass fu¨r jedes
s ∈ {1, . . . , pk} die folgenden Aussagen gelten:
1. M (Bk, γJk , gJk) · xs = ys.
2. Definiert man (a, b) <′ (c, d) durch (b < d) ∨ (b = d ∧ a < c), so gelten:
(a) s < t ⇒ φk(ys) <
′ φk(yt).
(b) (a, b) ∈ Bildφk ∧ φk(ys) <
′ (a, b) ⇒ (xs)(a,b) = 0.
(c) (xs)φk(ys) ∈ {1,−1}.
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3. Die Matrix X ′ (Bk, γJk , gJk), die aus der X-Matrix X (Bk, γJk , gJk) durch Strei-
chen der Zeilen mit den Indizes φk(ys), s ∈ {1, . . . , pk} hervorgeht, ist quadra-
tisch und invertierbar u¨ber Z.
Beweis Zu (a) und (b): An den untenstehenden Abbildungen der Graphen Jk und
Gi erkennt man, dass (a) und (b) offenbar erfu¨llt sind.
Jk = f
f
f
f f f
f
f
4
5
6
7 2
3
u u
u
u u
u u
u
u
u
1
2
3
4
1
f f
ff
3k+1
3k+2
3k+3
3k+4f
3k+5
3k+6
2k−1 2k+1 2m+3
2k+22k 2m+4
,
Gi = f
f
f
f f
f
f
4
5
6
7 2
3
u u
u
u u
u u
u
u
u
1
2
3
4
1
f
f
3k+5
3k+6
2k+1 2m+3
2k+2 2m+4
u
u
f
f
f
2i+1 2i+3
2i+2 2i+4
3i+4
3i+5
3i+6
.
Zu (c): Der Beweis wird induktiv u¨ber k gefu¨hrt.
k = 1 : Fu¨r J1 und G0 ergeben sich die Abbildungen
J1 =
u6
u 3
f5 f 8
u4
f6
f 7
u 5
f2f
f
f
4
3
u
u
1
2
1
f9
,
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G0 =
u6
u 3
f5 f 8
u4
f6
u 5
f2f
f
f
4
3
u
u
1
2
1
f9
sowie K(a1) = {f1, f2, f5, f8} ,K(a2) = {f1, f4, f6, f9} ,K(a3) = {f2, f3, f6, f9} und K(a4)
= {f7, f8, f9, f2}. Daran erkennt man, dass (a) und (b) erfu¨llt sind. Definiert man eine
bijektive Nummerierung w : VJ1 → V6 und γ : EJ1 → E9 durch
fi f1 f2 f3 f4 f5 f6 f7 f8 f9
γ(fi) e7 e3 e9 e6 e1 e5 e8 e2 e4
,
ui u1 u2 u3 u4 u5 u6
w(ui) v1 v6 v2 v5 v3 v4
und J ′1 :=
(
VJ1 , EJ1 , gJ ′1
)
als den Graphen, der aus J1 durch Umorientieren der Kanten
K := {f3, f4, f6, f9} hervorgeht, so ergibt sich aus der Abbildung
J1 =
u5
f4
f 8
f2
f1
f7
f3
f6
4u
f9
f
uu
u
u
2
6
1
3
5
,
dass J ′1 wie in Abschnitt 8.4.3 auf Seite 257 nummeriert und orientiert ist. Also gibt
es ein erzeugendes Element κ(y) ∈ Kern f(J ′1,w,γ)
und x ∈ M tr (B (J ′1) ,Z) aus 8.7 auf
Seite 257, so dass M
(
BK3,3 , γ, gJ ′1
)
x = κ(y) gilt. Dabei ist BK3,3 := {[b1], [. . . , [b4]}
die Basis aus 8.4.3 auf Seite 257. Durch Umorientieren der Kanten aus K erha¨lt man
M
(
BK3,3 , γ, gJ1
)
x = y′ mit 〈y′〉 = Kern f(J1,w,γ) aus Satz 9.3 auf Seite 272. Bezu¨glich
der Orientierung gJ1 schreibt sich die Basis BK3,3 als b1 = a1, b2 = −a4, b3 = −a3 und
b4 = −a2. Satz 9.6 auf Seite 276 liefert M (B1, γ, gJ1)x
′ = y′ mit
x′ =
(
x(1,1),−x(1,4),−x(1,3),−x(1,2), x(4,4), x(3,4), x(2,4), x(3,3), x(2,3), x(2,2)
)tr
. (10.1)
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Bezu¨glich einer beliebigen Nummerierung (wJ1 , γJ1) erha¨lt man M (B1, γJ1 , gJ1)x
′ = y′′
mit 〈y′′〉 = Kern f(J1,wJ1 ,γJ1 ,)
nach Satz 9.5 auf Seite 275. Man definiert B1 := {y
′′} und
somit ist 1. gezeigt. Die Abbildung φ1 : B1 → B (J1) wird nun festgelegt durch y
′′ 7→ (1, 3).
Fu¨r 2.(a) und 2.(b) ist nichts zu zeigen, da B1 nur ein Element entha¨lt. Die Gestalt von
x aus (8.18) auf Seite 257 ergibt die Gleichung (x′)φ1(y′′) = (x
′)(1,3)
(10.1)
= −x(1,3) ∈ {±1},
also gilt 2.(c). Um 3. nachzuweisen notiert man zuna¨chst die Matrix X := X (B1, γ, gJ1)
bezu¨glich der Nummerierung (w, γ):
1 2 3 4 5 6 7 8 9
(1, 1) 1 1 1 0 0 0 1 0 0
(1, 2) 0 0 0 0 0 0 −1 0 0
(1, 3) 0 0 −1 0 0 0 0 0 0
(1, 4) 0 −1 −1 0 0 0 0 0 0
(2, 2) 0 0 0 1 1 1 1 0 0
(2, 3) 0 0 0 1 1 0 0 0 0
(2, 4) 0 0 0 1 0 0 0 0 0
(3, 3) 0 0 1 1 1 0 0 0 1
(3, 4) 0 0 1 1 0 0 0 0 0
(4, 4) 0 1 1 1 0 0 0 1 0
.
SeiX ′ die Matrix, die ausX durch Streichen der Zeile zum Index (1, 3) hervorgeht. Sie la¨sst
sich durch Zeilenvertauschungen und Multiplizieren gewisser Zeilen mit −1 in die Matrix
(8.22) auf Seite 260 u¨berfu¨hren. Daher gilt |detX ′| = 1. Bezu¨glich der Nummerierung
(wJ1 , γJ1) geht X (B1, γJ1 , gJ1) aus X durch Spaltenvertauschungen hervor, denn die X-
Matrix ist durch die M-Matrix gegeben. Dass eine Umnummerierung Zeilenvertauschungen
in der M-Matrix bewirkt, ist in Satz 9.5 auf Seite 275 bewiesen worden.
k 7→ k + 1 ≤ m : Wie in (a) sei Jk+1 zusammen mit einer Kette G
′
0 < G
′
1 < · · · < G
′
k <
Jk+1 vorgelegt. Gema¨ß (b) sei Bk+1 := {[a1], . . . , [ak+4]} eine Basis von H1 (C (Jk+1)).
Fu¨r i ∈ {0, . . . , k} seien die Inklusionshomomorphismen G′i → Jk+1 und G
′′
i := G
′
i ∪
Wk+1 → Jk+1 in 2.1 auf Seite 27 gegeben durch (∆i; δi) bzw. (Λi;λi). Der Graph Jk
ensteht aus G′k durch Kontraktion der Kanten f3k+8 und f3k+9 an den Ecken V2 (G
′
k).
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Bezu¨glich dieser Kontraktionen erha¨lt man ein kommutatives Diagramm
EJk EG′k
E|EJk |
E  
 
 
EG′
k
 
 
 
?
γJk
-Inklusion
?
γG′
k
-Ξ
f3k+6 3k+9f
f 3k+8f3k+5
f2
u
u
u
u
f 3k+4
u 2k+3
u
2k+1
2k+2 2k+4
t’ t
t’ t 00
11
s
s
0
1
2m+3
2m+4
durch Ξ(ej) := γG′k
(
γ−1Jk (ej)
)
=: eξ(j). Daru¨ber hinaus seien et0 := γG′k (f3k+8), et
′
0
:=
γG′k (f3k+5), et1 := γG
′
k
(f3k+9), et′1 := γG′k (f3k+6), vs0 := wG
′
k
(u2k+3), vs1 := wG′k (u2k+4).
Dieses Diagramm liefert einen Isomorphismus
Kern f(Jk,wJk ,γJk)
→ Kern f
 
G′k,wG′
k
,γG′
k

, (10.2)
bei dem y′i die Bilder der laut Induktionsvoraussetzung vorgelegten Basiselemente yi, i ∈
{1, . . . , pk} seien. Fu¨r diese gilt
(
y′i
)
(s,t)
=

(yi)ρ(ξ−1(s),ξ−1(t)) : s ∈ Bild ξ ∧ t ∈ Bild ξ
−Is0,t′0Is0,t0 · (yi)ρ(ξ−1(s),ξ−1(t′0))
: s ∈ Bild ξ ∧ t = t0
−Is1,t′1Is1,t1 · (yi)ρ(ξ−1(s),ξ−1(t′1))
: s ∈ Bild ξ ∧ t = t1
Is1,t′1Is1,t1Is0,t′0Is0,t0 · (yi)ρ(ξ−1(t′0),ξ−1(t′1))
: s = t0 ∧ t = t1
0 : s = t
wegen 4.24 auf Seite 96 und 4.27 auf Seite 100. Dabei bezeichnet I die Inzidenzmatrix
I (G′k).
Mithilfe des Beweises von 7.5 la¨sst sich eine Basis von Kern f
 
Jk+1,wJk+1 ,γJk+1 
ange-
ben: die Abbildungen (∆k; δk) induzieren einen injektiven Homomorphismus
Kern f
 
G′k,wG′
k
,γG′
k

→ Kern f
 
Jk+1,wJk+1 ,γJk+1 
. (10.3)
Dabei seien y′′i die Bilder von y
′
i, i ∈ {1, . . . , pk}. Daru¨ber hinaus gibt es Teilgraphen
Ti < G
′′
i , i ∈ {0, . . . , k}, die die Kanten f3k+7 und f3i+4 enthalten, so dass fu¨r i ∈ {0, . . . , k}
die Abbildungen
〈ti〉 = Kern f(Ti,wTi ,γTi)
→ Kern f
 
G′′i ,wG′′
i
,γG′′
i

→ Kern f
 
Jk+1,wJk+1 ,γJk+1 
,
ti 7→ y
′
i+pk+1
7→ y′′i+pk+1 eine Basis Bk+1 :=
{
y′′1 , . . . , y
′′
pk
, y′′pk+1, . . . , y
′′
pk+1+k
}
induzieren.
Man definert also pk+1 := pk + 1 + k.
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Die Ketten a1, . . . , ai+3 induzieren eine Basis BG′i von H1 (C (G
′
i)) fu¨r i ∈ {0, . . . , k},
daher gelten fu¨r die Indexmengen der jeweiligen Basen:
B (Jk) = B
(
G′k
)
,
B (Jk+1) = B (Jk) ∪ {(1, k + 4), . . . , (k + 4, k + 4)} ,
B
(
G′i
)
⊂ B
(
G′k
)
⊂ B (Jk+1) .
Da die Elemente a1, . . . , ai+3, ak+4 eine Basis BG′′i fu¨r G
′′
i induzieren, definiert man in
diesem Zusammenhang eine weitere Indexmenge
B
(
G′′i
)
:= B
(
G′i
)
∪ {(1, k + 4), . . . , (i+ 3, k + 4)} ⊂ B (Jk+1) . (10.4)
Zusammen mit diesen Bezeichnungen ergeben sich auf Homologieniveau die Inklusionen
BG′i ⊂ Bk+1 und BG′′i ⊂ Bk+1 (10.5)
fu¨r jedes i ∈ {0, . . . , k}, wenn man G′i und G
′′
i als Teilkomplexe von Jk+1 auffasst.
Nun werden die gesuchten Elemente x′1, . . . , x
′
pk+1
∈M tr (B (Jk+1) ,Z) definiert:
Fu¨r l ∈ {1, . . . , pk} :
(
x′l
)
(i,j)
:=
 (xl)(i,j) : (i, j) ∈ B (Jk)0 : (i, j) /∈ B (Jk) .
Fu¨r l ∈ {pk + 1, . . . , pk+1} : Sei l
′ := l − (pk + 1) ∈ {0, . . . , k}. Da y
′
l ∈ Kern f(G′′
l′
,wG′′
l′
γG′′
l′
)
gilt, gibt es nach 9.7 auf Seite 277 und 9.9 auf Seite 280 ein Element x′′l ∈M
tr
(
B
(
G′′l′
)
,Z
)
,
so dass M
(
BG′′
l′
, γG′′
l′
, gG′′
l′
)
x′′l = y
′
l gilt. Definiere
(
x′l
)
(i,j)
:=
 (x′′l )(i,j) : (i, j) ∈ B
(
G′′l′
)
0 : (i, j) /∈ B
(
G′′l′
) .
Im folgenden wird die gewu¨nschte Zuordnung φk+1 : Bk+1 → B (Jk+1) definiert:
φk+1
(
y′′l
)
:=
 φk(yl) : l ∈ {1, . . . , pk}(l − pk + 2, k + 4) : l ∈ {pk + 1, . . . , pk+1} .
Zu 1.: Sei s ∈ {1, . . . , pk+1} und (a, b) ∈ Sym
(∣∣EJk+1∣∣). Zu zeigen ist(
y′′s
)
(a,b)
!
=
∑
(i,j)∈B(Jk+1)
M (Bk+1)(a,b),(i,j)
(
x′s
)
(i,j)
=: (∗).
1. Fall: s ∈ {1, . . . , pk}.
1. Unterfall: (a, b) = ρ (δk(t0), δk(t1)). Fu¨r (i, j) ∈ B (G
′
k) gilt:
M (Bk+1)(a,b),(i,j)
(10.3)/(10.5)
= M
(
BG′k
)
ρ(t0,t1),(i,j)
(10.2)
= Is1,t′1Is1,t1Is0,t′0Is0,t0M (Bk)ρ(ξ−1(t′0),ξ−1(t′1)),(i,j)
.
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Man berechnet somit
(∗) =
∑
(i,j)∈B(G′k)
M (Bk+1)(a,b),(i,j) (xs)(i,j)
= Is1,t′1Is1,t1Is0,t′0Is0,t0
∑
(i,j)∈B(Jk)
M (Bk)ρ(ξ−1(t′0),ξ−1(t′1)),(i,j)
(xs)(i,j)
IV
= Is1,t′1Is1,t1Is0,t′0Is0,t0 (ys)ρ(ξ−1(t′0),ξ−1(t′1)),(i,j)
=
(
y′s
)
ρ(t0,t1)
(10.3)
=
(
y′′s
)
(a,b)
.
2. Unterfall: (a, b) = ρ (a′, δk(t1)) ∧ a
′ ∈ Bild δk ◦ ξ.
3. Unterfall: (a, b) = ρ (a′, δk(t0)) ∧ a
′ ∈ Bild δk ◦ ξ.
4. Unterfall: a = b ∈ {δk(t0), δk(t1)}.
5. Unterfall: a ∈ Bild δk ◦ ξ ∧ b ∈ Bild δk ◦ ξ.
Die Unterfa¨lle 2 bis 5 ko¨nnen analog zum 1. Unterfall nachgewiesen werden.
2. Fall: s ∈ {pk + 1, . . . , pk+1}. In diesem Fall gilt fu¨r s
′ := s− (pk + 1)
(∗) =
∑
(i,j)∈B(G′′s′)
M (Bk+1)(a,b),(i,j)
(
x′′s
)
(i,j)
=

0 : a /∈ Bild λs′ ∨ b /∈ Bild λs′∑
(i,j)∈B(G′′s′)
M
(
BG′′
s′
)
ρ(λ−1s′ (a),λ
−1
s′
(b)),(i,j)
(x′′s)(i,j) : sonst
=
 0 : a /∈ Bild λs′ ∨ b /∈ Bild λs′(y′s)ρ(λ−1s′ (a),λ−1s′ (b)) : sonst
 = (y′′s )(a,b) .
Zu 2.(a): Es seien s, t ∈ {1, . . . , pk+1}. Fu¨r s < t ≤ pk gilt φk+1(y
′′
s ) = φk(ys)
IV
<′
φk(yt) = φk+1(y
′′
t ). Tritt s ≤ pk < t ein, so ergibt sich φk+1(y
′′
s ) = φk(ys) ∈ B (G
′
k) und
φk+1(y
′′
t ) = (t− pk + 2, k + 4). Also folgt φk+1(y
′′
s ) <
′ φk+1(y
′′
t ). Fu¨r pk < s < t berechnet
man φk+1(y
′′
s ) = (s− pk + 2, k + 4) <
′ (t− pk + 2, k + 4) = φk+1(y
′′
t ).
Zu 2.(b): Zuna¨chst sei s ∈ {1, . . . , pk} und φk+1(y
′′
s ) <
′ (a, b) ∈ Bild φk+1. Wenn
(a, b) ∈ Bild φk ist, folgt φk+1(y
′′
s ) = φk(ys) und somit (x
′
s)(a,b) = (xs)(a,b) = 0 nach
Induktionsvoraussetzung. Falls (a, b) ∈ Bild φk+1 \ Bild φk gilt, so ist (a, b) /∈ B (Jk),
daraus folgt (x′s)(a,b) = 0.
Nun sei s ∈ {pk + 1, . . . , pk+1} und φk+1(y
′′
s ) <
′ (a, b) ∈ Bild φk+1. Daraus folgt
b = k + 4 und a > s − pk + 2 = s − (pk + 1) + 3, d.h. (a, b) /∈ B
(
G′′s′
)
wegen (10.4).
Somit gilt (x′s)(a,b) = 0.
Zu 2.(c): Vorerst sei s ∈ {1, . . . , pk}. Nach Definition gilt φk+1(y
′′
s ) = φk(ys). Die Induk-
tionsvoraussetzung ergibt (x′s)φk+1(y′′s ) = (xs)φk(ys) ∈ {±1}. Sei nun s ∈ {pk + 1, . . . , pk+1}
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und s′ := s − (pk + 1). Da die Kanten f3s′+4 und f3k+7 in verschiedenen Komponen-
ten von Ts′ liegen oder in G
′′
s′ nicht inzident sind, gilt (y
′
s)ρ(λ−1s′ (l1),λ
−1
s′
(l0)) ∈ {±1} fu¨r
γJk+1 (f3k+7) =: el1 und γJk+1 (f3s′+4) =: el0 . Außerdem ”
entha¨lt“ in G′′s′ nur das Basisele-
met ak+4 die Kante f3k+7 bzw. nur as′+3 die Kante f3s′+4. Daher gilt
M
(
BG′′
s′
)
ρ(λ−1s′ (l1),λ
−1
s′
(l0)),(i,j)
∈ {±1} ⇔ (i, j) = (s′ + 3, k + 4).
Insgesamt berechnet man
1 =
∣∣∣(y′s)ρ(λ−1s′ (l1),λ−1s′ (l0))
∣∣∣
=
∣∣∣∣∣ ∑
(i,j)∈B(G′′s′)
M
(
BG′′
s′
)
ρ(λ−1s′ (l1),λ
−1
s′
(l0)),(i,j)
·
(
x′′s
)
(i,j)
∣∣∣∣∣
=
(
x′′s
)
(s′+3,k+4)
=
(
x′s
)
(s′+3,k+4)
=
(
x′s
)
φk+1(y′′s )
.
Zu 3.: Die Matrix X ′ enstehe aus der X-Matrix X
(
Bk+1, γJk+1 , gJk+1
)
durch Streichen
der Zeilen die zu den Indizes φk+1 (y
′′
i ), i ∈ {1, . . . , pk+1} geho¨ren. Die Anzahl der Spalten
von X ′ ist
∣∣EJk+1∣∣ = |EJk | + 3. Wegen βk :=Rang H1 (Jk) = k + 3 und βk+1 = βk + 1
berechnet sich die Anzahl der Zeilen von X ′ zu
1
2βk+1 (βk+1 + 1)− (pk + 1 + k) =
1
2 (βk + 1) (βk + 2)− pk − (βk − 2)
= 12βk (βk + 1) + 3− Rang L (Jk)
(8.16), S.254
= |EJk |+ 3.
Fu¨r die Kantennummerierung γJk+1 gelte γJk+1 (f3k+7) =: el1 , γJk+1 (f3k+8) =: el2 sowie
γJk+1 (f3k+9) =: el3 . Durch Zeilen- und Spaltenvertauschungen la¨sst sich die Matrix X
′
auf die Form
(
X′′ Y
Z A
)
bringen. Dabei ist X ′′ die Matrix, die durch Streichen der Zeilen
zu den Indizes φk+1 (y
′′
i ) = φk (yi) fu¨r i ∈ {1, . . . , pk} aus der X-Matrix X (Bk, γJk , gJk)
hervorgeht. Diese ist nach Induktionsvoraussetzung quadratisch. Die Matrix A ist gegeben
durch A(s,k+4),t = X
′
(s,k+4),t fu¨r s ∈ {1, 2, k + 4} und t ∈ {l1, l2, l3}. Aus der Wahl der
Basiselemente a1, a2, ak+4 geht
A =

0 ±1 0
0 0 ±1
±1 ±1 ±1

hervor. Mithilfe von Zeilenumformungen und Zeilenvertauschungen kann A auf Diagonal-
gestalt mit ±1 in der Diagonale gebracht werden. Weitere Zeilenumformungen u¨berfu¨hren
Y in die Nullmatrix. Insgesamt ergibt sich |detX ′| = |detX ′′| |detA|
IV
= 1. 2
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10.2 Diagramme von Mo¨biusleitern
Satz 10.2 Vorgelegt seien die Voraussetzungen und Bezeichnungen aus Satz 10.1 ab Seite
283. Daru¨ber hinaus sei (D, γD, oD) ein Diagramm und F := F (D, γD, N) eine Bandfla¨che
zu einer Einbettung von G = Jm wie in Satz 8.3 auf Seite 248. Die Basis Bm aus 10.1 (b)
induziert eine Basis B := {[b1], . . . , [bm+3]} von H1(F ) wie in (8.9) auf Seite 249. Gegeben
seien außerdem die Basis Bm von Kern f(G,wG,γG), die Zuordnung φm : Bm → B (G) und
die Elemente x1, . . . , xpm ∈M
tr (B(G),Z) aus 10.1 (c).
Sei g ∈M tr (B(G),Z) mit
gφm(ys) :=
1
(xs)φm(ys)
Lys (D, γD, oD)− ∑
{(i,j)∈B(G)|(i,j)/∈Φs}
(xs)(i,j) g(i,j)

und Φs := {φm (yi) | s ≤ i ≤ pm} fu¨r jedes s ∈ {1, . . . , pm}. Es gelten:
(a) Fu¨r jedes s ∈ {1, . . . , pm} ist gφm(ys) wohldefiniert.
(b) Fu¨r die T-Matrix T := T (M (Bm, γG, gG) , D, γD, oD) und X
′ := X ′ (Bm, γG, gG)
aus 10.1 (c) 3. gilt:
∀(i, j) ∈ B(G) \ Bildφm :
(
X ′N tr
)
(i,j)
= g(i,j) − T(i,j)
⇔
∀(i, j) ∈ B(G) : G(F ) ([bi], [bj ]) = g(i,j).
(c) Es seien T˜ , T˜ ′, g˜ ∈ M tr (B(G) \ Bildφm,Z) festgelegt durch g˜(i,j) := g(i,j), T˜(i,j) :=
T(i,j) und T˜
′
(i,j) := T (M (Bm, γG, gG) , D
′, γD′ , oD′)(i,j). Dabei sei (D
′, γD′ , oD′) ein
weiteres Diagramm zu G mit einer Bandfla¨che F ′ := F (D′, γD′ , N
′). Die Verdril-
lungen der Bandfla¨chen F und F ′ seien gegeben durch
N tr =
(
X ′
)−1 (
g˜ − T˜
)
bzw.
(
N ′
)tr
=
(
X ′
)−1 (
g˜ − T˜ ′
)
. (10.6)
Wenn (D, γD, oD) und (D
′, γD′ , oD′) a¨quivalent sind, sind F und F
′ isotop in R3.
Beweis Zu (a): Nach 10.1 (c)2.(c) gilt (xs)φm(ys) ∈ {±1}. Daher ist gφm(ys) ∈ Z.
Zu (b): Satz 8.4 (a) auf Seite 252 liefert die Behauptung fu¨r die Indizes (i, j) ∈ B(G) \
Bildφm. Zu zeigen bleibt ⇒ fu¨r jeden Index (is, js) := φm(ys), s ∈ {1, . . . , pm}. Dies wird
induktiv u¨ber s nachgewiesen.
s = 1 : Fu¨r (i1, j1) = φm(y1) berechnet man:
G(F ) ([bi1 ] , [bj1 ]) = 〈bi1 , bj1〉
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8.6, S.254
=
1
(x1)φm(y1)
Ly1 (D, γD, oD)− ∑
{(i,j)∈B(G)|(i,j)6=φm(y1)}
(x1)(i,j) 〈bi, bj〉

10.1 (c) 2.(a),(b)
=
1
(x1)φm(y1)
Ly1 (D, γD, oD)− ∑
{(i,j)∈B(G)|(i,j)/∈Φ1}
(x1)(i,j) 〈bi, bj〉

=
1
(x1)φm(y1)
Ly1 (D, γD, oD)− ∑
{(i,j)∈B(G)|(i,j)/∈Φ1}
(x1)(i,j) g(i,j)

Def.
= gφm(y1).
s − 1 7→ s ≤ pm : Fu¨r (is, js) = φm(ys) berechnet man wie oben:
G(F ) ([bis ] , [bjs ]) = 〈bis , bjs〉
8.6, S.254
=
1
(xs)φm(ys)
Lys (D, γD, oD)− ∑
{(i,j)∈B(G)|(i,j)6=φm(ys)}
(xs)(i,j) 〈bi, bj〉

10.1 (c) 2.(a),(b)
=
1
(xs)φm(ys)
Lys (D, γD, oD)− ∑
{(i,j)∈B(G)|(i,j)Φs)}
(xs)(i,j) 〈bi, bj〉

IV
=
1
(xs)φm(ys)
Lys (D, γD, oD)− ∑
{(i,j)∈B(G)|(i,j)Φs)}
(xs)(i,j) g(i,j)

Def.
= gφm(ys).
Zu (c): Dies zeigt man genauso wie 8.4 (c) auf Seite 252 bzw. 8.8 (c) auf Seite 257. 2
10.3 Beispiele zu Kapitel 10
Gegeben sei eine Mo¨biusleiter M4 mit vier Sprossen. Es sei also m = 2, G = J2 in Satz
10.1. Offenbar gilt β2 =RangH1(G) = 5 und daher RangL(G) =
1
2 · 5 · 6 − 12 = 3. Sei
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(wG, γG) eine Nummerierung von G, fu¨r die γG (fi) := ei und wG (ui) := vi gilt.
f5
f6
f 7 f2
f 8
u 3
u4 u6
f9
f 12 u8
f 10
u5 f 11 u 7
f
f
f
4
3
u
u
1
2
1
Gema¨ß 7.4.2 ab Seite 239 induzieren die folgenden
”
nicht-gestrichelt“ gedruckten Teilgra-
phen von G eine Basis B2 := {y
′′
1 , y
′′
2 , y
′′
3} von Kern f(G,wG,γG):
y′′1 : y
′′
2 : y
′′
3 : .
Die folgende Abbildung illustriert die Basis B2 = {[a1], . . . , [a4]} aus Satz 10.1(b). Dabei
deuten die Pfeile die Orientierungen der zu S1 homo¨omorphen Repra¨sentanten der Ba-
siselemente fu¨r die singula¨re Homologie an.
a1 : a2 : a3 :
a4 : a5 :
Fu¨r die Zuordnung φ2 : B2 → B(G) gilt (k = 1)
φ2
(
y′′l
)
=
 φ1(yl) : l ∈ {1, . . . , p1} = {1}(l − p1 + 2, 5) : l ∈ {p1 + 1, . . . , p2} = {2, 3}
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=

(1, 3) : l = 1 (Induktionsanfang in 10.1)
(3, 5) : l = 2
(4, 5) : l = 3
Fu¨r die Matrix X ′ := X ′ (B2, γG, gG) aus 10.1(c) 3. ergibt sich
X ′ =
1 2 3 4 5 6 7 8 9 10 11 12
(1, 1) 1 1 0 0 1 0 0 1 0 0 1 0
(1, 2) 1 0 0 0 0 0 0 0 0 0 0 0
(1, 4) 0 −1 0 0 0 0 0 1 0 0 1 0
(1, 5) 0 −1 0 0 0 0 0 0 0 0 1 0
(2, 2) 1 0 0 1 0 1 0 0 1 0 0 1
(2, 3) 0 0 0 0 0 1 0 0 1 0 0 1
(2, 4) 0 0 0 0 0 0 0 0 1 0 0 1
(2, 5) 0 0 0 0 0 0 0 0 0 0 0 1
(3, 3) 0 1 1 0 0 1 0 0 1 0 0 1
(3, 4) 0 1 0 0 0 0 0 0 1 0 0 1
(4, 4) 0 1 0 0 0 0 1 1 1 0 1 1
(5, 5) 0 1 0 0 0 0 0 0 0 1 1 1
.
Sie ergibt sich aus der X-Matrix durch Streichen der Zeilen zu den Indizes (1, 3), (3, 5) und
(4, 5). Ihre Inverse lautet
(
X ′
)−1
=

0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 −1 0 0 1 0 0
0 0 0 0 0 −1 1 0 1 −1 0 0
0 −1 0 0 1 −1 0 0 0 0 0 0
1 −1 −1 0 0 0 2 0 0 −2 0 0
0 0 0 0 0 1 −1 0 0 0 0 0
0 0 −1 0 0 0 1 0 0 −2 1 0
0 0 1 −1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 −1 0 0 0 0
0 0 0 −1 0 0 2 −1 0 −2 0 1
0 0 0 1 0 0 −1 0 0 1 0 0
0 0 0 0 0 0 0 1 0 0 0 0

.
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Nun sei ein orientiertes Diagramm (D, γD, oD) von G wie in (10.7) vorgelegt, so dass die
Nummerierung (wD, γD) gema¨ß (8.1) auf Seite 245 mit (wG, γG) vertra¨glich ist. Dazu sind
die Nummerierungen der Kanten an das Diagramm geschrieben worden.
(10.7)
Wie in Satz 10.2 sei jetzt ein g ∈ M tr (B(G),Z) gewa¨hlt. Hier sei g(i,j) := 0 fu¨r jedes
(i, j) ∈ B(G) \ Bild φ2. An dem Diagramm D liest man
wD,oDs,t =
 −1 : (s, t) = (1, 3)0 : sonst
ab, daher gilt fu¨r T˜ aus Satz 10.2(c):
T˜(i,j) = −M (B2, γG, gG)(1,3),(i,j) =
 −1 : (i, j) = (2, 3)0 : sonst
fu¨r jedes (i, j) ∈ B(G) \ Bild φ2. Die Verdrillungen N zur Bandfla¨che F := F (D, γD, N)
berechnen sich laut Satz 10.2(c) zu
N tr =
(
X ′
)−1 (
g˜ − T˜
)
=
(
X ′
)−1 (
0− T˜
)
=
(
X ′
)−1
· (0, 0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0)tr = (0, 0,−1,−1, 0, 1, 0, 0, 0, 0, 0, 0)tr .
Somit hat F die Gestalt wie in Abbildung (10.8) auf Seite 297. Zur weiteren Veranschauli-
chung soll nun eine Bandfla¨che zu einem zu D a¨quivalenten Diagramm berechnet werden.
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Das folgende Diagramm (D′, γD′oD′) ist offensichtlich a¨quivalent zu (10.7):
e2
e 12
e 10
e 11
e6
e5
1e
e3
4e
8e
7e
9e
An D′ liest man
wD,oDs,t =
 −1 : (s, t) = (5, 6)0 : sonst
ab, daher gilt
T˜ ′(i,j) = −M (B2, γG, gG)(5,6),(i,j) =
 −1 : (i, j) = (1, 2)0 : sonst
fu¨r jedes (i, j) ∈ B(G)\Bild φ2. Die Verdrillungen N
′ zur Bandfla¨che F ′ := F (D′, γD′ , N
′)
berechnen sich zu
(
N ′
)tr
=
(
X ′
)−1 (
g˜ − T˜ ′
)
=
(
X ′
)−1 (
0− T˜ ′
)
=
(
X ′
)−1
· (0, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0)tr = (1, 0, 0,−1,−1, 0, 0, 0, 0, 0, 0, 0)tr .
Somit hat F ′ die Gestalt wie in der untenstehenden Abbildung (10.8).
F = F
′ =
(10.8)
Offenbar ist F isotop zu F ′ in R3. 2
Anhang A
Bezeichnungen
Bezeichnung Erkla¨rung Adresse Seite
∩D Inzidenzabbildung des nichtorientierten Gra-
phen Γ(D)
1.17 21
∩Γ Inzidenzabbildung des nichtorientierten Gra-
phen Γ(Z)
1.16 20
Ai Abku¨rzung von Ai(D2(Z), σ; Z) 3.2 68
Ai Abku¨rzung von Ai(D2(Z), σ; Z) 3.2 68
Ai(D2(Z), σ; Z) schiefsymmetrische singula¨re Kettengruppen 3.2 68
Ai(D2(Z), σ; Z) schiefsymmetrische singula¨re Kokettengrup-
pen
3.2 68
ad(i, w, γ,G) die Indizes der bezgl. der Nummerierung
(w, γ) zu den mit vi nummerierten Ecken in-
zidenten Kanten
1.7 13
Ak, ak Ak ⊂ Sk, ak = |Ak| 7.3.2.1 200
A(G,w, γ)(G,w, γ) =
A(G,w, γ)(G)
Matrix 2.18 39
A(G,w, γ) = A(G) Matrix 2.18 39
As(G,w, γ) Matrix 2.18 39
B Menge von Unterteilungen 7.3.1 197
Bild γ Bild der Abbildung γ 203
Bild δ Bild der Abbildung δ 7.15 204
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Bezeichnung Erkla¨rung Adresse Seite
B(G,w, γ) = B(G) Matrix 2.18 39
B(x, l, s), B(x, l, t) Hilfsmengen 4.4.2 99
B˜k,Bk Basen von Verschlingungsmoduln 7.3.1 197
BΘ Basis 8.4.1 255
BK3,3 Basis 8.4.3 257
BK4 Basis 8.4.2 256
BK5 Basis 9.1.2 271
BZ2 Basis 9.1.1 270
B(Z) := Sym (RangH1(Z)) 8.1 248
(bi, Bi), (˜bi, B˜i) Inklusionshomomorphismen 7.3.1 197
〈bi, bj〉 := G(F ) ([bi], [bj ]) 8.1 245
(˜bx, B˜x) Inklusionshomomorphismen 20 205
b(i, j) Zahlen 7.25 218
bmax gro¨ßtes Element der b(i, j) 218
β topologische Bettizahl 7.13 214
βG graphentheoretische Bettizahl 7.14 214
C Menge 7.14 203
Cn(Z) zellula¨re Kettengruppe 8.1 245
C(ζα) Teilmenge von C 7.18 207
Cp,e,q(G) (p, e, q)-Kontraktion von G 4.1 74
Cdxne (G) , Cxn,...,x1(G) mehrfache Kontraktion 5.22 135
Cdx0e (G) = G 5.22 135
cr(D) Menge der Kreuzungen eines Diagramms D 1.20 22
Dα Menge erzeugender Elemente 7.20 226
Dl Menge der orientierten surjektiv kantennum-
merierten Diagramme
2.12 32
Dk Zahl 31 215
(∆xi ; δxi) Abbildungen 7.28 219
δV Isomorphismus von V nach V
∗ 3.1 64
δ1, d1 Korandoperator, Randoperator 3.3 69
(δn,∆n) Isomorphismus von J
′
n nach J
′
n 5.4 117
degG(v) Eckengrad von v in G 4.5 75
(di, Di) Wege 7.5 197
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Bezeichnung Erkla¨rung Adresse Seite
(dWx , D
W
x ) Wege 7.12 200
(D,w, γ, o) orientiertes (einfach) nummeriertes Dia-
gramm
1.4 22
E˜x Kanten von Px 7.17 205
fk die Kante von W 7.3.1 197
fx die Kante von Wx 7.7 201
(D, o) Kreuzungsinformationen im orientierten Dia-
gramm (D, o)
1.20 22
El = {e1, . . . , el} 1.2 12
F (D, γD, N) Bandfla¨che 8.1 245
f∗ Zu f duale Abbildung 3.1 64
f ′, (f∗)′ Matrixdarstellung eines Homomorphismus f 3.3 65
f(p, e, q), F (p, e, q) von (f, F ) induzierte Abbildung 4.16 86
f(G,w,γ) Homomorphismus zu A(G,w, γ) 2.28 46
G Ko¨rper oder abelsche Gruppe 2.12 32
G− U Graph, wobei U Menge von Ecken/Kanten
ist
5.13 130
G < H,G ∪ H,G ∩
H,G+H
Teilgraph; Vereinigung, Schnitt, disjunkte
Vereinigung von Graphen
4.3 74
G(D) Graph zum Diagramm D 1.17 21
γJk+1 , γ
 
Txi
Kantennummerierungen 7.26 218
Γ(Z) topologischer Graph = Bild einer Einbettung 1.15 20
(Γ(Z), w, γ, o) orientierter (einfach) nummerierter topologi-
scher Graph
1.4 22
Γ(Z)1,Γ(Z)0 Eins- bzw. Nullzellen eines topologischen
Graphen
1.16 20
(Γ|Z0 ,P(Γ)|Z1) Graphenisomorphismus zwischen den Gra-
phen zu Z und zu Γ(Z)
1.16 20
(
pi|Γ(Z)0 ,P(pi)|Γ(Z)1
)
Graphenisomorphismus zwischen den Gra-
phen zu Γ(Z) und zu D
1.18 21
G(G) Verschlingungsmodul des Graphen G 7.3 197
G(F ) GL-Form einer Fla¨che F 8.1 245
G(G,w,γ) = GG Homomorphismus zur Matrix M(G,w, γ) 2.37 54
GJk+1 , GJk , G
Q
Jk+1
, GQJkAbbildungen 7.38 229
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Bezeichnung Erkla¨rung Adresse Seite
g(p, e, q) Orientierung von Cp,e,q(G), induziert von der
Orientierung g
4.1 74
G(Z) Graph zum Zellenkomplex Z 1.13 19
hG durch eine Nummerierung induzierte Orien-
tierung
2.1 27
Hx Graph 7.12 200
i(G,w,γ) = iG Inklusion 2.37 54
I(G,w, γ) Inzidenzmatrix von G bzgl. surjektiver Num-
merierung (w, γ)
1.8 14
IE(G,w, γ), IE(G) Menge bestehnd aus Paaren
”
nicht-
inzidenter“ Kanten
2.37 54
ik, ik+1 Inklusionen 7.38 229
(i′x, I
′
x) Inklusionshomomorphismus 7.3.2.1 200
Ik Menge der Indizes der Graphen aus Mk 7.11 200
I˜k Teilmenge von Ik 7.23 217
In 4.10 sei i(·, ·) gege-
ben
Sprechweise 4.4.3 104
In 4.10 sei j(·, ·) ge-
geben
Sprechweise 4.4.3 104
In 2.1 sei a gegeben Sprechweise 4.4.3 104
In 2.1 sei A gegeben Sprechweise 4.4.3 104
Inz(v,G) zu v inzidente Kanten von G 1.7 13
IO(G,w, γ), IO(G) In-Out-Matrix bzgl surj. Ecken- und Kanten-
nummerierung
1.8 14
i(p, V ) Abbildung von V \ {p} nach V 4.1 74
IV (G,w, γ), IV (G) Indexmenge bestehend aus Paaren
”
nicht-
inzidenter“ Ecken und Kanten
2.37 54
ix Spezielle injektive Abbildung 201
j(G,w,γ) = jG Inklusion 2.37 54
j(e, E) Abbildung von E \ {e} nach E 4.1 74
Jk,Jk Graphen einer Kette 7.5 , 7.3.1 195 , 197
jk, jk+1 Inklusionen 7.38 229
J ′n Standardbogen 5.1 116
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Bezeichnung Erkla¨rung Adresse Seite
Jx Graph 13 201
κ, κ1, κ2 Isomorphismus zwischen Kern fG und
KernGG
2.39 56
κ Kroneckerprodukt 3.8 71
(Kern f)0 Elemente von V ∗, die auf Kern f Null sind 3.4 66
K4,K4 spezieller Zellenkomplex/Graph 6.3 182
K5,K5 spezieller Zellenkomplex/Graph 6.7 184
K3,3,K3,3 spezieller Zellenkomplex/Graph 6.5 183
L′ isomorph zu L(Z) 3.3 69
L(f) WU-Invariante 3.2 68
(l˜xi , L˜xi) Inklusionen 7.28 219
(Λxi ;λxi) Abbildungen 7.28 219
Ly Simon-Invariante 2.12 32
Ly Simon-Invariante bezu¨glich der Indexmengen
IE(·) und IV (·)
2.40 56
L(Z) Kohomologiemodul von Taniyama 3.2 68
Mm Mo¨biusleiter mit m Sprossen 10.1 283
Mk,mk Mk ⊂ Sk, mk = |Mk| 7.3.2.1 200
Mvw(f, F ) zu v inzidente Kanten, deren Bild unter F
inzident zu w im
”
hochgehobenen“ Graphen
sind
4.14 85
M (B, γ, o) M-Matrix 8.1 248
M(G,w, γ) =M(G) Matrix, die aus A(G,w, γ)(G,w, γ) durch
Streichen bestimmter Zeilen und Spalten ent-
steht
2.37 54
M(I, Y ) mit I indizierte |I|-Tupel mit Eintra¨gen in Y 1.1 16
M tr(I;Y ) transponierte Elemente aus M(I, Y ) 1.1 16
M|I|×|J |(I, J, Y ) mittels I und J indizierte Matrizen mit Ein-
tra¨gen aus Y
1.1 16
M(x,y) Teilmenge von Nl×k 2.24 42
M(Z) Menge der Zellen eines Zellenkomplexes Z 1.2 19
ν ν(x, y) = {x, y} 1.1 11
M(Z) := Sym (|Z1|) 8.1 248
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Bezeichnung Erkla¨rung Adresse Seite
νG unorientierter Graph zum orientierten
Graph G
1.1 11
N(a, l) Menge 4.4.1 94
N∪(G,w, γ) = N∪(G) Vereinigung der Ni(G,w, γ) 2.2 28
Ni(G,w, γ) Menge der zu i ”
inzidenten“ Kanten 2.2 28
NJk Zahl 7.3.1 197
Nn,m Menge 2.2 28
nx Index von J
′
nx 7.12 200
N(x,y) Teilmenge von Sym(l), Urbild von (x, y)
unter S(f)
2.24 42
o
(G′,w,γ)
(G,w,γ) durch Umorientierung induzierter Isomor-
phismus
2.32 49
op(p, e, q) Homomorphismus von KernGCpeqG nach
KernGG
4.24 96
o˜p Komposition von op(·)- Abbildungen 5.54 175
(Ωαβ ;ω
α
β ) Abbildungen 224
p0(G) Anzahl der Komponenten von G 5.11 128
p1(G) chromatische Zahl von G 5.11 128
(p˜, P˜ ) Inklusionen 7.28 219
(Π;pi) Abbildung 7.28 219
piQ, pi
Jk+1
Jk
Abbildung 7.38 229
(pi, υ)Q, (pi, υ)
Jk+1
Jk
Abbildung 7.38 229
P (a, l), Pl, Px Hilfsmengen 4.4.1 94
pf Projektion 3.4 66
p′f Projektion 3.5 67
Pi Bild von (di, Di) 7.3.1 197
Px hinzugefu¨gter Weg 7.3.2.1 200
(Φ;φ) Abbildungen 224
(φj ,Φj) Isomorphismus von J
′
n nach Cp,e,q(J
′
n+1) 5.5 117
(Ψ, ψ)
(H,wH ,γH)
(G,wG,γG)
= (Ψ, ψ)HG Einschra¨nkung von (Ψ, ψ)∗ 2.42 57
Ψ∗ induzierter Homomorphismus 2.28 46
Ψ∗ induzierter Homomorphismus 2.33 50
(Ψ, ψ)∗ induzierter Homomorphismus 2.33 50
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Bezeichnung Erkla¨rung Adresse Seite
Ψ
(H,wH ,γH)
(G,wG,γG)
= ΨHG Einschra¨nkung von Ψ∗ 2.42 57
ψ(p, q, V ) Abbildung von V nach V \ {p} 4.1 74
ψ2(p, q, V ) ψ(p, q, V )× ψ(p, q, V ) 5 116
P, P˜ , P Matrizen 2.24 42
po(p, e, q) fu¨r deg(p) = 2 definierter Homomorphismus 4.28 100
Pn Potenzmengenfunktor 1.1 11
P (σ) Permutationsmatrix 1.1 16
Q, Q˜,Q Matrizen 2.24 42
ρ = ρl symmetrisierende Abbildung 2.2 28
R, R˜,R Matrizen 2.24 42
(r˜xi , R˜xi) Inklusionen 7.28 219
Sch(v,G) Menge der Schlaufen an v in G 1.7 13
S∪(f) Einschra¨nkung von S(f) 2.8 30
S(f) von f induzierte Abbildung 2.2 28
Sk Menge von Graphen 7.3.2.1 200
sub(G) Menge der Unterteilungen von G 5.22 135
σx Index zu fx 11 201
Sym(l) Menge 2.2 28
t Vertauschungsabbildung 2.31 48
τx Kreuzung zum Doppelpunkt x 1.20 22
θ1, θ2,Θ Isomorphismen 3.3 69
Θx Kontraktion von Hx 201
T˜αβ Graphen 7.4 189
ταβ Erzeuende von G(T˜
α
β ) 224
tα Zahl 189
Ti, T˜i Graphen 7.3.1 197
ti, τi Erzeuende von G(Ti) bzw. G(T˜i) 7.3.1 197
T (M (B, γ, o) , D, γD, oD)T-Matrix 8.1 248
Tx Kandidat 18 204
T˜x Hochhebung von Tx 7.17 205
305
Bezeichnung Erkla¨rung Adresse Seite
tx, τx Erzeuende von G(Tx) bzw. G(T˜x) 7.29 220
U (G,Bild (d,D))) = V2(G) \ V2 (G,Bild (d,D)) 5.54 175
v(x) =
(v1(x), . . . , vn(x))
Koeffizienten von x ∈ C1(Z) 8.1 245
V ∗ Dualraum 3.1 64
V˜x Ecken von Px 7.17 205
Vn(G) n-wertige Ecken von G 5.22 135
V2 (G,Bild (d,D)) = Bild (d,D) ∩ V2(G) 5.50 172
Vk = {v1, . . . , vk} 1.2 12
(Vk, El, h) zu einer Nummerierung geho¨riger Graph 1.2 12
W Graph 7.3.1 197
Wx Kontraktion von Px 15 202
wD,o
γ−1(eq),γ−1(ep)
Summe der Kreuzungsinformationen, der mit
p und q nummerierten Kanten
1.20 22
X Menge 7.13 203
X (B, γ, o) X-Matrix 8.1 248
Ξxi , ξxi Abbildungen 219
Y Menge 7.18 207
Ya Menge 4.4.1 94
(Υ; υ) Abbildungen 229
ζ1, ζ2 die Ecken von W 7.3.1 197
Z0,Z1 Nullzellen, Eins-Zellen von Z 1.2 19
(Z0,Z1, z) nicht-orientierter Graph zum Zellenkomplex
Z
1.13 19
(Z0,Z1, o) orientierter Graph zum Zellenkomplex Z 1.13 19
Z2, Z2 spezieller Zellenkomplex/Graph 6.1 181
Zn n−Geru¨ste von Z 1.2 19
(Z, o) orientierter Zellenkomplex 1.2 19
306 ANHANG A. BEZEICHNUNGEN
Standardbezeichnungen
2.10
= : Verweis auf einen Satz, eine Defi-
nition oder a¨hnliches
(2.10)
= : Verweis auf eine laufende Num-
merierung am Rand des Textes
Vor.
= : Hier geht eine Voraussetzung ein
!
= : Diese Gleichung ist nachzuweisen⊎
: disjunkte Vereinugung
D1 := {x ∈ R | −1 ≤ x ≤ 1} = [−1, 1] : eindimensionale Scheibe
Dn := {x ∈ Rn | |x| ≤ 1} : n-dimensionale Scheibe
Mk×l(X) : k × l-Matrizen mit Eintra¨gen in X
Sn := {f : {1, . . . , n} → {1, . . . , n} | f bij.} : Permutationsgruppe mit n Elementen
〈v1, · · · , vn〉G : G-Erzeugnis der Elemente v1, · · · , vn
Generalvoraussetzung 2.22 : Bezeichnungen, die u¨berall in dem
Abschnitt gelten, in dem 2.22 auf-
taucht
k = 0 ⇒ {v1, . . . , vk} := ∅ : formale leere Menge
k > l ⇒
⋃l
i=k {· · ·} := ∅,
∑l
i=k(· · ·) := 0 : formale Vereinigung/Summe
M∆N := M\N ∪ N\M : symmetrische Differenz zweier Mengen
f ◦ g(x) := f (g(x)) : Abku¨rzung, dabei muss f ◦g nicht
wohldefiniert sein
f−1g(x) := f−1 (g(x)) : Urbild unter f
(a, b) ∈M ×N : f(a, b) := f ((a, b)) : Klammern sparen
Mn := M × · · · ×M︸ ︷︷ ︸
n-mal
fu¨r n ∈ N : kartesisches Produkt einer Menge M
χ : Eulercharakteristik
H1(f) : induzierte Abbildung in der Homologie
N0 := N ∪ {0} : {0, 1, 2, 3, 4, 5, 6, . . .}
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