We consider a mathematical program with smooth objective function and linear inequality/complementarity constraints. We propose an ǫ-active set algorithm which, under a uniform LICQ on the ǫ-feasible set, generates iterates whose cluster points are B-stationary points of the problem. If the objective function is quadratic and ǫ is set to zero, the algorithm terminates finitely. Some numerical experience with the algorithm is reported.
Introduction
We consider the following mathematical program with equilibrium constraints (MPEC): 
where f is a real-valued continuously differentiable function on ℜ n and G i , H i , g j , h l are real-valued affine functions on ℜ n .
This problem has been of much interest and many algorithms have been proposed for its solution, as is evidenced by [1, 2, 5, 7, 9] and the extensive references therein. However, these algorithms in general are only guaranteed to compute either a B-stationary point under the nondegeneracy (strict complementarity) assumption that is somewhat restrictive in practice, or a C-stationary point for the problem, rather than the desired B-stationary point. Scholtes and Stöhr [12] showed that a trust region method converges to a B-stationary point provided the trust region radii do not tend to zero. However, it is not clear whether we can expect the latter condition to hold in the degenerate case. Recently, Fukushima and Pang [3] considered a continuation method based on a smoothed approximation of MPEC and showed, under LICQ (for MPEC) and an "asymptotic weak nondegeneracy" assumption, convergence of second-order stationary point of the smoothed problem to a B-stationary point of MPEC as the smoothing parameter tends to zero. Subsequently, Scholtes [11] showed an analogous result for a method based on another smoothed approximation of MPEC. However, the algorithms considered in [3, 11] are conceptual, and global convergence to a B-stationary point has yet to be established for an implementable algorithm for solving MPECs.
The purpose of this paper is to propose an implementable ǫ-active set algorithm for solving MPEC (1) and establish global convergence of the proposed algorithm to a Bstationary point of (1) under a uniform LICQ on the ǫ-feasible set. Moreover, we show that if the objective function is quadratic and ǫ is set to zero, then the algorithm terminates finitely at a B-stationary point of (1) .
A few words about notation: Since functions G i , H i , g j , and h l are all assumed to be affine, the gradients of these functions are constant vectors. Nevertheless, we will throughout write ∇G i (z k ), ∇H i (z k ), etc., to specify the point under consideration. This will better illustrate the nature of the proposed algorithm and might suggest possible extension to problems involving nonlinear constraints.
Some Properties
Let P denote the set of all pairs (A, B) such that A and B are subsets of {1, . . ., m} and A ∪ B = {1, . . ., m}. Fix ǫ ≥ 0. For each (A, B) ∈ P, define the restricted ǫ-feasible set:
Note that the sets {F ǫ [A, B] : (A, B) ∈ P} are not mutually disjoint. Define the ǫ-feasible set for MPEC (1):
Then, for ǫ = 0, F ǫ is just the feasible set for MPEC (1) . For any feasible solutionz ∈ F 0 of MPEC (1), let T (z; F 0 ) denote the tangent cone of F 0 atz. Thenz is called a B-stationary point of MPEC (1) if it satisfies
In MPEC, the tangent cone T (z; F 0 ) is normally represented as a finite union of closed convex cones [7] and hence, in general, nonconvex, unless the nondegeneracy (strict complementarity) condition is satisfied. This fact gives rise to a combinatorial nature of MPEC that makes a problem intractable. Recent attempts to identify a favorable class of MPECs have been focused on constraint qualifications pertaining to MPEC which enable us to characterize a B-stationary point in a simple and convenient manner [10, 13] . For each z ∈ F ǫ , define the index sets:
By the definition of P, we always have A ǫ (z) ∪ B ǫ (z) = {1, . . ., m}. Associated with any feasible solutionz of MPEC (1) is the following relaxed problem, denoted R(z):
Note that the relaxed problem (2) is an ordinary nonlinear program with linear constraints. We assume the following uniform LICQ on F ǫ for some ǫ ≥ 0:
whenever z ∈ F ǫ and max
where η > 0 is some constant. Notice that since G i , H i , g j , h l are affine for all i, j, l, we can equivalently replace η by 0 in this assumption. However, the constant η will play a useful role in our algorithm and its analysis. Recall thatz ∈ F 0 implies A 0 (z) ∪ B 0 (z) = {1, . . ., m}. Hence, for ǫ = 0, the uniform LICQ on F 0 essentially amounts to LICQ (in the sense of ordinary nonlinear programming) for the relaxed problem R(z) being satisfied at every feasible solutionz of MPEC (1). The following theorem will play an essential role in the subsequent analysis.
Theorem 1 Letz be a feasible solution of MPEC (1) such that the LICQ holds for the relaxed problem R(z). Ifz is a KKT point of the relaxed problem R(z), thenz is a Bstationary point of MPEC (1).
This theorem has been proved under a more general setting in [10] (see also [7, Proposition 4.3.7] and [13] for related results). The significance of the result stated in Theorem 1 lies in the fact that, under the LICQ for the relaxed problem R(z), B-stationarity for MPEC can be completely characterized by the KKT conditions for problem R(z), which is an ordinary nonlinear program. This observation has paved the way to developing iterative methods that generate a sequence converging to a B-stationary point of MPEC under the LICQ for the relaxed problem [3, 11] .
An ǫ-Active Set Algorithm
Consider the following ǫ-active set algorithm for MPEC (1): Choose arbitrary constants σ 1 ∈ (0, 1), σ 2 ∈ (0, 1), t max ∈ (0, ∞), ω 1 ∈ (0, 1), ω 2 ∈ [0, 1), and a continuous function ρ :
We consider the following subproblem associated with the current iterate z k and index set
Notice that (3) is a linearly constrained problem with z k as a feasible solution, so we can solve this problem (approximately) by using a feasible descent algorithm with starting point z k . This is described in Step 1 below.
Step 1:
and, for some
Step 2:
and exit. In case (ii), we proceed to Step 3. [Comment: Notice that case (i) can occur in at most m − 1 consecutive iterations.]
Step 3:
and proceed to Step 5. Otherwise, we proceed to Step 4.
Step 4: There exists some index
Then, by the uniform LICQ, the following linear system has a solution
(with "≤ −ην k /2" replaced by "< 0" in the case of ν k = 0). [Comment: See Note 2 below for a justification of this fact.] Lett k := min{t max , sup{t :ẑ k + td k ∈ F ǫ k }}, and set
where t k is the largest element of {t k , σ 1tk , σ 2 1t k , . . .} satisfying
[Comment: Notice thatt k is computable by a minimum ratio formula. Moreover,
}} and, by a standard argument for Armijo stepsize rule, t k > 0.]
Step 5:
and exit.
Note 1: In view of the relationŝ
we remark thatẑ k satisfies (5) whenever the following linear system has no solution:
(with "≤ −δ k " replaced by "< 0" whenever δ k = 0). This is because, by Farkas lemma, the system (7) has no solution if and only if the following dual linear system has a solution:
The first inequality implies that λ 0 > 0 and that (e T π + + e T π − )/λ 0 ≤ δ k . Then, dividing the above system by λ 0 and setting
For the case of ǫ k > 0 and ν k > 0, a pointẑ k such that (4) holds and (7) has no solution is computable in finite time by any feasible descent method for the linearly constrained subproblem (3), with starting point z k , whose generated points converge in subsequence to a KKT point of (3). [It would be enough to find a pointẑ k sufficiently near to a KKT point z of problem (3) so that A 0 (z) ⊆Â k , B 0 (z) ⊆B k , I 0 (z) ⊆ I k , and ∇f (ẑ k )−∇f (z) 1 < δ k . In fact, for suchẑ k , the system (7) has no solution, because any solution of (7) would be a feasible descent direction for problem (3) at z, contradicting z being a KKT point of (3) .] For the case of ǫ k = 0 and ν k = 0 and f is quadratic, such aẑ k is a KKT point of (3) and is computable in finite time by using a feasible descent method coupled with an active-set identification strategy. Notice that (3) need not have a unique KKT point.
Note 2: Suppose the system (6), with "≤ −ην k /2" replaced by "< 0" in the case of ν k = 0, does not have a solution. Then, by Farkas lemma, its dual system has a solution so that, by the same argument as in Note 1, and using the fact that, in this case,
the following linear system has a solution:
where r 1 ≤ ην k /2. Subtracting the equation from that in (5) yields
we would have r − r k 1 ≤ r 1 + r k 1 ≤ ην k , contradicting the uniform LICQ atẑ k . Thus, the system (6) has a solution.
Note 3:
In the 5th, 6th and 8th inequalities of (6), the right-hand side can alternatively be replaced by zero. However, the resulting linear system would have a smaller solution set. Note 4: As described, the algorithm requires knowledge of η in choosing δ k . If η is not known, we can estimate η on-line using the following back-tracking scheme: In Step 4, if (iia) or (iib) occurs but (6) does not have a solution, then decrease η by a constant fraction and repeat iteration k. [The initial η is chosen arbitrarily.] Under the uniform LICQ, η would be decreased only a finite number of times (see Note 2) , and the convergence result given in Theorem 2 would still hold for this variant of the algorithm.
Note 5: In Step 3, instead of setting ν k+1 to ω 1 ν k , one can more generally set ν k+1 to be the term after ν k along some pre-specified decreasing sequence (not necessarily geometric) tending to zero. The term ω 2 ǫ k in Step 5 can be similarly generalized. The updating rule for ǫ k enforces that ǫ k goes to zero at the rate of ρ(ν k ). Thus, ǫ k , which measures primal feasibility, and ν k , which measures dual feasibility, can go to zero at different rates, depending on the choice of the function ρ.
Convergence to B-Stationary Point
To establish convergence of the preceding algorithm, we assume f is bounded below on F ǫ . We further assume {z k } and {ẑ k } are bounded (which would be implied by the boundedness of F ǫ ). A sufficient condition for this assumption to hold is given in Lemma 1 at the end of this section. Proof. Let K := {k ∈ {0, 1, . . .} :
Step 5 is entered from Step 4 in iteration k}, K ′ := {k ∈ {0, 1, . . .} :
Step 5 is entered from Step 3 in iteration k}. Then, we have z k ∈ F ǫ k for all k, and
and
, and the updating formula for ǫ k would imply ǫ k → 0, so any cluster pointz of {ẑ k } k∈K ′ would be a KKT point of the relaxed problem R(z), which is a B-stationary point of MPEC (1) under the (uniform) LICQ. Suppose instead ν k → 0, so that |K ′ | < ∞, |K| = ∞, and ν = lim k→∞ ν k > 0. We will obtain a contradiction below.
For
Then, by a well-known lemma of Hoffman [4] , there exists a constant τ > 0 (depending on ∇G i , ∇H i , ∇g j , ∇h l only) such that
where the equality follows from the fact thatz
and the second inequality uses the nonexpansive property of [·] + := max{0, ·} with respect to |·|. Since f is Lipschitz continuous with constant L on Z containing z k+1 andz k , it follows that
This together with (8) yields
and f (z k+1 ) = f (z k ) for all k ∈ K ∪ K ′ . Since, by our assumption, {f (z k )} is bounded below, and {ǫ k } is monotonically nonincreasing and positive, this in turn implies that {f (z k )} converges and so
this and (10) imply {t k } k∈K → 0. The Armijo-type stepsize rule for determining t k implies, for each k ∈ K, either (i) t k =t k or (ii) t k <t k . Since ν = lim k→∞ ν k > 0, the updating rule for ǫ k+1 implies lim k→∞ ǫ k > 0, sot k is bounded away from zero (see the comment at the end of Step 4 of the algorithm). Since {t k } k∈K → 0, this implies case (i) can occur for only a finite number of iterations k ∈ K, so it must be that case (ii) occurs for all k ∈ K sufficiently large, in which case
Since {ẑ k } k∈K is assumed bounded and −e ≤ d k ≤ e for all k ∈ K, this together with {t k } k∈K → 0 would yield
Suppose ǫ 0 = ν 0 = 0 and f is quadratic. In this case, ǫ k = ν k = 0 for all k. Since we can exit from Step 2 in at most m − 1 consecutive iterations before exiting from Step 5, it suffices to show that there existsk ∈ K ∪ K ′ such that zk is a B-stationary point of MPEC (1). For each k ∈ K, we have from t k > 0 and z k+1 =z k that
so the values f (ẑ k ), k ∈ K, are distinct. On the other hand, ν k = 0 implies δ k = 0 for all k , so (5) yields thatẑ k is an (exact) stationary point of the subproblem (3). Since (3) is a quadratic program, a lemma from [8] shows that the set of values { f (z) : z is a stationary point of (3) } is finite. Since ǫ k = 0 for all k and the number of index set pairs (A, B) ∈ P is finite, the number of distinct quadratic programs of the form (3) is finite. It follows that the sequence {f (ẑ k )} k∈K is finite. Hence there must be an index
Step 5 is entered from Step 3 so that v k i ≥ −ν k = 0 and w (5) with ǫ k = δ k = 0. Thereforeẑ k is a KKT point of the relaxed problem R(ẑ k ), and hence a B-stationary point of MPEC (1) under the LICQ for R(ẑ k ).
Lemma 1 Suppose there exists L > 0 such that
is bounded and f is Lipschitz continuous on Z :=F ǫ 0 + 2τ mǫ 0 B with constant L, where B denotes the unit sphere in ℜ n . [Such an L exists when, for example, F ǫ 0 is bounded.] Then, {z k } and {ẑ k } lie inF ǫ 0 and hence are bounded, and {z k } and {z k } lie in Z.
Proof. An induction argument using (9) and (10) 
and hence z k ,ẑ k ∈F ǫ 0 and z k ,z k ∈ Z.
Some Numerical Experience
To gain some understanding of the practical performance of the ǫ-active set algorithm, we implemented in Matlab a version of this algorithm for the case of quadratic f . We report below the implementation details and our numerical experience. In our implementation, we set ǫ 0 = ν 0 = 0 since f is quadratic. To account for roundoff errors, any number below 10 −12 in magnitude is treated as zero. In Step 1, we setẑ k to be a stationary point of the quadratic program (3), with (v 
satisfying the constraints of (6), ignoring the first inequality. This is implemented by calling the linear program solver from the Matlab Optimization Toolbox. We stop at Step 3 of iteration k when v
In our testing, we use the Matlab program QPECgen (Version 1.1) of Jiang and Ralph [6] to generate test problems. This program generates random instances of mathematical programs with quadratic objective function and affine variational inequality constraints. We set the QPECgen parameters as in Table 8 of [6] . The problems thus generated are special cases of (1) with
where x ∈ ℜ n−m and y ∈ ℜ m . The dimensions n, m, p for the generated problems are shown in Table 1 . The values of second_deg and mono_M, which are QPECgen parameters that control the degree of degeneracy (failure of strict complementarity) and the monotonicity of [
in y, are also shown. To generate the feasible starting point z 0 , we considered solving
for a global optimal solution. However, the Matlab quadratic program solver was unable to find a global optimal solution of this nonconvex quadratic program. Thus, we used a less direct scheme for generating z 0 : We first modify the problem by negating the linear terms in the objective function. Then we apply the ǫ-active set algorithm to the modified problem, initialized with the recommended solution that is provided by QPECgen. This generates a feasible solution of (1) which we take to be z 0 . [We cannot use the recommended solution as z 0 because it is already a B-stationary point.] The performance of the algorithm on the test problems is reported in Table 1 . As can be seen from Table 1 , the algorithm terminated in a finite number of iterations on each problem. Moreover, on all except problems 9 and 10, the final z is verified to be a B-stationary point since the gradients of the active constraints were linearly independent.
[In particular, the determinant of C T C, where C is the matrix with columns being the gradients of the active constraints, is a large positive number. On problems 9 and 10, this determinant is below 10 −12 in magnitude and hence is treated as zero.] Since f is convex, each B-stationary point is a local optimal solution of MPEC (1) . For the first 8 problems, the final f -value agrees with those reported in Table 8 of [6] up to the fifth significant digit. The number of iterations increases significantly with n and m, especially on the two largest monotone problems. The number of iterations in which Step 2 is exited is also higher on the large monotone problems. The reasons for this is not well understood, but it does not appear to be related to degeneracy. For example, on the last problem of Table 1 , the final solution has 3 degenerate indices, and yet the number of iterations is small relative to the problem size. The work at each iteration k varies, depending on the effort to solve the quadratic program (3) using the warm starting point z k and the effort Table 1 : Performance of the ǫ-active set algorithm on QPECgen problems.
to solve the linear program derived from the system (6). In the case where we exit from
Step 2, we can skip solving subproblem (3) at the next iteration k + 1. This is because A k+1 ⊇ A k , B k+1 ⊇ B k , so thatẑ k is still a stationary point of (3) when "k" is replaced by "k + 1."
Conclusion
We have proposed an active-set algorithm for solving mathematical programs with linear complementarity constraints and established convergence to a B-stationary point of the problem under the uniform LICQ on the ǫ-feasible set. To the authors' knowledge, this is the first implementable algorithm that enjoys global convergence to a B-stationary point without nondegeneracy (strict complementarity) assumption. We have also reported some numerical results that support the theoretical advantage of the algorithm.
