Abstract
Introduction
Although symmetric functions are not as well studied in MVL as in binary logic, there have been some noteworthy advances. In the first ISMVL, an identification algorithm for MVL functions was shown [4] . In the seventh Symposium, a special case of symmetric functions, called fundamental symmetric functions, was introduced [2] . MVL functions that are symmetric in both variable labels and values have been characterized in [1] .
In this paper, we consider the fixed polarity Reed-Muller expression of a symmetric function. Such an expression involves the modulo sum of product terms which consists of the modulo product of variables, so that each variable ap- pears complemented in exactly one way. For a given function, there is exactly one expression for a given polarity. The minimization problem is then one of determining which polarity yields the fewest product terms. For Boolean functions, modulo sum is exclusive OR and modulo product is the AND function, while each variable can be complemented in exactly two ways.
Formulation of the problem
Given an Ñ-valued logic function with Ò variables Ü ½ Ü ¾ Ü Ò of which are symmetric, we want to find the number of products (product cost) of the FPRM expression of a given polarity. Since the FPRM expression is unique, minimization is simply a process of choosing the polarity that yields the lowest cost expression.
In the paper we adopt the FPRM expression introduced by Green and Taylor [3] , where variable Ü always appears
and · is addition modulo Ñ.
Definition 2.1 The polarity vector of an FPRM expression of an
We say that has polarity Ô, where 
Partially symmetric MVL functions
An Ñ-valued function is partially symmetric with respect to variables if and only if it is unchanged by any permutation of these variables. 
Evaluating of FPRM expression of a partially symmetric function
To determine the product cost of an FPRM expression, we count the number of nonzero coefficients. In case of symmetric functions, a reduction in computation occurs because symmetry causes specific coefficients to be identical with other coefficients.
The number of distinct fixed polarities
The polarities of FPRM expressions can be grouped according to the number of variables whose form is Ü, Ü, , and Ñ ½ Ü . Because the function is symmetric in variables, it does not matter which of these variables occur in some inverted form; it matters only how many there are in each form. 
It is not surprising that AE is identical to the number of functions symmetric in a single set of variables.
Let an 
Note, that expressions within a distinct group of FPRM forms have to be characterized by the same symmetry distribution vector Ã´Ôµ. Because the function is symmetric in variables, it does not matter which of these variables are assigned with which cyclic inversions; it only matters how many inversions there are of each type. In the following result, we count the number of ways this can be done. 
Theorem 4.2 Given symmetry distribution vector

The number of distinct coefficients in FPRM expression
A distinct FPRM expression of a Ñ-valued function partially symmetric in variables is characterized by (i) the number of distinct coefficients, each is assigned to a group of products, (ii) the cost of a distinct coefficient that is the number of products in the group.
FPRM expression of an Ò-variable Ñ-valued function, partially symmetric in variables, contain several distinct groups of coefficients, and the number of the groups is counted as below. 
The product cost of the FRPRM expression
We evaluate below the number of products assigned to a distinct FPRM coefficient, i.e. the product cost of the coefficient, as well as the total product cost of the FPRM expression. Given a coefficient Ö´ 
Example 4.7 Fig. 4 In the next section we estimate the percentage of optimal realizations (realization of the smallest product cost) verses the number of symmetric variables and polarities, variables, as well as the product costs for some benchmark functions.
Experimental results
Let us fix the number of symmetric variables and observe how the costs of FPRM coefficients depends on the polarity. Table 1 . We generated functions for small Ò and large . We generate samples (200,000 of the whole class) for small to obtain the approximated results. The goal of the experiment was to show the distribution of symmetric functions to the polarities that are optimally realize those functions. For ternary benchmark functions, we investigated how the number of optimal realizations are distributed with respect to various polarities. We generate the benchmarks from binary ones regards to interpreting gates AND as MIN, OR as MAX, and Ñ-valued NOT of Ü as´Ñ ½µ Ü. The results are given in Table 2 . All experiments have been conducted on a Pentium 100Mhz with 48 MBytes of the main memory. For totally symmetric functions, we observe that for 3-valued functions, there are three "best" polarities. These are 00...0, 11...1, and 22...2. The polarities that realize the fewest symmetric functions minimally have an equal or near equal number of 0's, 1's, and 2's in the polarity code. The data suggests that, in general Ò-variable Ñ-valued functions, the best polarity consists of all variables in the same inverted form. Since no single polarity realizes the best FPRM for the majority of functions, it is tempting to believe that, for each Ñ, one should use Ñ polarities, each consisting of all variables in the same inverted form. It is conjectured that many symmetric functions are realized minimally with this set of polarities. 
Concluding remarks
This paper focuses on the FPRM expression for partially symmetric MVL functions. We derive the equations to estimate exactly the product of the FPRM expression of a given polarity and the number of variables of symmetry. First, we solve the problem in general mathematical formulation for arbitrary variables of symmetry, number of variables, polarity and the radix (Boolean and Ñ-valued). Based on these general equations, we can evaluate any partially symmetric logic function. We use these equations to find an optimal polarity forms (with minimal product cost) for the given function, and show experimental results of this algorithm.
