Abstract In this paper we study a criterion for the viability of stochastic semilinear control systems on a real, separable Hilbert space. The necessary and su¢ cient conditions are given using the notion of stochastic quasitangency. As a consequence, we prove that approximate viability and the viability property coincide for stochastic linear control systems. We obtain Nagumo's stochastic theorem and we present a method allowing to provide explicit criteria for the viability of smooth sets. We analyze the conditions characterizing the viability of the unit ball. The paper generalizes recent results from the deterministic framework.
Introduction
We begin by introducing the basic notations. We consider two separable real Hilbert spaces (H; h ; i H ) ; ( ; h ; i ). We let L ( ; H) be the space of continuous linear operators and L 2 ( ; H) be the space of Hilbert-Schmidt linear operators endowed with its usual norm. We consider a linear operator A : D (A) H ! H which generates a C 0 -semigroup of linear operators (S (t)) t 0 : We let ( ; F; P ) be a complete probability space. The process W will denote a cylindrical Wiener process with values in . The probability space ( ; F; P ) is endowed with the natural, complete …ltration (F t ) t 0 generated by W . We consider (G; h ; i G ) a real separable Hilbert space and a closed, bounded subset U G: For a …nite time horizon T > 0, we let A denote the space of all predictable processes u : [0; T ] ! U: The coe¢ cient functions f : H U ! H and g : H U ! L ( ; H) will be supposed to satisfy standard assumptions (see Section 2) . Finally, we consider a closed set K H.
Given a stochastic control system 8 < : dX t; ;u (s) = AX t; ;u (s) + f X t; ;u (s); u (s) ds +g X t; ;u (s); u (s) dW s ; for all s 2 [t; T ] ; X t; ;u (t) = 2 L 2 ( ; F t ; P ; H) ;
the aim of this paper is to give necessary and su¢ cient conditions for which, for every t 2 [0; T ], and every 2 L 2 ( ; F t ; P ; K), one can …nd an admissible control process u 2 A such that the mild solution of (1) associated to u remains inside the set K; or, at least, in an arbitrarily small neighborhood of K. These properties are called viability, respectively approximate viability, and they have been extensively studied both in deterministic and stochastic setting. In the …nite-dimensional deterministic framework, the …rst result on viability goes back to Nagumo [17] and it has been rediscovered several times in the late sixties. For stochastic …nite-dimensional systems, the methods used to characterize viability rely either on stochastic contingent cones (e.g. [1] - [3] , [13] ) or on viscosity solutions (e.g. [4] - [6] , [14] ). We also recall [7] for a necessary condition for the viability of semilinear evolution systems using viscosity solutions of a class of fully nonlinear Hamilton-Jacobi-Bellman equations in abstract Hilbert spaces.
In [15] it has been proved by duality methods that approximate controllability of in…nite-dimensional linear systems reduces to the study of (backward) viability with respect to some dual system. Therefore, beside the interest in the result itself, a necessary and su¢ cient criterion for viability in the in…nite-dimensional setting could be a tool for the study of controllability properties.
Recently, the authors of [8] - [10] have provided a characterization of the viability of (deterministic) multi-valued nonlinear evolutions on Banach spaces via the quasi-tangency condition. Motivated by this approach, our main objective is to introduce the notion of quasi-tangency corresponding to the stochastic framework and to prove the relation with the viability of stochastic semilinear control systems. This will allow to extend existing results (e.g. [2] ) in both directions: to an in…nite-dimensional state space and to systems driven by cylindrical Brownian motion. Under the assumption that the noise coe¢ cient g is L 2 ( ; H)-valued, we provide a criterion equivalent to the approximate viability property. In the more general framework, this condition remains su¢ cient for approximate viability. For the converse, the estimates only allow to prove a slightly weaker quasi-tangency condition.
We point out that the stochastic quasi-tangency conditions extend the stochastic contingent cone introduced in [2] for the …nite-dimensional setting. As for [2] , the criteria are not deterministic (as is the case in [4] - [6] , [14] ), but the method can be easily adapted for random sets of constraints. One can derive deterministic conditions by calculating contingent sets to direct images. We will give a simple example showing how the viability of the unit ball can be explicitly characterized from the quasi-tangency conditions. The paper is organized as follows: In the …rst section, we introduce the concept of quasi-tangency and state the main results. The second section is concerned with the proof of the equivalence between stochastic quasitangency and the property of approximate viability for stochastic semilinear control systems. In the last section, two classes of examples are considered. First, we prove that, for in…nite-dimensional stochastic linear control systems, approximate viability and viability coincide. Second, we give Nagumo's stochastic theorem as a corollary of our main result and deduce explicit conditions for the viability of smooth sets. In particular, we study the viability of the unit ball in H.
Assumptions and main results
The coe¢ cient functions f : H U ! H and g : H U ! L ( ; H) are supposed to satisfy the following standard assumptions:
(A1) There exists some positive constant c > 0 such that jf (x; u) f (y; u)j c jx yj ; and jf (x; u)j c (1 + jxj) ;
for all x; y 2 H and all u 2 U ; (A2) For every t > 0 and every (x; u) 2 H U , one has S (t) g (x; u) 2 L 2 ( ; H) : Moreover, for some constants c > 0 and 0 < 
for all x; y 2 H and all u 2 U:
Given t 2 [0; T ] and an admissible control process u 2 A, we recall that an (F t )-predictable process X t; ;u with E h sup s2[t;T ] X t; ;u (s)
;u (r) ; u (r) dW r ; dP a:s:
Under the standard assumptions (A1) and (A2), there exists a unique mild solution of (1). For further results on mild solutions, the reader is referred to [11] and [12] . Let us consider 2 0; 1 2 and introduce the concept of stochastic quasi-tangency.
De…nition 1 ( Quasi-tangency condition) A closed set K H satis…es the quasi-tangency condition with respect to the control system (1) if, for every t 2 [0; T ) and every 2 L 2 ( ; F t ; P ; K) ; we have
where
The term involving the conditional expectation in (2) corresponds to the deterministic quasi-tangency condition. The term h 1 2 is speci…c to the stochastic part of the equation (1) . Whenever the coe¢ cient function g takes its values in L 2 ( ; H) and is Lipschitz continuous in the state variable, one can consider = 0:
The following simple proposition provides a sequential formulation of the stochastic quasi-tangency condition.
Proposition 1 A nonempty, closed set K H satis…es the quasi-tangency condition with respect to the control system (1) if and only if, for every t 2 [0; T ) and every 2 L 2 ( ; F t ; P ; K), there exist a sequence of positive real constants h n & 0; a sequence of random variables p n 2 L 2 ( ; F t+hn ; P ; H) and a sequence of admissible control processes (u n ) n A such that the following assertions hold simultaneously:
The proof is straightforward and we leave the details to the interested reader. We recall the de…nitions of approximate viability and viability. 
for every 2 L 2 ( ; F s ; P ; H) : Whenever the projection map K : H K de…ned by
has nonempty images (e.g. for closed, convex sets of constraints), using [3] , Corollary 8.2.13, one can replace the approximate viability condition by
Here, d K stands for the distance function to the closed set K.
We now state the main results of the paper. The proofs will be postponed to the next section.
Theorem 1 (Necessary condition for approximate viability)
Let us suppose that (A1) and (A2) hold true. Moreover, we suppose that K H is a nonempty, closed set. If K is approximately viable with respect to the control system (1), then the quasi-tangency condition (2) holds true for = .
Theorem 2 (Su¢ cient condition for approximate viability)
Let us suppose that (A1) and (A2) hold true. Moreover, we suppose that K H is a nonempty, closed set and the quasi-tangency condition (2) holds true for = 0. Then the set K is approximately viable with respect to the control system (1).
The following result is a direct consequence of the previous theorems. It provides a useful criterion equivalent to the approximate viability of control systems with L 2 ( ; H)-valued noise coe¢ cient.
Corollary 1
We assume (A1) and (A2') For every (x; u) 2 H U , one has g (x; u) 2 L 2 ( ; H) : Moreover, for some real constant c > 0;
jg (x; u) g (y; u)j L2( ;H) c jx yj ; and
for all x; y 2 H and all u 2 U: Then the quasi-tangency condition (2) with = 0 provides a criterion equivalent to the approximate viability property.
Proof of the main results

Necessary condition for approximate viability
Proof (of Theorem 1). We begin by proving that, whenever K enjoys the approximate viability property, it satis…es the quasi-tangency condition with = . We consider arbitrary t 2 [0; T ) ; h 2 (0; 1) small enough and 2 L 2 ( ; F t ; P ; K). If K enjoys the approximate viability property, then there exists an admissible control process u (which may depend on t; h and ) such that the mild solution of (1) issued from and associated to u (denoted by X t; ;u ) satis…es Remark 3 1. A careful look at the previous proof shows that lim inf in the de…nition of quasi-tangency can be strengthen to lim sup : 2. Moreover, for every deterministic initial data = x 2 K and every k 2; the random variable p h (given by (10)) can be chosen in L k ( ; F t+h ; P ; H) whenever one of the following assumptions holds true: a) the set of constraints K is viable with respect to (1); b) the set of constraints K is convex and approximately viable; c) the set K is bounded and approximately viable. Indeed, if a) holds true, then the random variable in (3) can be chosen as = X t;x;u t+h : Under the assumption b), one can choose = K X t;x;u t+h , where K is the projection on K. If c) holds true, 2 L 1 ( ; F t+h ; P ; H) : The conclusion follows from (7) and (10).
Su¢ cient condition for the approximate viability property
In order to prove the converse, we introduce the notion of "-approximate mild solution.
De…nition 3 For every 0 t e T T , every initial condition 2 L 2 ( ; F t ; P ; K) and every positive real constant "; an "-approximate mild solution of (1) de…ned on
is a sixtuple ( ; u; '; ; ; Y ) such that (a) the function :
is non decreasing and such that
(b) the process u is an admissible control process.
(c) the process ' :
(d) the process :
(e) the function :
and it satis…es (s; r) s t and s 7 ! (s; r) is nonexpansive on r; e T i (i.e. j (s; r) (s 0 ; r)j js s 0 j ; for every s; s 0 2 r; e T i ).
(f ) the process Y :
for all s 2 h t; e T i :
Remark 4 Under the conditions of the de…nition, the process Y :
is also predictable. To see this, we denote by P the -…eld of predictable sets on h t; e T i and introduce the mapping :
for all t s e T and all ! 2 . Whenever satis…es the condition (a), then it is Borel-measurable and We begin by proving some qualitative properties of "-approximate mild solutions.
Proposition 2
We suppose that (A1) and (A2) hold true. If t; e T 2 [0; T ] ; such that t e T ; 2 L 2 ( ; F t ; P ; K), " 2 (0; 1) is a positive real constant and ( ; u; '; ; ; Y ) is an "-approximate mild solution of (1) 
Here C is a positive real constant which only depends on T and (but not on t; e T ; " nor on ( ; u; '; ; ; Y )):
Proof Let us …x s 2 h t; e T i . In order to prove (12) , one uses the conditions (c) and (d) in De…nition 3 to have
To estimate I 1 , we use the properties of the semigroup (S (r)) 0 r T and obtain
For I 2 ; we write
Using property (g) in De…nition 3 and the assumption (A1), inequality (15) yields
Similar arguments allow to obtain
We substitute (14) , (16) and (17) in (13) to …nally get
for all s 2 h t; e T i : The conclusion follows from a variant of Gronwall's inequality (see, for instance, [18] ).
The following result proves further regularity properties of the Y component of an approximate mild solution.
is a positive real constant and ( ; u; '; ; ; Y ) is an "-approximate mild solution of (1), then Y is mean-square continuous.
Proof We let ( ; u; '; ; ; Y ) be an "-approximate mild solution of (1) 
The strong continuity of the semigroup S and a simple dominated convergence argument yield lim s 0 &s
For the term I 2 (respectively I 4 ) we use (A1) (respectively (A2)) and Proposition 2 to get I 2 C (s 0 s) 2 and
For the term I 3 (respectively I 7 ) we use the continuity of the semigroup S and a dominated convergence argument to have lim s 0 &s
Next, one notices that
and, from the dominated convergence theorem it follows that lim s 0 &s
Similar arguments hold true for I 8 . Finally, the conditions (c) and (d) in De…nition 3 imply lim s 0 &s
Combining (18)- (23), we prove the mean-square right-continuity of Y: Similar arguments give the left-continuity. The proof of the Proposition is now complete.
The main step in the proof of Theorem 2 consists in the construction of approximate mild solutions. To this purpose, we prove Lemma 1 Let us suppose that (A1) and (A2) hold true and that K H is a nonempty, closed set which satis…es the quasi-tangency condition (2) with = 0. Then, for every t 2 [0; T ), every initial condition 2 L 2 ( ; F t ; P ; K), every time horizon e T 2 [t; T ] and for each " 2 (0; 1) ; there exists an "-approximate mild solution of (1) denoted by ( ; u; '; ; ; Y ) and de…ned on h t; e T i :
and " 2 (0; 1) : The proof of the Lemma will be given in three steps.
Step 1. We will …rst show the existence of an "-approximate mild solution on some small interval [t; t + ] : We …x " 0 2 (0; ") : We will latter specify how " 0 should be chosen. Using the quasi-tangency property of K, one gets the existence of some 2 (0; " 0 ), of an admissible control process u and of a random variable p 2 L 2 ( ; F t+ ; P ; H) such that Moreover, we let : ft r < s t + g ! [0; t + ] be de…ned by (s; r) = 0; for all t r < s t + :
Next, we de…ne a process Y by
for all s 2 [t; t + ] : We claim that ( ; u; '; ; ; Y ) is an "-approximate mild solution. The conditions (a), (b), (e) and (f) of De…nition 3 are obviously satis…ed. From the choice of p, one gets
Thus, the conditions (c) and (d) are also satis…ed. Hence, we only need to check the last condition of De…nition 3. To this purpose, we recall that < " 0 and write
for all s 2 [t; t + ] : Using (A2), we notice that
Similar estimates hold true for I 1 : We return to (25) and get
for all s 2 [t; t + ] : The constant C may be chosen to depend only on T , and the Lipschitz constant of f and g (but not on , nor " 0 ). Thus, by considering small enough " 0 2 (0;
By the choice of ; Y ( (s)) = 2 K; dP -almost surely, for all s 2 [t; t + ] and (24) implies that Y (t + ) 2 K; dP -almost surely. It follows that the condition (g) is also satis…ed and, thus, ( ; u; '; ; ; Y ) is an "-approximate mild solution.
Step 2. To prove the existence of some approximate solution on the whole interval h t; e T i ; we use the following result, also known as the Brezis-Browder Theorem:
Theorem 3 Let S be a nonempty set, S S a preorder on S and let N : S ! R[f+1g be an increasing function. Suppose that each increasing sequence in S is bounded from above. Then, for each a 0 2 S, there exists an N -maximal element a 2 S such that a 0 a :
For proof of this result and further remarks, the reader is referred to Theorem 2.1.1 in [10] and references therein.
We now return to the proof of the Lemma. We introduce the set S of all "-approximate mild solutions de…ned on intervals of the form [t; t + ] h t; e T i : On this set, we de…ne the following preorder relation : given two 
up to an evanescent set and 1 = 2 almost everywhere on ft r < s t + 1 g : We consider an arbitrary increasing sequence in S L = f( n ; u n ; ' n ; n ; n ; Y n ) de…ned respectively on [t; t + n ] ; n 2 Ng :
We de…ne = sup n n : If = n for some index, then the element ( n ; u n ; ' n ; n ; n ; Y n ) is an upper bound for L. Otherwise, since n are increasing functions satisfying (a), there exists the limit
This allows to de…ne an increasing function : [t; t + ] ! [t; t + ] by setting
The function satis…es the condition (a) of De…nition 3. We consider an element u 0 2 U and introduce the control process
for s 2 [t; t + ] : Next, we de…ne
and
For every n, one can extend ' n on [t; t + ] by setting ' n (s) = 0; for all s 2 (t + n ; t + ] : Then ' is the pointwise limit of ' n (except for an evanescent set). Thus, ' is predictable. Property (c) of "-approximate mild solutions yields
Then, by Fatou's lemma, one gets
and the condition (c) holds for '. Moreover, a simple dominated convergence argument proves that ' n ! n ' in L 2 ( [t; t + ] ; H). The condition (d) follows in the same way. Next, one notices that whenever m; k 2 N such that m k; for every r 2 [t; t + k ), the nonexpansive property of m and
This implies the existence of lim n n (t + n ; r) : We de…ne (s; r) = n (s; r) ; if t r < s t + n ; lim n n (t + n ; r) ; if t r < s = t + :
We recall that
Proposition 2 and a simple dominated convergence argument allow to obtain the existence of the limit
Moreover, since K is closed, the limit is in K dP -almost surely. We can now de…ne
It is easy to see that Y is predictable. Let us check the condition (g) of De…nition 3. We need to show that Y ( (s)) 2 K, dP a:s: and for all s 2 [t; t + ] : If s t + n for some n, then Y ( (s)) 2 K; dP a:s: Otherwise; using the fact that (t + ) = lim n n (t + n ), and Y is mean-square continuous, we get Y ( (t + )) 2 K; dP a:s. In order to prove that ( ; u; '; ; ; Y ) is an "-approximate mild solution on [t; t + ] one only needs to verify
for all s 2 [t; t + ]. If s t + n for some n, we have nothing to prove. We recall that E
for all n 1. Using the de…nition of Y and and the continuity of Y; we also get E
It follows that ( ; u; '; ; ; Y ) is an "-approximate mild solution on [t; t + ] and an upper bound for L. We introduce the increasing function N : S ! R + ; given by N (( ; u; '; ; ; Y )) = ; whenever ( ; u; '; ; ; Y ) is de…ned on [t; t + ] : We apply the BrezisBrowder Theorem to obtain the existence of an N -maximal element of S denoted by ( ; u ; ' ; ; ; Y ) and de…ned on [t; t + ] :
Step 3. We claim that t + = e T : Let us assume, for the moment, that t + < e T : By de…nition, Y (t + ) 2 K dP -a.s. We recall that K satis…es the quasi-tangency condition with respect to the control system (1). Therefore, for every " 0 < " there exist 0 < min
; F t+ + ; P ; H) and an admissible control process e u 2 A such that (s; r) ; if t r < s t + ; (s t ) + (t + ; r) ; if t < r < t + < s t + + ; 0;
if t + r < s t + + and This inequalities come in contradiction with the initial assumption of ( ; u ; ' ; ; ; Y ) being maximal. We deduce that ( ; u ; ' ; ; ; Y )
is an " approximate mild solution de…ned on h t; e T i and this completes the proof of our Lemma.
Using this result, we are now able to prove that the quasi-tangency condition (2) written for = 0 provides a su¢ cient condition for approximate viability.
Proof (of Theorem 2). We assume that K satis…es the quasi-tangency condition (2) with = 0. Let us …x t 2 [0; T ), 2 L 2 ( ; F t ; P ; K) and " 2 (0; 1) : We apply the previous Lemma and get the existence of an "-approximate mild solution of (1) 
for all s 2 [t; T ]. It follows that
for all s 2 [t; T ] : Next, in order to estimate E
for all s 2 [t; T ] : In order to estimate I 1 ; we use the Cauchy-Schwarz inequality and the Lipschitz property of f; and get
For I 2 ; similar arguments combined with (32) yield
The assumption (A2) gives
For the last terms I 5;6 it su¢ ces to recall the properties (c) and (d) of De…nition 3. This yields
We substitute the estimates (35)-(39) in (34) to obtain
for all s 2 [t; T ] : Then, applying a variant of Gronwall's inequality, we have
for all s 2 [t; T ] : We substitute (32) and (40) in (33) to …nally get
for all s 2 [t; T ] : The conclusion follows by recalling that C can be chosen independent of " (and s 2 [t; T ] ) and " 2 (0; 1) is arbitrary. The proof of the main result is now complete.
Applications
The linear case
Let us now consider the following particular case of the control system (1):
Here A is a linear unbounded operator on H that generates a C 0 -semigroup of linear operators (S (t)) t 0 ; B 2 L (G; H) ; C is an L ( ; H)-valued linear operator on H and there exist 2 0; 1 2 and c > 0 such that, for every t > 0; S (t) C 2 L (H; L 2 ( ; H)) and jS (t) Cj L(H;L2( ;H)) c (t^1) ; and D is an L 2 ( ; H)-valued linear bounded operator on G: We also suppose that U is a closed, bounded and convex subset of G:
Remark 5 If the assumption (A3) holds true, the space of admissible control processes A is convex. As a consequence, A is a closed subspace of L 2 ([t; T ] ; G) with respect to the weak topology on
It is obvious that viability implies approximate viability for a closed set K H. For the particular case of a linear control system we will prove that the quasi-tangency condition written for = 0 is a su¢ cient condition not only for the approximate viability, but also for the viability property of an arbitrary nonempty, closed and convex set K H: Hence, whenever C 2 L (H; L 2 ( ; H)) ; viability and approximate viability of closed, convex sets with respect to the linear control system (41) are equivalent. The main result of this section is Theorem 4 Let us suppose that (A1), (A2) and (A3) hold true. Moreover, we suppose that K H is a nonempty, closed and convex set that satis…es the quasi-tangency condition with respect to the control system (41) with = 0. Then K is viable with respect to the control system (41).
Proof Let us …x t 2 [0; T ) and 2 L 2 ( ; F t ; P ; K) : For every n 2, Lemma 1 gives the existence of an n 1 -approximate mild solution denoted by ( n ; u n ; ' n ; n ; Y n ) and de…ned on [t; T ] : By de…nition, for every n 2 and every s 2 [t; T ] ;
dP -almost surely. The estimates of Proposition 2 yield
for a generic constant c. Moreover, since U is bounded,
The above estimates, together with the assumption (A3), allow to …nd a subsequence (still denoted by (Y n ; u n )), a process Y 2 L 2 [t; T ] ; L 2 ( ; H) and an admissible control process u such that (Y n ; u n ) ! (Y; u) in the weak topology on L 2 [t; T ] ; L 2 ( ; H U ) : Step 1. We begin with showing that Y can be identi…ed with X t; ;u (the unique mild solution of (41) starting from and associated with the control process u): We make the following notations
Let us …x 2 L 2 ( ; F s ; P ; H) : Using the weak convergence of (u n ) ; one gets
is an (F t )-adapted process; the previous equality, combined with a dominated convergence argument, allows to prove that
Since is arbitrary, this proves that M 1;n converges in the weak topology on
Using condition (g) in the De…nition 3 of approximate mild solutions, we get
Thus, in order to prove that M 2;n converges in the weak topology on 
This equation is, a priori, satis…ed dP ds almost everywhere. We can now identify Y with its continuous version X t; ;u . Step 2. We claim that Y s 2 K dP ds almost everywhere on [t; T ] : Indeed, let us consider the following application :
Obviously, this application is convex: Using the fact that Y n converges in the weak topology on L 2 [t; T ] ; L 2 ( ; H) to Y , one …nds a sequence of convex combinations of (Y n ) ; denoted by Z n ; which converges strongly to
Thus, using the convexity of , one can assume, without loss of generality, that
We let n ! 1 in the last inequality. Due to (44) and to the strong convergence of Z n to Y , one has (Y ) = 0: In other words, Y (s) 2 K; dP ds almost everywhere on [t; T ] : The conclusion follows from the continuity of Y .
Nagumo's stochastic theorem. Viability of smooth sets
We assume that A is a linear operator on H that generates a semigroup of continuous operators denoted by (S (t)) t 0 . We consider F : H ! H and G : H ! L 2 ( ; H) such that, for some positive constant c > 0;
for all x; y 2 H: We consider the stochastic semilinear equation 8 < :
The aim of this subsection is to deduce explicit conditions for the viability of smooth sets with respect to the system (45). In particular, we study the viability of the closed unit ball B (0; 1) : We begin by stating the following version of Nagumo's stochastic theorem.
Theorem 5 (Nagumo's stochastic theorem) A nonempty, closed set K H is viable with respect to (45) if and only if, for every t 2 [0; T ) and every 2 L 2 ( ; F t ; P ; K) ; there exist a sequence h n & 0 and a sequence of random variables p n 2 L 2 ( ; F t+hn ; P ; H) such that
and S (h n ) + h n F ( ) +G ( ) (W t+hn W t ) + p h n p n 2 K; dP almost surely, for all n:
This result is a simple consequence of Theorems 1 and 2. We consider some orthonormal basis in ; denoted by (e m ) m2N . We introduce, for every m 2 N ; m = hW ; e m i : This de…nes a sequence of independent standard 1-dimensional Brownian motions. We also consider, for every m 2 N , the m dimensional Brownian motion
For every m 1, we denote by fF m t : t 0g the …ltration generated by the one-dimensional Brownian motion m completed by the P -null sets and by n F 1;m t : t 0 o the …ltration generated by the …nite-dimensional Brownian motion W m completed by the P -null sets. We will show how deterministic criteria can be inferred from the quasitangency condition for smooth sets of constraints. To be more precise, we consider sets of constraints K that can be written as
for some C 2 -function ' : H ! R with bounded, Lipschitz-continuous second order derivative.
Proposition 4
Under the assumption (B), if the set K given by (46) is viable with respect to (45), then, for every x 2 D (A) such that ' (x) = 0;
Proof If the set K is viable, and x 2 D (A) such that ' (x) = 0; for every sequence h n & 0 we get, by Nagumo's stochastic theorem (see also Remark 3), the existence of some sequence p n 2 L 2 ( ; F hn ; P ; H) such that
S (h n ) x + h n F (x) + G (x) W hn + p h n p n 2 K; dP -a.s., for every n 1: Moreover, we can assume (cf. Remark 3) that p n 2 L 4 ( ; F hn ; P ; H), for every n 1: Using the martingale representation
The condition (47) follows by dividing the last inequality by h n and letting n ! 1:
We recall that Y 
A careful look at the proof of Theorem 1 shows that C can be chosen independent of l and m. The inequality (57) guarantees the existence of some subsequence (p l;m;h ) l;m converging weakly in L 2 ( ; F t+h ; P ; H) to some p h 2 L 2 ( ; F t+h ; P ; H) such that
Then, by taking weak limit in L 2 ( ; F t+h ; P ; H) in (56), one gets S (h) + 
We recall that t; ; h are arbitrary and the constant C in (58) can be chosen independent of h: Then (59) and (58) give the 0 quasi-tangency condition. The viability of the initial system follows from Theorem 2.
Conclusion and open problems
We provide necessary and su¢ cient conditions for the approximate viability of closed sets using the notion of stochastic quasi-tangency. We investigate viability in the linear case and show that it coincides with the approximate viability. Explicit conditions are given for approximate viability of smooth sets. It is expected that without convexity or compactness, the stochastic tangency condition would imply approximate viability. The study of this implication in the general nonlinear case is a problem worth studying. Another extension would concern sets of constraints K that are only locally closed, instead of closed in our results. In view of applications, one could relax the assumptions of Proposition 4. Indeed, the conditions (47), (48) can be empty if D(A) \ f' = 0g = . One might, alternatively, impose conditions involving sequences x n 2 D (A) \ ' > (<)n 1 :
