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ABSTRACT
High-resolution Doppler-resolved spectroscopy has opened up a new window into
the atmospheres of both transiting and non-transiting exoplanets. Here, we present
VLT/UVES observations of a transit of WASP-121b, an ‘ultra-hot’ Jupiter previously
found to exhibit a temperature inversion and detections of multiple species at optical
wavelengths. We present initial results using the blue arm of UVES (≈3700 – 5000 A˚),
recovering a clear signal of neutral Fe in the planet’s atmosphere at >8σ, which
could contribute to (or even fully explain) the temperature inversion in the strato-
sphere. However, using standard cross-correlation methods, it is difficult to extract
physical parameters such as temperature and abundances. Recent pioneering efforts
have sought to develop likelihood ‘mappings’ that can be used to directly fit models
to high-resolution datasets. We introduce a new framework that directly computes
the likelihood of the model fit to the data, and can be used to explore the posterior
distribution of parameterised model atmospheres via MCMC techniques. Our method
also recovers the physical extent of the atmosphere, as well as account for time- and
wavelength-dependent uncertainties. We measure a temperature of 3710+490−510 K, indi-
cating a higher temperature in the upper atmosphere when compared to low-resolution
observations. We also show that the Fe i signal is physically separated from the ex-
ospheric Fe ii. However, the temperature measurements are highly degenerate with
aerosol properties; detection of additional species, using more sophisticated atmo-
spheric models, or combining these methods with low-resolution spectra should help
break these degeneracies.
Key words: methods: data analysis, stars: individual (WASP-121), planetary sys-
tems, techniques: spectroscopic
? E-mail: n.gibson@tcd.ie
1 INTRODUCTION
Transmission and emission spectroscopy are key techniques
for the characterisation of exoplanet atmospheres (Seager
& Sasselov 2000; Brown 2001). Transmission spectroscopy
aims to measure the starlight that filters through the up-
© 2020 The Authors
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per atmosphere of a planet as it passes in front of its par-
ent star, and enables measurements of the composition and
thermal structure of the atmosphere. Emission spectroscopy
effectively enables a direct spectrum of the planet’s dayside
and is sensitive to similar information, although at differ-
ent altitudes, at different locations on the surface, and with
considerably differing sensitivity to trace atmospheric con-
stituents given the different geometry. Both techniques are
highly complementary, and combined can enable a detailed
picture of an exoplanet’s atmosphere.
Measurements of transmission and emission spectra are
traditionally done at low-resolution, requiring extremely sta-
ble time-series to measure transit/eclipse depths to a pre-
cision of ≈10−4. Therefore space-based measurements have
typically dominated the field using the Hubble Space Tele-
scope and Spitzer (e.g. Charbonneau et al. 2002; Pont et al.
2008; Huitson et al. 2012; Berta et al. 2012; Pont et al. 2013;
Kreidberg et al. 2014; Nikolov et al. 2015; Sing et al. 2016).
More recently, ground-based observations are playing an in-
creasingly prominent role, with the use of multi-object spec-
trographs to perform stable time-series observations (e.g.
Bean et al. 2010, 2011; Crossfield et al. 2013; Gibson et al.
2013a,b; Jorda´n et al. 2013; Kirk et al. 2016; Lendl et al.
2016; Mallonn & Strassmeier 2016; Nikolov et al. 2016, 2018;
Stevenson et al. 2014). However, instrumental systematics
have long been the major limitation of low-resolution obser-
vations (e.g. Sing et al. 2009; Deming et al. 2013; Gibson
et al. 2011, 2019), and despite many efforts to develop ro-
bust statistical techniques to extract low-resolution spectra
(e.g. Carter & Winn 2009; Gibson et al. 2012; Waldmann
2012; Gibson 2014), many contradictary results remain (e.g.
Gibson et al. 2017, 2019).
The development of Doppler-resolved spectroscopy
(Snellen et al. 2010; Brogi et al. 2012; Rodler et al. 2012;
Birkby et al. 2013) has dramatically increased our abil-
ity to detect exoplanet atmospheres from the ground us-
ing high-resolution spectrographs. Doppler-resolved spec-
troscopy uses the large Doppler shift of the planet relative
to the host star and telluric absorption to isolate the sig-
nal of the planet. At high-resolution, individual atomic and
molecular lines are resolved, and the large velocity of the
planet results in lines shifting significantly in subsequent
exposures. This enables the (relatively stationary) stellar
and telluric lines to be removed before summing in the rest
frame of the planet, and the planet’s signal can be further
boosted using cross-correlation with model templates to ef-
fectively sum up over many spectral lines. This makes the
high-resolution technique particularly powerful for robustly
identifying specific atomic and molecular species that can
easily be confused at low-resolution. Accessing the veloc-
ity information of the planetary signal also enables an ex-
tra dimension to isolate the planet’s signal from time- and
wavelength-dependent systematics, arguably making this
technique less sensitive to spurious signals resulting from
poorly-understood instrumental systematics. This technique
has so far confirmed the presence of molecules such as CO,
H2O, TiO, HCN, CH4 and atomic species such as Fe, Ti, Mg
and Ca (e.g. Snellen et al. 2010; Brogi et al. 2012; Birkby
et al. 2013; Nugroho et al. 2017; Hoeijmakers et al. 2019;
Hawker et al. 2018; Guilluy et al. 2019; Turner et al. 2019;
Yan et al. 2019). For a recent review see Birkby (2018).
However, Doppler-resolved spectroscopy also has signif-
icant limitations. While it is particularly efficient at identify-
ing atomic and molecular species, it is difficult to set detec-
tion significances in a fully principled way, or compare atmo-
spheric models as required to extract physical information
on the planet’s atmosphere. The latter is obviously critical
for learning about the physics and chemistry of planetary at-
mospheres, and the former will be even more important once
we start searching for biomarkers using next-generation tele-
scopes (e.g. Snellen et al. 2013). These limitations arise in
part due to the standard data-processing methods removing
the planet’s continuum that limits the information content,
but also because the statistical techniques required to anal-
yse the data are relatively poorly understood. Developing a
robust statistical framework is therefore a priority for fully
exploiting high-resolution observations. Recent pioneering
work by Brogi & Line (2019) has begun to place the high-
resolution technique on a principled statistical framework
(building on earlier work by Brogi et al. 2017), demonstrat-
ing that retrievals of temperatures and abundances are pos-
sible directly from high-resolution observations. See Fisher
et al. (2019) for an alternative approach based on a machine
learning framework.
Here, we present high-resolution transit observations of
the ultra-hot Jupiter WASP-121b (Delrez et al. 2015) with
the UV-Visual Echelle Spectrograph (UVES) at the Very
Large Telescope (VLT; Dekker et al. 2000), which has been
previously used for measuring exoplanet spectra (e.g. Snellen
2004; Czesla et al. 2015; Khalafinejad et al. 2017; Gibson
et al. 2019). WASP-121b orbits a bright, V∼10.5 F6V host
with a period of only 1.27 days, giving it an equilibrium tem-
perature of over 2400 K. Coupled with its inflated radius, it
is an excellent target for transmission spectroscopy. Indeed,
WASP-121b has already been observed extensively at low-
resolution with HST, with a detection of water and tenta-
tive evidence for TiO (Evans et al. 2016, see also Tsiaras
et al. 2018), direct measurement of a temperature inversion
via water emission bands (Evans et al. 2017), evidence for
VO and an unknown blue absorber (suggested to be SH)
at .4000 A˚ (Evans et al. 2018), and further emission mea-
surements that do not strongly support the detection of VO
(Mikal-Evans et al. 2019), but rather point to H− emission.
UV observations have shown that there is an extended (and
escaping) atmosphere, with detection of Fe ii and Mg ii dur-
ing transit extending much higher than previously detected
optical and near-infrared features (Sing et al. 2019), sim-
ilarly to other ultra-hot Jupiters (e.g. Fossati et al. 2010,
2013; Haswell et al. 2012). A tentative excess absorption
in NUV observations was previously reported by Salz et al.
(2019) already hinting at metal absorption from an extended
exosphere. In addition, eclipse observations in the z′ band
determine upper limits on the planet’s albedo (Mallonn et al.
2019). Indeed, WASP-121b is fast becoming one of the most-
observed transiting planets. The optical transmission spec-
tra in particular show that there is excess absorption bands
in the blue optical, although the exact nature of these species
is unknown. This makes WASP-121b an exceptional target
for high-resolution Doppler-resolved spectroscopy.
In this paper we present preliminary results using the
blue arm of UVES, that is able to target atomic and molecu-
lar features that may be the cause of the temperature inver-
sion. In addition, we outline a new technique that is able to
directly evaluate the likelihood function of the model tem-
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plate fitted to the data, which demonstrates several advan-
tages over previous methods. In Sect. 2 we discuss the obser-
vations and basic reductions. Sect. 3 presents the processing
of the data, atmospheric models, and search for atomic and
molecular species using cross-correlation techniques, as well
as the description and application of a new likelihood-based
approach to high-resolution observations. Finally, Sects. 4
and 5 discuss the results and implications.
2 UVES OBSERVATIONS
Two transits of WASP-121b were observed using the 8.2-
m ‘Kueyen’ telescope (Unit Telescope 2) of the VLT with
UVES: a high-resolution echelle spectrograph (Dekker et al.
2000). Observations were taken on the nights of 2016 De-
cember 25 and 2017 Jan 3, as part of program 098.C-0547
(PI: Gibson). Both transits were observed using a ‘free tem-
plate’ with dichroic #2 and cross-dispersers #2 and #4 (for
the blue and red arms, respectively). In this paper we only
consider the blue arm, and leave analysis of the red arm
and a comprehensive search for additional features to a fu-
ture publication (Merritt et al., in prep). We used a central
wavelength of 437 nm for the blue arm. Observations were
taken with image slicer #3, to maximise both the through-
put and spectral resolution, with decker height (slit length)
of 10 arcseconds, giving R∼80,000 from ≈3750 to 4990 A˚ over
31 spectral orders.
Both transits used an exposure time of 100 seconds, and
coupled with a readout time of ≈24 seconds resulted in a ca-
dence of 124 seconds. The first transit observations lasted
≈4.7 hours, resulting in 137 exposures, with approximately
the first 28 before ingress, 83 in-transit, and 26 after egress.
Guiding was lost for exposures 70–72, and these were clipped
from the subsequent data analysis. The second transit ob-
servations lasted ≈5.0 hours, resulting in 143 exposures, with
39, 80 and 24 before ingress, during transit, and after egress,
respectively.
Data were analysed using a custom pipeline written in
Python as outlined in Gibson et al. (2019), which performed
basic calibrations (bias/overscan subtraction), and extracted
time-series spectra for each spectral order. Here, we made
further modifications to perform aperture and optimal ex-
traction in image slicer mode, which required combining the
flux from five spectral traces for each order. We used the
ESO/UVES pipeline (version 5.7.0) to produce bias and flat-
field frames, as well as perform the initial wavelength cal-
ibration and determine the trace positions for the spectral
orders. Our pipeline enables much finer control over the final
data products, e.g. enabling extraction of the raw flux from
each order before re-sampling. We tested various extraction
methods, including aperture extraction and optimal extrac-
tion, and in the end used a simple aperture extraction with
aperture width of 60 pixels which comfortably contains all
five traces for each order. However, we first performed cos-
mic ray rejection using an optimal extraction algorithm to
construct the virtual PSF and replace outlying pixels. Due
to the five spectral traces filling the length of the slit, we did
not perform background subtraction, which is negligible for
our observations.
We proceeded to use the raw flux from the extracted or-
ders, rather than merge orders together via resampling com-
bined with flat-fielding and blaze correction, as the response
changes as a function of time and cannot be corrected via
flat-fielding. We also checked the stability of the wavelength
solution by cross-correlation of the spectral time-series us-
ing a stellar template (Husser et al. 2013) after applying
a high-pass filter to continuum-subtract the orders, finding
the total drift was . 1.3 and 1.6 km/s over each night, re-
spectively, significantly smaller than a resolution element
(≈3.8 km/s with R∼80,000) but larger than the barycen-
tric corrections. However, we found that the order-to-order
range in the wavelength solution was ≈3 km/s, likely a re-
sult of inaccuracies in the wavelength solution determined
from the pipeline. We later correct for the order-to-order
drift, but do not attempt to correct order-to-order disper-
sion, which we keep in mind for our interpretation of the
measured planet velocities. The throughput of the instru-
ment peaks at the bluer end of the wavelength range, with
typical S/N per spectral element of ≈30–40 (at the centre
of the orders) for the 1st night. Due to variable throughput
(due to both weather and pointing issues), the S/N typically
varies from ≈5–40 for the 2nd night with lower count rates
during the transit. Given the significantly lower data quality
of the 2nd night, we only present analysis for the 1st transit,
as we did not have the S/N or stability to confirm our re-
sults. Finally, we computed the Barycentric Julian Date for
each observation (using Astropy.Time routines).
We first removed outliers in each order by subtracting
a simple model for the data, constructed from the outer
product of the median spectrum (i.e. median over time) and
median light curve (i.e. median over wavelength) divided by
the data mean (to correct the scaling). We then fitted a 10th
order polynomial to each residual spectrum, and replaced
any 5σ outliers (initially assuming Poisson noise from our
extraction pipeline) by the value of the polynomial fit, before
adding back the simple model for each order.
Given the variations in flux both as a function of
wavelength and time, it is important to have realistic es-
timates for the uncertainties to optimise the extraction of
information from the spectra. Poisson-noise estimates from
count rates and read-noise can bias fits to the residuals af-
ter removing the stellar spectra (fundamental to the high-
resolution technique), by imposing that negative values of
the residuals (i.e. lower count rates) will always have lower
uncertainties than positive values. It is therefore important
to remove this ‘noise’ from the uncertainty determination.
We constructed initial guesses for our uncertainties by
assuming Poisson noise and a single ‘background’ value
(which also accounts for read-noise) of the form σi =√
aFi + b, where Fi is the flux for a given time and wave-
length. We did not attempt to account for additional
contributions within telluric features or from wavelength-
dependent background values, which is likely to be minimal
at these wavelengths. We then subtracted a 5th-order Prin-
ciple Component Analysis (PCA) decomposition for each
order (which removed the stellar spectrum) to find residuals
Ri , and determined values for a and b (and therefore uncer-
tainties σi) by optimising a Gaussian log likelihood function
(after removing constant terms):
lnL(a, b) = −0.5
∑
i
(
Ri
σi
)2
−
∑
i
lnσi .
This was done separately for each order. Finally, we recon-
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structed the uncertainties from the estimated σi using a 5th-
order PCA, which removed the ‘noise’ from the estimate of
the uncertainties, and therefore any bias in fitting the resid-
uals. We found that without this final step, the amplitude
of the best-fit model fitted to the data was biased towards
smaller values (checked via injection tests). We note that
this procedure was to obtain a reasonable estimate of the
uncertainties, and our results are not particularly sensitive
to the exact number of PCA components used.
3 ANALYSIS
3.1 Pre-processing the spectra: removal of stellar
and telluric features
We begin by using methodology common to high-resolution
searches for molecular features via cross-correlation (e.g.
Snellen et al. 2010; Brogi et al. 2012; Birkby et al. 2013),
in order to disentangle the Doppler-shifted planetary trans-
mission spectrum from the (effectively) static stellar and
telluric features. An example of the raw spectra and sub-
sequent pre-processing steps on a single order are shown in
Fig. 1.
The first step is to remove blaze variations, i.e. time-
dependent changes in the shape of the spectral orders due
to varying throughput of the instrument. We followed the
procedure outlined in Gibson et al. (2019). This consisted
of dividing each spectrum through by a master spectrum
(the median of the time-series for each order), smoothing
each result with a median and then Gaussian filter (with a
width/standard deviation of 11 and 50 pixels, respectively),
and dividing each original spectrum through by the resulting
smoothed blaze distortion. This does not remove the blaze
function, but rather places the spectra on a ‘common’ blaze.
Due to the instability of the blaze correction at the blue
end of each order, we removed the first 600 pixels from the
analysis. We also clipped the final 60 pixels from each order.
This left a total of 2340 pixels in each spectrum out of a
total of 3000 pixels in the raw spectra.
We then apply a wavelength correction to the spec-
tral time-series. This is derived from the cross-correlation
of the data with a stellar template as described in Sect. 2,
and we interpolate the spectra to the stellar rest frame af-
ter smoothing the measured velocity shifts with a Gaussian
process (GP) with standard squared exponential kernel (see
Gibson et al. 2012, for an introduction to GPs in the con-
text of exoplanet time-series analysis). This process did not
consider potential errors in the dispersion for each order.
Note that this corrects for the barycentric velocity varia-
tions and the systemic velocity, but will also fit the Rossiter-
McLaughlin (RM) effect. The RM effect for WASP-121b
has been measured to have an amplitude of ∼100 m/s (with
v sin i = 13.6 km/s), and is on a nearly-polar orbit with pro-
jected obliquity of 258 deg (Delrez et al. 2015). The velocity
amplitude of the RM effect is substantially smaller than the
change in velocity of WASP-121b during transit (&100 km/s
from ingress to egress), so it will have minimal impact on
our final results. In principle it could impact the removal of
the stellar features due to small misalignments in the stel-
lar spectra; nonetheless, accounting for the RM effect in the
velocity correction would also leave small variations in the
line shapes during transit, and a full treatment would re-
quire accounting for the variations in the line shapes. Either
way, we note that this cannot mimic a planetary signal at
the velocity of WASP-121b.
The next step is to remove the stellar and telluric fea-
tures from the time-series. Similarly to Gibson et al. (2019),
we applied the SysRem algorithm (Tamuz et al. 2005) which
was first demonstrated on high-resolution spectroscopy by
Birkby et al. (2013), and has since become a standard tech-
nique (e.g. Birkby et al. 2017; Esteves et al. 2017; Nugroho
et al. 2017; Deibert et al. 2019). First, we apply SysRem
to each order in the standard way, and determine a model
representation of the 2D data array (time vs wavelength)
as an outer product of two column vectors, before subtract-
ing from the data and determining the next SysRem itera-
tion. However, rather than using the end product (residuals
from repeated subtractions), we sum the SysRem models
for each iteration to determine a global model for the order,
and divide the dataset through by the model before sub-
tracting one. This procedure preserves the relative depths
of the planet’s transmission spectrum, while allowing us to
model the raw measured flux directly. The uncertainties are
also divided through by the same stellar and telluric model.
Fig. 1 shows the final processed spectra and processing steps
used for a single order, and Fig. 2 shows the corresponding
uncertainties.
3.2 Model transmission spectra
In order to search for atomic and molecular features us-
ing the high-resolution cross-correlation technique, we first
require models of the planet’s atmosphere to create cross-
correlation templates. We first produce absorption cross-
sections for a range of species (including Fe i and Fe ii) and
temperatures using the Helios-K code along with the Ku-
rucz atomic line lists (Grimm & Heng 2015; Kurucz 2018)
assuming local thermal equilibrium. This is a reasonable as-
sumption deep in the atmosphere, but may not be reliable
for considering species in the exosphere. We only consider
thermal broadening using a line-wing cutoff of 108 times the
Lorentz width (i.e. effectively without truncation), and cre-
ate cross-sections with a resolution of R > 2, 000, 000 from
temperatures of 1500 to 4500 K in 50 K steps.
Armed with our cross-sections, we compute model tem-
plates for WASP-121b following Equation 12 of Heng &
Kitzmann (2017) which provides an approximate transmis-
sion spectrum for an isothermal atmosphere (and with iso-
baric cross-sections). We modify the equation to depend on
cross-section per atom/molecule σ(λ), and to incorporate
multiple species indexed by j, computing the effective ra-
dius as:
R(λ) = R0 + H
[
γ + ln
(
P0
mg
√
2piR0
H
)]
+ H ln
∑
j
χjσj (λ).
Here, H, g and m are the scale height, surface gravity and
mean molecular mass of the atmosphere, R0 and P0 are the
reference radius and pressure, γ = 0.56 is a dimensionless
constant, and χj are the volume mixing ratios. Only the final
term varies in our model, which enables fast determination
of the model spectrum. For a given temperature (Tatmos), we
MNRAS 000, 1–16 (2020)
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Figure 1. Demonstration of the data-processing of a single order and detection of Fe i in WASP-121b. Left: Data-processing of a single
raw order (top), after wavelength-shift and blaze-correction (middle), and after division through by the SysRem model (shown weighted
by the uncertainties, bottom). The horizontal dashed lines show the positions of ingress and egress, and the diagonal line shows the
approximate velocity shift of WASP-121b. Right: Cross-correlation of the data, including a single order after cross-correlation with a
model template (top), summed cross-correlation of the bluest 13 orders (middle), and velocity-summed cross correlation map (bottom)
as a function of planet orbital velocity (Kp). For the upper two plots the colormap was inverted for clarity (i.e. dark shows positive
correlation). The dashed line marks the peak of the detection, and the dotted lines mark the expected solution. The colour bar shows
the detection significance weighted on the standard deviation of the cross-correlation map outside the peak, showing a clear detection of
Fe i in the atmosphere of WASP-121b (see text).
linearly interpolate the cross-section from our pre-computed
grid.
We also account for scattering in our simple model by
including both Rayleigh scattering and a cloud deck. For
Rayleigh scattering, we use the cross-section of Lecavelier
Des Etangs et al. (2008), and allow for an arbitrary increase
in abundance (χray, relative to H2) to increase the scatter-
ing strength (e.g. due to larger scattering particles). For the
cloud deck, we simply truncate the model at a given pressure
level (Pcloud). Another important potential source of scatter-
ing in ultra-hot Jupiters is H− (see Parmentier et al. 2018,
for a detailed discussion in the context of WASP-121b), how-
ever we do not consider it here in order to avoid further de-
generacy with the cloud deck and Rayleigh scattering. Our
final model (for a single species) therefore contains the abun-
dance, temperature, cloud-deck pressure, and Rayleigh scat-
tering strength (relative to H2). For each model we convert
to differential flux (∆F), by computing the (negative of the)
square of the planet-to-star flux ratios. We also separately
compute the scattering model (clouds plus Rayleigh scatter-
ing only), and subtract this from our final model. Finally,
we perform a subtraction of any continuum that arises from
dense, overlapping lines. Unless otherwise stated, we sub-
tracted a (Gaussian-smoothed) maximum filter (both with
a window of 50 resolution elements or ≈0.07 − 0.12 A˚) from
the model. The continuum is removed from the model as
the pre-processing steps outlined in Sect. 3.1 will remove
any slowly varying features from the data. We found that
our results were not particularly sensitive to the choice of
filter widths.
We use the system parameters from Delrez et al. (2015);
however, given that we are subtracting the continuum we are
not particularly sensitive to the system parameters, and it
is irrelevant for the initial cross-correlation analysis. To cal-
culate the scale height, we fix the temperature to 2800 K
(approximately the measured temperature at the top of the
atmosphere from Mikal-Evans et al. 2019) and assume a
Jupiter-like composition. This results in a scale height of
H = 960 km. In principle, we could re-calculate the scale
height using the temperature assumed for the Fe i cross-
section (Tatmos). However, we prefer to fit directly for a scale
factor of the model (see Sect. 3.3) and interpret it afterwards,
in particular due to the detection of the extended Fe ii signal
which demonstrates that a hydrostatic atmosphere is not
valid for modelling species in the upper atmosphere (Sing
et al. 2019).
MNRAS 000, 1–16 (2020)
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Figure 2. Visualisation of the noise in a single processed or-
der. The upper panel shows the calculated uncertainty after
pre-processing (i.e. the uncertainty of the residual array shown
in the lower left panel of Fig. 1), demonstrating the strong
time- and wavelength-dependence of the noise. The lower panel
shows the standard deviation over time for each spectral pixel
(grey), and the mean of the calculated uncertainty. The equiva-
lent wavelength-averaged values are shown in the upper panel.
Given the degeneracy between reference pressure, ra-
dius, and abundance, (e.g. Benneke & Seager 2012; Heng
& Kitzmann 2017), i.e. one can vary the abundance of a
species as well as the reference radius and produce an iden-
tical transmission spectrum (assuming a fixed scale height),
we fix the abundance of the absorbing species, and vary the
strength of the Rayleigh scattering and pressure of the cloud
deck. This degeneracy in principle can be broken by mea-
suring a pressure-sensitive feature (e.g. pressure broadening
or H2 Rayleigh scattering; Benneke & Seager 2012), but we
ignore pressure broadening here, and our data-processing re-
moves any sensitivity to the continuum (other than varying
the line-strengths visible above the continuum, but this is
also dependent on temperature).
Initially, we generate simple models for the purposes of
detecting species using an (arbitrary) abundance of 10−6,
and explore a range of scattering parameters that truncate
the model at various pressures. Later, we fit our parame-
terised model directly to the data (see Sect. 3.6). We ver-
ify our models by comparing to a radiative transfer model
after integrating over 50 isothermal layers equally spaced
in log pressure, using the same cross-section at each layer,
and incorporating Rayleigh scattering and an opaque cloud
deck. Fig. 3 shows examples of models generated using both
the fast analytic model, and a ‘layered’ radiative transfer
model, clearly demonstrating that the fast model is suffi-
cient for an isothermal, well-mixed atmosphere that ignores
pressure-broadening.
Our final step is to Doppler shift the models (via linear
interpolation) according to the planet’s velocity vp, given by:
vp = vsys + Kp sin(2piφ),
where vsys is the systemic velocity, Kp is the velocity ampli-
tude of the planet’s orbit, and φ is the orbital phase of the
planet (with φ=0 during mid-transit). Note that the spectra
have already been shifted to the stellar rest frame, meaning
0.11
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R p
/R
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3
2
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0
F
(×
10
3 )
Figure 3. Examples of the model transmission spectra for
WASP-121b using Fe i, Rayleigh scattering and a cloud deck. Top:
The grey model shows the scattering-free model (effectively scaled
log opacity of Fe i). The full models (i.e. with scattering) com-
puted using both the fast approximation (dark red) and a 50-layer
radiative-transfer model (dark blue) are over-plotted. These are
indistinguishable, and the green line shows the difference (fast-
approximation minus layered model, with arbitrary offset) be-
tween the two on the same scale. Bottom: Final model template
after continuum subtraction in units of flux.
that the barycentric velocity shift has been removed, and
the expected vsys is zero. The velocity shift is applied in two
ways; either by Doppler-shifting the model to a pre-defined
range of velocity offsets, computing the cross-correlation as
a function of vsys for each time, before shifting the cross-
correlation function to the rest velocity of the planet and
summing; or alternatively Doppler-shifting the model for
each planet velocity in the time-series for a given set of vsys
and Kp. The method we use depends on whether we are
producing a full cross-correlation (or likelihood map), or di-
rectly fitting the models to the data, which is discussed in
more detail in the following sections.
3.3 A new likelihood ‘mapping’ for
high-resolution observations
In addition to applying the standard cross-correlation meth-
ods to our data, we also directly compute a full likelihood
function inspired by the approach of Brogi & Line (2019).
This enables us to explore and compare different model tem-
plates using principled statistical techniques. Here, we show
that we can compute a likelihood map directly from the
cross-correlation map, as well as quickly compute the log
likelihood for use in model fitting. We also provide a gener-
alised version of the likelihood mapping derived in Brogi &
Line (2019), which has the added advantage of explicitly ac-
counting for time- and wavelength-dependent uncertainties.
We start with a standard Gaussian likelihood function,
MNRAS 000, 1–16 (2020)
Fe I in the atmosphere of WASP-121b 7
with uncertainties that vary in time and wavelength:
L =
N∏
i=1
1√
2piσ2
i
exp
(
−1
2
( fi − mi(θ))2
σ2
i
)
,
where ri = fi − mi(θ) are the residuals from the data fi and
model mi , σi are the uncertainties, i indexes over both time
and wavelength (and spectral orders), and N is the num-
ber of data points. θ is the vector of parameters of the
model, including the atmospheric model parameters and or-
bital and systemic velocities. The fact that we allow for time-
and wavelength-dependent uncertainties is the most impor-
tant distinction between our approach and that of Brogi &
Line (2019) at this point. However, we note that considering
time- and wavelength-dependent uncertainties is not novel
for high-resolution analysis, and this can be accounted for
in various ways including during the pre-processing of the
data (see e.g. Snellen et al. 2010; Brogi et al. 2012).
Next, we introduce a scaling term for the white noise β,
which enables us to preserve the time- and wavelength de-
pendence of the noise, but also account for the fact that we
may not have the right scaling. This has long been standard
procedure in transit modelling (e.g. Winn et al. 2008; Gibson
et al. 2008), where we often fit for the noise in the data rather
than impose it from photon statistics (and is also of funda-
mental importance in systematics modelling, e.g. Carter &
Winn 2009; Gibson et al. 2012). An important distinction
for high-resolution observations is that noise cannot be ap-
proximated as homoskedastic in nature, and large variations
are present in both wavelength (due to strong stellar and tel-
luric lines, as well as the instrument response, e.g. see Fig. 2)
and normally in time (due to slit/fibre losses and weather).
We could in principle also enable a more complicated scaling
function (e.g. time/wavelength dependent scaling), but we
stick with a single scaling term which enables us to account
for heteroskedastic noise in the simplest way possible.
We also introduce a scale factor for the model α, to ac-
count for any uncertainty in the scale of the model. Brogi
& Line (2019) assume this to equal one, and state that this
is the maximum likelihood solution. We find that the maxi-
mum likelihood solution for α depends on the scale of both
the model and data. Nonetheless, in practice setting α= 1 as-
sumes one knows the scale height of the atmosphere, or that
it is incorporated into the parameterisation of the model.
This is of course the standard approach taken for general
model fitting, and the one adopted by Brogi & Line (2019).
We note that recent work by Gandhi et al. (2019) has ex-
plored fitting for an α-like term using the Brogi & Line
(2019) framework. We choose to fit for α as a free param-
eter, in part because we are searching for features that are
potentially in the exosphere of the planet, where we cannot
assume a hydrostatic atmosphere. As we will discuss later,
another advantage of fitting for α directly is that we can
easily recompute the likelihood as a function of α without
recomputing the cross-correlation map, effectively getting an
extra parameter ‘for free’. We discuss the physical interpre-
tation of α later. Our likelihood function therefore becomes:
L =
N∏
i=1
1√
2pi(βσi)2
exp
(
−1
2
( fi − αmi)2
(βσi)2
)
,
where we now drop explicit reference to θ. In practice we
compute the log likelihood:
lnL = −N
2
ln 2pi − N ln β −
N∑
i=1
lnσi − 12 χ
2,
where we define χ2 as:
χ2 =
∑ ( fi − αmi)2
(βσi)2
,
and the summation is hereafter implied over i. Typically any
constant terms are dropped from the computation. We can
finally expand χ2 similarly to Lockwood et al. (2014) and
Brogi & Line (2019), but preserving dependence on α and
β:
χ2 =
1
β2
[∑ f 2i
σ2
i
+ α2
∑ m2i
σ2
i
− 2α
∑ fimi
σ2
i
]
,
and can identify the optimally-weighted cross-correlation
function (CCF) as the final term:
CCF =
∑ fimi
σ2
i
.
These equations enable us to compute the log likelihood or
χ2 efficiently from the CCF function. The first term is a
constant for the dataset, and the second term must be com-
puted for each model (and for every Doppler shift). Once
these have been evaluated one can easily compute the likeli-
hood map as a function of α without recomputing the CCF,
highlighting an advantage of fitting for α directly. Alterna-
tively we can optimise the model parameters using the log
likelihood or χ2 as a merit function. Our options for β are
either to scale it so that the reduced χ2 is one (according
to the best fit model), or alternatively allow β to be a free
parameter and marginalise over it. If β is treated as a free pa-
rameter, then the full log likelihood function must be used,
as β → ∞ if minimising χ2. We note that β is not required
for finding the maximum likelihood solution, but is impor-
tant for defining the shape of the merit function – i.e. for
determining uncertainties in model parameters.
We can instead follow a similar procedure to Brogi &
Line (2019), and introduce an alternative likelihood map-
ping. They choose to ‘null’ a global value of the uncertainties
σ by setting the partial derivative of the likelihood with re-
spect to σ to zero. Note that they did not use a scale factor,
β, but rather used a global value for σ to remove the de-
pendence on the value of the uncertainties, which does not
account for time- and wavelength-dependent noise. In our
case, we preserve the relative uncertainties, but follow the
same procedure for the scale factor, i.e. ‘nulling’ the partial
derivative with respect to β:
∂ lnL
∂β
= −N
βˆ
+
1
βˆ3
∑ r2i
σ2
i
= 0
and rearranging to get:
βˆ2 =
1
N
∑ r2i
σ2
i
,
where βˆ represents the maximum likelihood estimate for β.
We then substitute this into the log likelihood equation to
get a more general version of Equation 9 in Brogi & Line
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(2019):
lnL = −N ln
√√
1
N
∑ r2
i
σ2
i
= −N
2
ln
[
1
N
(∑ f 2i
σ2
i
+ α2
∑ m2i
σ2
i
− 2α
∑ fimi
σ2
i
)]
or more elegantly:
lnL = −N
2
ln
χ2
N
,
where χ2 no longer depends on β and is defined as:
χ2 =
N∑
i=1
( fi − αmi)2
σ2
i
.
This version of the log likelihood automatically opti-
mises the noise scale factor β for each model (and value of
α), with the caveat that the value of β (and hence the un-
certainties) change with the model. Strictly speaking, this is
not desirable behaviour, but is a convenient approximation
to reduce the dimensionality of the likelihood space which is
generally expensive to compute. Our preference is to allow β
to be a free parameter in model fits, and to set the reduced
χ2 = 1 (for the best-fit model) when producing likelihood
maps. However, we later show that the choice of either like-
lihood mapping is not particularly important, given the huge
amount of data points that enables accurate determination
of β.
Our method is in practice the statistically correct ap-
proach to fitting models to data assuming that the scaling of
the uncertainties is correct (i,e. assuming the uncertainties
can be given by βσi). However, this of course also assumes
that the model is the correct one to explain the data, but
in practice the filtering of the data with SysRem alters the
underlying model. This is a difficult problem to solve, and
depends on the method used to remove the stellar and tel-
luric features. Our solution is to apply filtering to the data
as outlined in Sect. 3.2. In theory, we should also include
all species and sources of opacity in the model atmosphere
when fitting, otherwise the model will not provide a good
fit to the data. Neglecting this will in principle result in a
worse fit to the data, and the corresponding increase in β
will produce more conservative errors in parameter fits.
3.4 Detection of Fe i via cross-correlation
We perform a search for various species in the atmosphere of
WASP-121b that have significant absorption in the spectral
range of UVES, including Fe i, Fe ii, TiI and TiII using an
arbitrary range of cloud-deck pressures. However, we only
find evidence for Fe i, which we describe in detail here. We
leave a complete inventory of species (e.g. Hoeijmakers et al.
2019) in the planet to future work.
We first pre-processes our data using 15 iterations of
SysRem as discussed in Sect. 3.1. The relatively high-
number of iterations is required to fully remove the stel-
lar Fe i signal. This was determined by visually inspecting
the data, but we note that our results are not significantly
changed by decreasing or increasing the number of SysRem
iterations (we checked our signal detection using both 10 and
20 iterations). We proceed by generating models containing
Fe i, Rayleigh scattering and a cloud deck as discussed in
Sect. 3.2 using a range of temperatures and scattering pa-
rameters. We begin by exploring temperatures ranging from
1500 to 4500 K in steps of 50 K, with Rayleigh scattering
from H2 only, and a cloud deck set at pressures of 10
−1,
5×10−2 and 10−2 bar. We report results for the best fit tem-
plate model, as determined in Sect. 3.5, but the detection of
Fe i is significant for a wide range of templates.
We next Doppler shift the atmospheric model to the
wavelength grid of the data (via linear interpolation) us-
ing a range of systemic velocities from -200 to 200 km/s, in
steps of 0.4 km/s (finer than the pixel scale of the data). We
then multiply each of these models by each spectrum of our
time series, after weighting each data point by its variance,
and sum over wavelength to generate our optimal CCF as
a function of time and vsys. This process is performed for
every spectral order. An example for a single order is shown
in Fig. 1.
The next step is to sum over the planet’s velocity curve
as a function of time. We compute the planet’s velocity as a
function of time as described in Sect. 3.2 (with vsys = 0, as we
have already corrected to the stellar rest frame), interpolate
each CCF of the time-series to the rest frame of the planet,
and finally sum over time. We also weight each spectra in
the sum according to a transit model of WASP-121b, as the
planet’s signal is only present during transit, and weaker
during ingress and egress. We use the equations of Mandel
& Agol (2002) and assume no limb darkening, and use the
ephemeris determined by Sing et al. (2019). To characterise
any systematic effects in the data as well as compute the
detection significance, we repeat this step over a range of Kp
from -300 to 300 km/s in steps of 1 km/s, to produce a Kp
vs vsys cross-correlation ‘map’.
The final procedure is to sum these maps over the spec-
tral orders, and the resulting cross-correlation map is shown
in Fig. 1. This shows a clear peak near the expected values
of Kp (≈217±15 km/s using masses and stellar velocity from
Delrez et al. 2015) and vsys (0 km/s), although a slight off-
set is detected, which we discuss in more detail in Sect. 4.
We first compute a rough detection significance (sometimes
referred to as signal-to-noise rather than detection signifi-
cance, e.g. Brogi et al. 2018) by dividing the map through
by its standard deviation taken from a Kp of 150 to 250 km/s
and a vsys from -120 to -40 and 40 to -120 km/s, i.e avoiding
the peak of the cross-correlation map and zero Kp (where
we expect slightly different noise properties). This results
in a detection significance of 9.2σ, with no other significant
peaks present in the CCF map, although the exact detection
significance will slightly vary with the (arbitrarily chosen)
noise regions. We note that if we do not weight by the in-
dividual uncertainties (equivalent to assuming identical un-
certainties for all times and wavelengths), the detection sig-
nificance drops to 5.0σ. This highlights the importance of
fully taking into account the heteroskedastic nature of the
noise. Fig. 1 also shows the sum of the CCF functions over
a subset of orders as a function of time, i.e. prior to summa-
tion over the planet’s velocity curve. It is possible to identify
the trace of the planet’s CCF moving in time close to the
expected Kp, providing further confidence in the detection
of Fe i in the planet’s atmosphere.
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3.5 Application of the new likelihood via CCF
map
While computing the CCF, it is straightforward to com-
pute the likelihood function directly using the equations pre-
sented in Sect. 3.3. If we assume β is fixed, the log Likelihood
can simply be written as:
lnL = −1
2
χ2,
after removing constant terms, and where
χ2 =
1
β2
[∑ f 2i
σ2
i
+ α2
∑ m2i
σ2
i
− 2α
∑ fimi
σ2
i
]
.
The final summation in the χ2 is the CCF function, and
the other terms are straightforward to compute. The first
term is a constant, but is required to set the value of β from
the reduced χ2, and is pre-computed. The middle term is
easily computed for each model after Doppler shifting; note
that this must be computed for every value of vsys and each
spectrum.
We proceed to compute the likelihood function directly
from the CCF (initially assuming β = 1), using a range of
atmospheric models. For each CCF evaluation, we compute
the other terms in the χ2, before summing up over the plan-
ets velocity as before. We compute the CCF for 40 values
of α equally spaced from 0 to 2, and produce model at-
mospheres for a range of temperatures ranging from 1500 to
4500 K in steps of 50 K, and for cloud deck pressures of 10−1,
5× 10−2, and 10−2 bar. Our final log likelihood map is there-
fore 5 dimensional, and depends on Kp, vsys, α, Tatmos and
Pcloud, with a fixed value of β. Note that the standard CCF
‘map’ is only a function of Kp and vsys. In principle it can be
computed for many different models, but it is difficult to di-
rectly compare CCFs in a principled manner. Our likelihood
maps (or equivalently posterior maps, where we have uni-
form priors defined over the linear or logarithmic parameter
spacing) enable us to take slices (conditional distributions)
or sums (marginalised distributions) over parameters in a
trivial way, and explore the sensitivity of the likelihood to
a range of models and therefore get best fit parameters and
uncertainties. We finally determine the value of β from the
best-fitting model, so that the minimum reduced χ2 = 1, and
re-scale the log likelihood accordingly. This is equivalent to
optimising the log likelihood with respect to β conditioned
on the best fit model.
The results are shown in Fig. 4. The upper panels show
the log likelihood map and slice through the best-fit Kp.
This is qualitatively indistinguishable from the CCF map.
The other three panels show conditional likelihood maps for
the best fit Kp and vsys as a function of the scale factor α
and model temperature. Each panel shows the results for a
different pressure height for the cloud deck. The maps are
normalised to the (global) maximum likelihood. Clearly, our
data can constrain both the scale and the temperature of the
model, enabling direct retrieval of physical parameters from
the data. The dotted lines show the (arbitrarily normalised)
probability distribution for the temperature after marginal-
isation over α, but conditioned on fixed values of Pcloud, Kp
and vsys, with typical uncertainties of a few hundred K. Com-
paring the different maps shows that the values for α and
T are correlated with the cloud deck pressure. However, the
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Figure 4. Log likelihood maps directly computed from the CCF.
Top left: 2D log likelihood map of Kp vs vsys conditioned on the
maximum likelihood of the remaining parameters. Top right: 1D
slice of the log Likelihood as a function of vsys through the best-fit
Kp. Lower panels: Likelihood maps of scale factor α vs model tem-
perature for the maximum values of Kp, and vsys, for a range of
cloud deck pressures as indicated. These maps are all normalised
to the maximum likelihood value (in the upper map). The dashed
lines shows each map summed (marginalised) over α, and nor-
malised to the same scale. Clearly, the likelihood maps constrain
the values of α and T , but there is a degeneracy with the cloud
altitude.
likelihood prefers the clouds to be located deep in the atmo-
sphere, as the likelihood(s) are larger in the top panel. Thus
a full retrieval of temperatures and other parameters from
the data must take these degeneracies into account.
3.6 Fitting the Fe i feature using a direct
likelihood evaluation
Computing full log likelihood maps from the CCFs as a func-
tion of Kp and vsys, as well as model parameters of the at-
mospheric model and likelihood quickly becomes prohibitive
as the number of parameters increases. Rather than effec-
tively compute the log likelihood for a grid of parameters,
MNRAS 000, 1–16 (2020)
10 N. P. Gibson et al.
it is much more efficient to use Markov Chain Monte Carlo
(MCMC) techniques.
To do this, we start with the pre-processed data (after
the stellar and telluric signals are removed). The standard
technique involves generating a model template, and for each
spectrum (and order) interpolating to a grid of velocity shifts
vsys and integrating over wavelength for every velocity shift
to generate the CCF as a function of vsys. However, in prin-
ciple we only need to compute the CCF for a specific Kp and
vsys for each likelihood evaluation. We therefore compute the
model template, but interpolate it only to the required ve-
locities as a function of time for specific values of Kp and
vsys according to the equation in Sect. 3.2. We then simply
compute the χ2 for the model using:
χ2 =
∑ ( fi − αmi)2
(βσi)2
for given values of α and β. Finally we evaluate the log like-
lihood as:
lnL = −N ln β − 1
2
χ2,
where we have removed constant terms. The first term in-
volving β is now required as we treat β as a free parame-
ter. Our final log likelihood is a function of Kp, vsys, α, β,
Tatmos, χFe i, Pcloud, and χray. However, we fix χFe i as dis-
cussed in Sect. 3.2, and initially fix χray = 1 (i.e. the ex-
pected H2 Rayleigh scattering assuming Jupiter composi-
tion) to directly compare our results to the likelihood maps
presented in the previous section. In practice, we fit for the
log of Pcloud and χray, as this is the natural parameterisation
for strictly positive parameters. It is now straightforward to
compute and use this log likelihood directly in optimisation
and MCMC routines.
We first determined a global optimum of the posterior
using a differential evolution algorithm1, and then used a
Differential Evolution Markov Chain (DE-MC) algorithm to
explore the posterior distribution and extract marginalised
distributions (Ter Braak 2006; Eastman et al. 2013) using
the implementation described in Gibson et al. (2019). We
constrained the cloud deck to range between pressures of
10−6–1bar, so that the clouds would not completely obscure
the Fe i features, and to restrict degeneracy when the clouds
were below the Fe i or Rayleigh ‘continuum’. We ran 256
chains for 400 iterations, discarding the first 40% of each
chain, and confirmed convergence using the Gelman & Rubin
statistic (Gelman & Rubin 1992) after splitting the chains
into four independent groups. We also repeated the proce-
dure to ensure consistency.
The results are shown in Fig. 5 and the marginalised dis-
tributions for each parameter are summarised in Table. 1.
These results confirm the qualitative picture from the likeli-
hood maps, i.e. that we can constrain the temperature and
scale factor of the models, and that there is a strong degen-
eracy between the cloud deck altitude and the temperature
constraints. We also repeated the MCMC using the modified
Brogi & Line (2019) likelihood function derived in Sect. 3.3,
which removes dependence on β (but still includes time- and
wavelength-dependent uncertainties), finding no significant
1 as implemented in the SciPy package, based on Storn & Price
(1997)
Table 1. MCMC results. We report standard deviations were
marginalised distributions are symmetrical, and median ± 1σ lim-
its otherwise.
Parameter Value Unit
Fixed Rayleigh scattering:
Kp 198.0+4.7−3.5 km/s
vsys −4.39 ± 0.59 km/s
α 1.16+0.22−0.21 -
β 1.00192 ± 0.00030 -
T 3000+310−230 K
log Pcloud −0.4+1.0−1.0 bar
Free Rayleigh scattering:
Kp 198.0+3.9−3.0 km/s
vsys −4.3 ± 0.56 km/s
α 1.41+0.35−0.29 -
β 1.00192 ± +0.00030 -
T 3710+490−510 K
log Pcloud −0.8+1.3−1.3 bar
log χray 1.27+0.64−0.77 -
α and β only:
α 1.29 ± 0.16 -
β 1.00192 ± 0.00030 -
differences. This is expected where we have an extremely
high number of data points, and β is well constrained by
the data. However, as noted in Sect. 3.4, incorporating the
time- and wavelength-dependent uncertainties does make a
substantial difference to our results.
We finally ran two additional MCMC chains. The first
also included the Rayleigh scattering strength as a free pa-
rameter, constrained to be between the expected H2 strength
(i.e. Jupiter abundance) and an enhancement factor of 104,
again to avoid totally obscuring any Fe i lines, similarly to
the cloud deck pressure. These results are shown in Fig. 6
and Table. 1. The second was an MCMC fit with all param-
eters held fixed at their maximum likelihood values except
for α and β. This was to assess the detection significance of
the Fe i feature, by simply dividing α by its uncertainty, as
α= 0 would correspond to a flat model (i.e. no detection).
We discuss the implications of these results in Sect. 4.
3.7 Validation of the new likelihood via injection
tests
While the framework presented in Sect. 3.3 is statistically
rigorous, the filtering of the data with algorithms such as
SysRem can in principle alter the underlying planet signal,
and potentially lead to biased results. Here, we perform an
injection test with a known model in order to validate our
method, and verify that the recovered parameters are consis-
tent with the injected signal, in particular the atmospheric
temperature (Tatmos) and the scale factor of the model (α).
Rather than perform a complete end-to-end simulation
of the data, we chose to inject a signal directly into our data.
As the data already contains a real Fe signal, we injected the
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Figure 5. Posterior distribution of the parameters of the MCMC fit to the data using an isothermal atmosphere with Fe i absorption and
aerosol absorption as described in Sects. 3.2 and 3.6. The Fe i abundance and Rayleigh scattering parameters are held fixed. Contours
mark the 1 and 2σ limits, respectively. The upper right panel shows the cross-correlation map with samples of Kp and vsys over-plotted,
showing the MCMC results in the same peak feature.
planetary signal with an identical orbital speed, but with op-
posite sign. This way, the real and injected signals will over-
lap as little as possible, but will be treated in much the same
way by the data processing algorithms. We injected a signal
with Tatmos = 2800 K, α= 3, Pcloud = 0.1 bar, and χRay = 1,
with Kp = −217 km/s and vsys 0 km/s. The forward model
was computed as described in Sect. 3.2, convolved to the
instrumental resolution, and converted to fractional absorp-
tion as a function of time after being weighted by the tran-
sit model of the planet (assuming no limb darkening). We
finally Doppler-shifted the spectra according to the planet’s
velocity and interpolated to the wavelengths of each spectral
order before injecting into the data. The signal was injected
after the blaze correction, and was processed through Sys-
Rem with 15 iterations as before. We expect that the earlier
steps (cleaning and blaze correction) would have negligible
impact on the injected signal.
We then proceed to run the same algorithms as before,
including the CCF and likelihood maps, and MCMC anal-
ysis. In this case we tested additional methods to filter the
template model, including a high-pass filter (implemented as
a Butterworth filter using scipy.signal.filtfilt), as well
as various filter widths/frequencies. The results are sum-
marised in Fig. 7 (here using a high-pass filter), demonstrat-
ing that the recovered signal is consistent with the injected
model. For all parameters we found that the recovered values
agreed with the injected signal within 1σ, with the excep-
tion of Kp which is within 2σ. We found that the various
model-filtering methods (or chosen filter widths, filtering fre-
quencies, within reason) did not dramatically influence our
results more than 1σ.
We can therefore conclude that the extracted values
from our WASP-121b data are not significantly impacted
by our model-filtering methods. Nonetheless, it is clear that
the data processing and filtering of the model can in prin-
ciple influence the recovered signal, and this injection test
only shows that our chosen techniques work at the approx-
imate level of precision reported here for our Fe I signal
in WASP-121b. We do not claim that the filtering meth-
ods we apply are fully optimised, or are the best approach
for high-resolution observations. A complete exploration of
this would require more sophisticated atmospheric models
to explore a wider range of atmospheric parameters, as well
as different levels of signal-to-noise and various filtering-
algorithms to process the models. Understanding the impact
of the removal of telluric and stellar signals on the planet’s
atmospheric signal, and therefore how to filter the atmo-
spheric models accordingly, is arguably the most important
MNRAS 000, 1–16 (2020)
12 N. P. Gibson et al.
1.
00
13
1.
00
28
28
00
38
00
T
(K
)
-2
.5
0
lo
gP
clo
ud
(b
ar
)
1.0 1.8
0
2
lo
g
Ra
y
1.0012 1.0027 3000 4000
T (K)
2.5 0.0
log Pcloud (bar)
0 2
log Ray
Figure 6. Posterior distribution of the parameters of the MCMC
fit, similar to Fig. 5 but with the Rayleigh scattering parameter
also free as discussed in Sect. 3.6. Note that we also marginalised
over Kp and vsys, but the resulting distributions are indistinguish-
able from Fig. 5 and are omitted here for clarity.
remaining challenge in fully exploiting the high-resolution
technique for probing exoplanet atmospheres. We refer the
reader to Cabot et al. (2019) for a discussion of the removal
of stellar and telluric signals using various algorithms, or
Brogi & Line (2019) in the context of Bayesian retrieval.
The latter perform a full end-to-end simulation of a high-
resolution time-series dataset, which allows a more detailed
exploration of the impact of different levels of noise and noise
structures on our methods, whereas our approach only ex-
plores a specific realisation of the noise (i.e. from our ob-
served dataset). A full exploration of the model-filtering and
data pre-processing may be the subject of future work. Fi-
nally, we note that our injection test does not account for
the effects of the RM effect. While this is unlikely to influ-
ence the recovery of WASP-121b’s atmospheric signal, it is
of importance for fast-rotating host stars.
4 DISCUSSION
Our results demonstrate a clear detection of Fe i in the at-
mosphere of WASP-121b, using both the standard cross-
correlation technique and a new likelihood-based approach.
Using the cross-correlation approach and a simple estimate
of the noise, we measure a detection significance of 9.2σ.
Using our MCMC fits to the data directly, the detection sig-
nificance becomes 8.2σ. We also detect the feature near the
expected vsys and Kp, giving further confidence in our re-
sults, in addition to the fact that no other significant peaks
appear in the CCF map. Fe detections have previously been
reported for a range of ultra-hot Jupiters (e.g. Haswell et al.
2012; Hoeijmakers et al. 2018, 2019; Casasayas-Barris et al.
2019), with Fe i in particular recently predicted to be an
important atmospheric constituent in hot atmospheres (e.g.
Kitzmann et al. 2018; Lothringer et al. 2018; Lothringer &
Barman 2019).
Fe ii was also recently found in the exosphere of WASP-
121b through UV transmission spectroscopy (Sing et al.
2019). Previous observations of WASP-121b at optical and
near-infrared wavelengths detected a temperature inver-
sion through direct measurement of water emission features
(Evans et al. 2017). This was naturally considered to be
further evidence for the presence of TiO or VO in the at-
mosphere (for a long time the leading suspected cause of
thermal inversions in hot-Jupiters; Fortney et al. 2008), but
subsequent observations have been unable to confirm this
(Evans et al. 2018; Mikal-Evans et al. 2019). Our observa-
tions show that Fe i is the most likely contributor to the tem-
perature inversion detected in the stratosphere. Given that
the planet exhibits strong absorption at blue-optical wave-
lengths, and that it orbits an F6-star, a significant amount
of energy would easily be deposited at high altitudes. Previ-
ously detected ionised species such as Fe ii and Mg ii likely
deposit energy much higher in the atmosphere. However,
this does not rule out the presence of additional optical ab-
sorbers that may also contribute; in particular we are yet to
verify the cause of absorption features seen at ≈600–800 nm
in low-resolution transmission spectra (Evans et al. 2018).
Our observations also detect a slight offset of the Fe i
feature in vsys. This is apparent in both the CCF and
likelihood maps, as well as the MCMC fits. The offset of
−4.4±0.6 km/s is formally a significant detection, and we con-
firmed the stellar signal is centred at vsys = 0 by following the
same cross-correlation process with the Fe i model without
removing the stellar signals (rather we continuum subtracted
after the blaze correction). The ephemeris of the planet is
also precise enough to rule out phase offsets in the transit
centre causing the offset (an offset of ≈7 mins is required to
cause the shift in vsys). Physically, this is plausibly the result
of winds in the planet’s atmosphere, predicted to be of order
≈5 km/s for ultra-hot Jupiters (e.g. Kataria et al. 2016). A
detection of this magnitude would require either significant
asymmetry in the absorption (e.g. significant high-altitude
cloud coverage obscuring the red-shifted absorption from the
atmosphere, spatially varying abundances), or a bulk flow
of material from the dayside to the nightside at the alti-
tudes probed by our observations. However, while this is an
intriguing signal, doubts remain about the wavelength sta-
bility of UVES. In particular the wavelength correction for
each order were inconsistent at the km/s level, demonstrat-
ing difficulties with the wavelength solution. While we cor-
rected for wavelength shifts per order, we did not refine the
determination of the dispersion in each order, and is difficult
to perform reliably with image-slicer observations where the
trace position is harder to locate accurately. Therefore we
would caution against physical interpretation of this offset
(or of the value of Kp), and further observations are needed
to confirm or refute this result.
We have also developed a new likelihood-based method
for extracting physical parameters from high-resolution
data, largely motivated by the work of Brogi & Line (2019).
Our method has a number of advantages, including being
able to determine the scaling of the model features, explicitly
account for the time- and wavelength-dependent noise (with
a noise scale factor), as well as constraining atmospheric
model parameters. The fits for the scale factor parameter α
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Figure 7. Results from the injection test. Left: Posterior distribution of the parameters in the MCMC fit, with the value of the Rayleigh
scattering parameter held fixed. The dashed lines mark the known values of the injected model (note that there is no known value for
β). Upper right: Summed cross-correlation of the bluest 13 orders, and velocity-summed cross-correlation map, analogous to the plots
shown in Fig. 1. Note that both the real and injected signals are visible in both plots.
show that the underlying model is best fit using a scale factor
only marginally greater than the model atmospheres gener-
ated assuming a scale height of 960 km (i.e. α & 1). As we
fixed the temperature to 2,800 K for the scale height calcu-
lation, it is possible that a slightly higher temperature could
explain this larger amplitude signal. Alternatively, the dis-
sociation of H2 could lead to a lower mean molecular weight
(e.g. Parmentier et al. 2018; Lothringer et al. 2018), similarly
increasing the scale height assumed in our calculation.
However, these are relatively small effects. Our results
immediately show that the Fe i signal is largely constrained
to relatively deep within the atmosphere, i.e. at the levels
probed by previous low-resolution optical and near-infrared
transmission spectra. In contrast, the Fe ii feature detected
by Sing et al. (2019) extends up to more than twice the plan-
etary radius. This would correspond to a scale factor of10,
clearly showing that the Fe i feature originates in a physi-
cally distinct region from Fe ii. In our model we find that Fe i
is located deeper than ∼1 µbar when fixing the volume mix-
ing ratio to 10−6, but this is degenerate with the abundances
and scattering properties. This is consistent with the high
temperatures in the upper atmosphere measured by Sing
et al. (2019), and the prediction that Fe i will be strongly
ionised in the upper atmosphere (e.g. Lothringer et al. 2018;
Lothringer & Barman 2019). These results also suggest that
Fe is almost completely (singly) ionised in the upper atmo-
sphere, otherwise we would expect to see a much larger Fe i
signal. We also searched for Fe ii features in our data, but
were unable to detect a significant signal. This could be ex-
plained by the fact that there are significantly fewer strong
Fe ii lines than Fe i at blue optical wavelengths (particular at
the high temperatures in the exosphere), which could lead
to a weaker signal. We could expect the extended exosphere
to compensate for this, as lines in the exosphere would ex-
tend more than10 times depth measured here as shown by
the Fe ii lines. Another possibility is that the Fe ii lines are
significantly broadened due to a larger velocity range within
the extended (and escaping) exosphere, which would be re-
moved during the pre-processing of high-resolution data. It
is also possible that an escaping atmosphere does not neatly
follow the same orbit as the planet, which could complicate
detection at high-resolution, yet not be obvious from the UV
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observations. This potential for smearing out the lines high
in the exosphere could in principle also hide some remnant
neutral Fe present in the upper atmosphere, which makes it
difficult to completely rule out its presence in the exosphere,
although Fe i lines were not detected in the UV by Sing et al.
(2019).
In addition, we constrained the temperature of the at-
mosphere. We determine a temperature of 3000+310−230 K with
the cloud deck level left as a free parameter and fixing the
Rayleigh scattering feature, or 3710+490−510 K when allowing
both scattering parameters to be free. Clearly, the temper-
ature is highly degenerate with the scattering properties.
This is unsurprising, as the temperature is determined from
the relative strength of lines rising above the continuum.
Furthermore, assuming an isothermal atmosphere is a poor
assumption in the case of WASP-121b; however, extending
our MCMC approach to account for a varying temperature-
pressure profile will require more efficient forward models
of the atmosphere. We also do not consider the effect of
pressure broadening. This is perhaps a reasonable assump-
tion, given that we are typically extracting information high
in the atmosphere with high-resolution transmission spec-
troscopy, although exploring pressure sensitivity may poten-
tially provide valuable information to break degeneracies in
abundances and scattering properties. We re-emphasise that
the abundances, pressure level of the clouds, and relative
Rayleigh scattering strength are degenerate in our model,
and should not be interpreted in a physically meaningful
way. We aim to explore these issues in future work.
Nonetheless, our temperature constraints suggest that
the (averaged) temperature in the regions probed by our ob-
servations is higher than that detected in previous studies
of both the transmission and emission spectrum. Given that
high resolution observations probe higher layers in the at-
mosphere, and that WASP-121b has been found to exhibit
a temperature inversion, a higher temperature is consistent
with expectations. Finally, the UV observations and detec-
tion of Fe ii by Sing et al. (2019) imply a temperature of
>5,000 K, again consistent with Fe i being present deeper in
the atmosphere (at cooler temperatures) and Fe ii only in
the extended, hotter exosphere.
5 CONCLUSIONS
We have presented a clear detection of Fe i in the atmosphere
of the ultra-hot Jupiter WASP-121b at >8σ. WASP-121b
was previously shown to host a temperature inversion, and
Fe i is the first unambiguously detected species that could
be a major absorber of incoming optical radiation from the
host star that could deposit enough energy in the strato-
sphere. We use a new likelihood-based approach that is able
to fit for a scaling factor of the model atmosphere, as well as
recover the temperature of the atmosphere after marginal-
ising over scattering properties. We recover a temperature
substantially hotter than that previously detected using low-
resolution observations, consistent with the temperature in-
version and our expectation that high-resolution observa-
tions probe higher altitudes. We also show that the Fe i fea-
ture originates from relatively deep within the atmosphere,
i.e. that the origin of the Fe i feature is physically distinct
form the extended Fe ii feature previously detected at UV
wavelengths, consistent with the expectation that any Fe in
the exosphere is strongly ionised. The fact that we do not
detect Fe i in the exosphere suggests that Fe in the exosphere
is fully (singly) ionised.
Finally, we have demonstrated that high-resolution
time-series observations can be interpreted via direct likeli-
hood evaluations, using similar statistical techniques to low-
resolution transit observations, and complementary to sev-
eral new approaches to high-resolution analysis (e.g. Pino
et al. 2018; Brogi & Line 2019; Watson et al. 2019; Fisher
et al. 2019). Cross-correlation will likely remain the most ef-
ficient technique for detecting atomic and molecular species
using high-resolution observations, but these new methods
are capable of comparing model fits and therefore extract-
ing posterior probability distributions of physically mean-
ingful parameters of the planet’s atmosphere. Specifically,
our method (to our knowledge) is the first to demonstrate
the use of a standard Gaussian likelihood function on high-
resolution Doppler-resolved observations (i.e. without mod-
ification), and also enables the extraction of a scale factor
(to extract the extent of the model atmosphere, of particular
use for modelling extended signals from ultra-hot Jupiters),
as well as allowing the inclusion of time- and wavelength-
dependent uncertainties. We demonstrated our technique
using simple, isothermal atmospheres, and ignoring pressure
broadening. The use of more sophisticated models should en-
able more stringent constraints on the planet’s atmosphere,
and we expect that with the detection of multiple species
we could place strong limits on relative abundances. Fur-
thermore, this method can trivially be coupled with low-
resolution observations, either by combining posterior distri-
butions, or via joint fits (similarly to that demonstrated in
Brogi & Line 2019). Future work will explore further innova-
tions using a direct likelihood evaluation for high-resolution
Doppler-resolved spectroscopy.
ACKNOWLEDGEMENTS
We are extremely grateful to the referee, Matteo Brogi, for
careful reading of the manuscript. This work is based on
observations collected at the European Organisation for As-
tronomical Research in the Southern Hemisphere under ESO
programme 098.C-0547. N. P. G. gratefully acknowledges
support from Science Foundation Ireland and the Royal So-
ciety in the form of a University Research Fellowship. S.K.N
and C.A.W. would like to acknowledge support from UK Sci-
ence Technology and Facility Council grant ST/P000312/1.
This work also benefited from discussions at the 2019 Ex-
oplanet Summer Program held at the Other Worlds Labo-
ratory (OWL) at the University of California, Santa Cruz,
a program funded by the Heising-Simons Foundation. We
are grateful to the developers of the NumPy, SciPy, Mat-
plotlib, iPython and Astropy packages, which were used
extensively in this work (Jones et al. 01 ; Hunter 2007; Pe´rez
& Granger 2007; Astropy Collaboration et al. 2013).
REFERENCES
Astropy Collaboration et al., 2013, A&A, 558, A33
Bean J. L., Miller-Ricci Kempton E., Homeier D., 2010, Nature,
468, 669
MNRAS 000, 1–16 (2020)
Fe I in the atmosphere of WASP-121b 15
Bean J. L., et al., 2011, ApJ, 743, 92
Benneke B., Seager S., 2012, ApJ, 753, 100
Berta Z. K., et al., 2012, ApJ, 747, 35
Birkby J. L., 2018, Spectroscopic Direct Detection of Exoplanets.
p. 16, doi:10.1007/978-3-319-55333-7 16
Birkby J. L., de Kok R. J., Brogi M., de Mooij E. J. W., Schwarz
H., Albrecht S., Snellen I. A. G., 2013, MNRAS, 436, L35
Birkby J. L., de Kok R. J., Brogi M., Schwarz H., Snellen I. A. G.,
2017, AJ, 153, 138
Brogi M., Line M. R., 2019, AJ, 157, 114
Brogi M., Snellen I. A. G., de Kok R. J., Albrecht S., Birkby J.,
de Mooij E. J. W., 2012, Nature, 486, 502
Brogi M., Line M., Bean J., De´sert J.-M., Schwarz H., 2017, ApJ,
839, L2
Brogi M., Giacobbe P., Guilluy G., de Kok R. J., Sozzetti A.,
Mancini L., Bonomo A. S., 2018, A&A, 615, A16
Brown T. M., 2001, ApJ, 553, 1006
Cabot S. H. C., Madhusudhan N., Hawker G. A., Gandhi S., 2019,
MNRAS, 482, 4422
Carter J. A., Winn J. N., 2009, ApJ, 704, 51
Casasayas-Barris N., et al., 2019, A&A, 628, A9
Charbonneau D., Brown T. M., Noyes R. W., Gilliland R. L.,
2002, ApJ, 568, 377
Crossfield I. J. M., Barman T., Hansen B. M. S., Howard A. W.,
2013, A&A, 559, A33
Czesla S., Klocova´ T., Khalafinejad S., Wolter U., Schmitt
J. H. M. M., 2015, A&A, 582, A51
Deibert E. K., de Mooij E. J. W., Jayawardhana R., Fortney J. J.,
Brogi M., Rustamkulov Z., Tamura M., 2019, AJ, 157, 58
Dekker H., D’Odorico S., Kaufer A., Delabre B., Kotzlowski H.,
2000, in Iye M., Moorwood A. F., eds, Proc. SPIEVol. 4008,
Optical and IR Telescope Instrumentation and Detectors. pp
534–545, doi:10.1117/12.395512
Delrez L., et al., 2015, arXiv.org, pp 4025–4043
Deming D., et al., 2013, ApJ, 774, 95
Eastman J., Gaudi B. S., Agol E., 2013, PASP, 125, 83
Esteves L. J., de Mooij E. J. W., Jayawardhana R., Watson C.,
de Kok R., 2017, AJ, 153, 268
Evans T. M., et al., 2016, ApJ, 822, L4
Evans T. M., et al., 2017, Nature, 548, 58
Evans T. M., et al., 2018, AJ, 156, 283
Fisher C., Hoeijmakers H. J., Kitzmann D., Ma´rquez-Neila P.,
Grimm S. L., Sznitman R., Heng K., 2019, arXiv e-prints, p.
arXiv:1910.11627
Fortney J. J., Lodders K., Marley M. S., Freedman R. S., 2008,
ApJ, 678, 1419
Fossati L., et al., 2010, ApJ, 714, L222
Fossati L., Ayres T. R., Haswell C. A., Bohlender D., Kochukhov
O., Flo¨er L., 2013, ApJ, 766, L20
Gandhi S., Madhusudhan N., Hawker G., Piette A., 2019, AJ,
158, 228
Gelman A., Rubin D. B., 1992, Stat. Sci., 7, 457
Gibson N. P., 2014, MNRAS, 445, 3401
Gibson N. P., et al., 2008, A&A, 492, 603
Gibson N. P., Pont F., Aigrain S., 2011, MNRAS, 411, 2199
Gibson N. P., Aigrain S., Roberts S., Evans T. M., Osborne M.,
Pont F., 2012, MNRAS, 419, 2683
Gibson N. P., Aigrain S., Barstow J. K., Evans T. M., Fletcher
L. N., Irwin P. G. J., 2013a, MNRAS, 428, 3680
Gibson N. P., Aigrain S., Barstow J. K., Evans T. M., Fletcher
L. N., Irwin P. G. J., 2013b, MNRAS, 436, 2974
Gibson N. P., Nikolov N., Sing D. K., Barstow J. K., Evans T. M.,
Kataria T., Wilson P. A., 2017, MNRAS, 467, 4591
Gibson N. P., de Mooij E. J. W., Evans T. M., Merritt S., Nikolov
N., Sing D. K., Watson C., 2019, MNRAS, 482, 606
Grimm S. L., Heng K., 2015, ApJ, 808, 182
Guilluy G., Sozzetti A., Brogi M., Bonomo A. S., Giacobbe P.,
Claudi R., Benatti S., 2019, A&A, 625, A107
Haswell C. A., et al., 2012, ApJ, 760, 79
Hawker G. A., Madhusudhan N., Cabot S. H. C., Gandhi S., 2018,
ApJ, 863, L11
Heng K., Kitzmann D., 2017, MNRAS, 470, 2972
Hoeijmakers H. J., et al., 2018, Nature, 560, 453
Hoeijmakers H. J., et al., 2019, A&A, 627, A165
Huitson C. M., Sing D. K., Vidal-Madjar A., Ballester G. E.,
Lecavelier des Etangs A., De´sert J.-M., Pont F., 2012, MN-
RAS, 422, 2477
Hunter J. D., 2007, Computing In Science & Engineering, 9, 90
Husser T.-O., Wende-von Berg S., Dreizler S., Homeier D., Rein-
ers A., Barman T., Hauschildt P. H., 2013, A&A, 553, A6
Jones E., Oliphant T., Peterson P., 2001–, SciPy: Open source
scientific tools for Python, http://www.scipy.org/
Jorda´n A., et al., 2013, ApJ, 778, 184
Kataria T., Sing D. K., Lewis N. K., Visscher C., Showman A. P.,
Fortney J. J., Marley M. S., 2016, ApJ, 821, 9
Khalafinejad S., et al., 2017, A&A, 598, A131
Kirk J., Wheatley P. J., Louden T., Doyle A. P., Skillen I., Mc-
Cormac J., Irwin P. G. J., Karjalainen R., 2016, preprint,
(arXiv:1611.06916)
Kitzmann D., et al., 2018, ApJ, 863, 183
Kreidberg L., et al., 2014, Nature, 505, 69
Kurucz R. L., 2018, in Workshop on Astrophysical Opacities. p. 47
Lecavelier Des Etangs A., Vidal-Madjar A., De´sert J.-M., Sing
D., 2008, A&A, 485, 865
Lendl M., et al., 2016, A&A, 587, A67
Lockwood A. C., Johnson J. A., Bender C. F., Carr J. S., Barman
T., Richert A. J. W., Blake G. A., 2014, ApJ, 783, L29
Lothringer J. D., Barman T., 2019, ApJ, 876, 69
Lothringer J. D., Barman T., Koskinen T., 2018, ApJ, 866, 27
Mallonn M., Strassmeier K. G., 2016, A&A, 590, A100
Mallonn M., Ko¨hler J., Alexoudi X., von Essen C., Granzer T.,
Poppenhaeger K., Strassmeier K. G., 2019, A&A, 624, A62
Mandel K., Agol E., 2002, ApJ, 580, L171
Mikal-Evans T., et al., 2019, MNRAS, 488, 2222
Nikolov N., et al., 2015, MNRAS, 447, 463
Nikolov N., Sing D. K., Gibson N. P., Fortney J. J., Evans T. M.,
Barstow J. K., Kataria T., Wilson P. A., 2016, ApJ, 832, 191
Nikolov N., et al., 2018, Nature, 557, 526
Nugroho S. K., Kawahara H., Masuda K., Hirano T., Kotani T.,
Tajitsu A., 2017, AJ, 154, 221
Parmentier V., et al., 2018, A&A, 617, A110
Pe´rez F., Granger B. E., 2007, Computing in Science and Engi-
neering, 9, 21
Pino L., et al., 2018, A&A, 619, A3
Pont F., Knutson H., Gilliland R. L., Moutou C., Charbonneau
D., 2008, MNRAS, 385, 109
Pont F., Sing D. K., Gibson N. P., Aigrain S., Henry G., Husnoo
N., 2013, MNRAS, 432, 2917
Rodler F., Lopez-Morales M., Ribas I., 2012, ApJ, 753, L25
Salz M., Schneider P. C., Fossati L., Czesla S., France K., Schmitt
J. H. M. M., 2019, A&A, 623, A57
Seager S., Sasselov D. D., 2000, ApJ, 537, 916
Sing D. K., De´sert J., Lecavelier Des Etangs A., Ballester G. E.,
Vidal-Madjar A., Parmentier V., Hebrard G., Henry G. W.,
2009, A&A, 505, 891
Sing D. K., et al., 2016, Nature, 529, 59
Sing D. K., et al., 2019, AJ, 158, 91
Snellen I. A. G., 2004, MNRAS, 353, L1
Snellen I. A. G., de Kok R. J., de Mooij E. J. W., Albrecht S.,
2010, Nature, 465, 1049
Snellen I. A. G., de Kok R. J., le Poole R., Brogi M., Birkby J.,
2013, ApJ, 764, 182
Stevenson K. B., Bean J. L., Seifahrt A., De´sert J.-M., Madhusud-
han N., Bergmann M., Kreidberg L., Homeier D., 2014, AJ,
147, 161
Storn R., Price K., 1997, Journal of Global Optimization, 11, 341
MNRAS 000, 1–16 (2020)
16 N. P. Gibson et al.
Tamuz O., Mazeh T., Zucker S., 2005, MNRAS, 356, 1466
Ter Braak C. J. F., 2006, Statistics and Computing, Volume 16,
Issue 3, pp 239-249, 2006, 16
Tsiaras A., et al., 2018, AJ, 155, 156
Turner J. D., et al., 2019, arXiv e-prints, p. arXiv:1910.06882
Waldmann I. P., 2012, ApJ, 747, 12
Watson C. A., deAˆa˘Mooij E. J. W., Steeghs D., Marsh T. R.,
Brogi M., Gibson N. P., Matthews S., 2019, Monthly Notices
of the Royal Astronomical Society, 490, 1991
Winn J. N., et al., 2008, ApJ, 683, 1076
Yan F., et al., 2019, A&A, 632, A69
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–16 (2020)
