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THE WITTEN EQUATION AND ITS VIRTUAL FUNDAMENTAL CYCLE
HUIJUN FAN, TYLER JARVIS, AND YONGBIN RUAN
Abstract. We study a system of nonlinear elliptic PDEs associated with a quasi-homogeneous
polynomial. These equations were proposed by Witten as the replacement for the Cauchy-
Riemann equation in the singularity (Landau-Ginzburg) setting. We introduce a pertur-
bation to the equation and construct a virtual cycle for the moduli space of its solutions.
Then, we study the wall-crossing of the deformation of the virtual cycle under perturbation
and match it to classical Picard-Lefschetz theory. An extended virtual cycle is obtained
for the original equation. Finally, we prove that the extended virtual cycle satisfies a set of
axioms similar to those of Gromov-Witten theory and r-spin theory.
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1. Introduction
This is the second installment in a series of papers devoted to the mathematical theory
of the Witten equation and its applications. The Witten equation is a system of nonlinear
elliptic PDEs associated to a quasi-homogeneous polynomial W. It has the simple form
∂¯ui +
∂W
∂ui
= 0,
where W is a quasi-homogeneous polynomial (called the super-potential), and ui is inter-
preted as a section of an appropriate orbifold line bundle on a Riemann surface C . Some
simple examples are
(Ar-case): ∂¯u + u¯r = 0.
(Dn-case): ∂¯u1 + nu¯n−11 + u¯
2
2 = 0, ∂¯u2 + 2u¯1u¯2 = 0.
(E7-case): ∂¯u1 + 3u¯21 + u¯
3
2 = 0, ∂¯u2 + 3u¯1u¯
2
2 = 0.
To understand the importance of the Witten equation, we have to go back to the famous
Landau-Ginzburg/Calabi-Yau correspondence [Mar], [VW], [Wi4]. Most known examples
of Calabi-Yau three-folds are constructed as a hypersurface or a complete intersection of
toric varieties. The defining equations of these three-folds have a natural interpretation
in terms of Landau-Ginzburg/singularity theory. To compute Gromov-Witten invariants
is basically to solve the Cauchy-Riemann equation for maps from Riemann surfaces. It
is generally difficult to solve the Cauchy-Riemann equation on a nonlinear space such as
a Calabi-Yau manifold. If we compare the Cauchy-Riemann equation on a Calabi-Yau
manifold to the anti-self-dual equation in Donaldson theory, the Witten equation plays
the role of the Seiberg-Witten equation. It takes a while to set up, but we expect that its
invariants will be much easier to compute.
A program was launched by the authors in 2001 to establish a mathematical theory of
these equations and their various consequences in geometry. We have achieved some initial
success, although a lot more remains to be done. In [FJR2], we formulated the algebraic-
geometric foundations of the theory, its main properties in terms of axioms, as well as the
applications to mirror symmetry. In the same paper and in [FJR3] we solve the famous
Witten conjecture for integrable hierarchies associated to the simple singularities Dn and
E6,7,8 (the conjecture was proved in [FSZ] for An singularities). The paper [FJR4] shows
that our theory for the Ar−1 singularity agrees with the r-spin curve theory of [JKV1].
In this article, we establish the analytic foundations of the theory.
1.1. Subtleties of the Witten equation. A casual investigation of the Witten equation
reveals that the Witten equation is much more subtle than its simple appearance would
suggest. Suppose ui ∈ Ω0(Li). A simple computation shows
∂¯ui ∈ Ω0,1(Li), ∂W
∂ui
∈ Ω0,1log(L
−1
i ),
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where log means a (0, 1) form with possible singularities of order ≤ 1. Namely, the Witten
equation has singular coefficients! This is a fundamental phenomenon for the application
of the Witten equation. A Calabi-Yau manifold has cohomological information which we
expect to discover from the Witten equation. At first sight, it seems to be difficult to repro-
duce it from the Witten equation, but it has become clear that the singularity of the Witten
equation is the key to producing such cohomological data in our theory. Unfortunately, the
appearance of singularities makes the Witten equation very difficult to study. This is the
main reason it took us such a long time to construct the theory.
Another subtle issue is the fact that we need an isomorphism L
−1
i  Li for the two
terms of the Witten equation living in the same space. The required isomorphism can be
obtained by a choice of metric. A nontrivial fact is that such a metric can be constructed
uniformly from a metric of the underlying Riemann surface. Then the question is, which
metric should we choose on the Riemann surface? We should mention that a different
choice of metric often leads to a completely different looking theory, including a different
dimension for its moduli space. Apparently, there is no physical guidance for the correct
metric to choose. We have experimented with both smooth and cylindrical metric near
marked points, and now we understand that both choices are important for the theory. In
[FJR1] we studied the theory for the smooth metric. In this article, our main choice is a
cylindrical metric.
1.2. Outline of the construction and results. Throughout this paper we will use the no-
tation and definitions of [FJR2], with the notable exception that what was called Ramond
in [FJR2] will be called broad here, and what was called Neveu-Schwarz will be called
narrow here.
Let W g,k(γ1, . . . , γk) be the moduli space of W-curves with orbifold structure γi at the
marked point zi (see Section 2). Technically, it is more convenient for us to work on the
moduli space W
rig
g,k(γ1, . . . , γk) of rigidified W-structures. These are the background data
for the Witten equation. One can show by the Witten Lemma that in the case that all the
coefficients are non-singular (we call this case narrow), the Witten equation has only the
trivial solution. Unfortunately, it is impossible to obtain a meaningful theory using only
the zero solution. Hence, as in the study of singularity theory, we need to consider the
perturbed Witten equation given by the perturbed superpotential W + W0, where W0 is a
linear perturbation term such that Wγ + W0γ is a holomorphic Morse function for every
γ. Here Wγ and W0γ are the restrictions of W and W0 to the fixed point set (CN)γ (also
denoted CNγ ). The crucial part of the analysis is to show that a solution of the perturbed
Witten equation converges to a critical point of Wγi + W0γi . This enables us to construct a
moduli space
W
rig
g,k(κ j1 , . . . , κ jk ),
where κ ji is a critical point of Wγi + W0|CNγi . We call W0 strongly regular if (i) Wγi + W0γi is
holomorphic Morse, and (ii) the critical values of Wγi + W0γi have distinct imaginary parts.
Our first important result is Theorem 5.4.3, which can be written in the following simple
form:
Theorem 1.2.1. If W0 is strongly regular, then W
rig
g,k(κ j1 , . . . , κ jk ) is compact and has a
virtual fundamental cycle [W
rig
g,k(κ j1 , . . . , κ jk )]
vir of degree
2
(cˆW − 3)(g − 1) + k −∑
i
ιγi
 −∑
i
Nγi .
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Here cˆW is the central charge, ιγi is the degree shifting number defined in [FJR2, Def 3.2.3],
and Nγi is the complex dimension of the fixed point locus (C
N)γi ⊆ CN of γi.
It turns out to be notionally convenient to map the above virtual cycle from H∗(W
rig
g,k(κ j1 , . . . , κ jk ),Q)
into H∗(W
rig
g,k(γ j1 . . . , γ jk ),Q), even though the former is not a subspace of the latter in any
way. This is the first step of our construction. We have not yet seen the cohomology data
we hope for. Then, a crucial new phenomenon comes into play when we study how the
above virtual cycle changes when we vary the perturbation. It turns out that the above
virtual cycle does depend on the perturbation. It will change when W0 fails to be strongly
regular. The “wall crossing formula” proved in Theorem 6.1.6 shows the following quan-
tum Picard-Lefschetz theorem:
Theorem 1.2.2. When W0 varies, [W
rig
g,k(κ j1 , . . . , κ jk )]
vir transforms in the same way as the
so called Lefschetz thimble S ji attached to the critical point k ji .
The “wall crossing formula” of the above virtual cycle can be neatly packaged into the
following formula. Let {S˜ i} be a basis for the space of dual Lefschetz thimbles. To simplify
the notation, we assume that there is only one marked point with the orbifold decoration γ.
Then, the wall crossing formula of [W
rig
g,1(κi)]
vir shows precisely that∑
j
[W
rig
g,1(κ j)]
vir ⊗ S˜ j,
viewed as a class in H∗(W
rig
g,1(γ),Q)⊗HNγ (CNγ ,W∞γ ,Q), is independent of the perturbation.
Now, we define
[W
rig
g,1(γ)]
vir =
∑
j
[W
rig
g,1(κ j)]
vir ⊗ S˜ j.
The above definition can be generalized with multiple marked points in an obvious way. It
is clear that
[W
rig
g,k(γ1, . . . , γk)]
vir ∈ H∗(W rigg,k(γ1, . . . , γk),Q) ⊗
∏
i
HNγi (C
Nγi ,W∞γi ,Q)
has degree
2
(cˆw − 3)(g − 1) + k −∑
i
ιγi
 .
Corollary 1.2.3. [W
rig
g,k(γ1, . . . , γk)]
vir is independent of the perturbation W0.
Eventually, we want to work on W g,k. In Section 2 we show that the softening map
so : W
rig
g,k
- W g,k that forgets all the rigidifications is a finite, representable morphsim.
We can define
[W g,k(γ1, . . . , γk)]vir :=
1
deg(so)
(so)∗[W
rig
g,k(γ1, . . . , γk)]
vir.
This new virtual cycle is independent of rigidification, which implies that
[W g,k(γ1, . . . , γk)]vir ∈ H∗(W g,k(γ1, . . . , γk),Q) ⊗
∏
i
HNγi (C
Nγi ,W∞γi ,Q)
G.
Similarly, we can define the virtual cycle [W (Γ)]vir corresponding to a decorated dual
graph Γ (see [FJR2, §2.2.2]).
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Besides the quantum Picard-Lefschetz theory, another main aim of this paper is to prove
Theorem 1.0.2 in our paper [FJR2]. This theorem shows that the virtual cycles constructed
in this paper satisfy a set of axioms similar to the standard Gromov-Witten theory. We state
it below, after the following simple definition.
Definition 1.2.4. For any (decorated) graph Γ, let E(Γ) denote the set of edges of Γ, let
T (Γ) denote the set of tails, and let V(Γ) denote the set of vertices.
Furthermore, let DΓ be defined as follows:
DΓ := cˆW (g − 1) +
k∑
j=1
ιγ j . (1)
Note that when DΓ is an integer, then −DΓ is the sum of the indices of the W-structure
bundles
−DΓ =
N∑
i=1
index(Li).
Theorem 1.2.5. The following axioms are satisfied for [W (Γ)]vir:
(1) Dimension: If DΓ is not an integer, then
[
W (Γ)
]vir
= 0. Otherwise, the cycle[
W (Γ)
]vir
has degree
6g − 6 + 2k − 2DΓ − 2#E(Γ) = 2
(cˆ − 3)(1 − g) + k − #E(Γ) − ∑
τ∈T (Γ)
ιτ
 . (2)
So the cycle lies in Hr(W (Γ),Q) ⊗∏τ∈T (Γ) HNγτ (CNγτ ,W∞γτ ,Q), where
r := 6g−6+2k−2#E(Γ)−2D−
∑
τ∈T (Γ)
Nγτ = 2
(cˆ − 3)(1 − g) + k − #E(Γ) − ∑
τ∈T (Γ)
ι(γτ) −
∑
τ∈T (Γ)
Nγτ
2
 .
(2) Symmetric group invariance: There is a natural S k-action on W g,k obtained by
permuting the tails. This action induces an action on homology. That is, for any
σ ∈ S k we have
σ∗ : H∗(W g,k,Q) ⊗
∏
i
HNγi (C
N
γi
,W∞γi ,Q)
G → H∗(W g,k,Q) ⊗
∏
i
HNγσ(i) (C
N
γσ(i)
,W∞γσ(i) ,Q)
G.
For any decorated graph Γ, let σΓ denote the graph obtained by applying σ to the
tails of Γ.
We have
σ∗
[
W (Γ)
]vir
=
[
W (σΓ)
]vir
. (3)
(3) Degenerating connected graphs: Let Γ be a connected, genus-g, stable, decorated
W-graph.
The cycles
[
W (Γ)
]vir
and
[
W g,k(γ)
]vir
are related by[
W (Γ)
]vir
= i˜∗
[
W g,k(γ)
]vir
, (4)
where i˜ : W (Γ)→ W g,k(γ) is the canonical inclusion map.
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(4) Disconnected graphs: Let Γ =
∐
i Γi be a stable, decorated W-graph which is the
disjoint union of connected W-graphs Γi. The classes
[
W (Γ)
]vir
and
[
W (Γi)
]vir
are
related by [
W (Γ)
]vir
=
[
W (Γ1)
]vir × · · · × [W (Γd)]vir . (5)
(5) The Topological Euler class for narrow sectors: Suppose that all the decorations
on tails of Γ are narrow, meaning thatCNγi = 0, and so we can omit HNγi (C
N
γi
,W∞γi ,Q) =
Q from our notation.
Consider the universal W-structure (L1, . . . ,LN) on the universal curve pi :
C - W (Γ) and the two-term complex of sheaves
pi∗(|Li|) - R1pi∗(|Li|).
There is a family of maps
Wi =
∂W
∂xi
: pi∗(
⊕
j
|L j|) - pi∗(K ⊗ |Li|∗)  R1pi∗(|Li|)∗.
The above two-term complex is quasi-isomorphic to a complex of vector bundles
[PV]
E0i
di- E1i
such that
ker(di) - coker(di)
is isomorphic to the original two-term complex. Wi is naturally extended (denoted
by the same notation) to ⊕
i
E0i - (E
1
i )
∗.
Choosing an Hermitian metric on E1i defines an
isomorphism E¯1∗i  E
1
i . Define the Witten map to be the following
D =
⊕
(di + W¯i) :
⊕
i
E0i -
⊕
i
E¯1∗i 
⊕
i
E1i .
Let pi j :
⊕
i E
j
i
- M be the projection map. The Witten map defines a proper
section (denoted by the same notation) of the bundle D :
⊕
i E
0
i
- pi∗0
⊕
i E
1
i .
The above data defines a topological Euler class e(D :
⊕
i E
0
i
- ⊕
i E
1
i ).
Then,
[W (Γ)]vir = (−1)De(D : pi∗0
⊕
i
E1i -
⊕
i
E0i ) ∩ [W (Γ)].
The above axiom implies two subcases.
(a) Concavity:∗
Suppose that all tails of Γ are narrow. If pi∗
(⊕t
i=1Li
)
= 0, then the virtual
cycle is given by capping the top Chern class of the dual
(
R1pi∗
(⊕t
i=1Li
))∗
∗This axiom was called convexity in [JKV1] because the original form of the construction outlined by Witten
in the Ar−1 case involved the Serre dual ofL , which is convex precisely when ourL is concave.
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of the pushforward with the usual fundamental cycle of the moduli space:[
W (Γ)
]vir
= ctop
R1pi∗ t⊕
i=1
Li
∗ ∩ [W (Γ)]
= (−1)DcD
R1pi∗ t⊕
i=1
Li
 ∩ [W (Γ)] .
(6)
(b) Index zero: Suppose that dim(W (Γ)) = 0 and all the decorations on tails are
narrow.
If the pushforwards pi∗
(⊕
Li
)
and R1pi∗
(⊕
Li
)
are both vector bundles of
the same rank, then the virtual cycle is just the degree deg(D) of the Witten
map times the fundamental cycle:[
W (Γ)
]vir
= deg(D)
[
W (Γ)
]
.
(6) Composition law: Given any genus-g decorated stable W-graph Γ with k tails,
and given any edge e of Γ, let Γcut denote the graph obtained by “cutting” the
edge e and replacing it with two unjoined tails τ+ and τ− decorated with γ+ and
γ−, respectively.
In view of the gluing/cutting commutative diagram:
F
pr2- W (Γ)
W (Γcut)
ff
q
M (Γcut)
pr1
?
ρ-
stΓ
cut
-
M (Γ)
stΓ
?
, (7)
the fiber product
F :=M (Γcut) ×M (Γ) W (Γ)
has morphisms
W (Γcut) ff
q
F
pr2- W (Γ).
We have 〈
[W (Γcut)]vir
〉
± =
1
deg(q)
q∗pr∗2
([
W (Γ)
]vir)
, (8)
where
〈 〉± : H∗(W (Γcut)⊗
∏
τ∈T (Γ)
HNγτ (C
N
γτ
,W∞γτ ,Q)⊗HNγ+ (CNγ+ ,W∞γ+ ,Q)⊗HNγ− (CNγ− ,W∞γ− ,Q) -
H∗(MW (Γcut) ⊗
∏
τ∈T (Γ)
HNγτ (C
N
γτ
,W∞γτ ,Q) (9)
is the contraction of the last two factors via the pairing
〈 , 〉 : HNγ+ (CNγ+ ,W∞γ+ ,Q) ⊗ HNγ− (CNγ− ,W∞γ− ,Q) - Q.
(7) Forgetting tails:
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(a) Let Γ have its ith tail decorated with J−1, where J is the exponential grading
element of G. Further, let Γ′ be the decorated W-graph obtained from Γ by
forgetting the ith tail and its decorations. Assume that Γ′ is stable, and denote
the forgetting tails morphism by
ϑ : W (Γ)→ W (Γ′).
We have [
W (Γ)
]vir
= ϑ∗
[
W (Γ′)
]vir
. (10)
(b) In the case of g = 0 and k = 3, then the space W (γ1, γ2, J−1) is empty if
γ1γ2 , 1 and W 0,3(γ, γ−1, J−1) = BG. We omit HNJ−1 (C
N
J−1 ,W
∞
J−1 ,Q)
G = Q
from the notation. In this case, the cycle[
W 0,3(γ, γ−1, J−1)
]vir ∈ H∗(BG,Q) ⊗ HNγ (CNγ ,W∞γ ,Q)G ⊗ HNγ−1 (CNγ−1 ,W∞γ−1 ,Q)G
is the fundamental cycle ofBG times the Casimir element. Here the Casimir
element is defined as follows. Choose a basis {αi} of HNγ (CNγ ,W∞γ ,Q)G, and a
basis {β j} of HNγ−1 (CNγ−1 ,W∞γ−1 ,Q)G. Let ηi j = 〈α1, β j〉 and (ηi j) be the inverse
matrix of (ηi j). The Casimir element is defined as
∑
i j αiη
i j ⊗ β j.
(8) Sums of Singularities:
If W1 ∈ C[z1, . . . , zt] and W2 ∈ C[zt+1, . . . , zt+t′ ] are two quasi-homogeneous
polynomials with diagonal automorphism groups G1 and G2, and if we write W =
W1 + W2, then the diagonal automorphism group of W is G = G1 × G2. Further,
the state spaceHW is naturally isomorphic to the tensor product
HW =HW1 ⊗HW2 , (11)
and the space W g,k is naturally isomorphic to the fiber product
W g,k = (W 1)g,k ×M g,k (W 2)g,k.
Indeed, since any G-decorated stable graph Γ is equivalent to the choice of a
G1-decorated graph Γ1 and G2-decorated graph Γ2 with the the same underlying
graph Γ, we have
W (Γ) = (W 1)(Γ1) ×M (Γ) (W 2)(Γ2). (12)
The natural inclusion
W g,k = (W 1)g,k ×M g,k (W 2)g,k ⊂
∆
g,k
- × (W 2)g,k
together with the isomorphism of middle homology induces a homomorphism
∆∗ :
H∗((W 1)g,k,Q) ⊗ k∏
i=1
HNγi,1 (C
N
γi,1
, (W1)∞γi,1 ,Q)
G

⊗
H∗((W 2)g,k,Q) ⊗ k∏
i=1
HNγi,2 (C
N
γi,2
, (W2)∞γi,2 ,Q)
G

- H∗((W1 +W2)g,k,Q) ⊗
k∏
i=1
HN(γi,1 ,γi,2) (C
N
(γi,1,γi,2), (W1 + W2)
∞
(γi,1,γi,2),Q)
G1×G2 .
The virtual cycle satisfies
∆∗
([
(W 1)g,k
]vir ⊗ [(W 2)g,k]vir) = [(W1 +W2)g,k]vir . (13)
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(9) Deformation Invariance: Let Wτ ∈ C[z1, . . . , zN] be a family of non-degenerate
quasi-homogeneous polynomials depending smoothly on a parameter τ ∈ S , where
S is a path connected domain in Cm. Suppose that G is the common automorphism
group of Wτ, then the virtual cycle [W τ(Γ)]vir associated to (Wτ,G) is independent
of τ.
(10) Gmax-Invariance: The virtual cycle [W (Γ)]vir associated to (W,G) is Gmax-invariant
(refer to the proof of this axiom for the explanation of the Gmax action).
The paper is organized as follows. In Section 2, we will summarize the algebro-
geometric set up of [FJR2] and some of the easy consequences. The perturbed Witten
equation and its nonlinear analysis on a smooth curve or orbicurve will be defined in Sec-
tion 3. In Section 4, the perturbed Witten map and equation will be defined on the moduli
space of rigidified W-curves. We will prove the Gromov compactness theorem for the
space of W-sections. The virtual cycle will be constructed in Section 5. The main theo-
rems will be proved in the last section.
2. Rigidified W-curves and their moduli
Recall that the variable ui of the Witten equation is supposed to be a section of certain
orbifold line bundles Li over the Riemann surface. The fact that ui satisfies the Witten
equation forces a certain condition on Li. Li satisfying the required condition is called
a W-structure. The W-structure is the background data of the Witten equation. A de-
tailed construction of the moduli of W-structures has been worked out in our previous
paper [FJR2]. It is technically convenient to work over the moduli space of rigidified W-
structures. In this section, we summarize the construction of [FJR2].
Let us recall the definition of the non-degenerate quasi-homogeneous polynomials in
[FJR2].
Definition 2.0.6. A quasi-homogeneous (or weighted homogeneous) polynomial W ∈
C[x1, . . . , xN] is a polynomial for which there exist positive rational degrees q1, . . . , qN ∈
Q>0, such that for any λ ∈ C∗,
W(λq1 x1, . . . , λqN xN) = λW(x1, . . . , xN). (14)
We will call q j the weight of x j. We define d and ni for i ∈ {1, . . . ,N} to be the unique
positive integers such that (q1, . . . , qN) = (n1/d, . . . , nN/d) with gcd(d, n1, . . . , nN) = 1.
Definition 2.0.7. We call W nondegenerate if
(1) All weights qi satisfy qi ≤ 1/2 and are uniquely determined by W for all i ∈
{1, . . . ,N}, and
(2) The hypersurface defined by W in weighted projective space is non-singular, (or
equivalently, the affine hypersurface defined by W has an isolated singularity at
the origin).
(3) If W has a pair of variables xi1 , xi2 with weights qi1 , qi2 = 1/2, then W is required
to have no cross term xi1 xi2 .
Remark 2.0.8. The only reason we ruled out the case that W has cross terms xi1 xi2 is to
simplify our analysis of the corresponding P.D.E. On the other hand, this case has a normal
form with only square terms, after a holomorphically equivalent transformation, and will
not affect the topological properties of the singularities.
Assume that the variables xi1 , . . . , xil in the non-degenerate quasi-homogeneous polyno-
mial W(x1, . . . , xN) have weights qi j = 1/2, j = 1, . . . , l. This case is called the borderline
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case. Since we do not allow the existence of the monomial xi j xik , j , k in W. W can be
written as the form:
W(x1, . . . , xN) =
l∑
j=1
(xi j Wˆi j + ci j x
2
i j ), (15)
where Wˆi j do not contain the variables xi j , j = 1, . . . , l because of degree reasons.
We will show that in the borderline case the condition (2) in the definition of nonde-
generacy of W gives a restriction to the admissible form of formula (15). In detail, we
have
Lemma 2.0.9. Suppose that W(x1, . . . , xN) is a non-degenerate quasi-homogeneous poly-
nomial such that the variables {xi j , j = 1, . . . , l} have weights 1/2, then W has only the
following two cases:
(1) l = N − 1. W has the form
W(. . . , u, . . . ) = (
N−1∑
j=1
ci j xi j )u
n + (
N−1∑
j=1
bi j x
2
i j ), n ≥ 2.
In particular, if l = 1, W is just the DTn+1 singularity.
(2) l = N, then
W(x1, . . . , xN) =
N∑
j=1
c jx2j .
Proof. Consider the case that l ≤ N − 2. We want to show that the identities
∂W
∂xi
= 0, for i = 1, . . . ,N
have a nontrivial zero locus.
The above equations have the form
∂W
∂xi j
= 2ci j xi j + Wˆi j = 0, j = 1, . . . , l (16)
∂W
∂xk
=
l∑
j=1
xi j
∂Wˆi j
∂xk
= 0, k < {i1, . . . , il}. (17)
Now we can set 
2ci j xi j + Wˆi j = 0, j = 1, . . . , l (18)
l∑
j=1
xi j Wˆi j = 0. (19)
Thus the solution space is at least a dimension 1 space in CN , which contradicts with
the non-degeneracy of W.
The proofs for the other cases are straightforward. 
Definition 2.0.10. For any non-degenerate, quasi-homogeneous polynomial W ∈ C[x1, . . . ,xN],
we define a W-structure on an orbicurve C to be the data of an N-tuple (L1, . . . ,LN) of
orbifold line bundles on C and isomorphisms ϕ j : W j(L1, . . . ,LN)
∼−→ KC ,log for every
j ∈ {1, . . . , s}, where by W j(L1, . . . ,LN) we mean the jth monomial of W inLi:
W j(L1, . . . ,LN) = L
⊗b1, j
1 ⊗ · · · ⊗L ⊗bN, jN .
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Note that for each point p ∈ C , an orbifold line bundle L on C induces a represen-
tation Gp - Aut(L ). Moreover, a W-structure on C will induce a representation
ρp : Gp - G ⊆ U(1)N . For all our W-structures we require that this representation ρp
be faithful at every point.
The moduli spaceW g,k of W-structures was constructed in [FJR2] along the lines of the
Delign-Mumford moduli space. It is a smooth non-effective orbifold. There is an obvious
finite map
st : W g,k - M g,k.
It was shown in [FJR2] that
W g,k =
∐
(γ1,...,γk)
W g,k(γ1, . . . , γk),
where W g,k(γ1, . . . , γk) is the moduli space of W-structures with the orbifold structure at
the i-th marked point decorated by γi.
It is convenient for us to work on the rigidified W-structure. Let p be a marked point. A
rigidification (at p) is a homomorphism
ψ : j∗p± (L1 ⊕ · · · ⊕LN) - [CN/Gp± ].
A more geometric way to understand the rigidification is follows. Suppose the fiber
of the W-structure at the marked point is L1 ⊕ L2 · · · ⊕ LN/Gp. The rigidification can be
thought of as a Gp-equivariant map ψ : ⊕iLi N- commuting with the W-structure. For
any element g ∈ Gp, gψ is considered to be an equivalent rigidification. Alternatively, ψ is
equivalent to a choice of basis ei ∈ Li such that W j(e1, . . . , eN) = dz/z and g(e1), . . . g(eN)
is considered to be an equivalent choice. In particular, if Li is fixed by Gp, there is a unique
choice of basis ei with W j(ei, . . . , eN) = dz/z. On the other hand, the choice of basis on
the un-fixed variables is only unique up to the action of Gp. It is clear that the group
G/Gp acts transitively on the set of rigidifications within a single orbit. Let W
rigp
(Γ) be
the moduli space of equivalence classes of W-structures with a rigidification at p. G/Gp
acts on W
rigp
(Γ) by changing the rigidification. It is clear that
W
rigp
(Γ)/(G/Gp) = W (Γ).
We useW
rig
g,k to denote the moduli space of rigidified W-structures at all the marked points.
Forgetting the rigidification gives a morphism
so : W
rig
g,k
- W g,k,
which we call softening. The morphism so is quasi-finite since one can always construct
a rigidification of any unrigidified W-structure, and Gk acts transitively, but usually not
effectively, on the set of rigidifications. It easy to see that so is proper and of Deligne-
Mumford type. Furthermore, so is representable, since the automorphisms of any rigidified
W-curve are a subgroup of the automorphisms of the corresponding unrigidified W-curve.
Now we describe the gluing. To simplify notation, we ignore the orbifold structures at
other marked points and denote the type of the marked point p+, p− being glued by γ+, γ−.
Because the resulting orbicurve must be balanced, we require that γ− = γ−1+ . Let
ψ± : j∗p± (L1 ⊕ · · · ⊕LN) - [CN/Gp± ]
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be the rigidifications. Moreover, the residues at p+, p− are opposite to each other. The
obvious identification will not preserve the rigidifications. Here, we fix once and for all an
isomorphism
I : CN - CN
such that W(I(x)) = −W(x). I can be explicitly constructed as follows. Suppose that
qi = ni/d for common denominator d. Choose ξd = −1. Then,
I(x1, . . . , xN) = (ξk1 x1, . . . , ξkN xN). (20)
If I′ is another choice, then I−1I′ ∈ GW . Furthermore, I2 ∈ GW as well. The identification
by I induces a W-structure on the nodal orbifold Riemann surface with a rigidification at
the nodal point. Forgetting the rigidification at the node yields the lifted gluing morphisms
ρ˜tree,γ : W
rig
g1,k1+1(γ) ×W
rig
g2,k2+1(γ
−1) - W g1+g2,k1+k2 , (21)
ρ˜loop,γ : W
rig
g,k+2(γ, γ
−1) - W g,k, (22)
and
ρ˜ : W
rig
W (Γˆ) - W (Γ),
where ρ˜ is defined by gluing the rigifications at the extra tails and forgetting the rigidifica-
tion at the node.
Next, we summarize some of the basic properties of W
rig
g,k. They are easy consequences
of the existence of a universal family. We leave the proof to the interested reader. As a
warm-up, we start with the Deligne-Mumford moduli spaceM g,k.
2.1. The structure of the Deligne-Mumford spaceM g,k. LetMg,k be the moduli space
of Riemann surfaces of genus g and having k marked points (assuming k + 2g ≥ 3). The
Deligne-Mumford compactification M g,k of Mg,k is the set of all isomorphism classes
of stable nodal Riemann surfaces in M g,k. The following is well-known and an easy
consequence of the existence of a universal family.
The moduli spaceM g,k is a stratified space, indexed by a set Comb(g, k). Each element
in Comb(g, k) is represented by a triple (Γ, gν, o) satisfying the following requirement:
(1) Γ is the dual graph of some nodal curve C with each vertex assigned the genus gν
of the component of C corresponding to ν.
(2) o is a map from {1, . . . , k} to the set V(Γ).
(3) Let kν be the number of elements of the set T (ν), then
kν + 2gν ≥ 3 and
∑
ν
gν + rank H1(Γ,Q) = g.
From the definition, it is easy to see that the number of combinatorial types (Γ, gν, o) in
Comb(g, k) is finite.
Each stable curve C ∈M g,k has a dual graph Γ and corresponds to a combinatorial type
(Γ, gν, o).
There is a partial order  on Comb(g, k) defined as follows. Let (Γ, gν, o) ∈ Comb(g, k).
We consider (Γν, gνw, oν) ∈ Comb(gν, kν) for some vertices ν = ν1, . . . , νa of Γ. Now we
replace the vertex ν by the graph Γν, and join the edges containing ν to oν( j); then we obtain
a new graph Γ˜. g˜ν is determined by gν and gνw in a natural way. If o( j) , νi, i = 1, . . . , a,let
o˜( j) = o( j); if o( j) = νi, then the jth marked point corresponds to some j′ ∈ {1, . . . , kνi },
and we let o˜( j) = oνi ( j
′). So we get an element (Γ˜, g˜ν, o˜) ∈ Comb(g, k). If (Γ˜, g˜ν, o˜) is
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obtained in this way from (Γ, gν, o), we define (Γ, gν, o)  (Γ˜, g˜ν, o˜). There is a minimal
element in Comb(g, k) which satisfies, for any vertex ν, gν = 0 and kν = 3.
Definition 2.1.1 (Cylindrical metric). We can view a disc neighborhood of a nodal or
marked point as a half-infinite cylinder S 1 × [T0,∞) for some T0 > 0 plus the infinity point
z. We say that a metric is cylindrical near a neighborhood of a nodal or marked point if we
take the flat metric dw ⊗ dw¯ on the cylinder S 1 × [T0,∞), where w = s + iθ is the cylindric
coordinate.
Remark 2.1.2. Other uniform metrics near the marked points can also be chosen; for
instance, one can choose the smooth metric or hyperbolic metric. See the discussion in
[CL].
The moduli stackM g,k has the following structure:
Proposition 2.1.3. Let Mg,k(Γ) be the set of all stable curves having combinatorial type
(Γ, gν, o), then
• For each marked point zi, there is an orbifold disc bundle Di - M g,k such
that the fiber at Σ is a disc neighborhood of zi. Furthermore, there is a smooth
family of metrics on Di parameterized by Σ ∈M g,k such that in a uniformly small
neighborhood of the zero point the metric is a cylindrical metric.
• M g,k is a compact complex orbifold of (complex) dimension 3g − 3 + k which
admits a stratification with finitely many strata, and each stratum is of the form
Mg,k(Γ). There is a minimal stratum containing only one point (C , z).
• There is a fiber bundle Cg,k(Γ) - Mg,k(Γ) which has the following property.
For each x = (Cx, zx) ∈ Mg,k(Γ), there is a neighborhood of x in Mg,k(Γ) of the
form Ux = Vx/Gx, where Gx = Aut(Cx, zx) such that the inverse image of Ux in
Ug,k(Γ) is diffeomorphic to Vx ×Cx/Gx. There is a complex structure on each fiber
such that the fiber of y = (Cy, zy) is identified with (Cy, zy) itself, together with a
Ka¨hler metric µy which is cylindrical in a neighborhood of the nodal points and
varies smoothly in y.
• Mg,k(Γ′) is contained in the compactification ofMg,k(Γ) inM g,k only if (Γ, gν, o) 
(Γ′, g′ν, o′).
• Different strata are patched together in a way which is described in the following
local model of a neighborhood of a stable curve in M g,k. A neighborhood of
x = (C , z) inM g,k is parametrized by
Vx × (⊕z([T0,∞] × S 1)z)
Aut(C , z)
,
where z = piν(zν) = piw(zw) (here it may happen that ν = w) runs over all nodal
points of C , and T0 is a positive number. Each y ∈ Vx represents a stable curve
(Cy, zy) homeomorphic to (C , z) with a Ka¨hler metric µy which is cylindrical in
a neighborhood of the nodal points. Given y ∈ Vx, a stable curve (Cy,ζ , zy,ζ) is
obtained as follows. Each component Cν of Cy is given a Ka¨hler metric µy which
is cylindrical in a neighborhood of the nodal points. For each ζz = (sz, θz) ∈
[T0,∞)× S 1, there is a biholomorphic map Ψζz : ([T0,∞)× S 1)zν - ([T0,∞)×
S 1)zw defined by (sw, θw) = (sz, θz)−(sν, θν), where ([T0,∞)×S 1)zν is the cylindrical
neighborhood of zν in the component Cν. Let sz = 2T; then for sufficiently large
T , the map Ψξz is a biholomorphism between [
1
2 T,
3
2 T ]×S 1 and [ 12 T, 32 T ]×S 1. We
glue Cν and Cw by this biholomorphism. If ζz = ∞, we do not make any changes.
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Thus we obtain (Cy,ζ , zy,ζ). Moreover, there is a Ka¨hler metric µy,ζ on Cy,ζ which
coincides with the Ka¨hler metric µy on Cy outside a neighborhood of the nodal
points, and varies smoothly in ζ. Each γ ∈ Aut(C , z) takes (Cy, zy) to (Cγy, zγy)
isometrically, so it acts on ⊕z([T0,∞] × S 1)z. γ induces an isomorphism between
(Cy,ζ , zy,ζ) and (Cγ(y,ζ), zγ(y,ζ)), which is also an isometry.
2.2. The structure of the moduli spaceW
rig
g,k. The structure ofW
rig
g,k,W can be described in
the same way as that ofW g,k. However, there are some new ingredients from the rigidified
W-structure.
Remark 2.2.1 (Decorated dual graph). As shown in [FJR2], the dual graph describing a
stratum of W
rig
g,k has an additional decoration γ ∈ G at each tail and a pair of decorations
(γ, γ−1) at each internal edge. We use the same Γ to denote the original dual graph together
with the additional decoration, and W
rig
(Γ) to denote the space of rigidified W-structures
whose combinatorial type is described by Γ. Whether Γ contains the additional decoration
should be clear from the context.
Remark 2.2.2 (Canonical trivialization over the cylindrical coordinate). Given a marked
point z j, a rigidification defines a basis ei ofLi corresponding to the fixed variables. Hence,
it defines a canonical trivialization of Li|z j . We can extend this canonical trivialization
over the cylindrical coordinate at z j. For Li corresponding to a variable moved by the
local group, Li has nontrivial orbifold structure at z j. A rigidification defines a canonical
trivialization over the cylindrical coordinate in the orbifold sense.
Remark 2.2.3 (Gluing rigidifed W-structures). Suppose that Σ = Σ1
∨
Σ2 is a nodal curve
obtained by gluing the marked point p ∈ Σ1, q ∈ Σ2. Given rigidified W-structures
(L 1i , ψ
1
j ),(L
2
i , ψ
2
j ) over Σ1,Σ2, there is a canonical way to glue them to get a rigidified
W-structure on Σ with an additional rigidification at the node. The rigidified W-structure
on Σ is obtained by forgetting the rigidification at the node. Alternatively, a rigidified W-
structure of Σ is obtained by an isomorphism I : L 1i |p  L 2i |q preserving the W-structure
while forgetting the rigidifications at p, q.
Proposition 2.2.4. • W rigg,k is a compact complex orbifold which is a finite cover of
W g,k and admits a stratification with finitely many strata, and each stratum is of
the form W
rig
g,k(Γ).
• There is a trivialization of the restriction of Li to each fiber of Di. Furthermore,
the trivialization can be chosen smoothly depending on Σ.
• There are two bundles (universal families). The first one is C(Γ) - W rig(Γ),
which is the pull-back of the universal family ofM (Γ). Then there is a collection
of (orbifold) universal line bundles U i(Γ) - C(Γ), whose fiber isLi.
• W rig(Γ′) is contained in the compactification of W rig(Γ) in W rigg,k only if Γ  Γ′.
• Different strata are patched together in a way which is described in the follow-
ing local model of a neighborhood of a nodal rigidified W-structure in W
rig
g,k. Let
x = (C , z) be the underlying nodal stable Riemann surface. Recall that a neigh-
borhood of x = (C , z) inM g,k is parameterized by
Vx × (⊕z([T0,∞] × S 1)z)
Aut(C , z)
,
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where z = piν(zν) = piw(zw). An element (Cy, zy) in a neighborhood of (Cx, zx) is
obtained by gluing cylindricals neighborhoods of corresponding marked points
on each component. Now, the gluing of Li is obtained as follows. Recall that a
rigidified W-structure on Cx is obtained by identifying the fiber of Li at the cor-
responding marked point and forgetting the corresponding rigidifications. Then,
the canonical trivialization ofLi near the marked point extends the identification
at the marked point to the cylindrical neighborhoods which glue to a rigidified
W-structure on (Cy, zy).
3. The Witten equation
We have laid down the algebraic-geometric foundations in the last several sections. Now
we turn our attention to the analytic aspects of our theory. Even though we formulate our
axioms in algebraic-geometric terms, the analytic aspect of the theory is at the heart of our
construction. It remains a challenging problem to have a completely algebraic treatment of
our theory.
Roughly speaking, the moduli space of W-structures W g,k plays the role of Deligne-
Mumford moduli space in ordinary Gromov-Witten theory. To construct the moduli space
of stable maps, we use the solution of the Cauchy-Riemann equation ∂¯J f = 0, where f is
a map from a Riemann surface. In our theory, we replace f by a section si ofLi or equiv-
alently |Li|. The replacement of the Cauchy-Riemann equation is the Witten equation,
which we will describe in this section.
3.1. The perturbed Witten equation.
3.1.1. Cylindrical metric and Witten-equation. In this section, we fix a rigidified W-structure
(L1, . . . ,LN , ϕ1, . . . , ϕs, . . . , ψ1, . . . , ψk). Let γl ∈ G be the group element generating the
orbifold structure at the marked point zl. Recall that
Wi(|L1|), . . . , |LN |)  Klog ⊗ O(−
k∑
l=1
N∑
j=1
bi jΘ
γl
j zl).
Let D = −∑kl=1 ∑Nj=1 bi j(Θγlj − q j)zl be a divisor; then there is a canonical meromorphic
section s0 with divisor D. This section provides the identification
KΣ ⊗ O(D)
s−10
 KΣ(D),
where KΣ(D) is the sheaf of local possibly meromorphic sections of KΣ with zero or pole
at D.
A rigidification ψl at zl actually gives a local trivialization of the orbifold line bundle
⊕Li, or equivalently determines a basis set η1, . . . , ηN . Taking a good coordinate system
{z} near zl , we can assume that the holomorphic basis ei of |Li| corresponding to ηi satisfies
the relation providing by ϕi,
Wi(e1, . . . , eN) =
dz
z
z
∑N
j=1 bi jΘ
γl
j .
The relation between ei and ηi will be fully discussed when we define the Witten equa-
tion on orbicurves.
Choose the cylindrical metric on the line bundle KΣ(D) such that | dzz | = 1. The above
identity together with the nondegeneracy of W imply that the modulus |ei| = |z|Θ
γl
j near
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marked points. In particular, if xi is a fixed variable, then |ei| = 1. Let u j = u˜ je j; then it is
easy to see that
∂W
∂u j
∈ Klog ⊗ |L j|−1. (23)
The bundle |L j|−1 is isomorphic to |L j| topologically. But there is no canonical isomor-
phism. However, we can choose an isomorphism compatible with the metric. It induces an
isomorphism I1 : Ω(Σ, |L j|−1⊗Λ0,1) - Ω(Σ, |L j| ⊗Λ0,1) such that for a section v = v˜e′j,
we have
I1(v˜e¯′j ⊗ dz¯) = v˜|e′j|2e j ⊗ dz¯,
where e′j is the holomorphic basis of |L j|−1 such that e′j · e j = 1.
It is obvious that I1 is a metric-preserving isomorphism between the corresponding two
spaces and that it is independent of the choice of the local charts.
Since I1( ∂W∂u j ) ∈ Klog ⊗ |L j|, the so-called Witten equation is defined below as the first
order system for the sections u1, . . . , uN :
∂¯u j + I1
∂W
∂u j
 = 0, for all j = 1, . . . ,N.
Remark 3.1.1. In this paper, we choose the cylindrical metric near the marked points; in
[FJR] we used the smooth metric near marked points, i.e., let |dz| = 1 near marked points.
Different choices give different equations near marked points. This will produce different
theories. We will discuss the relations between the theories in future work.
Let ui = u˜iei,∀i. Then near a marked point, the Witten equation can be written locally
as
∂¯u˜i
∂z¯
+
∑
j
∂W j(u˜1, . . . , u˜N)
∂u˜i
z
∑N
s=1 b js(Θ
γ
s−qs)|z|−2Θγi = 0, (24)
for i = 1, . . . ,N.
Note: For simplicity, we often drop ”˜” from u˜i when discussing the local equation near
the marked point. The reader can easily distinguish from the context when we are talking
about the sections or the coordinate functions.
Near zl, W has the decomposition W = Wγl + WN . Without loss of generality, we can
assume the fixed point set CNγl = {(x1, . . . , xNl , 0, . . . , 0)}. Then, the line bundles Li for
i ≤ Nl have no orbifold structure at zl and Θγli = 0. Now we drop the subscript l without
any confusion. (24) can be rewritten as
z¯
∂¯ui
∂z¯
+
∂Wγ
∂ui
+
∑
W j:W jinWN
∂W j(u1, . . . , uN)
∂ui
z
∑N
s=1 b js(Θ
γ
s ) = 0, (25)
for any 0 ≤ i ≤ Nl, and
z¯
∂¯ui
∂z¯
+ (
∑
W j:W jinWN
∂W j(u1, . . . , uN)
∂ui
z
∑N
s=1 b js(Θ
γ
s ))|z|−2Θγi = 0, (26)
for any i ≥ Nl.
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Example 3.1.2 (Dn-equation).
In this case, the quasi-homogeneous polynomial is W(x, y) = xn +xy2, so W1 = xn,W2 =
xy2, and b11 = n, b12 = 0; b21 = 1, b22 = 2. The fractional degree is (q1, q2) = ( 1n ,
n−1
2n ). G
is generated by J−1 = (e
2pii
n , e
2pi(n−1)i
2n ). There are some cases near a marked point:
Case 1. γ = (1, 1). We have Θγ1 = Θ
γ
2 = 0 and the equation becomes
z¯ ∂¯u1
∂z¯ + nu
n−1
1 + u
2
2 = 0
z¯ ∂¯u2
∂z¯ + 2u1u2 = 0.
(27)
Case 2. γ = J−n and n is even. Then Θγ1 = 0 and Θ
γ
2 =
1
2 > 0. In this case the Witten
equation is 
z¯ ∂¯u1
∂z¯ + nu
n−1
1 + u
2
2z = 0.
z¯ ∂¯u2
∂z¯ + 2u1u2z|z|−1 = 0.
(28)
Case 3. γ , (1, 1), J−n, where n is odd. This is the narrow-case and Θ1(γ) > 0,Θ
γ
2 > 0, the
equation is 
z¯ ∂¯u1
∂z¯ + (nu
n−1
1 z
nΘγ1 + u22z
Θ
γ
1+2Θ
γ
2 )|z|−2Θγ1 = 0
z¯ ∂¯u2
∂z¯ + 2u1u2z
Θ
γ
1+2Θ
γ
2 |z|−2Θγ2 = 0.
(29)
3.1.2. The perturbed Witten equation. When a variable is fixed by the local group at a
point, we call the variable a broad variable and we call the point a broad point.
When there are broad points, the Witten Lemma fails and there are nontrivial solu-
tions to the Witten equation. Then, we have to study the moduli space of solutions of the
Witten equation. The first step is to study the asymptotic behavior of the solution at the
marked points. The moduli problem makes sense only if the solution has nice asymptotic
behavior. From the analytic point of view, the Witten equation is highly degenerate in the
same way that zero is a highly degenerate critical point of W. There is a sophisticated
L2-moduli space theory by Morgan-Mrowka-Ruberman [MMR] and Taubes [Ta] in the
literature to deal with the situation being considered. However, we choose to perturb the
equation, which simplifies the analysis immensely. An unexpected bonus of our approach
is the appearance of vanishing cycles. Of course, we have to pay a price by studying the
dependence of our invariants on the perturbation.
Our strategy is to modify the Witten equation for the broad variable without changing
the equation for the narrow variable. We only need to choose linear perturbations.
Definition 3.1.3. Let W be a quasi-homogeneous polynomial. A linear polynomial W0 =∑
i bixi is called W-regular if W + W0 has only nondegenerate critical points. Namely,
W + W0 is a holomorphic Morse function. W0 is called strongly W-regular if W0 is regular
and for any two different critical points κi , κ j, Im(W + W0)(κi) , Im(W + W0)(κ j).
Theorem 3.1.4. Given a quasi-homogeneous polynomial W. The set of W-regular W0
forms a non-empty path connected open submanifold of all W0. The subset of W-regular
W0 where two or more critical points have the same Im(W + W0) is a union of real hyper-
surfaces separating the set of W-regular W0 into a system of chambers.
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Proof. Let
X = {(x1, . . . , xN ; b1, . . . , bN); ∂W
∂xi
+ bi = 0, det(
∂2W
∂xi∂x j
) = 0} ⊂ CN × CN .
We claim that X is an affine variety of complex dimension N − 1. It is clear that the set of
regular W0 isCN−pi2(X), where pi2 : CN×CN - CN is defined by (x1, . . . , xN , b1, . . . , bN) - (b1, . . . , bN).
Since pi2 is an algebraic map, pi2(X) is an algebraic subset of dimension ≤ N−1. Therefore,
CN − pi2(X) is an open connected submanifold.
Let
F = (
∂W
∂x1
+ b1, . . . ,
∂W
∂xN
+ bN) : CN × CN - CN .
Let x˜i, b˜ j be the corresponding tangent vectors. Then,
DFx,b(x˜1, . . . , x˜N , b˜1, . . . , b˜N) = (
∑
j
∂2W
∂x1∂x j
x˜ j + b˜1, . . . ,
∑
j
∂2W
∂xN∂x j
x˜ j + b˜N)
is obviously surjective. Hence, F−1(0) is a smooth affine variety. X = F−1(0)∩det( ∂2W
∂xi∂x j
)−1(0)
is a hypersurface of F−1(0) of dimension N − 1 unless det( ∂2W
∂xi∂x j
) vanishes on some com-
ponent of F−1(0). On the other hand, (x1, . . . , xN) is a nondegenerate critical points iff
(x1, . . . , xN) is a regular value of the projection map pi1 : F−1(0) - Ct. Hence, the set
of nondegenerate critical points is dense and det( ∂
2W
∂xi∂x j
) can not vanish on any open subset
of F−1(0).
It is known that the cardinality of the set of nondegenerate critical points is precisely
the dimension of the middle homology of the Milnor fiber and hence a constant number.
The manifold of nondegenerate critical points Y = F−1(0) − det( ∂2W
∂xi∂x j
)−1(0) is a disjoint
union of components Y =
⋃
1≤i≤µW Yi. Furthermore, each component Yi is isomorphic to
CN − pi2(X). Let
fi : CN − pi2(X) - Yi Im(W+W0)- R.
Note that DIm(W + W0)(x˜1, . . . , x˜N) = 0 at critical points.
DIm(W + W0)(b˜1, . . . , b˜N) = Im(x1b˜, . . . , xN b˜N).
Let (xi1, . . . , x
i
N , b1, . . . , bN) ∈ Yi.
D( fi − f j)(b˜1, . . . , b˜N) = Im((xi1 − x j1)b˜1, . . . , (xit − x jN)b˜N)
is surjective for i , j. Therefore, zero is a regular value of fi − f j and ( f i − f j)−1(0) is a
smooth real hypersurface. We have finished the proof.

Suppose that γ parameterizes the orbifold structure at the marked point. The quasi-
homogeneous polynomial can be decomposed into the sum of the polynomials Wγ and
WN . Take a fixed Wγ-regular polynomial
W0 = W0(x1, . . . , xNl ) =
Nl∑
j=1
b jx j.
There exist line bundles O j(l), j = 1, . . . ,Nl over the orbicurve Σ˜ such that
(1) O j(l) has no orbifold structure near the marked point zl;
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(2) the following isomorphisms hold:
O j(l) ⊗L j  Klog.
Hence, near the marked point zl we have the local isomorphisms
|O j(l)| ⊗ |L j|  Klog.
If j ≤ Nl, we define the section β j = βT (z)dz/z ⊗ e′j ∈ Ω0(|O j|), and βT (z) is given by
βT (z) =
{
1 if |z| ≤ e−T−1
0 if |z| ≥ e−T . (30)
Let
W0,β(u1, . . . , uNl ) =
Nl∑
j=1
b jβ ju j.
Hence the global perturbed Witten equation is defined as
∂¯ui + I1
∂W∂ui + ∂W0,β∂ui
 = 0, for all i = 1, . . . ,N. (31)
Locally near a marked point zl, the perturbed Witten-equation has the following form:
z¯
∂¯ui
∂z¯
+
∂Wγ
∂ui
+ βT
∂W0
∂ui
+
∑
W j:W jinWN
∂W j(u1, . . . , uN)
∂ui
z
∑N
s=1 b js(Θ
γ
s ) = 0, (32)
for any i ≤ Nl, and
z¯
∂¯ui
∂z¯
+ (
∑
W j:W jinWN
∂W j(u1, . . . , uN)
∂ui
z
∑N
s=1 b js(Θ
γ
s ))|z|−2Θγi = 0, (33)
for any i > Nl. Here ui, βT in the equations are understood not as sections, but as the
coordinate functions with respect to each basis of the line bundles.
If we set vi = ui, for all i ≤ Nl and vi = uizΘγi , then the above two equations can be
changed to a more symmetric form:
z¯
∂¯vi
∂z¯
+
∂(Wγ + W0,β)
∂vi
+
∂WN(v1, . . . , vN)
∂vi
= 0, ∀i ≤ Nl (34)
and
z¯
∂¯vi
∂z¯
+
∂WN(v1, . . . , vN)
∂vi
= 0, ∀i > Nl, (35)
or simply written as one equation
z¯
∂¯vi
∂z¯
+
∂(W + W0,β)
∂vi
= 0, i = 1, . . . ,N. (36)
Those sections vi for i > Nl are not well defined in any neighborhood containing zl.
Hence the equations (34), (35) and (36) only hold in any fan-shaped domain of zl. However,
the absolute value |vi| of each vi is well-defined.
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Take a cylindrical coordinate near a marked point zl, i.e., let z = e−(s+iθ); then the equa-
tions (34)+(35) can be rewritten as the simpler form:
∂vi
∂s
+
√−1∂vi
∂θ
− 2∂(W + W0,β)
∂vi
= 0, ∀i ≤ Nl (37)
∂vi
∂s
+
√−1∂vi
∂θ
− 2∂WN
∂vi
= 0, ∀i > Nl. (38)
Set vi = xi +
√−1yi. Let
HR0 := 2Re(Wγ + W0,β), HN := 2Re(WN),
then ∂(W+W0,β)
∂vi
=
∂(W+W0,β)
∂vi
+
∂(W+W0,β)
∂vi
= ∂¯
∂v¯i
(HR0 + HN); the equation (37) becomes
∂xi
∂s
+
√−1∂yi
∂s
+
√−1(∂xi
∂θ
+
√−1∂yi
∂θ
) − ( ∂
∂xi
+
√−1 ∂
∂yi
)(HR0 + HN) = 0,
i.e., 
∂xi
∂s − ∂yi∂θ − ∂∂xi (HR0 + HN) = 0
∂yi
∂s +
∂xi
∂θ
− ∂
∂yi
(HR0 + HN) = 0, ∀i ≤ Nl.
(39)
If we define vR = (x1, . . . , xNl , y1, . . . , yNl ), and let
JR =
(
0 −INl
INl 0
)
,
then the above equation is just
∂vR
∂s
+ JR
∂vR
∂θ
− ∇RHR0 = ∇RHN , (40)
where ∇R is the gradient operator with respect to the variables {x1, . . . , xNl , y1, . . . , yNl }.
Similarly, if we set vN = (xNl+1, . . . , xN , yNl+1, . . . , yN) and
JN =
(
0 −IN−Nl
IN−Nl 0
)
,
then the equation (38) becomes
∂vN
∂s
+ JN
∂vN
∂θ
= ∇N HN , (41)
where∇N is the gradient operator with respect to the variables {xNl+1, . . . , xN , yNl+1, . . . , yN}.
Thus the equations (37) and (38) are changed to
∂vR
∂s + JR
∂vR
∂θ
− ∇RHR0(vR) = ∇HN(vR, vN)
∂vN
∂s + JN
∂vN
∂θ
= ∇N HN(vR, vN).
(42)
Later we will show that the first equation of (42) is just the perturbation equation of the
trajectory equation of a Hamiltonian system which has frequently appeared in symplectic
geometry, and the second one is the perturbation equation of the Cauchy-Riemann equation
of pseudo-holomorphic curves.
Definition 3.1.5. Sections (u1, . . . , uN) are said to be the solutions of the perturbed Witten
equation (31); if they satisfy the following conditions:
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(1) for each j, u j ∈ L21,loc(Σ\{z1, . . . , zk}, |L j|), I1
(
∂W
∂u j
+
∂W0,β
∂u j
)
∈ [L2loc(Σ\{z1, . . . , zk}, |L j|⊗
Λ0,1)];
(2) (u1, . . . , uN) satisfy the perturbed Witten equation (31) almost everywhere;
(3) near each marked point, the integral∑
j
∫ ∞
0
∫
S 1
|∂u j
∂s
|2dθds < ∞.
3.1.3. Witten equations over orbicurves. In the last section, we defined the Witten equa-
tion on a smooth Riemann surface. However, since our moduli theory will be constructed
on orbicurves, actually we should define our Witten equation on orbifolds. In this part, we
will define the Witten equation over orbifolds and will show that the resolution of these
solutions of the Witten equation just satisfy the previously defined Witten equation on a
Riemann surface and vice versa.
Because W j(L1, . . . ,LN)  Klog, we can choose a holomorphic basis ηi of the orbifold
line bundleLi such that W j(η1, . . . , ηN) = dz when away from the marked points and take
the smooth metric in this part. If zl is a marked point, we can assume that the orbifold struc-
ture near zl is given by (∆˜, pi,Gzl = Z/m), where ∆˜ is a disc with coordinate z, ∆˜ - ∆ is
given by pi(z) = zm, and Gzl acts by z - exp(2pii/m)z. The orbifold structure of Li is
given by the uniformizing system ∆˜ × C −→ [(∆˜ × C)/Gzl ], with the action of Gzl given by
(z,w) - (exp(2pii/m)z, exp(2pivii/m)w) with m > vi ≥ 0. Now the sheaf of sections of
Li is generated as an O∆˜-module by an element ηi such that for each j there is
W j(η1, . . . , ηN) = mdz/z. (43)
Gzl acts on ηi by ηi - exp(−2pivii/m)ηi. The invariant sections are of the form ui(z) =
zvi g˜(zm)ηi. Let u˜i be the coordinate function of ui(z) with respect to ηi; then u˜i(z) = zvi g˜i(zm),
which is equivariant. Let w = zm be the coordinate in ∆. The sheaf of sections of |Li| is
generated by the section ei(w) = zviηi(z). So ui = g˜i(zm)ei(zm) and the corresponding
coordinate function is g˜i(zm) and actually we have the relation between two coordinate
functions:
u˜i(z) = zvi g˜i(zm) = wΘi g˜i(w). (44)
Now we choose the cylindrical metric in the small charts of all of the marked points on
the resolved surface, i.e., let |dw/w| = 1. This metric induces the metric on Σ˜ such that
|mdz/z| = 1. By (43) this metric induces the metric on each orbifold line bundle such that
|ηi| = 1,∀i, in small charts of all marked points. Let η′i be the dual basis of ηi on the dual
line bundleL −1i . We define a metric preserving isomorphism:
I˜1 : Ω(Σ˜,L
−1
j ⊗ Λ0,1) - Ω(Σ˜,L j ⊗ Λ0,1)
such that for vi = v˜iη′i , there holds
I˜1(vi ⊗ dz¯) = v˜i|η′i |2ηi ⊗ dz¯.
It is easy to see if ui ∈ Ω(Σ˜,Li), then
I˜1
∂W
∂ui
 ∈ Ω(Σ˜,Li ⊗ Λ0,1).
Now the Witten equation on orbifolds is defined as
∂¯ui + I˜1
∂W
∂ui
 = 0,∀i = 1, . . . ,N. (45)
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We consider the local expression of the Witten equation in a neighborhood of the marked
point zl. Assume that ui = u˜iηi, i = 1, . . . ,N, are solutions of equation (45) in this uni-
formizing system of zl; then the coordinate function u˜i satisfies
∂¯u˜i
∂z¯
+
∂W(u˜1, . . . , u˜N)
∂u˜i
m
z
= 0. (46)
Replacing u˜i in (46) by the equality (44), we find out that
∂¯g˜i
∂w¯
+
∑
j
∂W j(g˜1, . . . , g˜N)
∂g˜i
w
∑N
s=1 b js(Θ
γ
s−qs)|w|−2Θγi = 0, (47)
where w = zm. This is just equation (24) when evaluated at zm.
Conversely, if one knows that the function g˜i of |Li| satisfies equation (47), then uˆi(w) =
wΘi g˜i(w) satisfies
∂¯uˆi
∂w¯
+
∂W(uˆ1, . . . , uˆN)
∂uˆi
1
w
= 0. (48)
Notice that equation (48) holds locally at a broad point. On the other hand, the solutions
of this Witten equation in the neighborhood of any orbifold point can be viewed as solutions
satisfying some twisted periodic boundary condition. Equation (48) is changed to equation
(46) when the potential W is replaced by mW. This observation is beneficial in estimating
of the solutions of (46).
Similarly, we can define the perturbed Witten equation if there exist any broad marked
points. The definition is completely the same as before, since there is no orbifold structure
for these broad line bundles.
3.2. Interior estimate of solutions.
When away from the marked points, the perturbed Witten equation can be written in the
form
∂¯u j + ϕ j
∂W
∂u j
+ β j
∂W0
∂u j
 = 0, for all j = 1, . . . ,N, (49)
where ϕ j is a smooth positive function. Here we understand that for i > Nl, βi ≡ 0 and for
i ≤ Nl, βi is defined as before. The polynomial W0 can be chosen differently corresponding
to different marked points, but they should satisfy the following uniform control:∣∣∣∣∣∂W0∂ui
∣∣∣∣∣ ≤ b. (50)
To study the solutions, we also need the following lemma.
Lemma 3.2.1 ([FJR1], Theorem 5.7). Let W ∈ C[x1, . . . , xN] be a non-degenerate, quasi-
homogeneous polynomial with weights qi := wt(xi) < 1 for each variable xi, i = 1, . . . ,N.
Then for any t-tuple (u1, . . . , uN) ∈ CN we have
|ui| ≤ C
 N∑
i=1
∣∣∣∣∣∂W∂xi (u1, . . . , uN)
∣∣∣∣∣ + 1
δi ,
where δi =
qi
min j(1−q j) and the constant C depends only on W. If qi ≤ 1/2 for all i ∈{1, . . . ,N}, then δi ≤ 1 for all i ∈ {1, . . . ,N}. If qi < 1/2 for all i ∈ {1, . . . ,N}, then δi < 1
for all i ∈ {1, . . . ,N}.
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So by this lemma we have
|ui| ≤ C
 N∑
i=1
∣∣∣∣∣∂W∂xi (u1, . . . , uN)
∣∣∣∣∣ + 1
δ0 , δ0 = max{δ1, . . . , δN}. (51)
In the rest of this paper, we always assume that qi < 1/2 for any i; therefore we have
δ0 < 1.
Theorem 3.2.2. Let (u1, . . . , uN) be the solutions of the perturbed Witten equation (31);
then for any m ∈ Z, there holds
||u j||Cm(BR) ≤ C,
where BR ⊂ Σ \ {z1, . . . , zk}, and C is a constant depending only on the metric in B2R, the
fractional degree qi, b and R.
Proof. Multiplying (49) by ∂W
∂u j
and taking the sum, one has
∂¯W
∂z¯
+
∑
i
ϕi
∣∣∣∣∣∂W∂ui
∣∣∣∣∣2 + ∑
i
ϕiβi
∂W
∂ui
∂W0
∂ui
 = 0. (52)
Take a small ball B2R(z0) and a test function ψ such that ψ ∈ C∞0 (B2R(z)), ψ ≡ 1 on BR(z),
and ψ ≡ 0 outside B2R(z), and |∇ψ| ≤ CR .
Multiplying (52) by ψβ
√−1
2 dz ∧ dz¯ and integrating over B, one has
∫
B
∂¯W
∂z¯
ψβ
√−1
2
dz ∧ dz¯ +
∫
B
∑
j
ϕ j
∣∣∣∣∣∣∂W∂u j
∣∣∣∣∣∣2 |dzdz¯|ψβ
+
∫
B
∑
j
ϕ jβ j
∂W
∂u j
∂W0
∂u j
ψβ = 0. (53)
Now there holds
∫
∂¯W
∂z¯
ψβ
√−1
2
dz ∧ dz¯ = −
∫ √−1
2
ψβd(Wdz)
=
∫ √−1
2
βψβ−1dψ ∧Wdz =
∫
∂z¯ψβWψβ−1.
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By (53) and (50), one obtains for large β that∫
B
ψβ
∑
j
ϕ j
∣∣∣∣∣∣∂W∂u j
∣∣∣∣∣∣2 ≤
∫
B
|∂z¯ψ|β|W |ψβ−1 +
∫
B
∑
j
ϕ j
∣∣∣∣∣∣∂W∂u j
∣∣∣∣∣∣ bψβ
≤
∫
B
βψβ−1|∂z¯ψ|
∑
i
qi|ui||∂W
∂ui
| + b max
j
ϕ j
∑
j
∣∣∣∣∣∣∂W∂u j
∣∣∣∣∣∣ψβ
≤ C
∫
B
ψβ−1|∂¯ψ| ·
∑
i
∣∣∣∣∣∂W∂ui
∣∣∣∣∣1+δ0
 + C2 ∫
B
|∂¯ψ|
+ C1 max
j
ϕ j
∫
B
∑
j
∣∣∣∣∣∣∂W∂u j
∣∣∣∣∣∣1+δ0 ψβ + C1R2
≤ ε
∫ ∑
j
∣∣∣∣∣∣∂W∂u j
∣∣∣∣∣∣2 ψβ + C′ε
∫
ψ
(β− 1+δ02 β−1) 21−δ0 |∂z¯ψ|
2
1−δ0 + C2R
+ ε
∫ ∑
j
∣∣∣∣∣∣∂W∂u j
∣∣∣∣∣∣2 ψβ + C′′ε R2 + C1R2
≤ 2ε
∫
B
∑
j
∣∣∣∣∣∣∂W∂u j
∣∣∣∣∣∣2 ψβ + C′εR− 2δ01−δ0 + C′′ε R2 + C1R2 + C2R.
Then take ε small enough such that∫
BR
∑
j
∣∣∣∣∣∣∂W∂u j
∣∣∣∣∣∣2 ≤ C(qi, b, ϕ j,R). (54)
On the other hand, for the non-homogeneous ∂¯-equation we have the interior estimate
||u j||L21(B R2 ) ≤ C
∑
i
||∂W
∂ui
||L2(BR) +
∑
i
||∂W0
∂ui
||L2(BR) + ||u j||L2(BR)
 . (55)
By (51), there holds
||u j||2L2 ≤ C
∫ ∑
j
∣∣∣∣∣∣∂W∂u j
∣∣∣∣∣∣ + 1
2δ0 ≤ C1 ∑
j
||∂W
∂u j
||2L2 + C2,
and hence by (54) we obtain
||u j||L21(B R2 ) ≤ C1
∑
j
||∂W
∂u j
||L2 + C2 ≤ C.
Applying the embedding theorem, there holds
||u j||Lp ≤ C||u j||L21 ≤ C, ∀1 < p < ∞. (56)
Hence, for any p > 1, we have
||∂W
∂u j
||pLp ≤ C, (57)
where C depends on ||ui||L2 and || ∂W∂u j ||L2 .
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Now using the Lp-estimate of the ∂¯-equation, (56) and (57), eventually we have
||u j||Lp1 (B R2 ) ≤ C
∑
j
||∂W
∂u j
||Lp(BR) + ||
∂W0
∂u j
||Lp(BR) + ||u j||Lp(BR)
 ≤ C.
Using the embedding theorem again, we have
||u j||Cα(BR) ≤ C.
Furthermore, by the bootstrap argument, we have the following estimate for any m ∈ Z:
||u j||Cm ≤ C.

3.3. Asymptotic behavior.
Set the complex variable ξ = s + iθ; then the equations (38) and (37) can be written as
∂¯ξvi − 2∂(W + W0,β)
∂vi
= 0, ∀i = 1, . . . ,N. (58)
Note that the function vi is only locally defined; hence the above relation only holds in a
bounded domain D ⊂ S 1 × [0,∞) such that D is contractible.
Theorem 3.3.1. Let BR ⊂ S 1 × [0,∞) be a ball with radius R such that B2R is contractible.
Suppose that v1, . . . , vN satisfy (58) in B2R; then for any m > 0, there is a constant C
depending only on qi, b,R,m such that
||v j||Cm(BR) ≤ C,
where the derivatives taken in the Cm modulus correspond to the variables s, θ.
Proof. Multiplying the two sides of (58) by ∂W
∂vi
and taking the sum over i from 1 to N, we
have
∂ξ¯W = 2
∑
i
∣∣∣∣∣∂W∂vi
∣∣∣∣∣2 + 2 ∑
i
∂W0,β
∂vi
∂W
∂vi
.
Multiplying the above equality by ψβ
√−1
2 dξ ∧ dξ¯ and integrating over B2R, one has∫
B2R
∂ξ¯W(ψ
β
√−1
2
dξ ∧ dξ¯) = 2
∫
B2R
∑
i
∣∣∣∣∣∂W∂vi
∣∣∣∣∣2 ψβ|dξdξ¯| + 2 ∫
B2R
∑
i
∂W0,β
∂vi
∂W
∂vi
ψβ|dξdξ¯|.
Using Stokes’ theorem for the ∂¯ operator, we have
2
∫ ∑
i
∣∣∣∣∣∂W∂vi
∣∣∣∣∣2 ψβ|dξdξ¯| = ∫ ∂ξ¯ψβWψβ−1 − 2 ∫
B2R
∑
i
∂W0,β
∂vi
∂W
∂vi
ψβ|dξdξ¯|.
Now we can proceed in the same way as in the proof of Theorem 3.2.2 to obtain the
conclusion. 
Define vˆi = uie−Θ
γl
i s for any i; then the vˆi are well-defined functions in the cylinder
S 1 × [0,∞). We have the relations:
vˆi = vi = ui, ∀i ≤ Nl; (59)
|vˆi| = |vi| = |ui|e−Θ
γl
i s, ∀i > Nl. (60)
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The equation (33) of ui for any i > Nl can be rewritten as
∂ξ¯ui +
∂WN(v1, . . . , vt)
∂vi
eΘi(s+iθ) = 0.
Hence vˆi for i > Nl satisfies
(∂s +
√−1∂θ + Θi)vˆi = −∂WN(v1, . . . , vN)
∂vi
eiΘiθ. (61)
Lemma 3.3.2. Let u1, . . . , uN be the solutions of the equations (33) and (32) defined in the
cylinder S 1 × [0,∞). Then there holds
∫ ∞
0
∫
S 1
∑
i≤Nl
∣∣∣∣∣∣∂(Wγ + W0,β)∂ui
∣∣∣∣∣∣2 + ∑
i>Nl
∣∣∣∣∣∣∣∣
∑
j
∂W j(u1, . . . , uN)
∂ui
e−
∑
l b jlΘl(s+iθ)+Θi s
∣∣∣∣∣∣∣∣
2
dsdθ < ∞.
Proof. Note that
∑
l b jlΘl = 0 mod Z; hence∑
j
∂W j(u1, . . . , uN)
∂ui
e−
∑
l b jlΘl(s+iθ)+Θi s
is well defined on the whole cylinder and we can represent it as the combination of the
locally defined functions vi, i = 1, . . . ,N, as follows:∑
j
∂W j(u1, . . . , uN)
∂ui
e−
∑
l b jlΘl(s+iθ)+Θi s =
∑
j
∂W j(v1, . . . , vN)
∂vi
e−iΘiθ
=
∂WN(v1, . . . , vN)
∂vi
e−iΘiθ. (62)
So what we need to prove is actually the following estimate:∫ ∞
0
∫
S 1
∑
i≤Nl
∣∣∣∣∣∣∂(Wγ + W0,β)∂vi
∣∣∣∣∣∣2 + ∑
i>Nl
∣∣∣∣∣∂WN(v1, . . . , vN)∂vi
∣∣∣∣∣2 dsdθ < ∞, (63)
or in equivalent form: ∫ ∞
0
∫
S 1
N∑
i=1
∣∣∣∣∣∣∂(W + W0,β)∂vi
∣∣∣∣∣∣2 < ∞. (64)
To prove (64), we multiply the two sides of the equation (58) by ∂(W+W0,β)
∂vi
and take the sum
of i from 1 to N, then there holds
∂ξ¯(W + W0,β) = 2
∑
i
∣∣∣∣∣∣∂(W + W0,β)∂vi
∣∣∣∣∣∣2 + ( Nl∑
j=1
b jv j)∂ξ¯βT .
Integrating the above equality over S 1×[0,T0] for T0 > T,where T appears in the definition
of βT , and noting that (W + W0,β)(v1, . . . , vN) is a well-defined function on the cylinder, one
has ∫ T0
0
∂s
∫
S 1
W +
∫ T0
0
∫
S 1
Nl∑
j=1
b j∂sv jβT = 2
∫ T0
0
∫
S 1
∑
i
∣∣∣∣∣∣∂(W + W0,β)∂vi
∣∣∣∣∣∣2 .
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Hence
2
∫ T0
0
∫
S 1
∑
i
∣∣∣∣∣∣∂(W + W0,β)∂vi
∣∣∣∣∣∣2
=
∫
S 1
W(T0, θ)dθ −
∫
S 1
W(0, θ)dθ +
∫ T0
T
∫
S 1
∑
j
b j∂sv j +
∫ T
T−1
∫
S 1
∑
j
b j∂sv jβT .
=
∫
S 1
(W + W0)(T0, θ)dθ −
∫
S 1
W0(T, θ) −
∫
S 1
W(0, θ) +
∫ T
T−1
∫
S 1
∑
j
b j∂sv jβT .
By Theorem 3.2.2 and Theorem 3.3.1, one knows that |vi| and |∂svi| are uniformly bounded
for any i = 1, . . . ,N. Thus the inequality (64) holds; in particular, the upper bound is
independent of T . 
Lemma 3.3.3. Let 0 < Θ < 1. Suppose that v is a smooth bounded solution of the equation
(∂s +
√−1∂θ + Θ)v = 0 (65)
satisfying the integrability condition∫ ∞
0
∫
S 1
|∂sv|2 < ∞.
Then for any T ∈ (0,∞), there holds∫ ∞
T
∫
S 1
|v|2 ≤ 1
Θ2
∫ ∞
T
∫
S 1
|∂sv|2 (66)
and
|v(s, θ)| ≤
√
2
Θ
e−Θs(
∫ ∞
0
∫
S 1
|∂sv|2) 12 (1 − e−2T )− 12 , ∀s ∈ [T,∞). (67)
Proof. Since v(s, θ) is a smooth function defined in S 1 × [0,∞), by Fourier analysis, any
smooth solution of (65) has the following form:
v(s, θ) =
∞∑
n=−∞
Cne−(n+Θ)s · e−inθ.
Since v is assumed to be bounded, hence Cn = 0,∀n < 0. Thus the bounded smooth
solution has the form
v(s, θ) =
∞∑
n=0
Cne−(n+Θ)s · e−inθ.
Now we have the integral estimate∫ ∞
T
∫
S 1
|v|2 =
∞∑
n=0
|Cn|2
∫ ∞
T
e−2(n+Θ)sds =
1
2
∞∑
n=0
|Cn|2(Θ + n)−1e−2(n+Θ)T
≤ 1
2
∞∑
n=0
|Cn|2(Θ + n)e−2(n+Θ)T (Θ + n)−2 ≤ 1
Θ2
∫ ∞
T
∫
S 1
|∂sv|2 (68)
and the pointwise estimate
|v(s, θ)| ≤
∞∑
n=0
|Cn|e−(n+Θ)s ≤ e−Θs(
∞∑
n=0
|Cn|2) 12 (
∞∑
n=0
e−2nT )
1
2
≤
√
2
Θ
e−Θs(
∫ ∞
0
∫
S 1
|∂sv|2) 12 (1 − e−2T )− 12 . (69)
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
Extend the function − ∂WN (v1,...,vN )
∂vi
eiΘiθ symmetrically to (−∞,∞), and view it as the free
term of the following equation for v defined in (−∞,∞):
(∂s +
√−1∂θ + Θi)v = −∂WN(v1, . . . , vN)
∂vi
eiΘiθ. (70)
This equation has a unique bounded solution in the whole interval (−∞,∞) (see [D]). Since
the “free term” is L2 integrable by Lemma 3.3.2, we have the Fourier expansion
−∂WN(v1, . . . , vN)
∂vi
eiΘiθ =
∑
n
ρn(s)e−inθ.
The unique bounded solution
vˆi,0(s, θ) = −
∞∑
n=0
e−(n+Θi)s
∫ ∞
s
e(n+Θi)τρn(τ)dτe−inθ +
−1∑
n=−∞
e(n+Θi)s
∫ s
−∞
e−(n+Θi)τρn(τ)dτeinθ.
Lemma 3.3.4. Let T > 1. For any i > Nl, vˆi,0 satisfies the integral estimate
||vˆi,0||L21(S 1×[T,∞]) ≤ C
∣∣∣∣∣∣∣∣∣∣∂WN∂vi
∣∣∣∣∣∣∣∣∣∣
L2(S 1×[T−1,∞))
, (71)
where C is a constant.
Proof. By Lemma 3.22 of [D], we have
||vˆi,0||L2(S 1×[T,∞)) ≤ C
∫ ∞
T
∫
S 1
∣∣∣∣∣∂WN∂vi
∣∣∣∣∣2 ,
where C depends only on Θγli . Hence by L
2 interior estimates of the Cauchy-Riemann
operator, for any 1 < p < ∞, there holds
||vˆi,0||L21(S 1×[T,∞))
≤ C
(
||vˆi,0||L2(S 1×[T−1,∞)) +
∣∣∣∣∣∣∣∣∣∣∂WN∂vi
∣∣∣∣∣∣∣∣∣∣
L2(S 1×[T−1,∞))
)
≤ C
∣∣∣∣∣∣∣∣∣∣∂WN∂vi
∣∣∣∣∣∣∣∣∣∣
L2(S 1×[T−1,∞))
.

Theorem 3.3.5. For any i > Nl, vˆi(s, θ) and its derivatives of any order tend to zero
uniformly as s→ +∞.
Proof. The bounded function vˆi − vˆi,0 satisfies the homogeneous equation
(∂s +
√−1∂θ + Θi)v = 0.
On the other hand, by Lemma 3.3.2, Lemma 3.3.4 and the definition of the solution ui we
have
||∂s(vˆi − vˆi,0)||L2(S 1×[T,∞)) ≤ ||∂svˆi||L2(S 1×[T,∞)) + ||∂svˆi,0||L2(S 1×[T,∞)) (72)
≤ ||∂svˆi||L2(S 1×[T−1,∞)) + C
∣∣∣∣∣∣∣∣∣∣∂WN∂vi
∣∣∣∣∣∣∣∣∣∣
L2(S 1×[T−1,∞))
≤ ∞. (73)
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Hence by Lemma 3.3.3, we obtain
||vˆi||L2(S 1×[T,∞)) ≤ ||vˆi,0||L2(S 1×[T,∞)) + ||vˆi − vˆi,0||L2(S 1×[T,∞)) (74)
≤ 1
Θi
||∂s(vˆi − vˆi,0)||L2(S 1×[T,∞)) + ||vˆi,0||L2(S 1×[T,∞))
≤ C||∂svˆi||L2(S 1×[T−1,∞)) + C
∣∣∣∣∣∣∣∣∣∣∂WN∂vi
∣∣∣∣∣∣∣∣∣∣
L2(S 1×[T−1,∞))
. (75)
By L2 estimates and the above inequality, there holds
||vˆi||L21(S 1×[T,∞))
≤ C
(
||vˆi||L2(S 1×[T−1,∞)) +
∣∣∣∣∣∣∣∣∣∣∂WN∂vi
∣∣∣∣∣∣∣∣∣∣
L2(S 1×[T−1,∞))
)
≤ C
(
||∂svˆi||L2(S 1×[T−1,∞)) +
∣∣∣∣∣∣∣∣∣∣∂WN∂vi
∣∣∣∣∣∣∣∣∣∣
L2(S 1×[T−1,∞))
)
. (76)
Notice that the term on the right hand side tends to zero when T → ∞.
By the embedding theorem, any Lp norm of vˆi can be controlled by the L21 norm of vˆi;
therefore, the Lp norm of | ∂WN
∂vi
| is also been controlled. Using Lp estimates of the Cauchy-
Riemann operator and furthermore by the embedding theorem and Schauder estimates, any
Cm norm of vˆi can be controlled by the L21 norm of vˆi. Therefore, any C
m norm of vˆi in
[T,∞) tends to zero as T → ∞.

Now we turn to the study of the solution ui = vi = vˆi for i ≤ Nl.
Lemma 3.3.6. Suppose that ui, i ≤ Nl is the solution of (37) and (38); then ∂sui(s, θ),
∂θui(s, θ) - 0 uniformly for θ ∈ S 1 as s - ∞.
Proof. Take the derivative ∂s of the equation (37); then we get
∂s(∂sui) +
√−1∂θ(∂sui) − 2
∑
j≤Nl
∂2(Wγ + W0,β)
∂ui∂u j
∂su j = ∂s(2
∂WN(v1, . . . , vN)
∂vi
). (77)
For simplicity, we set Xi j = 2
∂2(Wγ+W0,β)
∂ui∂u j
, which is a complex symmetric matrix, and set
Li(s, θ) = ∂s(2
∂WN
∂vi
). So (77) becomes
∂s(∂sui) +
√−1∂θ(∂sui) − Xi j(∂su j) = Li. (78)
Here we also omit the summation sign if no confusion arises.
We have
∆(∂sui) = (∂s +
√−1∂θ)(Xi j(∂su j)) + (∂s −
√−1∂θ)Li
= Xi jk(∂suk +
√−1∂θuk)(∂su j) + Xi j(X jk(∂suk) + L¯ j) + (∂s −
√−1∂θ)Li
= Xi jk(∂suk +
√−1∂θuk) · ∂su j + (Xi jX jk) · (∂suk) + Xi j · L¯ j + (∂s −
√−1∂θ)Li. (79)
Denote by Fi the term on the right hand side. We know that Fi is a bounded term.
We have
∆|(∂sui)|2 = 4∆(∂sui) · (∂sui) + 4∆(∂sui) · (∂sui) + 4|∂¯(∂sui)|2 + 4|∂(∂sui)|2
≥ 4(F¯i · (∂sui) + Fi · ∂sui). (80)
30 HUIJUN FAN, TYLER JARVIS, AND YONGBIN RUAN
By the maximum principle, we have
|(∂sui)|2(s, θ) ≤ C(
∫ s+1
s−1
∫
S 1
|(∂sui)|2 +
∫ s+1
s−1
∫
S 1
|Fi|2|(∂sui)|2) (81)
≤ C1
∫ s+1
s−1
∫
S 1
|(∂sui)|2. (82)
This shows that ∂sui converges to zero uniformly for θ ∈ S 1. In the same way, one can
prove that the conclusion is also true for ∂θui. 
Theorem 3.3.7. Let u j, j ≤ Nl be the solution of (37) and (38), then there holds ||u j(s, θ)−
κ j||C0(S 1) - 0 as s→ 0, where κ = (κ1, . . . , κNl ) is one of the critical points of Wγ + W0.
Proof. Let sn be any sequence tending to infinity as n→ ∞. By Theorem 3.3.1; ||ui(sn, ·)||Cm(S 1)
is uniformly bounded for any m ∈ Z. Hence by the Arzela`-Ascoli theorem there is a subse-
quence snk such that ui(snk , θ) converges uniformly in C
m−1 norm to a limit function u∞i (θ).
ui(snk , θ) satisfies the following relation:
∂sui(snk , θ) +
√−1∂θui(snk , θ) − 2
∂(Wγ + W0)
∂ui
= 2
∂WN(v1, . . . , vN)
∂vi
.
By Theorem 3.3.5 and Lemma 3.3.6, we know that
∂sui(snk ) - 0,
∂WN(v1, . . . , vN)
∂vi
- 0,
as nk → ∞. So let k → ∞ in the above equation; we can obtain the limit equation
√−1∂θu∞i − 2
∂(Wγ + W0)(u∞1 , . . . , u
∞
Nl
)
∂ui
= 0, ∀i ≤ Nl. (83)
Multiply ∂(Wγ+W0)
∂ui
to the two sides of (83) and take the sum; then there holds∑
i≤Nl
√−1∂u
∞
i
∂θ
∂(Wγ + W0)
∂ui
=
∑
i≤Nl
2
∣∣∣∣∣∣∂(Wγ + W0)∂ui
∣∣∣∣∣∣2 . (84)
Integrating, we obtain ∫
S 1
∑
i≤Nl
2
∣∣∣∣∣∣∂(Wγ + W0)∂ui
∣∣∣∣∣∣2 dθ = 0,
and so √−1∂θu∞i =
∂(Wγ + W0)
∂ui
= 0, ∀i ≤ Nl.
Thus the solutions u∞i = κi, i ≤ Nl are constants, and (κ1, . . . , κNl ) is just one of the
critical points of the polynomial Wγ + W0. Notice that Wγ + W0 is a holomorphic Morse
function and has finitely many critical points, and so the values that u∞i can attain are also
finitely many. Assume that κ1, . . . , κm are different critical points. Define
r = min
l,k
|κl − κk |.
Now if we assume that the conclusion of this theorem does not hold, then there is a
sequence sn → ∞ such that ui(sn, θ) does not converge. Hence there are at least two
subsequences snk and sn′k tending to infinity such that
||u(snk , θ) − κl||C0 → 0, ||u(sn′k , θ) − κl
′ ||C0 → 0, as k, k′ → ∞,
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where κl , κl
′
, and we set u = (u1, . . . , uNl ). In particular, for sufficiently large k, k
′, we
have
|
?
S 1
u(snk , θ)dθ − κl| ≤
r
4
, |
?
S 1
u(sn′k , θ)dθ − κl
′ | ≤ r
4
.
Now by continuity for sufficiently large k, k′, there exists sk′′ ∈ [snk , sn′k ] such that
r
4
≤ |
?
S 1
u(sk′′ , θ)dθ − κl′ | ≤ r3 .
Again by the Arzela`-Ascoli theorem, there exists a subsequence of sk′′ , still denoted by sk′′
such that ui(sk′′ , θ) converges uniformly to some κl
′′
i which should satisfy
r
4
≤ |κl′′ − κl′ | ≤ r
3
.
However, we know that there is no κl
′′
whose distance from κl
′
is between r4 and
r
3 . This is
a contradiction. 
As one application of our analysis of asymptotic behavior, we have the following con-
clusion:
Theorem 3.3.8 (Witten Lemma). Suppose that zk is the unique broad marked point on Σ,
and (u1, . . . , uNl ) are all the possible broad solutions near p such that their local coordinate
functions (u˜1, . . . , u˜Nl ) converge to a critical point κ of Wγ + W0. Then we have∑
i
||∂¯ui||2L2(Σ) =
∑
i
||∂(W + W0,β)
∂ui
||2L2(Σ) = pi(Wγ + W0)(κ) −
1
2
∫ T+1
T
∑
i
(biu˜i∂sβT )dsdθ.
(85)
If there is no broad marked point, then the equation has only the zero solution.
Proof. Let {z1, . . . , zk} be k marked points and zk be the only broad marked point. Our
perturbed Witten equation is
∂¯ui + I1(
∂(W + Wo,β)
∂ui
) = 0.
Here the ui are global sections on Σ. Let ui = u˜iei in the disc Dr(zl) (with radius r and
centered at zl) of the marked point zl. Then∑
i
(∂¯ui, I1(
∂(W + Wo,β)
∂ui
))L2(Σ) =
∑
i
∫
Σ\∪kl=1Dr(zl)
(∂¯ui, I1(
∂W
∂ui
))+
k−1∑
l=1
∑
i
∫
Dr(zl)
(
∂¯u˜i
∂z¯
dz¯ ⊗ ei,
∑
j
∂W j(u˜1, . . . , u˜N)
∂u˜i
z
∑N
s=1 b js(Θ
γl
s −qs)|e′i |2ei ⊗ dz¯)
+
∑
i
∫
Dr(zk)
(
∂¯u˜i
∂z¯
dz¯ ⊗ ei,
∑
j
(
∂W j(u˜1, . . . , u˜N)
∂u˜i
z
∑N
s=1 b js(Θ
γl
s ) + biβT )
1
z
|e′i |2ei ⊗ dz¯)
= − lim
r=|z|→0
pi
k−1∑
l=1
∑
W j(u˜1(z), . . . , u˜N(z))z
∑N
s=1 b js(Θ
γl
s )
− lim
r=|z|→0
pi(
∑
W j(u˜1(z), . . . , u˜N(z))z
∑N
s=1 b js(Θ
γl
s ) +
∑
i
biβT u˜i) +
∑
i
√−1
2
∫
dz ∧ dz¯
z
bi∂¯βT u˜i
= −pi(Wγ + W0)(κ) + 12
∫ T+1
T
∑
i
(biu˜i∂sβT )dsdθ.
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We have used Stokes’ theorem in the second equality and Lemma 3.3.5, 3.3.7 in the last
equality. Using the equation, we obtain∑
i
||∂¯ui||2L2(Σ) =
∑
i
||∂W
∂ui
||2L2(Σ) = pi(Wγ + W0)(κ) −
1
2
∫ T+1
T
∑
i
(biu˜i∂sβT )dsdθ.
If there is no broad marked point, we have the equality∑
i
||∂¯ui||L2(Σ) =
∑
i
||∂W
∂ui
||L2(Σ) = 0.
Since near each marked point the norm |ui| of the section ui equals |vˆi| , which is an L2-
integrable function in view of the proof of Theorem 3.3.5, ui is a constant section near
each marked point. Furthermore, ∂W
∂ui
= 0; then non-degeneracy of W forces ui ≡ 0 for
each i = 1, . . . ,N. 
Now it is easy to prove the following two corollaries.
Corollary 3.3.9. Suppose that Σ = Σ+ ∪ Σ− is a nodal curve having two components Σ±
and the nodal point p is a broad nodal point. If all the marked points are narrow points,
then we have the estimates∑
i
||∂¯ui||2L2(Σ) =
∑
i
||∂(W + W0,β)
∂ui
||2L2(Σ) ≤ C maxi |bi|. (86)
Corollary 3.3.10. The non-perturbed Witten equation has only the trivial solution.
3.4. Exponential decay.
Let ui, i = 1, . . . ,N, be the solutions of the perturbed Witten equation near a marked
point zl. Setting as before vi = uizΘ
γl
i = uie−Θ
γl
i (s+iθ) and vˆi = uie−Θ
γl
i s, we have
vˆi = vieiΘ
γl
i θ. (87)
Note that vˆi is a well-defined function on S 1 × [0,∞), but vi is only a locally defined
function. The locally defined section vi satisfies the equation
∂svi +
√−1∂θvi − 2∂(W + W0)
∂vi
= 0. (88)
Suppose that the quasi-homogeneous polynomial W has the form
W(u1, . . . , uN) =
∑
j
W j =
∑
j
c j
N∏
k=1
ub jkk .
Set Θγ( j) :=
∑
k b jkΘ
γ
k ∈ Z. It is known that W j is broad at zl iff Θγ( j) = 0, and W is broad
at zl iff there exsits one monomial W j0 such that Θ
γ( j0) = 0.
Now an easy computation shows that vˆi satisfies the equation
∂svˆi +
√−1∂θvˆi + Θγi vˆi =
∂Wˆ(vˆ1, . . . , vˆN , θ)
∂vˆi
, (89)
where
Wˆ(vˆ1, . . . , vˆN , θ) := 2
∑
j
W j(vˆ1, . . . , vˆN)e−iΘ
γ( j)θ + W0(vˆ1, . . . , vˆNl )
 . (90)
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Define Hˆ = 2ReWˆ, and let vˆi = xˆi +
√−1yˆi. We want to change the complex system
(89) into a real system. By (89), we have
∂s(xˆi +
√−1yˆi) +
√−1∂θ(xˆi +
√−1yˆi) + Θγi (xˆi +
√−1yˆi) = 12(∂xˆi +
√−1∂yˆi )(2Hˆ),
for i = 1, . . . ,N. So we obtain ∂s xˆi − ∂θyˆi + Θ
γ
i xˆi = ∂xˆi Hˆ
∂syˆi + ∂θ xˆi + Θ
γ
i yˆi = ∂yˆi Hˆ,
(91)
for i = 1, . . . ,N.
Define the following quantities:
vˆR := (xˆ1, . . . , xˆNl , yˆ1, . . . , yˆNl )
T , ∇R = (∂xˆ1 , . . . , ∂xˆNl , ∂yˆ1 , . . . , ∂yˆNl )T
vˆN := (xˆNl+1, . . . , xˆN , yˆNl+1, . . . , yˆN)
T , ∇N = (∂xˆNl+1 , . . . , ∂xˆN , ∂yˆNl+1 , . . . , ∂yˆN )T
JR :=
(
0 −IR
IR 0
)
, IR is the Nl × Nl identity matrix
JN :=
(
0 −IN
IN 0
)
, IN is the (N − Nl) × (N − Nl) identity matrix
ΘN := diag(Θ
γ
Nl+1
, . . . ,Θ
γ
N)
AN :=
(
ΘN 0
0 ΘN .
)
Then the system (91) can be written as follows: ∂svˆR + JR · ∂θvˆR = ∇RHˆ
∂svˆN + JN · ∂θvˆN + AN · vˆN = ∇N Hˆ.
(92)
Set
vˆ :=
(
vˆR
vˆN
)
, ∇ :=
(∇R
∇N
)
J :=
(
JR 0
0 JN
)
, A :=
(
0 0
0 AN
)
.
Now we can write the equation (92) in the simple form
∂sv + J · ∂θv + A · v = ∇Hˆ. (93)
Here J is an almost complex structure in R2N , since J2 = −I.
Take the derivative ∂s of the two sides of (93) and let w = ∂svˆ; we obtain the system for
w:
∂sw + J · ∂θw + S · w = 0, (94)
where S := (A − ∇2Hˆ).
The following lemma gives a formulation of the asymptotic behavior of the coefficient
matrix S = A − ∇2Hˆ.
Lemma 3.4.1. The following conclusions hold when s→ ∞:
(1) S (s, θ) - S∞ :=
(−∇2R2Re(Wγ + W0)|(κ1,...,κNl ) 0
0 ΘN − ∇2N2Re(WN)|(κ1,...,κNl )
)
,
where (κ1, . . . , κNl ) is some critical point of the polynomial Wγ + W0.
(2) supθ∈S 1 ||∂sS (s, θ)|| → 0, as s→ ∞.
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(3) supS 1×[0,∞) ||∂θS (s, θ)|| < ∞.
Proof. When s → ∞, we have (vˆ1, . . . , vˆNl , vˆNl+1, . . . , vˆN) → (κ1, . . . , κNl , 0, . . . , 0). Note
that the polynomial Wγ + W0 only contains the variables vˆ1, . . . , vˆNl ; so we have two cases:
• for 1 ≤ i, j ≤ 2Nl, there holds (∇2Hˆ)i j = (∇2R2Re(Wγ + W0 + WN))i j;
• if i, j do not satisfy case 1, then (∇2Hˆ)i j = (∇∇N2Re(WN))i j.
There are at least two narrow sections in each monomial of WN , so if 1 ≤ i ≤ 2Nl,Nl < j
or 1 ≤ j ≤ 2Nl,Nl < i, then (∇2Hˆ)i j → 0. Hence (1) is proved.
The proofs of (2) and (3) are easily obtained by Theorem 3.3.1, Theorem 3.3.5 and
Lemma 3.3.6. 
System (94) for w becomes the standard system that appears frequently in symplectic
geometry, whose decaying behavior has been studied in detail. For example, we can cite
Lemma 2.11 of D. Salamon’s lecture in [ET] as below (after minor changes in notation):
Lemma 3.4.2. Let J be a 2N ×2N real matrix such that J2 = −I, and S (s, θ) be a 2N ×2N
matrix function defined on S 1 × [0,∞) satisfying
lim
s→∞ supθ∈S 1
||∂sS (s, θ)|| = 0, sup
s,θ
||∂θS (s, θ)|| < ∞.
Define the operator D = ∂s + J∂θ + S . If the unbounded self-adjoint operator J∂θ + S :
L2(S 1,R2N) - L2(S 1,R2N) is invertible, then there exists a constant δ > 0 such that the
following holds. For every C2-function ξ : S 1 × [0,∞) - R2N which satisfies Dξ = 0
and does not diverge to∞ as s→ ∞ there exists a constant c > 0 such that for sufficiently
large s and any θ ∈ S 1,
|ξ(s, θ)| < ce−δs.
Lemma 3.4.3. Let W0(u1, . . . , uNl ) =
∑Nl
k=1 bkuk be any Wγl -regular polynomial at a broad
marked point zl. Then if
∑Nl
k=1 |bk | is sufficiently small, there exist constants C,T, δ > 0 such
that for any (s, θ) ∈ S 1 × [T,∞),
|∂svˆi| < Ce−δs, i = 1, . . . ,N.
Proof. By Theorem 3.3.1 and (2), (3) of Lemma 3.4.1, we know that all the hypotheses in
Lemma 3.4.2 except invertibility are satisfied. So we only need to show that the operator
J∂θ + S : L2(S 1,R2N) - L2(S 1,R2N) is invertible when
∑Nl
k=1 |bk | is sufficiently small.
However, it is easy to see that if
∑Nl
k=1 |bk | is sufficiently small, the absolute value of any
critical point of Wγl + W0 also becomes arbitrarily small. Hence we can take sufficiently
small κ1, . . . , κNl such that
||S∞|| < 1, and S∞ is a non-degenerate matrix. (95)
Assume w ∈ L21(S 1,R2N) is a solution of J∂θw + S∞w = 0. By Poincare inequality, there
is
||w −
?
S 1
w||L2 ≤ ||∂θ(w −
?
S 1
w)||L2 .
Since the mean value
>
S 1 w vanishes by the equation and the matrix S
∞ is non-degenerate,
we obtain
||w||L2 ≤ ||∂θw||L2 = ||S∞w||L2 .
Since ||S∞|| < 1, we conclude that w = 0. Therefore the invertiblity is proved. Applying
Lemma 3.4.2 to our case shows that we are done. 
By the above lemma, it is easy to obtain the following theorem.
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Theorem 3.4.4. Let W0(u1, . . . , uNl ) =
∑Nl
k=1 bkuk be any Wγl -regular polynomial at the
broad marked point zl. Then if
∑Nl
k=1 |bk | is sufficiently small, then there exist constants
C,T, δ > 0 such that for any (s, θ) ∈ S 1 × [T,∞),
|vˆi − κi| < Ce−δs, for i = 1, . . . ,Nl,
|vˆi| < Ce−δs, for i = Nl + 1, . . . ,N,
(96)
where (κ1, . . . , κNl ) is some critical point of Wγl + W0.
3.5. A Liouville type theorem for the A1-equation.
If W = u2, the Witten equation becomes
∂¯u + I1(2u) = 0. (97)
This is a linear equation and the existence of solutions is related to the spectrum prob-
lem. The previous interior estimate does not hold here since it holds for W with all weights
qi < 1/2. Since W = x2 is already a holomorphic Morse function, it is not useful to do
linear perturbation again. To avoid the spectrum, we choose the following global perturbed
equation
∂¯u + I1((2 + )u) = 0. (98)
We have the following Liouville type theorem
Theorem 3.5.1. For generic perturbation parameter  ∈ R, the perturbed A1 equation
(98) has only the zero solution.
Proof. Let [1,∞] be the cylindrical neighborhood of the marked point p = ∞. Choose the
cylindrical coordinate ζ = s + iθ, then (98) becomes
∂¯ζu − 2((2 + )u) = 0. (99)
Since the integral
∫ ∞
0
∫
S 1 | ∂u∂s |dθds < ∞, we can use Lemma 3.4.2 to show that if  ∈ R is
generic, then the solution converges to zero exponentially. Applying the Witten lemma to
Equation (98), we are done. 
3.6. An estimate for the borderline case. If W(x1, . . . , xN) is a quasi-homogeneous poly-
nomial with some variable xi having weight qi = 1/2, then the condition δi < 1 in Theorem
3.2.1 does not hold for any variable xi. Therefore we can’t obtain the C0 norm estimate for
the solutions u of the perturbed Witten equations. In fact, the C0 norm of the solutions of
the (perturbed) Witten equations may not be controlled a priori. A Typical example is the
DTn+1 singularity: x
ny + y2. Hence in this case, the C0 estimates in the previous sections
do not hold anymore. We will modify the definition of solutions and only consider the
bounded solutions. Later we will show those bounded solutions a priori have a uniform
bound and so the solution set is compact in related topology.
Definition 3.6.1. Sections (u1, . . . , uN) are said to be the solutions of the perturbed Witten
equation (31) if they satisfy the following conditions:
(1) for each j, u j ∈ L21,loc(Σ \ {z1, . . . , zk}, |L j|) ∩ L∞(Σ, |L j|).
(2) (u1, . . . , uN) satisfy the perturbed Witten equation (31) almost everywhere;
(3) near each marked point, the integral∑
j
∫ ∞
0
∫
S 1
|∂u j
∂s
|2dθds < ∞.
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An Estimate of the DTn equation. Consider the DTn equation: ∂¯u1 + I1(nu
n−1
1 u2 + b¯1β1) = 0 (100)
∂¯u2 + I1(un1 + 2u2 + b¯2β2) = 0, (101)
where b1, b2 are perturbation parameters and β1, β2 are cut-off functions near the marked
points.
In a holomorphic coordinates system {e1, e2}, this equation can be written as the follow-
ing form (we still use ui to represent the coordinate functions)
 ∂¯u1 + φ21nun−11 u2 + b1β1φ21 = 0 (102)∂¯u2 + φ22un1 + 2u2 + b2β2φ22 = 0, (103)
where φ1 = |e1|−1 = |dz|−1/2n and φ2 = |e2|−1 = |dz|−1/2.
Let λ > 0, and set  v1 = λ 1n u1(z)v2 = λu2(z).
Then (v1, v2) satisfy
 ∂¯v1 + φ21s0nvn−11 v2 + λ
1
n b1β1φ21 = 0 (104)
∂¯v2 + φ22v
n
1 + 2v2 + λb2β2φ
2
2 = 0, (105)
where s0 = λ
2
n−2.
Define {
w1 = vn1
w2 = v2;
we have (setting β = n − 1/n)
 ∂¯w1 + φ21s0n2|w1|2βw¯2 + λ
1
n nb1β1φ21w
β
1 = 0. (106)
∂¯w2 + φ22w1 + 2w2 + λb2β2φ
2
2 = 0. (107)
Lemma 3.6.2. Suppose that s0 ≥ 1 and ||w2||BR(z) < ∞ for some z ∈ Σ, then for any
1 < p < ∞ there exists C depending only on p, ||w2||L2(BR(z)) such that the solutions of
(106)-(107) satisfies∫
B R
8
(z)
s0n2|w1|2β|w2|2ϕ2 + |w1|2ϕ2 ≤ C(||w2||L2(BR(z))) (108)
||w2||L21(B R8 ), ||w2||Lp(B R8 ) ≤ C(||w2||L2(BR(z))). (109)
Proof. Multiplying (106) and (107) by w2,w1 respectively, we obtain w2∂¯w1 + φ21s0n2|w1|2β|w2|2 + λ
1
n nb1β1φ21w2w
β
1 = 0 (110)
w1∂¯w2 + φ22|w1|2 + 2φ22w¯2w1 + λβ2φ22w1 = 0. (111)
Sum the two identities together, and we have
∂¯(w1w2) + φ21s0n
2|w1|2β|w2|2 + φ22|w1|2 + φ222w¯2w1 + λ
1
n nb1β1φ21w2w
β
1 + λβ2φ
2
2w1 = 0.
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Let ϕ be a cut-off function supported in BR(z). Multiplying the above identity by ϕ2 and
integrating on BR(z), we have∫
φ21s0n
2|w1|2β|w2|2ϕ2 + φ22|w1|2ϕ2 = −
∫
(w1w2)2ϕ∂¯ϕ + φ222w1w¯2ϕ
2 (112)
−
∫
(λ
1
n nb1β1φ21w2w
β
1 + λβ2φ
2
2w1)ϕ
2 (113)
≤ C
∫
|w1w2ϕ|(|∂¯ϕ| + 1) + ε
∫
φ22|w1|2 + C + C||w2||L2(BR(z))
(114)
≤ ε
∫
φ22|w1|2ϕ2 + Cε(φ−12 )
∫
|ϕw2|2(|∂¯ϕ| + 1)2.
Therefore we obtain∫
φ21s0n
2|w1|2β|w2|2ϕ2 + φ22|w1|2ϕ2 ≤ C(ϕ, ||w2||L2(BR(z))), (115)
where C(ϕ, ||w2||L2(BR(z))) is a constant depending only on ϕ and the L2-norm of w2.
Applying the L2 inner estimate to (107), we have
||w2||L21(B R4 ) ≤C(||w2||L2(B R2 ) + ||(w1 + w2)||L2 + C)
≤C(||w2||L2 + ||w1||L2 + C) ≤ C(ϕ, ||w2||L2(BR(z))). (116)
By the Sobolev embedding theorem, we have
||w2||Lp(B R
8
) ≤ C(ϕ, ||w2||L2(BR(z))), ∀1 < p < ∞. (117)

Now we let λ = 1, and return to the discussion of equations (102)-(103).
Corollary 3.6.3. Let (u1, u2) be the solutions of (102)-(103), if ||u2||L2(BR(z)) < ∞, then we
have
||u1||L2n(B R
8
), ||u2||L21(B R8 ), ||u2||Lp(B R8 ) ≤ C(||u2||L2(BR)). (118)
Lemma 3.6.4. Let (u1, u2) be the solutions of (102)-(103), if ||u2||BR(z) < ∞, then for any k,
there exists a constant C depending only on the norm ||u2||L2(BR(z)) such that
||u1||Ck(B R
8
), ||u2||Ck(B R
8
) < C.
Proof. Applying the L2 interior estimate to the equation (102), we have
||u1||L21(B R4 ) ≤ C(||u1||L2(B R2 ) + ||nu
n−1
1 u2||L2(BR( R2 )) + C) ≤ C(||u2||L2(BR)),
where we used the inequalities (118). By the Sobolev embedding theorem, we know that
||u1||Lp(B R
8
) ≤ C(||u2||L2(BR)). (119)
By the Lp-estimate, we have
||u1||Lp1 (B R4 ) ≤ C(||u1||Lp(B R2 )+||nu
n−1
1 u2||Lp(BR( R2 ))+C) ≤ C(||u1||Lp(BR), ||u2||Lp(BR)) ≤ C(||u2||L2(BR)).
By the Schauder estimate and the bootstrap argument, we can reach the conclusion. 
Corollary 3.6.5 (regularity). Any solutions (u1, u2)of the equations (102)-(103) are smooth.
Furthermore, if for fixed r > 0 and any point z ∈ C , the L2-norm ||u2||L2(Br(z)) of the solu-
tions (u1, u2) are uniformly bounded, then any Ck-norm of (u1, u2) are uniformly bounded.
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Once we know the Cm norm of a solution u is bounded by its C0 norm, the proof about
the asymptotic behavior of the solutions near the marked points in Subsection 3.3 and 3.4
can go through without change. Hence we have the following result.
Theorem 3.6.6 (Asymptotic estimate). Suppose that u is a solution of the perturbed Witten
equation, then Theorem 3.4.4 holds.
Theorem 3.6.7 (compactness). For any k ∈ N , there exists a constant C depending only
on k such that for any solutions (u1, u2) of (102)-(103), there is the uniform bound
||u1||Ck , ||u2||Ck ≤ C. (120)
Proof. By the asymptotic behavior of the solutions near the marked points, the C0 norm
of the solution u2 in each pair (u1, u2) will be bounded by a uniform constant near the
infinity part. Hence the value of supz∈Σ ||u2||L2(Br(z)) can only be achieved in the interior of
the Riemann surface Σ.
Now we will prove the theorem by contradiction. Assume that the compactness does not
hold, then there is a sequence of solutions (um1, um2) satisfying the equations (102)-(103),
and
sup
z∈Σ
||um2||L2(Br(z)) = ||um2||L2(Br(zm)) = λ−1m → ∞, zm ∈ Σ. (121)
Assume that zm → p ∈ Σ and we have for large m:
λ2m
∫
B2r(p)
|um2|2 ≥ 1. (122)
Do the scaling transformation  vm1 = λ
1
n
mum1(z)
vm2 = λmum2(z),
then vm1, vm2 satisfy the following equation (where s0m = λ
2
n−2
m ): ∂¯vm1 + φ21s0mnvn−1m1 vm2 + λ
1
n b1β1φ21 = 0 (123)
∂¯vm2 + φ22(v
n
m1 + 2vm2) + λβ2φ
2
2 = 0. (124)
By Lemma 3.6.2, we have for any fixed 0 < R ≤ r and point z,∫
B R
8
(z)
φ21s0mn
2|vm1|2(n−1)|vm2|2ϕ2 + φ22|vm1|2nϕ2 ≤ C(||vm2||L2(BR(z))) ≤ CR (125)
||vm2||L21(B R8 ), ||vm2||Lp(B R8 ) ≤ C(||vm2||L2(BR(z))) ≤ CR. (126)
Hence there are functions v∞2 ∈ L21,loc(Σ), v∞1 ∈ L2nloc(Σ) such that the following sequences
converge:
∂¯vm2 ⇀ ∂¯v∞2 weakly in L
2
loc, vm2 → v∞2 strongly in Lploc, 1 < p < ∞.
vm1 ⇀ v∞1 weakly in L
2n
loc.
vn−1m1 vm2 → 0, strongly in L2loc.
Hence we get the limit equation for v∞2 :
∂¯v∞2 + φ
2
2(v
∞
1 + 2v
∞
2 ) = 0, a.e. (127)
Multiplying 2v∞2 and using the fact that v
∞
1 v
∞
2 = 0 almost everywhere, we get
∂¯(v∞2 )
2 + φ224|v∞2 |2 = 0. (128)
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Since the Lp-norm of v∞2 is bounded, by regularity theory and approximation analysis, v
∞
2
is a bounded smooth solution tending to zero in the ends. By Witten Lemma, we know that
v∞2 ≡ 0, but this contradicts the fact that ||v∞2 ||L2(B2r(p)) ≥ 1.

4. Compactness
4.1. Sequence convergence of the moduli space W
rig
g,k.
Traditionally, the compactness theorem of various moduli spaces is formulated in terms
of possible geometric limits of its sequence. In Section two, we gave a description of the
topology of W
rig
g,k(γ) in terms of its local neighborhood. Here, we take a different point of
view it in terms of converging sequences.
Take a sequence of rigidified W-curves Cn = (C n, p1, . . . , pk,L n1 , . . . ,L
n
t , ϕ
n
1, . . . , ϕ
n
s , ψ
n
1, . . . , ψ
n
k)
in W
rig
g,k(γ). Here we assume that the W-structure (L
n
1 , . . . ,L
n
t , ϕ
n
1, . . . , ϕ
n
s) induces the
data γ = (γ1, . . . , γk), i.e., we assume the sequence of W-curves has type γ. The underly-
ing curves (C n, p1, . . . , pk) have dual graph Γn. Since the combinatorial types of the dual
graphs are finite in number, we can assume that Γn = Γ for all n. Similarly, we can let
ψni = ψi at each marked point pi, because the set of rigidifications at one marked point
is finite and characterized by a group element in G. Hence it is sufficient to consider the
sequence of W-curves Cn in W
rig
W (Γ), where Γ is the G-decorated stable graph with each
tail labelled by a group element in G and having the same rigidification. We can further
assume that Cn ∈ W rigW (Γ), where Γ is also a fully G-decorated stable graph. In fact, each
half-edge τ of Γ corresponds to an orbifold point pτ of the normalization of the underlying
curve, thus has a corresponding choice of γτ ∈ G. Since G is a finite group, we can as-
sume that all W-curves attain the same group element γτ ∈ G. Notice that we don’t fix the
rigidification at the nodal points. We start from the following obvious lemma:
Lemma 4.1.1. Suppose that the sequence of W-curves Cn ∈ W rigW (Γ) converges to C in
W
rig
W (Γ). Then st
rig(Cn)→ strig(C) inM g,k(Γ).
In general when considering the convergence inW
rig
g,k(γ) the limit curve of the sequence
of underlying curves of W-curves Cn may change the combinatorial type. So to define the
convergence in W
rig
g,k(γ), we have to study the degeneracy behavior of the line bundles and
the W-structures.
Consider a sequence of the rigidified W-curves Cn such that strig(Cn) = C n - C
degenerating only along a circle to a nodal point z ∈ C . Hence by the description of
Proposition 2.2.4, there is a sequence of gluing parameters ζn = (sn, θn) ∈ [T0,∞) × S 1(
sn → ∞) such that C n = C0,ζn . C n is obtained through gluing the corresponding cylinders
Un = [ 12 T
n, 32 T
n] (sn = 2T n) in two different components of C by a biholomorphic map.
The canonical bundle KC n when restricted to the cylinder Un can be trivialized. Fixing
a trivialization, the W-structure gives the isomorphism ϕnj : W j(L
n
1 , . . . ,L
n
t ) - C.
Lemma 4.1.2. For each n, the line bundles L ni are flat and the structure group of the
N-tuple (L n1 , . . . ,L
n
N ) on Un is G.
Proof. Let eni (α), i = 1, . . . ,N be the basis of L
n
i in a small chart Uα of Un such that
W j(en1(α), . . . , e
n
N(α)) = 1 for all j. Take an atlas {Uα} of Un such that all the line bundles
can be trivialized in each chart and the chosen basis satisfies the above relation. Now it is
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easy to see that the transition function on each Uα ∩ Uβ must lie in the group G. Hence
eachL ni is a flat line bundle.

On Un, eachL ni is completely classified by its holonomy
ρni : Z = pi1(Un) - U(1),
and ρni maps the generator to e
2picni /d for some 0 ≤ cni < d such that γn = (e2pic
n
1/d, . . . , e2pic
n
t /d) ∈
G. Such a flat line bundle can be explicitly constructed as follows. Let (U˜n)d be a degree-
d unramified cover of Un. The line bundle is of the form L ni = (U˜n)
d ×e2picni /d C. After
choosing a subsequence, we can assume that for all n, L ni corresponds to a fixed value
e2pici/d. When n goes to infinity, we can associate a natural ”limit.” We change the coor-
dinate of Un to Un0 = [0,T n] × S 1 and change U˜n to U˜n0 accordingly. When n goes to
infinity, Un0 converges to a punctural disc U0 − {0}. L ni extends uniquely to a flat orb-
ifold line bundle Li0 = (U˜0)d ×e2pici/d C over (U˜0,Zd). Now we change coordinates of
Un to Un1 = [−T n, 0] × S 1. The same argument obtains a limiting orbifold line bundle
Li1 = (U˜1)d ×e−2pici/d C over (U˜1,Zd). Finally, sinceLi0,Li1 are really the limit of the same
flat line bundle, there is a canonical identification Li0|0  Li1|0. Therefore, we obtain a
W-structure Li on the nodal curve C locally represented by U0 ∧ U1. Furthermore, ϕnj
converges to an isomorphism ϕ j : W(Li, . . . ,LN) - C.
When gcd(c1, . . . , ct, d) = a > 1, the orbifold structure (U˜0,Zd) is redundant. The group
action is not faithful; hence we can modify the uniformizing system of L0 by redefining
the local group to be Z d
a
.
Hence degeneracy of the underlying curves Cn along a circle induces a geometric limit
(L1, . . . ,LN , ϕ1, . . . , ϕN) on C .
Theorem 4.1.3. (L i1 , . . . ,L
i
N , ϕi1, . . . , ϕiN) converges to (L1, . . . ,LN , ϕ1, . . . , ϕN) inW
rig
g,k.
Proof. For this purpose, we need to show that the above sequence is in any neighborhood
of (L1, . . . ,LN , ϕ1, . . . , ϕN) for i >> 0.
But this is automatic from our construction. Recall the construction of a neighborhood
of (L1, . . . ,LN , ϕ01, . . . , ϕ0N) in Proposition 2.2.4. Let C = (C , p1, . . . , pk,L1, . . . ,LN , ϕ1, . . . , ϕN ,
ψ1, . . . , ψk) be a rigidified W-curve having a orbifold nodal point z with local group Gz 
Z/d, then we can construct the nearby rigidified W-curves. Let ζ = (sz, θz), sz = 2T be the
gluing parameter; then by Proposition 2.2.4 there is a nearby curve C0,ζ . Take one compo-
nent ([T0,∞) × S 1)k, k = 1, 2 with coordinates (sk, θk). Let Uk = ([ 12 T, 32 T ] × S 1)k and U˜k
d
be the degree-d covering of Uk. A local trivialization of L j is given by U˜k
d × C with the
group action e2pii/d : (zk,w j) 7→ (e2pii/dzk, e(−1)k2piic j/dw j). Thus the orbifold line bundle L j,
when restricted to Uk, is a flat line bundle with holonomy
ρk, j : pi1(Uk) - U(1), k = 1, 2, j = 1, . . . ,N,
where ρk, j sends the generator of pi1(Uk)  Z/d to e(−1)
k2piic j/dw j. Part of the data of a
rigidified W-structure on a nodal curve is an identification ofL0 j at nodal point to a com-
patible W-structure. Now we use this identification and the trivialization on Uk to glue the
W-structures on U1 and U2 to get a W-structure on C0,ζ . In our construction ofL0 j, it nat-
urally carries a trivialization at the nodal point. The above gluing process gives precisely
theL ni = (U˜n)
d ×e2picni /d C on the cylinder. 
4.2. Topology of the moduli spaces W
rig
g,k and W
s
g,k.
WITTEN EQUATION 41
4.2.1. The perturbed Witten map over W
rig
g,k(γ).
Fre´chet stratified orbibundles over W
rig
g,k(γ). By the algebraic geometric construction in
[FJR2], there exists the universal rigidified W-curve C rigg,k - W
rig
g,k(γ). Also, by Proposi-
tion 2.2.4, we can obtain the required family of smooth metrics on C rigg,k . We first construct
the stratified Fre´chet orbibundles B0 and B0,1 over W
rig
g,k(γ).
Let C = (C , p1, . . . , pk,L1, . . . ,LN , ϕ1, . . . , ϕN , ψ1, . . . , ψk) =: (C ,L ,Ψ) be a rigid-
ified W-curve representing an element [C] in W
rig
g,k(γ). C can be decomposed into irre-
ducible components: C = ∪νCν. Denote by piν : Cν - C the projection map from the
renormalized component Cν to the nodal curve C . The automorphism group of C is Aut(C),
which is the extension of Aut(C ) along AutC (L ,Ψ). We have the Aut(C )-invariant metric
of C and the induced metrics on the line bundlesLi. Define
C∞(C ,L j) := {(u j,ν) ∈ ⊕νC∞(Cν,L j)|u j,ν(pν) = u j,µ(pµ), if piν(pν) = piµ(pµ)}
C∞(C ,L j ⊗ Λ0,1) := {(u j,ν) ∈ ⊕νC∞(Cν,L j ⊗ Λ0,1)},
and let Lp1 (C ,L j) and L
p(C ,L j ⊗ Λ0,1) be the p-integrable Sobolev spaces with respect
to C∞(C ,L j) and C∞(C ,L j ⊗ Λ0,1) respectively. We always take p > 2 to ensure the
continuity of the functions in Lp1 (C ,L j). Let B
0
C
represent the Fre´chet spaces Lp1 (C ,L1)×
. . . Lp1 (C ,LN) or C
∞(C ,L1) × . . .C∞(C ,LN) and let B0,1C represent Lp(C ,L1 ⊗ Λ0,1) ×
. . . Lp(C ,LN ⊗ Λ0,1) or C∞(C ,L1 ⊗ Λ0,1) × . . .C∞(C ,LN ⊗ Λ0,1). The automorphism
group acts naturally on B0
C
and B0,1
C
. For example, if (τ, g) ∈ Aut(C ) × AutC (L ,Ψ) is an
element in Aut(C) and u ∈ B0, then (τ, g) · u(z) = gu(τ · z). Now B0
C
(resp. B0,1
C
) become
the fiber at [C] of the Fre´chet orbibundle B0 (resp. B0,1). In fact, we can give a description
of the uniformizing system of B0 around [C]. Let (U,Aut(C )) be a uniformizing system of
[C ] ∈M g,k such that [C ] ∈ U/Aut(C ); then the uniformizing system of [C] ∈ W rigg,k(γ) is
given by (U,Aut(C)). Hence the uniformizing system of B0 around [C] is (U×B0
C
,Aut(C)).
The action of g ∈ Aut(C) on B0|U is an isometry from the Fre´chet space B0C′ to B0g·C′ .
Actually a local trivialization is given by the gluing map Glue in Lemma 5.3.1. Similarly,
one can get the description of the uniformizing system of B0,1.
Witten map. Since the projection map pi : B0 - W
rig
g,k(γ) is an orbifold morphism, we
have the pull-back Fre´chet orbibundle pi∗B0,1 over B0. The Witten map is defined as the
section from B0 to pi∗B0,1:
W˜M(C,u) = W˜MC(u1, . . . , uN)
=
∂¯C u1 + I˜1 ∂W
∂u1
 , . . . , ∂¯C uN + I˜1  ∂W
∂uN
 .
Note that the Witten map is actually defined between uniformizing systems; hence it is
required to be Aut(C)-equivariant. This equivariance can be easily seen from the equation.
Remark 4.2.1. It is not hard to see that Witten map descends to the moduli space of W-
structuresW g,k(γ). However, the perturbed Witten map is only defined overW
rig
g,k(γ). This
is the main reason that we use W
rig
g,k(γ). Alternatively, one can think that the perturbed
Witten map is multi-valued over W g,k(γ).
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The perturbed Witten map. Since the nonlinear term appearing in the Witten map is de-
generate, it is hard to get the asymptotic behavior of the solutions lying in the zero locus.
We need to perturb the Witten map near the broad marked or broad nodal points. We will
treat the two cases in different ways.
Let C = (C ,L ,Ψ) be a rigidified W-curve. Choosing a rigidification ψ at a marked
point p means fixing a basis e = (e1, . . . , eN) of the line bundles L1 × . . .LN near p such
that
W(e1, . . . , eN) = dz/z.
The group G acts on e. We can fix a basis e0 and call the corresponding rigidification ψ0
the standard rigidification. Then the set of rigidifications at p is g ·ψ0. Let (ψ0,b) be a pair
of data, where b = (b1, . . . , bN) is the perturbation parameter. We define the group action
of G by g · (ψ0,b) = (g · ψ0, g · b).
For any rigidification ψ = g · ψ0, we take the pair (ψ, g · b). As the first step we will
construct a perturbed map over C based on the data (ψ, g ·b). If p is a narrow marked point,
then we leave the Witten map unchanged. We only perturb the Witten map near a broad
marked point p. Let [0,∞]×S 1 be the cylindrical neighborhood of p. Since p is broad, the
line bundles L j are classified into broad line bundles and narrow line bundles. As shown
in Section 3, the group action of γ at p determines Wγ, the sum of partial monomials of W,
and thus determines the choice of perturbed function W0,γ. As done in Section 3, we choose
a number T¯0 > T0, where T0 is the number related to the gluing parameter occurring in
Proposition 2.2.4, and a section β j whose derivative has compact support in [T¯0, T¯0+1]×S 1
of some line bundle such that β j ∈ Ω(L −1j ⊗ Klog). After choosing T¯0, we fix T¯0 in this
paper. Hence the perturbed map on C is defined as
W˜M
(ψ,g·b)
C (u1, . . . , uN) :=
∂¯C u1 + I˜1 ∂(W + β1W0,γ)∂u1
 , . . . , ∂¯C uN + I˜1 ∂(W + βNW0,γ)∂uN
 .
(129)
One can easily verify that
W˜M
(g·ψ0,g·b)
C = W˜M
(ψ0,b)
C . (130)
We can perturb the Witten map near each broad marked point in this way and take
W˜M
(Ψ,b)
C as the global perturbed map whose restriction near each marked p is W˜M
(ψp,gp·b)
C .
Lemma 4.2.2. W˜M
(Ψ,b)
is a section from B0 to pi∗B1,0.
Proof. Assume thatC has several componentsCi; then the group AutC (L ,Ψ) ⊂∏i AutCi (Li,Ψi).
Each AutCi (Li,Ψi) acts trivially on the broad line bundles at each marked point on Ci.
Hence W˜M
(Ψ,b)
is Aut(C)-equivariant. 
Although we obtained the perturbed map W˜M
(Ψ,b)
, we still need to perturb this map at
the broad nodal points. There is no natural rigidification at nodes. Here, we run into the
same problem as when we defined the perturbed Witten map overW g,k(γ). In this case, we
simply treat it as a multi-valued perturbation or multi-section. We notice that Fukaya-Ono
[FO] has used the same idea already in their construction of virtual fundamental cycles.
The reader can find the definition and properties of multisection in subsection 5.2.
Now assume that p is the only broad nodal point connecting two components Cν and
Cµ of C . We want to define the new perturbed map over C. First we give the standard
rigidification ψ0 to the two half edges represented by p in the µ and ν components. Denote
them by ψ0+ and ψ
0− respectively. Take the standard pair (ψ0+,b). If we take the map W˜M
(Ψ,b)
WITTEN EQUATION 43
as the Witten map W˜M, then we can define the new perturbed map over the component µ:
WM(ψ
0
+,b)
Cµ
:= (W˜M
(b)
)(ψ
0
+,b)
Cµ
, where the latter operator has the same form as (129). The new
perturbed map on the ν-component is not independent and it is defined as WM(ψ
0−,−I(b))
Cν
:=
(W˜M
(b)
)(ψ
0−,−I(b))
Cν
. Here I = diag(ξk1 , . . . , ξkN ) and ξd = −1. This is the requirement of
the compatibility from the gluing operation. The details will be discussed later in Remark
4.2.6. Thus we have the new perturbed map over the two components:
WM(ψ
0,b)
C
:= WM(ψ
0
+,b)
Cµ
#WM(ψ
0−,−I(b))
Cν
.
Here we denote (ψ0,b) := (ψ0+, ψ0−,b,−I(b)).
Now we consider two cases:
(1) Tree case Let g = (g1, g2) ∈ AutC (Ψ,L ) = AutCµ (Ψ,L ) ×G/<γp> AutCν (Ψ,L ),
then there exists a δ ∈< γp > such that g1 = g2δ. We define g · (ψ0,b) = (g ·
ψ0, g · b) := (g1 · ψ0+, g2 · ψ0−, g1 · b,−g2 · I(b)). So we can define WM(g1·ψ
0
+,g1·b)
Cµ
and WM(g2·ψ
0−,−g2·I(b))
Cν
. The latter map equals WM(g1·ψ
0−,−g1·I(b))
Cν
since δ fixes the
rigidification ψ0 and it acts trivially on the perturbed term. Hence the compatibility
condition for the two maps is satisfied and we obtain WM(g·ψ
0,g·b)
C
.
(2) Loop case In this case, we have AutC (Ψ,L ) =< γp > ∩(∩ki=1 < γi >). Let
g ∈ AutC (Ψ,L ), then the following map is well defined
WM(g·ψ
0,g·b)
C
= WM(g·ψ
0
+,g·b)
Cµ
#WM(g·ψ
0−,−g·I(b))
Cµ
.
Thus, in either case, for any g ∈ AutC (L ,Ψ) the map WM(g·ψ0,g·b)C is well defined and
equal to WM(ψ
0,b)
C
.
Lemma 4.2.3. If g ∈ AutC (L ,Ψ), then for any u ∈ B0C, there is WM(ψ
0,b)
C
(g · u) = g ·
WM(g
−1ψ0,b)
C
(u) = g ·WM(ψ0,g·b)
C
(u).
Proof. We only treat the tree case; the proof of the loop case is left to the reader. Assume
that g = (g1, g2); then (g−1ψ0,b) = (g−11 ψ
0
+, g
−1
2 ψ
0−,b,−I(b)).
Let e = (e1, . . . , eN) be the basis corresponding to the rigidification ψ0+; then the i-th
component of WM(ψ
0
+,b)
Cµ
(u) is
∂¯C ui + I˜1
∂W
∂ui
 + b¯iβT ei ⊗ dz¯z¯ . (131)
Since g1 ∈ G, there is a number λ, λd = 1 such that g1 = (λk1 , . . . , λkN ). Hence it is easy
to check that the i-th component of WM(ψ
0
+,b)
Cµ
(λk1 u1, . . . , λkN uN) is λki WM
(g−11 ψ
0
+,b)
Cµ
(u). We
have a conclusion similar to the ν component. Hence
WM(ψ
0,b)
C
(g · u) =
(
WM(ψ
0
+,b)
Cµ
(g1 · u1),WM(ψ
0−,−I(b))
Cν
(g2 · u2)
)
=
(
g1 ·WM(g
−1
1 ψ
0
+,b)
Cµ
(u1), g2 ·WM(g
−1
2 ·ψ0−,−I(b))
Cν
(u2)
)
= g ·WM(g−1ψ0,b)
C
(u).

Definition 4.2.4. The perturbed Witten map WMC(u) over C is the multisection [WM(g·ψ
0,b)
C
:
g ∈ AutC (L ,Ψ)] from B0C to B0,1C which is Aut(C)-equivariant by Lemma 4.2.3. In general,
if C has n broad nodal points, then we have the multiple index (ψ0,b) := (ψ0+(pi), ψ0−(pi),bi,−I(bi), i =
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1, . . . , n), and the group AutC (L ,Ψ) acts naturally on it. The perturbed Witten map can
be defined as
WMC(u) := [WM
(g·ψ0,b)
C
: g ∈ Autc C(L ,Ψ)],
which is also Aut(C)-equivariant. Here WM(g·ψ
0,b)
C
is called a branch map of WMC. The
zero locus of WMC is defined as the union of the zero locus of all of its branch maps, which
is also an Aut(C)-invariant set.
Since the deformation domain in C has empty intersection with the perturbation domain,
the perturbed Witten map is naturally defined overM rigg,k,W (Γ;γ) for any combinatorial type
Γ. However, to construct a global perturbed Witten map over W
rig
g,k(γ), we need to modify
the existing perturbed Witten maps over the strata such that the compatibility condition
holds for these multisections. We construct such a map by induction with respect to the
order  of the dual graph.
As the first step, we consider the minimal stratum inW
rig
g,k(γ). The dual graph (Γ, (gν), o)
is minimal if
gν = 0, kν = 3, ∀ν.
In this case, the stratum M g,k(Γ) consists of only one point, and W
rig
g,k(Γ) as the covering
space consists of only finitely isolated points. Then the perturbed Witten map WMC is
well-defined over W
rig
g,k(Γ). The second step is to redefine the perturbed Witten map on the
nearby curves. Define a smooth and monotone increasing function $ : R+ × S 1 - R
such that
$(s, θ) := $(s) =
{
0, s ≤ 8T¯0
1, s ≥ 9T¯0.
Without loss of generality, we show how to redefine the perturbed Witten map on nearby
curves of C which have only one broad nodal point p connecting two components Cµ and
Cν. Then a neighborhood of C in W
rig
g,k(γ) is given by
VC × ([T0,∞] × S 1)p
Aut(C)
,
where (VC × ([T0,∞] × S 1)p,Aut(C )) is a uniformizing system of [C ] ∈M g,k(Γ).
The rigidified W-curve Cy,ζ , ζ = (sp, θp) is constructed by gluing the W-structures on
the corresponding domains [ 14 sp,
3
4 sp] of two components of C. The redefined perturbed
Witten map on Cy,ζ is defined as
WMCy,ζ := [WM
(g·ψ0,b)
Cy,ζ
: g ∈ G],
where
WM(ψ
0,b)
Cy,ζ
(u1, . . . , uN) :=
∂¯Cy,ζu1 + I˜1 ∂(W +$(ζ)β1W0,γ)∂u1
 , . . . , ∂¯Cy,ζuN + I˜1 ∂(W +$(ζ)βNW0,γ)∂uN
 .
(132)
It is easy to see that the redefined map WM is Aut(C)-equivariant on VC × ([T0,∞]× S 1)p.
So in this way we can redefine the perturbed Witten map on the nearby curves of [C] ∈
W
rig
g,k(Γ). Note that the perturbation term $β jW0,γ will disappear if the gluing domain
approaches 2T¯0 × S 1; thus the redefined perturbed Witten map will be compatible with the
original perturbed Witten map defined onM rigg,k,W (Γ
′) satisfying Γ ≺ Γ′.
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Now we do the induction assumption. Take the space W
rig
g,k(Γ
′) and assume that for
any dual graph Γ such that Γ ≺ Γ′ we have already redefined the perturbed Witten map
on the nearby curves of W
rig
g,k(Γ). We want to define the perturbed Witten map on the
nearby curves ofW
rig
g,k(Γ
′). Take a finite open coveringU ofW
rig
g,k(Γ) inW
rig
g,k(Γ
′) such that
any point in the open set of this covering has the redefined perturbed Witten map. The
perturbed Witten map was already constructed over any point in the compact complement
W
rig
g,k(Γ
′) − U . We redefine the perturbed Witten map on nearby curves around those
points as done in the first step. Now it is possible that for a nearby curve [Cˆ] there are
two definitions of the perturbed Witten maps; one comes from the original definition in
W
rig
g,k(Γ) and the other one from the new definition. But these two definitions are identical
since the deformation domain and the resolution domain are separated. One can either
deform the complex structure first and then redefine the perturbed Witten map or redefine
the perturbed Witten map first and then deform the complex structure. Thus we construct
the redefined perturbed Witten map on the nearby curves of W
rig
g,k(Γ
′). By induction, we
can define the global perturbed Witten map at any point of W
rig
g,k(γ).
This global multisection WM : B0 - pi∗B0,1 is called the perturbed Witten map over
W
rig
g,k(γ).
Definition 4.2.5. Let WIC represent the branch WM(ψ
0,b)
C
of the perturbed Witten map
WMC; then the perturbed Witten equation over C is defined as
WIC(u1, . . . , uN) = 0. (133)
In the following, we also call the branch map WIC the perturbed Witten map.
This means that on each component Cν, we have
∂¯Cνui,ν + I˜1
∂(W + W0,β)∂ui,ν
 = 0,∀i = 1, . . . ,N, (134)
where ui,ν is the ν-component of the section ui and W0,β represents the perturbed term.
In view of the definitions, we have
WM−1C (0) = AutC ·WI−1C (0). (135)
Because of the group action, we have WM−1(0) = ∪
C∈W rigg,k(γ)
WI−1
C
(0)/Aut(C) ⊂ B0.
This set is rather complicated because transversality does not hold. Its topology is weak
and can’t be characterized by the strong topology from the Banach bundle. But we can give
it the Gromov-Hausdorff topology, and prove the Gromov compactness theorem. Finally,
we can show that it carries an orientable Kuranishi structure if the perturbation is strongly
regular. This method to construct the virtual cycle has already been used in the proof
of the Arnold conjecture and in the construction of Gromov-Witten invariants in general
symplectic manifolds (see [FO, LiT, LT, R, Sb] etc.).
Remark 4.2.6. Now we discuss the gluing of the Witten equations on two components
connected by a nodal point. Let C be a nodal curve with one broad nodal point p con-
necting two components Cν and Cµ. Let (ei,ν), zν) and (ei,µ, zµ) be the standard basis and
coordinates of line bundlesLi on Cν and Cµ, respectively, such that
W(e1,ν, . . . , eN,ν) =
dzν
zν
= −dzµ
zµ
= −W(e1,µ, . . . , eN,µ).
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Then the perturbations we choose in the µ-component and ν-component are not indepen-
dent. Now the relation between the two families of perturbation parameters is shown as
the conclusion of the following facts.
As before, we take the cylindrical coordinates zν = eζν and zµ = eζµ . Then we have the
relation
W(e1,ν, . . . , eN,ν) = −dζν, ζν ∈ [0,∞)
W(e1,µ, . . . , eN,µ) = −dζµ, ζµ ∈ [0,∞),
and dζν = −dζµ, ζν + ζµ = ζp, where ζp is the gluing parameter if we want to do the gluing
operation.
We have the following facts:
(1) In the coordinate system (zν, ei,ν), the perturbed polynomial
W0,ν =
∑
j
b j,νβ j,νu j,ν ∈ Ω(dzνzν ).
A similar expression holds on the µ component.
(2) Assume that ui,ν = u˜i,νei,ν; then the perturbed Witten equation has the form
∂¯ζν u˜i,ν −
2∂W
∂u˜i,ν
− 2bi,ν = 0. (136)
In (zµ, ei,µ) coordinates, we have ui,µ = u˜i,µei,µ and the corresponding equation
∂¯ζµ u˜i,µ −
2∂W
∂u˜i,µ
− 2bi,µ = 0. (137)
(3) Let ξd = −1 and eˆi,µ = ξki ei,µ, we have
W(eˆ1,µ, . . . , eˆN,µ) = dζµ.
When we do gluing, first we need to identify the coordinate ζµ = ζp − ζν and so
dζν = −dζµ. Secondly, we should identify the line bundles on two components by
identifying the basis ei,ν with eˆi,µ.
(4) The local expression of the perturbed Witten equation in the coordinate system
(ζµ, eˆi,µ) is given as below. We have
ui,µ = uˆi,µeˆi,µ = u˜i,µei,µ,
and so
uˆi,µ = ξ−ki u˜i,µ.
Substituting the above equality into Equation (137), one has
∂¯ζµ (ξ
ki uˆi,µ) − 2∂W
∂uˆi,µ
(ξk1 uˆ1,µ, . . . , ξkN uˆN,µ) − 2bi,µ = 0.
This is equivalent to
∂¯ζµ uˆi,µ +
2∂W
∂uˆi,µ
− 2ξki bi,µ = 0. (138)
So in (ζν, eˆi,µ) coordinates, we have
∂¯ζν uˆi,µ −
2∂W
∂uˆi,µ
+ 2ξki bi,µ = 0. (139)
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(5) After transformation, Equation (139) should be the same as Equation (136). So
we obtain the relation between two parameter groups:
bi,ν = −ξki bi,µ. (140)
And at the nodal point p one has
ei,ν = eˆi,µ, u˜i,ν(+∞) = uˆi,µ(+∞).
(6) Let I : CN - CN be the map defined by the multiplication of the diagonal
matrix diag(ξk1 , . . . , ξkN ). If W + ξd+ki
∑
j bi,µuˆi,µ has critical point κˆ j and corre-
sponding critical value αˆ j, it is easy to show that (I(κˆ j),−αˆ j) is the critical point
and critical value of W +
∑
j bi,µuˆi,µ.
(7) If the rigidifications over the two components are not standard but arbitrary, we
can still glue the perturbed Witten equations. However the identification map I is
replaced by the composition of I and the inverse of the corresponding rigidifica-
tions.
Definition 4.2.7. Sections (u1, . . . , ut) ofL1 ×L2 × · · · ×Lt on C are said to be solutions
of the perturbed Witten equation (133) if they satisfy the following conditions:
(1) for each j, u j,ν ∈ L21,loc(Cν\{z1, . . . , zkν },L j|Cν ), I1
(
∂W
∂u j,ν
+
∂W0,β
∂u j,ν
)
∈ L2loc(C \{z1, . . . , zkν },L j⊗
Λ0,1|Cν ), where u j,ν is the component of u j and kν is the number of marked points
and nodal points on Cν;
(2) (u1,ν, . . . , ut,ν) satisfy the perturbed Witten-equation (134) on Cν almost every-
where;
(3) near each marked or nodal point, the integral∑
j
∫ ∞
0
∫
S 1
|∂u j,ν
∂s
|2dθds < ∞.
(4) If p is a broad nodal point of C between two components Cν and Cµ, then
lim
sν→+∞
(u1,ν(sν, θν), . . . , ut,ν(sν, θν)) = lim
sµ→+∞
(u1,µ(sµ, θµ), . . . , ut,µ(sµ, θµ)).
Remark 4.2.8. Using the notations from Remark 4.2.6, we discuss the condition (4) in
the above definition. The condition (4) is given in section form. Assume that on the
ν-component, u˜i,ν satisfies Equation (136) with u˜i,ν(+∞) = κ ji , where κ j, α j are the j-th
critical point and critical value of W +
∑
bi,νu˜i,ν. Now the condition (4) implies that the
corresponding value in the µ-coordinate should satisfy
u˜i,µ(+∞) = ξkiκ ji ,
for a local solution u˜i,µ of Equation (137).
On the component Cν, the equation (134) has a corresponding equation defined on the
resolved curve C˜ :
∂¯Cνgi,ν + I1
∂(W + W0,β)∂gi,ν
 = 0,∀i = 1, . . . ,N, (141)
where gi,ν ∈ Ω(C˜ν, |Li|Cν ). From subsection 3.1.3, we know that there is a one-to-one
correspondence between the solutions of these two equations. In fact, let p be a marked
or nodal point on the component Cν, and take a uniformizing system (∆ × C,Gp) of the
orbifold line bundle Li near p. If (z, ui,ν(z)) be the local solution of (134), then ui,ν(z) =
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gi,ν(zm)(zm)Θ
γp
i . The properties of the solutions of Equation (141) have been fully studied
in Section 3. Hence we can easily get the following theorems:
Theorem 4.2.9. The solutions of the perturbed Witten equation (133) satisfy the following
conclusions:
(1) Interior estimate: for any ball B2R lying outside the cylindrical neighborhood of
any marked or nodal points, there exists a constant C depending only on R,m ∈ Z,
and the metric in B2R such that
||ui||Cm(B2R) ≤ C.
(2) Boundedness estimate on the cylinder: Let p be a marked or nodal point with
cylindrical neighborhood [0,∞) × S 1. Then for any compact set K ⊂ [0,∞) × S 1,
there is a constant depending only on m ∈ Z,K, and the perturbation parameters
b in W0,γp such that
||ui||Cm(K) ≤ C.
Here the derivatives are taken with respect to the cylindrical coordinates (s, θ).
(3) Asymptotic behaviors: Without loss of generality, we assume that for 1 ≤ i ≤ Np,
the solutions ui’s are sections of broad line bundles, and for Np + 1 ≤ i ≤ N, the
solutions ui’s are sections of narrow line bundles. Then we have
• Let W0,γp (u1, . . . , uNl ) =
∑Nl
k=1 bkuk be any Wγp -regular polynomial at p. Then
if
∑Nl
k=1 |bk | is sufficiently small, there exist constants C,T, δ > 0 such that for
any (s, θ) ∈ S 1 × [T,∞),
|ui − κi| < Ce−δs, for i = 1, . . . ,Np,
where (κ1, . . . , κNp ) is some critical point of Wγp + W0,γp .
• If Np + 1 ≤ i ≤ t, then there exist constants C,T, δ > 0 such that for any
(s, θ) ∈ S 1 × [T,∞),
||ui||C1([T,∞)) ≤ Ce−δs. (142)
(4) Continuity: Assume that p is a nodal point connecting two components Cν and Cµ;
then ui,ν(p) = 0 = ui,µ(p) naturally hold for narrow sections ui,Np + 1 ≤ i ≤ N.
For broad sections ui, 1 ≤ i ≤ Np, we have ui,ν(p) = limsν→∞ ui,ν(sν) = κi =
limsµ→∞ ui,µ(sµ) = ui,µ(p), which is required by the definition of solutions. Here
κ = (κ1, . . . , κNp ) is some critical point of W + Wγp .
Remark 4.2.10. The above conclusions hold for any solutions of the perturbed Witten
equations at any point C ∈ W rigg,k(γ). One may worry about the equations on Cy,ζ , which
is the resolution curve of C. In this case, the perturbed Witten map has a perturbation
term appear in the interior of the glued curve. Now the interior estimate on Cy,ζ is the
combination of the interior estimate and the bounded estimate of C.
From the description of Theorem 4.2.9, we know that any solutions of the perturbed
Witten equation actually lie in the space C∞(C ,L1) × · · · ×C∞(C ,LN).
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4.2.2. Soliton space. Let C = (C , p1, . . . , pk,L1, . . . ,LN , ϕ1, . . . , ϕs, ψ1, . . . , ψk) be a rigid-
ified semistable W-curve with k marked points. The W-structure induces a group element
γpi ∈ G at pi. The action of this local group determines whether the line bundles are broad
or narrow at pi, and hence determines the choice of the polynomial Wγpi and the perturbed
polynomial W0,γpi . Choose the coefficients such that each W0,γpi is Wγpi -regular and then
fix W0,γpi . Under the rigidification, (i.e., choosing the local bases around the marked point),
we obtain deg(Wγpi )− 1 critical points of the polynomial W0,γpi + Wγpi in CN , which are all
non-degenerate. We use κi to denote the critical points at the marked point pi. Remember
κi can take deg(Wγpi ) − 1 values. Denote κ := (κ1, . . . , κk).
Now we study a special solution space related to a marked point p. The data attached to
p is γ ∈ G, the image of the generator of local group Gp in G, and κp, some nondegenerate
critical points of W0,γp + Wγp . Let Np be the number of broad line bundles at p. We
give an order to the set of these critical points κ1, . . . , κdeg(Wγp )−1 in CNp space such that
Re((Wγ + W0,γ)(κi)) ≥ Re((Wγ + W0,γ)(κ j)) if i > j.
LetL1, . . . ,LN be flat orbifold line bundles defined on the infinitly long cylinderR×S 1,
where the monodromy representation is given by
ρp : 1 ∈ Z  pi1(R × S 1) 7→ γ ∈ G ⊂ U(1)N .
At the point −∞, the orbifold action onL1, . . . ,LN is given by γ−1 and at∞ it is given by
γ. We have the perturbed Witten equation (in cylindrical coordinates) defined on R × S 1:
∂¯ui
∂ξ¯
− 2∂(W + W0,γ)
∂ui
= 0. (143)
By the asymptotic analysis in Section 3, we know that u takes values (κ±, 0) at ∓∞
(notice the sign!), where κ+ or κ− are two critical points of Wγ + W0,γ. The solution of this
equation is called the soliton solution of type γp connecting κ+ and κ− and is denoted by
(uκ+,κ− , γp).
We have the following Witten lemma.
Lemma 4.2.11. If p is a narrow point, then the related soliton equation (143) at p has
only the zero solution.
Proof. This is a special case of the Witten lemma we proved in section 3. 
By the above lemma, we only need to consider the soliton equation related to broad
marked points. Set p as a broad marked point. Due to the proof of Lemma 3.3.2, we have
the following lemma.
Lemma 4.2.12. Let (uκ+,κ− , γ) be a soliton; then we have
(Wγ + W0,γ)(κ−) − (Wγ + W0,γ)(κ+) = 2
∫ +∞
−∞
∫
S 1
∑
i
∣∣∣∣∣∣∂(W + W0,γ)∂ui
∣∣∣∣∣∣2 .
Corollary 4.2.13. There is no soliton solution connecting κ− and κ+, if Im(Wγ+W0,γ)(κ−) ,
Im(Wγ + W0,γ)(κ+), and only the trivial solution if κ− = κ+.
According to this corollary, the soliton solution connecting two different critical points
κi and κ j exist, only if Im(Wγ + W0,γ)(κi) = Im(Wγ + W0,γ)(κ j).
Corollary 4.2.14. Let p be a broad marked point on a W-curve. If the perturbed poly-
nomial W0,γp is strongly Wγ-regular, then the related soliton equation has no nontrivial
solution.
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Now we consider a kind of special soliton solution which is independent of the angle
θ. Assume as before that the first Np components of u are broad sections and the last
components are narrow sections. Since the narrow line bundles are nontrivial bundles,
there is no nontrivial section which is independent of θ. Hence the equation (143) becomes
∂ui
∂s
− 2∂(Wγ + W0,γ)
∂ui
= 0, s = 1, . . . ,Np. (144)
This special solution is a called BPS soliton with respect to the superpotential Wγ+W0,γ
in Landau-Ginzburg theory in physics. By the above equation, we can easily get
∂s(Wγ + W0,γ)(s) =
∣∣∣∣∣∣∂(Wγ + W0,γ)∂ui
∣∣∣∣∣∣2 .
This shows that the imaginary part of (Wγ + W0,γ)(s) is invariant under the evolution of the
flow, and the real part increases monotonically.
Stable manifolds and vanishing cycles. So to count the number of solitons connecting two
critical points, e.g., κ1 and κ2, we need to study the intersection behavior of the stable
manifold at κ2 and the unstable manifold at κ1. Here we define the unstable manifold at κ1
to be the following set in CNp :
Cu(κ1) := {(u1, . . . , uNp ) ∈ CNp |((u1, . . . , uNp )) · s→ κ1, as s→ −∞},
where (u1, . . . , uNp ) · s represents the flow line going through (u1, . . . , uNp ) at time s = 0.
Similarly, we can define the stable manifold of κ2:
Cs(κ2) := {(u1, . . . , uNp ) ∈ CNp |((u1, . . . , uNp )) · s→ κ2, as s→ +∞}.
It is wellknown that Cs(κ2) and Cu(κ1) are all real dimension n. They are submanifolds of
the (2n − 1)-dimensional subspace
{(u1, . . . , uNp ) ∈ CNp |Im(Wγ + W0,γ)(u1, . . . , uNp ) = Im(Wγ + W0,γ)(κ1))}.
So for generic parameters b1, . . . , bNp such that Im(Wγ + W0,γ)(κ
1)) = Im(Wγ + W0,γ)(κ2),
the geometric orbits connecting κ1 and κ2 are finitely many. Actually this can be given by
the intersection numbers of two vanishing cycles which represent the two critical points
respectively. In fact, take a point w = (Wγ + W0,γ)((u1, . . . , uNp ) · (s0)) on the segment
connecting Im(Wγ + W0,γ)(κ1)) and Im(Wγ + W0,γ)(κ2)); then the two (n − 1)-dimensional
intersection submanifolds ∆1 := (Wγ + W0,γ)−1(w) ∩ Cu(κ1) and ∆2 := (Wγ + W0,γ)−1(w) ∩
Cs(κ2) are just vanishing cycles representing κ1 and κ2. For example, when s0 → −∞,
(Wγ + W0,γ)−1(w) ∩ Cu(κ1) will shrink to the critical point κ1.
We have the well-known result from Picard-Lefschetz theory:
Theorem 4.2.15. The number of BPS solitons connecting κ1 and κ2 is given by the inter-
setion number ∆1 ◦ ∆2.
The computation of the number of BPS soliton is an important part of classical singu-
larity theory.
Definition 4.2.16. Let {κ1, . . . , κdeg(Wγ)−1} be the set of nondegenerate critical points of
Wγ + W0,γ. Let i0 < j1 < · · · < jp < i1, define S γ(κi0 , κ j1 , . . . , κ jp , κi1 ) to be the space of
broken soliton, {ui0 j1 ,u j1 j2 , . . . ,u jpi1 } , where ui0 j1 is the soliton of type γ connecting κi0
and κ j1 , and so on. We denote by S γ(κi0 , κi1 ) the space of all kinds of solitons of type γ
(including broken solitons) from κi0 to κi1 .
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Obviously S γ(κi0 , κ j1 , κ jp , κi1 ) is not empty if and only if Im(Wγ + W0,γ)(κi0 )) = Im(Wγ +
W0,γ)(κi1 ).
The group C acts on S γ(κi, κi+1) by (s0, θ0) · u(·, ·) = u(· + s0, · + θ0) and the group Cp+1
also acts on S γ(κi0 , κ j1 , . . . , κ jp , κi1 ) in an obvious way.
If the space S γ(κi0 , κ j1 , . . . , κ jp , κi1 ) is not empty, the soliton {ui0 j1 ,u j1 j2 , . . . ,u jpi1 } can
be viewed as the broken trajectory connecting the periodic solutions κi0 and κi1 in some
sense. So imitating the construction of a trajectory space in symplectic geometry, one can
consider the following equivalence relation:
{ui0 j1 ,u j1 j2 , . . . ,u jpi1 } ∼ {u′i0 j1 ,u′j1 j2 , . . . ,u′jpi1 }
iff there exist real constants s1, . . . , sp+1 such that
(s1, . . . , sp+1) · {ui0 j1 ,u j1 j2 , . . . ,u jpi1 } = {u′i0 j1 ,u′j1 j2 , . . . ,u′jpi1 }.
Then we define the moduli space of ”geometrical” solitons as Sˆ γ(κi0 , κ j1 , . . . , κ jp , κi1 ) =
S γ(κi0 , κ j1 , . . . , κ jp , κi1 )/ ∼. There is an S 1 action on the space Sˆ γ(κi, κi+1). The fixed points
of this space are just the BPS solitons. However, in our setting, we will not care about
the space Sˆ γ(κi, κi+1), but the quotient space S¯ γ(κi, κi+1) := Sˆ γ(κi, κi+1)/S 1. BPS solitons
become the singularities of the S 1 action.
4.2.3. Moduli space W
rig
g,k(γ, κ).
Define the section u := (u1, . . . , uN) ∈ C∞(C ,L1 × . . .LN) := C∞(C ,L1) × · · · ×
C∞(C ,LN).
Definition 4.2.17. Let C = (C , p1, . . . , pk,L1, . . . ,LN , ϕ1, . . . , ϕs, ψ1, . . . , ψk) be a rigidi-
fied stable W-curve, and u be a solution of the perturbed Witten equation on C. Then the
tuple (C,u) is said to be a stable W-section.
Definition 4.2.18. The automorphism group of (C,u) is defined as
Aut(C,u) :={τ ∈ Aut(C)|τ(u) = u}.
Since Aut(C,u) is a subgroup of Aut(C), we have the following lemma.
Lemma 4.2.19. The automorphism group Aut(C,u) is a finite group if C is a W-stable
curve.
Definition 4.2.20. We say that a stable section (C,u) is of type (γ, κ) if at each marked
point pi of C the generator of the local group Gpi is γpi and the section u which is viewed as
the section in CN by the standard rigidification at pi takes the given value κi for 1 ≤ i ≤ k.
Definition 4.2.21. The moduli space of W
rig
g,k(γ, κ) is the space consisting of isomorphism
classes of all sections (C,u) of type (γ, κ) under the action of the automorphism group
Aut((C,u)). The subspace W
rig
g,k(Γ;γ, κ) of W
rig
g,k(γ, κ) is the space consisting of the ele-
ments in W
rig
g,k(γ, κ) having dual graph Γ.
If the perturbed polynomial W0,γpi at any broad marked or nodal point pi is strongly
Wγi -regular, we call the moduli space W
rig
g,k(γ, κ) strongly regular. However, when
W
rig
g,k(γ, κ) is not strongly regular, then it is not compact with respect to the Gromov con-
vergence which will be defined later. The loss of compactness is due to the existence of
solitions. So we need to add the corresponding limits to our moduli space.
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Definition 4.2.22. Let (C,u) be a stable W-section of type (γ, κ), where γ = (γ1, . . . , γk)
and κ = (κ1, . . . , κk). Take a marked point pi0 of C such that ψi0 (u)(pi0 ) = κ
j0
i0
, where
ψi0 is the rigidification at pi0 and κ
j0
i0
is the j0th critical point of the perturbed polynomial
Wγi0 + Wγi0 . We simply write it as u(pi0 ) = κ
j0
i0
if no ambiguity can occur. Let (u j0, j1 , γi0 ) be
a soliton in S γi0 (κ
j0
i0
, κ
j1
i0
). We define C#pi0 (R× S 1) to be the connected sum of the W-curve
C and the W-curve R × S 1 by identifying the marked point pi0 in C and the −∞ point of
R × S 1. Similarly, on the new W-curve, we can define the connected sum u#pi0 u j0, j1 in a
natural way. We call the pair (C#pi0 (R × S 1),u#pi0 u j0, j1 ) a soliton W-section. If (C′,u′) is
another stable W-curve having a marked point pi1 labelled by γi1 = γ
−1
i0
and u′(pi1 ) = κ
j1
i0
=
u j0, j1 (+∞), we can construct another pair (C#pi0 (R × S 1)#pi1C′,u#pi0 u j0, j1 #pi1 u′). This pair
is also called a soliton W-section. In the same way, one can continue to construct new
soliton W-sections if the two glued soliton W-sections satisfy the compatibility conditions
at the gluing point.
There is a natural group action on the soliton W-curve. For example, assume that
(C1,u1) ∈ W rigg1,k1,W (γ1, κ1), (C2,u2) ∈ W
rig
g2,k2,W (γ2, κ2) and (u j1, j2 , γpi0 ) ∈ S γi0 (κ
j1
i0
, κ
j2
i0
) sat-
isfy the compatibility conditions at marked points pi0 on C
1 and pi1 on C
2. Then we can get
a soliton W-section (C1#pi0 (R × S 1)#pi1C2,u1#pi0 u j1, j2 #pi1 u2). Let gi ∈ Aut(Ci,ui), i = 1, 2
and (s0, θ0) ∈ C; the action of (g1, (s0, θ0), g2) of the above soliton W-section is defined
in an obvious way and we can define its automorphism group. Obviously the W-curve
C1#pi0 (R × S 1)#pi1C2 has genus g1 + g2, k1 + k2 − 2 marked points and may not be a stable
W-curve. The k1 + k2 − 2 marked points are labelled by the set γ˜ =: {γ1,γ2} − {γpi0 , γpi1 }
and κ˜ =: {κ1, κ2} − {κpi0 , κpi1 }. We say this soliton W-section is of type (˜γ, κ˜).
Definition 4.2.23. The moduli space of W
s
g,k(γ, κ) is the space consisting of the isomor-
phism classes of all soliton W-sections of type (γ, κ) under the action of its automorphism
group.
Combinatorial types of soliton W-sections. We have the relation W
rig
g,k(γ) =
∐
iW
rig
g,k(Γi),
where the summation is taken over all possible G-decorated dual graphs. Note that each
half-edge τ of a G-decorated dual graph is decorated with a group element γτ ∈ G. The
number of these Γ is finite. Each W
rig
g,k(Γ) is a multiple covering of M g,k(Γ) under the
stable map strig and the degree of strig is finite because of different rigidified W-structures.
Define Comb(g, k,W;γ) to be the combinatorial types of W-curves in W
rig
g,k(γ). Then this
set is a finite set. The partial order  in Comb(g, k), the set of combinatorial types inM g,k,
induces a more refined partial order  (involving the information of rigidified W-structures)
in W
rig
g,k(γ) such that it becomes a stratified space.
Now we consider the combinatorial types in W
s
g,k(γ, κ). There are new combinatory
types in W
s
g,k(γ, κ) compared to those in W
rig
g,k(γ) because of the existence of soliton com-
ponents. We always assume that there exists only one group element γˆ ∈ G such that
the perturbed polynomial Wγˆ + Wγˆ,0 has only two critical points κ± with the property
Im(Wγˆ + Wγˆ,0)(κ+) = Im(Wγˆ + Wγˆ,0)(κ−). So if a dual graph Γ ∈ Comb(g, k,W;γ) has
a half-edge τ decorated with γˆ, then we replace the edge τ by the dual graph of a soliton
of type γˆ. We denote the new graph by Γs(τ) and call it a soliton graph. Define Γ  Γs(τ).
Furthermore, if Γ has multiple edges decorated by γˆ, then we can replace each edge by
the dual graph of a soliton of type γˆ to get a new graph Γs. We define the order Γ  Γs.
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Since the number of half-edges τ possibly decorated by γτ is finite, the number of soliton
graphs is finite. Let Comb(g, k,W;γ, κ) be the set of combinatorial types of dual graphs
in W
s
g,k(γ, κ). We have a partial order relation  in Comb(g, k,W;γ, κ). This set gives
a stratification to the moduli space W
s
g,k(γ, κ). We will use the partial order to glue our
Kuranishi neighborhoods to obtain a Kuranishi structure.
Now we begin our construction of the topology in our moduli space. We first define the
topology in W
rig
g,k(γ, κ) when it is strongly regular.
Let (Cn,un) be a sequence of isomorphism classes in W
rig
g,k(γ, κ). Suppose that C
n ∈
W
rig
g,k(γ) converges to C ∈ W
rig
g,k(Γ). This means that there exists a sequence of C
n
Γ
∈
W
rig
g,k(Γ) such that C
n
Γ
→ C in W rigg,k(Γ) and there is a sequence of gluing parameters ζn =
(ζn1 , . . . , ζ
n
#E(Γ)) such that C
n = (Cn
Γ
)0,ζn and ζn → ∞.
Definition 4.2.24 (Neck region). Suppose that Cn ∈ W rigg,k(γ) converges to C ∈ W
rig
g,k(Γ).
Let z be any nodal point of the underlying curve C of C connecting two components Cν
and Cµ. Given Tˆ ≥ 10T¯0 (where T¯0 comes from the definition of cut-off function β), the
neck region of the underlying curve C of C at the nodal point z is defined as
Nn,z(Tˆ ) := ([Tˆ ,T nz ] × S 1)ν ∪ ([Tˆ ,T nz ] × S 1)µ.
Here ζnz = (s
n
z , θz) and s
n
z = 2T
n
z .
Note that C n is obtained from C n
Γ
by gluing the corresponding domains [ 12 T
n
z ,
3
2 T
n
z ]
in two components connected at z. In view of the definition,we can identify the regions
C n−∪z∈E(Γ)Nn,z(Tˆ ) in C n with C nΓ −∪z∈E(Γ)Nn,z(Tˆ ) in C nΓ and with C −∪z∈E(Γ)Nn,z(Tˆ ) in C .
So the section un can be viewed as defined on Cn
Γ
, and by the pull-back of the deformation
map we also can assume that the un are defined on the region C − ∪z∈E(Γ)Nn,z(Tˆ ) in C .
Definition 4.2.25 (Gromov convergence). We say that (Cn,un) → (C,u) in W rigg,k(γ, κ) as
n→ ∞ if
(1) for each Tˆ ≥ 10T¯0, un converges in the C∞ topology to u on C − ∪z∈E(Γ)Nn,z(Tˆ ).
(2) limTˆ→∞ limn→∞Diam(un(∪zNn,z(Tˆ ))) = 0.
If W
rig
g,k(γ, κ) is strongly regular, then W
s
g,k(γ, κ) = W
rig
g,k(γ, κ), and we can prove be-
low that W
rig
g,k(γ, κ) is compact with respect to Gromov convergence. Now we consider a
special case. We assume that the perturbation polynomials Wγpi + W0,γpi are all strongly
Wγpi -regular except at the marked (or nodal point) p0, the perturbation polynomial Wγp0 +
W0,γp0 has only two critical points κ
j1 , κ j2 such that Im(Wγp0 + W0,γp0 )(κ
j1 ) = Im(Wγp0 +
W0,γp0 )(κ
j2 ). We want to define the convergence of W
s
g,k(γ, κ) in this case. Without loss of
generality, we can assume that p0 is a broad nodal point.
Definition 4.2.26. Take (Cn,un), (C,u) in W
s
g,k(γ, κ). If for sufficiently large n, p0 is not
any of the nodal points of (Cn,un), then we define that (Cn,un) → (C,u) in W sg,k(γ, κ)
as in the Definition 4.2.25. Now assume that (Cn,un) = (Cn,1#p0Cn,2,un,1#p0 un,2), where
un,1(p0) = κ j2 = un,2(p0), and (C,u) = (C1#p0,1 (R × S 1)#p0,2C2,u1#p0,1 #u j1, j2 #p0,2 u2), where
u j1, j2 (−∞) = κ j1 = u1(p0,1),u j1, j2 (+∞) = κ j2 = u2(p0,2). We say that (Cn,un) → (C,u) in
W
s
g,k(γ, κ) if the following conditions hold:
(1) (Cn,2,un,2)→ (C2,u2) as in Definition 4.2.25.
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(2) Let N(Tˆ ) be the neck region on C1#p0,1 (R × S 1) for any Tˆ ≥ 10T¯ . Then (Cn,1 −
([Tˆ ,∞)× S 1),un,1) converges to (C1 − ([Tˆ ,∞)× S 1),u1) in the sense of Definition
4.2.25.
(3) There is a sequence of positive numbers sn → ∞ such that u˜n := un(· + sn, ·)
converges in C∞local to u j1, j2 on R × S 1.
(4) limTˆ→∞ limn→∞Diam(un([Tˆ ,−Tˆ + sn] × S 1)) = 0.
Remark 4.2.27. Since the polynomial Wγ is only determined by the group action of γ ∈ G,
the perturbation polynomial Wγ + W0,γ can be chosen to depend only on γ but not on
the special marked or nodal points. Hence if there are more than two broad marked or
nodal points labelled by the same group action and satisfying the same requirement of
critical values as in the above definition of convergence, we can still define the Gromov
convergence in this case.
4.3. The Gromov compactness theorem.
Theorem 4.3.1. [Gromov Compactness theorem] Assume that the perturbation polyno-
mials Wγ + W0,γ are all strongly Wγ-regular except possibly for only one group element
γ0 ∈ G. Assume also that the perturbation polynomial Wγ0 + W0,γ0 has only two critical
points κ j1 , κ j2 such that Im(Wγp0 + W0,γp0 )(κ
j1 ) = Im(Wγp0 + W0,γp0 )(κ
j2 ). Then the moduli
space W
s
g,k(γ, κ) is a compact Hausdorff space for any γ, κ. In particular, if W
rig
g,k(γ, κ) is
strongly regular, then W
rig
g,k(γ, κ) is a compact Hausdorff space.
Proof. Let (Cn,un) ∈ W sg,k(γ, κ); we need only find a convergent subsequence. Since
Cn ∈ W rigg,k(γ) and W
rig
g,k(γ) is compact, we can assume that C
n has the same combinatorial
type for each n and converges to C ∈ W rigg,k(Γ). By Theorem 4.2.9, for each Tˆ , un has
a subsequence (we always use the same notation if we take subsequences) such that it
converges to a C∞ section u on C −∪z∈E(Γ)Nn,z(Tˆ ). When restricting to each component of
C, u is a solution of the perturbed Witten equation.
Now we consider the convergence. There are several cases:
(1) p is a nodal point of C and all Cn connecting two components Cν and Cµ such that
the group element γp , γ0. We assume that unν converges to uν in the interior part
of Cν.
Now we claim in this case that for any ε > 0, there exist a constant Tˆ and a
critical point κν such that for any sufficiently large n and (s, θ) ∈ [Tˆ ,∞) × S 1, the
following holds:
|unν(s, θ) − κν| < ε, (145)
and
|unµ(s, θ) − κµ| < ε. (146)
If the conclusion is not true, then there exists a positive number ε0 and a se-
quence sn → ∞, θn ∈ S 1 such that for any critical points κ of Wγp + W0,γp the
following holds
|unν(sn, θn) − κ| ≥ ε0.
Let u˜nν(s, θ) = unν(sn+s, θn); then u˜nν is the solution of the perturbed Witten equation
defined on [−sn,∞) satisfying the condition |u˜nν(0, θn) − κ| ≥ ε0.
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By Theorem 4.2.9, u˜nν will C∞local converge to a solution u such that for some
θ0 ∈ S 1,
|u(0, θ0) − κ| ≥ ε0,
for any critical point κ. Hence u is a nontrivial solution of the perturbed Witten
equation connecting two different critical points. However, we know this is not
true because W0,γp is strongly Wγp -regular.
Now by (145) and (146), we know that
unν(+∞) = κν = unµ(+∞) = κµ
and
uν(+∞) = uµ(+∞) = κν.
Hence we have proved in this case that (Cn,un) converges to (C,u).
(2) p is a marked point such that γp , γ0. Proof of compactness in this case is the
same as in (1) except we need only consider one component.
(3) p is a nodal point of C and all Cn connecting two components Cν and Cµ satisfy
the relation γp = γ0.
Assume that unν(∞) = κ = unµ(∞).
There are also some cases:
(a) κ , κ j1 , κ j2 . We know that in the interior part of each component, unν and unµ
converge to uν and uµ respectively. In this case we can show in the same way
as (1) that uν(+∞) = uµ(+∞), and (Cn,un)→ (C,u) in W sg,k(γ, κ).
(b) κ = κ j2 ( or κ j1 ).
Assume the sequence (Cn,un) satisfies the following property: for any ε > 0
there exists a constant Tˆ and a critical point κν such that for any sufficiently
large n and (s, θ) ∈ [Tˆ ,∞) × S 1, the following holds:
|unν(s, θ) − κν| < ε, (147)
and
|unµ(s, θ) − κµ| < ε. (148)
Then we know that κν = κµ = κ, uν(∞) = uµ(∞) = κ and (Cn,un) converges
to (C,u) in W
s
g,k(γ, κ).
If the condition described above does not hold, then the argument of (1) shows
that there exists a sequence sn → ∞ such that the reparametrized sequence
u˜nν(s, θ) := unν(sn + s, θn) C∞local converges to a nontrivial solution u j1, j2 on
R × S 1 connecting the uniquely possible two critical points κ j1 and κ j2 . In
fact, it is easy to see that uµ(∞) = κ j2 and uν(+∞) = κ j1 , because there is
no other kind of trajectory connecting two critical points. Hence we obtain a
soliton W-section (Cν#p0,1 (R × S 1)#p0,2Cµ,uν#p0,1 u j1, j2 #p0,2 uµ). Now it is easy
to show that (Cn,un)→ (Cν#p0,1 (R×S 1)#p0,2Cµ,uν#p0,1 u j1, j2 #p0,2 uµ) in Gromov
convergence.
(4) In the convergence of the W-curve, one component can degenerate into a nodal
curve. So without loss of generality we assume that Cn is an irreducible curve
and Cn → Cν#p0Cµ in W
rig
g,k(γ). If γp0 , γ0, then one can show as before that
(Cn,un) will converges to a stable W-section (Cν#p0Cµ,uν#p0 uµ). If γp0 = γ0, then
(Cn,un) may converge to a stable W-section or a soliton W-section in Gromov
convergence.
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In summary, we have shown that W
s
g,k(γ, κ) is a compact space in the Gromov topology.
This is also a Hausdorff space, since the limit W-section (C,u) is uniquely determined by
the approximating sequence. 
5. Construction of the virtual cycle
The aim of this section is to construct a Kuranishi structure of the moduli spaceW
s
g,k(γ, κ),
the space of soliton W-section. We know that if this moduli space is a strongly perturbed
space, then there is no soliton W-section andW
s
g,k(γ, κ) = W
rig
g,k(γ, κ). As the first step, we
construct the Fredholm theory of the perturbed Witten map and do some preparations.
5.1. Fredholm theory and the implicit function theorem.
Note that we have defined for any C = (C , p1, . . . , pk,L1, . . . ,LN , ϕ1, . . . , ϕs, ψ1, . . . , ψk) ∈
W
rig
g,k(γ) the corresponding Witten map:
WIC : C∞(C ,L1) × · · · ×C∞(C ,LN) - C∞(C ,L1 ⊗ Λ0,1) × · · · ×C∞(C ,LN ⊗ Λ0,1),
which has the following form:
WIC(u) = (∂¯C u1 + I˜1
∂(W + W0,β)∂u1
 , . . . , ∂¯C uN + I˜1 ∂(W + W0,β)∂uN
).
Here the perturbation term W0,β has the form $(ζ)βiW0,γ which is determined by the com-
binatorial type of C and the group element γ and the cut-off section βi.
Define
C∞0 (C ,L1×. . .LN) := {u = (u1, . . . , uN) ∈ C∞(C ,L1)×· · ·×C∞(C ,LN)|u j,ν(pν) = u j,µ(pµ) = 0, if piν(pν) = piµ(pµ)},
and
Lp1 (C ,L1 × · · · ×LN) = ⊕νLp1 (Cν,L1 × · · · ×LN) (149)
Lp(C ,Li ⊗ Λ0,1) = ⊕νLp(Cν,Li ⊗ Λ0,1), i = 1, . . . ,N. (150)
The metric used to define the Lp norm is the cylindrical metric near each marked or nodal
point. We will always set p > 2 in our discussion.
We have the linearized operator DC,uWI of WIC at u:
DC,uWI(φ) := DC,uWI(φ1, . . . , φN) :=∂¯Cφ1 + ∑
j
I˜1
∂2(W + W0,β)∂u1∂u j φ j
 , . . . , ∂¯CφN + ∑
j
I˜1
∂2(W + W0,β)∂uN∂u j φ j

 . (151)
DC,uWI is a map from C∞0 (C ,L1×· · ·×LN) to (⊕νC∞(Cν,L1))×· · ·× (⊕νC∞(Cν,LN))
or from Lp1 (C ,L1 × · · · ×LN) to Lp(C ,L1 ⊗ Λ0,1) × . . . Lp(C ,LN ⊗ Λ0,1).
When restricted to the cylindrical neighborhood, the linearized operator has the local
form
DC,uWI(φ) := DC,uWI(φ1, ·, φN) :=∂¯ξφ1 − 2 ∑
j
∂2(W + W0,β)
∂u1∂u j
φ j, . . . , ∂¯ξφN − 2
∑
j
∂2(W + W0,β)
∂uN∂u j
φ j
 , (152)
where u, φ′i s are local sections or can be understood as functions satisfying the twisted
periodic conditions.
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Theorem 5.1.1. Let (C,u) ∈ W sg,k,w(γ, κ) and assume that C is connected. Then its lin-
earized operator DC,uWI : L
p
1 (C ,L1×· · ·×LN) - Lp(C ,L1⊗Λ0,1)×· · ·×Lp(C ,LN⊗
Λ0,1) is a real linear Fredholm operator of index 2cˆW (1− g)−∑τ 2ι(γτ)−∑kτ=1 Nγτ , where
cˆW =
∑
i(1 − 2qi), ι(γτ) = ∑i(Θγτi − qi) and Nγτ = dimCNγτ ( if CNγτ = {0}, we set Nγτ = 0).
Proof. Let pτ be a marked point. Define the limit matrix of A(τ) as: Ai j(τ) = lims→+∞ −2 ∂2(W+W0,β)∂ui∂u j .
We define a new real linear operator D such that in the cylindrical neighborhood ([1,∞) ×
S 1)pτ , D has the form
Dφ =
∂¯φ1 + ∑
j
A1 jφ j, . . . , ∂¯φN +
∑
j
AN jφ j
 .
Note the facts that by Theorem 4.2.9 u decays exponentially to zero, so D is a compact
perturbation of DC,uWI. To show that D is a Fredholm operator and compute its index, we
need some preparation.
Index of ∂¯∞ in a half tube. Let (([0,∞) × S 1) × C, F) be a bundle pair, i.e., C is a trivial
line bundle and F is the Lagrangian subbundle given by the fiber Feiθ = ei
k
d θR. Notice that
we take the coordinate ξ = s + iθ in the half tube [0,∞)× S 1. Define the weighted Sobolev
spaces of sections with weight δ > 0 and p > 2 as follows:
Lp,δ1,b := {φ|,
∫
(|∇φ|p + |φ|p)eδsdsdθ < ∞, φ(0, θ) ∈ Feiθ }
Lp,δ := {φdξ¯|,
∫
|φ|peδsdsdθ < ∞}.
We have the standard Cauchy-Riemann operator: ∂¯∞ := ∂¯ : Lp,δ1,b - L
p,δ.
Lemma 5.1.2. ∂¯∞ is a Fredholm operator. Let kδ,p = [ δp ]. Then
index ∂¯∞ = 0 i f |k| ≤ kδ,p
index ∂¯∞ = −2k + 2kδ,p + 1 i f k > kδ,p
index ∂¯∞ = −2k − 2kδ,p − 1 i f k < −kδ,p.
Proof. This lemma is possibly not new, since there is a lot of discussion in the literature
(see [MS], [Do] and so on). But they are seldom in our required form. We follow Joel
Robbin’s method in the appendix of [MS].
Step 1: We lift this problem to the d-sheeted covering ˜([0,∞) × S 1) and get the bundle pair
(C˜, F˜). Meanwhile, we have the lifting operator ˜¯∂. It is easy to see that index ∂¯ = index ˜¯∂.
Hence in the following we always assume that d = 1.
Step 2: Prove coker ∂¯ = {ψdz¯|∂sψ−i∂θψ = 0, ψ(0, θ) ∈ iF, ψ ∈ Lp,δ and is a smooth function}.
In fact, taking any φ ∈ Lp,δ1,b , ψ ∈ Lp,δ ⊂ L2, we have
〈ψdz¯, ∂¯φ〉 = Re(
∫ ∞
0
∫
S 1
ψ¯(∂sφ + i∂θφ)dsdθ)
= Re(
∫ ∞
0
∫
S 1
(∂sψ − i∂θψ)φdsdθ) + Re(
∫
S 1
ψ(0, θ)φ(0, θ)).
Therefore we have the conclusion.
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Step 3: If k ≤ kδ,p, then ∂¯ is injective. If k > kδ,p, then dim ker ∂¯ = 2k − 2kδ,p − 1.
The solution of ∂¯φ = 0 has the Laurent series
φ(s, θ) =
∑
n
anen(s+iθ).
The coefficient is given by
an =
1
2pi
∫
S 1
φ(0, θ)e−inθdθ.
By the equality φ(0, θ) = φ(0, θ)e−2ikθ we have
an =
1
2pi
∫
S 1
φ(0, θ)einθdθ
=
1
2pi
∫
S 1
φ(0, θ)e−i(2k−n)θ
= a2k−n.
Now by integrability we know that an = 0,∀n ≥ −kδ,p. So φ ≡ 0 if k ≥ −kδ,p, and this
shows that ∂¯ is an injection. If k < −kδ,p we have
φ(s, θ) = a2k+kδ,p+1e
(2k+kδ,p+1)(s+iθ) + · · · + a−kδ,p−1e−(kδ,p+1)(s+iθ),
and so dim ker ∂¯ = −2k − 2kδ,p − 1.
Step 4. If k ≤ kδ,p, then ∂¯ is surjective. If k > kδ,p, then dim coker ∂¯ = 2k − 2kδ,p − 1.
Let ψ ∈ coker ∂¯; then ∂¯(iψ) = 0 and iψ(0, θ) ∈ e−ikθR. Now using the result of Step 3,
we have the conclusion.

Index of ∂¯D in a disc. We can also consider the bundle pair (D × C, F) on a flat disc D,
where the Lagrangian subbundle F := eikθR. We have the Fredholm map
∂¯D := ∂¯ : Lp1 (D,C) - L
p(D,Λ0,1).
The following lemma is proved in the appendix of [MS]:
Lemma 5.1.3. index ∂¯D = 1 + 2k.
Index of ∂¯orb in a disc with origin an orbifold point. Assume (D × C,Zd) to be a chart of
orbifold line bundle C at the origin, where the group action is given by
e2pii/d(z,w) = (e2pii/dz, e2piki/dw).
Since, near the boundary ∂D, the orbifold structure gives a line bundle structure, we can
associate a Lagrangian subbundle F to ∂D defined as Feıθ := eikθ/dR. We can define the
Sobolev spaces of the orbifold sections: Lp,orb1 (D,C) and L
p,orb. We have the Fredholm
operator ∂¯orb := ∂¯ : Lp,orb1 (D,C) - L
p,orb.
Lemma 5.1.4. index ∂¯orb = 1 i f k = 0index ∂¯orb = 2k − 1 i f k , 0.
Proof. If k = 0, then the orbifold line bundle is a trivial non-orbifold bundle, and the index
can be obtained from Lemma 5.1.3. If k , 0, then the orbifold line bundle is nontrivial and
the group action forces all continuous sections to vanish at the origin. Hence the first and
the last coefficients in a Taylor expansion similar to what we computed in the case of the
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half-infinite long tube will disappear. So, compared to the case of the disc, the index will
drop by real dimension 2. 
Firstly we assume thatC has only one component, and letCb = C \∪kτ=1([1,+∞]×S 1)pτ ,
where the pτ are marked points. Let S 1τ = ({1} × S 1)pτ be the oriented circle with the
induced orientation from ([1,+∞) × S 1)pτ . So ∂Cb =
∐
τ(−S 1τ), where − means the anti-
orientation. Notice that the orbifold structure of Li near the marked point pτ induces a
monodromy representation of the line bundleLi:
ρτ,i : pi1(([0,∞] × S 1)pτ ) - G ⊂ U(1),
which is given by ρτ,i(1) = Θ
γτ
i . Let R
τ
i = −e2pi
√−1Θγτi θR be the Lagrangian subbundle on
S 1τ . Then we obtain the bundle pairs (Cb×Li,R1i ×· · ·×R1i ) and (([1,+∞)×S 1)pτ ×Li,Rτi ).
Define
C∞b (Cb,Li) := {s ∈ C∞b (Cb,Li)|s|S 1τ ∈ Rτi }.
Let Lp1,b(Cb,Li) be the closure of C
∞
b (Cb,Li) under the L
p
1 norm and L
p(Cb,Li × Λ0,1) be
the closure of C∞(Cb,Li × Λ0,1). Then it is well-known that
∂¯i(Cb) : L
p
1,b(Cb,Li) - L
p(Cb,Li × Λ0,1)
is a self-dual Fredholm operator in this boundary value problem.
Similarly we can define another boundary value problem on [1,∞) × S 1 such that
∂¯∞i (τ) : L
p
1,b(([1,∞) × S 1)pτ ,Li) - Lp(([1,∞) × S 1)pτ ,Li × Λ0,1)
is also a self-dual Fredholm operator.
Since D is a real linear Cauchy-Riemann type operator, we can similarly define the
following maps:
D(Cb) := D : L
p
1,b(Cb,L1 × · · · ×LN) - Lp(Cb,×i(Li × Λ0,1))
and
D∞(τ) : Lp1,b(([1,∞) × S 1)pτ ,L1 × · · · ×Lt) - Lp(([1,∞) × S 1)pτ ,×i(Li × Λ0,1)).
We have the index gluing formula which can be proved in exactly the same way as in
the appendix of [MS].
Lemma 5.1.5. Assume that D(Cb),D∞i (τ), τ = 1, . . . , k are defined as above; then we have
index(D) = index D(Cb) +
k∑
τ=1
D∞(τ).
Since D(Cb) is a compact perturbation of ∂¯1(Cb) ⊕ · · · ⊕ ∂¯i(Cb), we have
index D(Cb) =
∑
i
index ∂¯i(Cb). (153)
Notice that the operator
D∞(τ)(φ) =
∂¯φ1 + ∑
j
A1 jφ j, . . . , ∂¯φN +
∑
j
AN jφ j

actually split into two parts: the broad part and the narrow part. If we write
A =
(
AR 0
0 AN
)
,
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then
D∞(τ) =
(
DR(τ) 0
0 DN(τ)
)
=
(
∂¯ · +AR· 0
0 ∂¯ · +AN ·
)
,
where AR is a non-degenerate complex symmetric matrix with small eigenvalues whose
absolute value is less than 1, and AN is a small complex symmetric matrix.
Since the dual operator of DR(τ) is −∂ · +AR·, the sections in the kernel and cokernel
are all exponentially decaying and the exponents depend on the absolute values of the
eigenvalues of AR. There exists a small δ > 0 such that the index of DR in the usual Sobolev
space is the same to the index in the weighted Sobolev space Lp,δ1,b . Since this Sobolev space
has the compact embedding theorem, we can drop the 0-term without changing the index.
We have
index DR(τ) =
∑
i:Θγτi =0
index ∂¯∞i (τ) = 0, (154)
where the last equality is from Lemma 5.1.2.
DN(τ) is a Fredholm operator in the usual Sobolev space of sections, since each narrow
bundleLi is a nontrivial line bundle. Actually we can define a desingularization
η(Θγτi ) : φ(s, e
iθ) ∈ C∞(([1,∞) × S 1)pτ ,Li) - e−iΘ
γτ
i θφ(s, eiθ) ∈ C∞(([1,∞) × S 1)pτ ,C).
This map provides the isomorphisms of Banach spaces from Lp1,b(([1,∞) × S 1)pτ ,Li) to
Lp1,b(([1,∞) × S 1)pτ ,C) and Lp(([1,∞) × S 1)pτ ,Li) to Lp(([1,∞) × S 1)pτ ,C). Now the
operator η(Θγτi ) ◦DN(τ) ◦ η(Θγτi )−1 = ∂¯ ·+ diag(Θγτi . . . ) ·+AN ·. Hence we know that DN(τ)
is also a Fredholm operator and
index DN(τ) = index
(
η(Θγτi ) ◦ DN(τ) ◦ η(Θγτi )−1
)
.
For the same reason, the sections in the kernel and cokernel of η(Θγτi ) ◦ DN(τ) ◦ η(Θγτi )−1
are also exponentially decaying; we can compute the index in a weighted Sobolev space
and then drop the 0-term. By Lemma 5.1.2 and Lemma 5.1.4, we have
index DN(τ) =
∑
i:Θγτi ,0
index ∂¯∞i (τ) =
∑
i:Θγτi ,0
index ∂¯orbi (τ). (155)
Notice that in Lemma 5.1.2 we take the coordinate ξ = s + iθ, but in Lemma 5.1.4 we
take the coordinate z = e−ξ. For a different choice of coordinates, there is a minus sign
difference in the corresponding Lagrangian subbundles.
Therefore we can obtain
index D∞(τ) = index DR(τ) + index DN(τ) =
∑
i:Θγτi ,0
index ∂¯orbi (τ). (156)
By Lemma 5.1.5, (153) and (156), there holds
index D =
∑
i
index ∂¯i(Cb) +
k∑
τ=1
∑
i:Θγτi ,0
index ∂¯orbi (τ). (157)
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Furthermore, by Lemma 5.1.4 and the index gluing formula, we have
index D =
∑
i
index ∂¯i(Cb) +
k∑
τ=1
∑
i
index ∂¯orbi (τ) −
k∑
τ=1
∑
i:Θγτi =0
1
=
∑
i
index ∂¯i −
k∑
τ=1
∑
i:Θγτi =0
1. (158)
Therefore now the index computation is changed to the index computation of ∂¯i on the
closed orbifold with orbifold line bundleLi.
The following lemma is from Proposition 4.2.2. of [CR1].
Lemma 5.1.6.
index ∂¯i = indexR ∂¯i = 2C1(|Li|)(cl(C )) + 2(1 − g), (159)
where cl(C ) means the closed orbifold.
Combining this Lemma (158) and the following degree equality which was obtained
before:
C1(|Li|)(cl(C )) = deg(Li) = qi(2g − 2 + k) −
k∑
τ=1
Θ
γτ
i ,
we have
index D =2
∑
i
qi(2g − 2 + k) − k∑
τ=1
Θ
γτ
i
 + 2 ∑
i
(1 − g) −
k∑
τ=1
∑
i:Θγτi =0
1
=2(1 − g)(
∑
i
(1 − 2qi)) − 2
∑
τ
(
∑
i
(Θγτi − qi)) −
∑
τ
Nγτ
=2cˆW (1 − g) −
∑
τ
2ι(γτ) −
k∑
τ=1
Nγτ , (160)
where cˆW =
∑
i(1 − 2qi) and ι(γτ) = ∑i(Θγτi − qi).
If C has more than one connected component, i.e., nodal points appear, than we use the
relation
ι(γτ) + ι(γ−1τ ) + Nγτ = cˆW
to obtain the general result. We have finished the proof of Theorem 5.1.1. 
It is easy to get the following conclusion:
Corollary 5.1.7. Let (u j1, j2 , γ) ∈ S γ(κ j1 , κ j2 ). Then the linearized operator Du j1 , j2 (WI) is a
real linear Fredholm operator of index 0 on R × S 1.
In the following, we introduce the implicit function theorem in our required form, which
is called the ”Kuranishi model” in [CR2]. Here we have done a small modification.
Suppose F is a C1 Fredholm map from a neighborhood of 0 in the Banach space X to a
neighborhood of 0 in the Banach space Y . Then DF(0) has a finite-dimensional kernel and
cokernel. Write F(x) = F(0) + DF(0)x + G(x).
Assume that E is a finite-dimensional space such that Y = E + im DF(0), and let V =
{x ∈ X|DF(0) · x ∈ E}. Then V is a finite-dimensional subspace in X, and dim V − dim E =
index DF(0). There exist subspaces V ′ and E′ in X and Y respectively such that X = V⊕V ′
and Y = E ⊕ E′. Let PE : Y - E′ and PV : X - V ′ be the projection map. The
operator DF(0) : V ′ - E′ is invertible. We denote its inverse by Q.
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Lemma 5.1.8. Consider the ball U2r in X of radius 2r such that x ∈ U2r satisfies the
condition ∀x1, x2 ∈ U2r,
||PE ·G(x1) − PE ·G(x2)|| ≤ C(||x1|| + ||x2||)||x1 − x2||.
Let 0 < r < 18C||Q|| . If ||PE · F(0)|| ≤ r, where  < 12||Q|| , then for any v ∈ V ∩ Ur, there is
a unique v′(v) ∈ V ′ ∩ Ur such that F(v + v′(v)) ∈ E, and Ψ : v 7→ v + v′(v) is continuous
and one to one. On the other hand, for any x ∈ Ur/||I−PV || such that F(x) ∈ E, there is a
unique v ∈ V ∩Ur such that x = v + v′(v). In particular, let s : V ∩Ψ−1(Ur/||I−PV ||) - E
be defined by s(v) = F(v + v′(v)); then s is continuous and s−1(0) is homeomorphic to the
zero set F−1(0) ∩ Ur/||I−PV || by v 7→ v + v′(v). (Ur, E, s,Ψ) is called the Kuranishi model of
F at 0.
Proof. The proof is similar to the proof of Lemma 3.2.1.in [CR2], if we put Bv(x) =
−Q · P(F(0) + G(v + x)) there.

Remark 5.1.9. In the construction of the local charts, we will see that F(x) represents the
nonlinear Witten map and F(0) represents the approximating map.
5.2. Multisections and Kuranishi theory.
This section provides the machinery, multisections and Kuranishi theory, to produce the
virtual cycles. All of the contexts we summarize below can be found in [FO]. We cite the
context here only for the convenience of the reader.
Multisection. For a space Z, letS k(Z) := Zk/Sk be the k-th symmetric power of Z, where
Sk is the permutation group of order k!. If Z is an orbifold, thenS k(Z) is also an orbifold.
Definition 5.2.1. Let (V ×Rk,Γ, pr) be a local model of smooth orbibundle of rank k over
(V,Γ) and l be a positive integer. An l-multisection of (V × Rk,Γ, pr) is a continuous map
s : V - S l(Rk) which is Γ-equivariant.
There is a canonical map tml′ : S l(Z) - S ll
′
(Z) for each l, l′ defined by
tml′ [x1, . . . , xl] = [x1, . . . , x1, . . . , xl, . . . , xl],
where we write xi l′ times.
It is easy to see if s is a l-multisection, then tml′ ◦ s is an l′l-multisection and the restric-
tion of s is still an l-multisection.
Definition 5.2.2. Let pr : E - X be an orbibundle. A multisection is an isomorphism
class of the following objects ({(Vi × Rk,Γi, pr)}, {si}) such that
(1) {(Vi × Rk,Γi, pr)} is a family of charts of E such that ∪iVi/Γi = X.
(2) si is an li-multisection of (Vi × Rk,Γi, pr).
(3) In the overlap Vi/Γi∩V j/Γ j, the section tml j ◦ si equals tmli ◦ s j under the transition
map.
We say two multisections
({(V ′i × Rk,Γ′i , pr)}, {s′i})
and
({(Vi × Rk,Γi, pr)}, {si})
are equivalent if the sections tml j ◦ s′i and tmli ◦ s j satisfy the compatibility conditions on
the overlaps.
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For a locally liftable multisection ({(Vi × Rk,Γi, pr)}, {si}), si j is called a branch of
si = [si j , 1 ≤ j ≤ li]. The sum of an l-multisection s(1) and l′-multisection s(2) is an
l′l-multisection s(1) + s(2) and its branches consist of all the possible sums of branches of
s(1) and s(2). We can also naturally define the multiplication of a function with a multi-
section. For an open set Ω ⊂ X, we can define the space C0m(Ω, E) of continuous liftable
multisections. It is a C0(Ω)-module. Similarly, one can define the Ck-differentiable space
Ckm(Ω, E).
Using the concept of multisection, Fukaya and Ono have constructed the transversality
approximation theorems for orbifold sections (see Theorem 1 and Lemma 3.14 in [FO]).
Kuranishi theory. Let X be a compact, metrizable topological space.
Definition 5.2.3. Let V be an open subset of X. A Kuranishi or virtual neighborhood of V
is a system (U, E,G, s,Ψ) where
(1) U˜ = U/G is an orbifold, and E - U is a G-equivariant bundle.
(2) s is a G-equivariant continuous section of E.
(3) Ψ is a homeomorphism from s−1(0) to V in X.
We call E the obstruction bundle and s the Kuranishi map. We say (U, E,G, s,Ψ) is a
Kuranishi neighborhood of a point p ∈ X if p has a neighborhood V carrying a Kuranishi
neighborhood.
Definition 5.2.4. Let (Ui, Ei,Gi, si,Ψi) be a Kuranishi neighborhood of Vi and f21 : V1 - V2
be an open embedding. A morphism
{φ} : (U1, E1,G1, s1,Ψ1) - (U2, E2,G2, s2,Ψ2)
covering f is a family of open embeddings
φ21 : U1 - U2, φˆ21 : E1 - E2, λ21 : G1 - G2,Φ21 : φ∗21TU2/TU1 - φ
∗
21E2/E1
(called injections) such that
(1) φ21, φˆ21 are λ21-equivariant and commute with bundle projection.
(2) λ21 induces an isomorphism from ker(G1) to ker(G2), where ker(G) is the subgroup
acting trivially.
(3) s2φ21 = φˆ21s1 and φ21 covers f21 : V1 - V2; Ψ2φ21 = Ψ1.
(4) If gφ21(U1) ∩ φ21(U1) , ∅ for some g ∈ G2, then g is in the image of λ21.
(5) G2 acts on the set {φ21} transitively, where g(φ21, φˆ21, λ21) = (gφ21, gφˆ21, gλ21g−1).
(6) Φ21 is an G-equivariant bundle isomorphism.
Definition 5.2.5. A Kuranishi structure of dimension n on X is an open cover V of X such
that
(1) Each V ∈ V has a Kuranishi neighborhood (U, E,G, s,Ψ) such that dim U −
dim E = n.
(2) If V2 ⊂ V1, the inclusion map i12 : V2 - V1 is covered by a morphism between
their Kuranishi neighborhoods.
(3) For any x ∈ V1 ∩ V2,V1,V2 ∈ V , there is a V3 ∈ V such that x ∈ V3 ⊂ V1 ∩ V2.
(4) The composition of injections is an injection.
We can also define morphisms between two spaces X and Y carrying Kuranishi struc-
tures. However the morphism we prefer is a special map from X which carries a Kuranishi
structure to Y which is an orbifold. The following definition is given in Definition 6.6 of
[FO].
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Definition 5.2.6. Let X be a space carrying a Kuranishi structure V and Y be an orbifold.
f : X - Y is called a strongly continuous map if f is a family of continuous maps { fV }
for V ∈ V such that fV2 ◦ φV2,V1 = fV1 . f is said to have maximal rank if for each V ∈ V ,
fV is smooth and ∀p ∈ V we have rank d fV |p = min{dim V, dim Y}.
Remark 5.2.7. The concept of Kuranishi structure was introduced in symplectic geometry
by Fukaya and Ono ([FO]) to define the Gromov-Witten invariants and prove the Arnold
conjecture in general symplectic manifolds. The reason is that the moduli space of stable
maps is not an orbifold in general but it can still carry a Kuranishi structure. The existence
of this structure is sufficient for defining the virtual cycle.
Fukaya-Ono used the concept of a germ to define the Kuranishi structure; then they
proved that there is a good coordinate system, i.e., a finite covering of Kuranishi neighbor-
hoods. Here we define the Kuranishi structure in a different but equivalent style. In the defi-
nition of morphism, we included the map Φ as our data and required Φ : φ∗TU2/TU1 - φ∗E2/E1
to be an isomorphism. In definition 5.2.5, Φ is required to satisfy the injection composition
rule. If we assume that U3 ⊂ U2 ⊂ U1, this is equivalent to the following commutative
diagram:
0 −−−−−→ φ∗23TU2TU3 −−−−−→
φ∗13TU1
TU3
−−−−−→ φ∗23(
φ∗12TU1
TU2
) −−−−−→ 0yΦ23 yΦ13 yΦ12
0 −−−−−→ E2E3 −−−−−→ E1E3 −−−−−→ E1E2 −−−−−→ 0.
This is just the definition of “tangent bundle” in [FO]. In our definition, we require the
existence of tangent bundle to be a part of the definition of Kuranishi structure.
To treat the orientation problem of the moduli problem, we follow Fukaya-Ono’s con-
struction of the “bundle system.”
Definition 5.2.8. Assume that the space X has a Kuranishi structure {(U, E,G, s,Ψ)}. We
change these data into a new composition {(U, F1, F2,G,ΨF)} (forget the information about
E, s,Ψ) such that they satisfy the following conditions:
(1) For each open set Vq carrying a Kuranishi neighborhood, F1,q and F2,q are orbifold
bundles over Uq/G.
(2) For any embedding φpq : Uq - Up covering fpq : Vq - Vp, there are em-
beddings of orbibundles: ΨFi,pq : Fi,q - φ
∗
pqFi,p, i = 1, 2, and an isomorphism
ΨFpq :
φ∗pqF1,p
F1,q
-
φ∗pqF2,p
F2,q
.
(3) Let Vr ⊂ Vq ∩ Vp be three open sets in X all of which carry the Kuranishi neigh-
borhoods, then we have the commutative diagram:
0 −−−−−→ φ∗qr F1,qF1,r −−−−−→
φ∗pr F1,p
F1,r
−−−−−→ φ∗qr( φ
∗
pqF1,p
F1,q
) −−−−−→ 0yΨFqr yΨFpr yΨFpq
0 −−−−−→ φ∗qr F2,qF2,r −−−−−→
φ∗pr F2,p
F2,r
−−−−−→ φ∗qr( φ
∗
pqF2,p
F2,q
) −−−−−→ 0.
(F1, F2,ΨF) is called a bundle system related to the Kuranishi structure {(U, E,G, s,Ψ)} of
X.
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We say two bundle systems (F1, F2,ΨF) and (F′1, F
′
2,Ψ
F′ ) are isomorphic if there exist
isomorphisms between F1 and F′1, F2 and F
′
2 in each chart of X such that they commute
with the morphisms ΨF’s and ΨF
′
’s.
Example 5.2.9. (TU, E,Φ) is an intrinsic bundle system related to the Kuranishi structure
{(U, E,G, s,Ψ)}.
Definition 5.2.10. A bundle system is said to be orientable if for any point p ∈ X, F1,p and
F2,p are orientable as orbifold bundles on a small Kuranishi neighborhood Up of p and if
Uq ⊂ Up, then
Ψpq :
φ∗pqF1,p
F1,q
-
φ∗pqF2,p
F2,q
is orientation preserving.
Fukaya-Ono [FO] then defined the K-theory of the bundle system related to a Kuranishi
structure of a space X. They defined the concepts of oriented bundle system, complex
bundle system, stably oriented and stably almost complex. They showed that a bundle
system is stably oriented iff it is oriented. Hence if one proves that a bundle system is
stably almost complex, then it is stably orientable and so an orientable system.
Once the definitions of Kuranishi structure and orientation are constructed, Fukaya-Ono
have the following theorem:
Theorem 5.2.11. Let X be a topological space carrying an n-dimensional orientable Ku-
ranishi structure {(U, E,G, s,Ψ)}. Then the section s can be perturbed to a multisection s˜
which is transverse to the zero section, and the zero set s˜−1(0) is an oriented cycle. The
cobordism class [s˜−1(0)] of this cycle is independent of the choice of the multisection s˜.
Furthermore, if Y is an orbifold and there is a strongly continuous map f : X - Y, then
f∗[s˜−1(0)] is a homology class in Hn(Y;Q).
Kuranishi structure with boundary.
Let X be a compact metric space. We can also define an n-dimensional Kuranishi struc-
ture with boundary on X. We only need a minor change in Definition 5.2.4. We modify the
definition of Kuranishi neighborhood (U, E,G, s,Ψ) and don’t change the other conditions.
U is required to be a G-invariant open neighborhood of 0 in Rn or Rn × [0,∞) and G is
required to be a finite group with a linear representation to Rn or Rn−1 respectively. A point
p is said to be a boundary point of X if there is a chart (Un−1p × [0, εp), Ep,Gp, sp,Ψp),
where Un−1p is a small neighborhood of 0 in Rn−1, such that p ∈ Un−1p /G. Let ∂X be the
boundary of X, which consists of all the boundary points of X. Obviously ∂X is a space
with (n − 1)-dimensional Kuranishi structure.
Similarly, we can define the notions of bundle systems, orientation, etc. on X carrying
a Kuranishi structure with boundary.
5.3. Construction of the local chart of an inner point in W
s
g,k.
If a soliton W-section (Cσ,uσ) in W
s
g,k(γ, κ) has no BPS soliton component, then we
show that it is actually an interior point of the moduli space. In this part, we will construct
the local chart of an interior point.
A non-BPS W-section (Cσ,uσ) can still have a soliton component, for example, we
denote one of them by (u j1, j2 , γp), where p is a marked or nodal point of C. Since this
soliton is not a BPS soliton, u j1, j2 has at least one regular value and this guarantees that the
automorphism group Aut(Cσ,uσ) is a finite group.
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For simplicity, we define
Dσ(WI) := Duσ ((WI)Cσ ); Aut(σ) := Aut(Cσ,uσ).
Using the standard method one can easily find a finite dimensional space Eσ ⊂ Lp(C ,×i(Li⊗
Λ0,1)) satisfying the following properties:
(1) Eσ + im Dσ(WI) = Lp(C ,×i(Li ⊗ Λ0,1)).
(2) Eσ is complex linear and Aut(σ)-invariant.
(3) There exists a compact set Kobst away from the marked or nodal points containing
the support of all elements in Eσ.
(4) Eσ is a finite-dimensional space consisting of smooth sections.
Let E′σ⊕Eσ = Lp(C ,×i(Li⊗Λ0,1)), and let Vmap,σ⊕V ′σ = Lp1 (C ,×iLi), where Vmap,σ =
(Dσ(WI))−1(Eσ). Thus Dσ(WI) : V ′σ - E′σ is a bounded invertible operator. Its inverse
is denoted by Qσ.
Let Cσ = (Cσ, p1, . . . , pk,L1, . . . ,LN , ϕ1, . . . , ϕs, ψ1, . . . , ψk). Then a neighborhood of
[Cσ, p1, . . . , pk] inM g,k can be parametrized by the following neighborhood of 0 ×∞:
Vde f orm,σ × Vresol,σ
AutC
,
where Vde f orm,σ is a small neighborhood of 0 in
∏
Cνis stable C
3gν−3+kν and
Vresol,σ = ⊕z is nodal point([T0,∞] × S 1)z.
Vde f orm,σ and Vresol,σ are the deformation domain and resolution domain respectively. Now
a uniformizing system of Cσ in W
rig
g,k(γ) is given by
Vde f orm,σ × Vresol,σ
AutC
.
So for each data (y, ζ) ∈ Vde f orm,σ × Vresol,σ, we can obtain a nearby curve Cy,ζ ∈ W rigg,k(γ).
They are also Aut(σ)-invariant, i.e., for any g ∈ Aut(σ) we have g · Cy,ζ = Cg·(y,ζ).
Now we begin the construction of the Kuranishi neighborhood of [Cσ,uσ] in W
s
g,k(γ).
The approaximation solutions. Note that there are some parameters used in the neigh-
borhood of a nodal point. They are fixed numbers T0, T¯0, Tˆ which have the relation
T0 < 10T¯0 < Tˆ . Recall the meaning of these parameters: T0 gives the range of the
gluing parameter ζz = (sz, θz) ∈ ([T0,∞) × S 1). The supports of the derivatives of the
cut-off function β,$ which are used to define the perturbed Witten map is in [T¯0, T¯0 + 1]
and in [8T¯0, 9T¯0] respectively. Tˆ appears in the definition of the neck region Nn,z(Tˆ ) =
([Tˆ ,T nz ]× S 1)ν ∪ ([Tˆ ,T nz ]× S 1)µ, where ζnz = (snz , θz) is the gluing parameter and snz = 2T nz .
Now we define some sets near a nodal point z. Let 1/2 < δ < 1. Take the gluing
parameter ζz = (sz = 2Tz, θz) and Tz > 4Tˆ .
Nzν (δ,Tz) = ([(1 − δ)Tz,Tz] × S 1)ν
Nz(δ,Tz) = Nzν (δ,Tz) ∪ Nzµ (δ,Tz)
Nz(δ,Tz,∞) = ([(1 − δ)Tz,∞] × S 1)ν ∪ ([(1 − δ)Tz,∞] × S 1)µ
Nz(Tz,∞) = ([Tz,∞] × S 1)ν ∪ ([Tz,∞] × S 1)µ
Notice that ([ Tz2 ,
3Tz
2 ] × S 1)ν ∪ ([ Tz2 , 3Tz2 ] × S 1)µ is the gluing domain. We can take Tz
to be sufficiently large such that Kobst is disjoint from the gluing domain but contains the
definition domain of β,$.
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Take a section φσ ∈ C∞(Cσ,L1)× . . .C∞(Cσ,Lt); we want to define an approximating
section φapp,y,ζ on the nearby curve Cy,ζ . We will only modify the solution φσ near each
nodal point z. So without loss of generality, we assume that C has only one nodal point z
connecting the components Cν and Cµ. Assume that φν(∞) = κ = φµ(∞) (under the same
rigidification, i.e., viewed in CN).
Let βδ be a smooth function satisfying
βδ(s, θ) =
0 , i f s ≤ 01 , i f s ≥ δ,
and |∇βδ| ≤ C/δ.
Let (sν, θν) and (sµ, θµ) be the cylindrical coordinates of the two components respec-
tively. On the gluing domain of Cy,ζ they satisfy the relation (sν, θν) = (sz, θz) − (sµ, θµ).
Define a section φapp,y,ζ on Cy,ζ . When outside the gluing domain in Cy,ζ , φapp,y,ζ ≡ φ.
On the gluing domain, we define
φapp,y,ζ(sµ, θµ) := φµ(sµ, θµ) + (1 − βδ(
Tz − sµ
Tz
))(φν(2Tz − sµ, θz − θµ) − κ)
in the µ coordinate or in the ν coordinate in the following form:
φapp,y,ζ(sν, θν) := φν(sν, θν) + (1 − βδ(
Tz − sν
Tz
))(φµ(2Tz − sν, θz − θν) − κ).
One can show this section is well defined since on {Tz} × S 1 there holds φapp,y,ζ(sν, θν) =
φν(Tz, θν) + φµ(Tz, θz − θν) − κ = φapp,y,ζ(sµ, θµ).
Define
Gluey,ζ(φ) := φapp,y,ζ . (161)
Gluey,ζ is a map from C∞(Cσ) to C∞(Cy,ζ) or from L
p
1 (Cσ) to L
p
1 (Cy,ζ).
Let uσ be a solution of the perturbed Witten equation (WI)Cσ (u) = 0; we can obtain the
approximate solution uapp,y,ζ = Gluey,ζ(u).
If we consider the map Gluey,ζ as a map between Sobolev spaces L
p
1 , we have the fol-
lowing lemma.
Lemma 5.3.1. Assume that φ ∈ Vmap,σ. For any ε, 0 < ε < 1, the following holds for
sufficiently large ζ and sufficiently small y:
(1 + ε)||φ||Lp1 (Cσ) ≥ ||Gluey,ζ(φ)||Lp1 (Cy,ζ ) ≥ (1 − ε)||φ||Lp1 (Cσ). (162)
Proof. It suffices to prove it on one component near a nodal point z. Since φ ∈ Vmap,σ, it
satisfies the equation
Dσ(WI)(φ) = 0 mod Eσ. (163)
Note that when ζ is sufficiently large, the gluing domain does not intersect Kobst. So in
Nz(δ,T,∞), we have
Dσ(WI)(φ) =
∂¯Cσφ1 + ∑
j
I˜1
∂2(W + W0,β)∂u1∂u j φ j
 , . . . , ∂¯CσφN + ∑
j
I˜1
∂2(W + W0,β)∂uN∂u j φ j

 = 0.
(164)
Note that all the sections here are smooth orbifold sections. Let ei be the basis ofLi and
let u˜i, φi be the coordinate functions of ui, φi with respect to this basis. If we take the trans-
formation uˆσ = (u˜1e−Θ
γz
1 (s+iθ)), . . . , u˜Ne−Θ
γz
N (s+iθ)) and φˆσ = (φ˜1e−Θ
γz
1 (s+iθ), . . . , φ˜Ne−Θ
γz
N (s+iθ)),
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then the equation (164) becomes the equation on the resolved W-curve |Cσ|:∂¯|C |σ φˆ1 + ∑
j
I1
∂2(W + W0,β)∂uˆ1∂uˆ j φˆ j
 , . . . , ∂¯|C |σ φˆN + ∑
j
I1
∂2(W + W0,β)∂uˆN∂uˆ j φˆ j

 = 0. (165)
By the analysis in Section 6.4, we know that φˆieΘ
γz
1 (s+iθ) and any of its derivatives are of
exponential decay. This just means that φi and its derivatives are of exponential decay.
Thus for sufficiently large ζz, we have
||φ||Lp1 (Nz(δ,T,∞)) ≤
ε
6
||φ||Lp1 (Cσ). (166)
Since φapp,y,ζ = φ in Cy,ζ \ Nz(δ,Tz), for sufficiently small deformation parameter y, we
have
(1 − ε
2
)||φ||Lp1 (Cσ\Nz(δ,Tz,∞)) ≤ ||φapp,y,ζ ||Lp1 (Cy,ζ\Nz(δ,Tz)) ≤ (1 +
ε
2
)||φ||Lp1 (Cσ\Nz(δ,Tz,∞)). (167)
On the other hand, we have
||φapp,y,ζ ||Lp1 (Nz(δ,Tz)) = ||φapp,y,ζ ||Lp + ||∇φapp,y,ζ ||Lp
≤ 2||φ||Lp(Nz(δ,Tz,∞)) + 2||∇φ||Lp(Nz(δ,Tz,∞)) + 2||∇βδ
1
Tz
φ||Lp(Nz(δ,Tz,∞))
≤ 3||φ||Lp1 (Nz(δ,Tz,∞)).
By (166), we obtain for sufficiently large ζ:
||φapp,y,ζ ||Lp1 (Nz(δ,Tz)) ≤
ε
2
||φ||Lp1 (Cσ). (168)
Combining the results (167) and (168), we get the conclusion. 
Obstruction bundle on Cy,ζ . The deformation map from Cσ to Cy,ζ provides a bundle iso-
morphism when restricted to the domain Kobst:
θy,ζ : ×i(Li,σ ⊗ Λ0,1|Kobst ) - ×i (Li,y,ζ ⊗ Λ0,1|Kobst ),
which induces the isomorphism of sections:
θy,ζ : C∞(Kobst,×i(Li,σ ⊗ Λ0,1|Kobst )) - C∞(Kobst,×i(Li,y,ζ ⊗ Λ0,1|Kobst )).
Since the support of each section in Eσ is contained in Kobst, we define Ey,ζ := θy,ζ(Eσ).
Set Dy,ζ(WI) := Duapp,y,ζ ((WI)y,ζ). Our aim is to find the solution of the following equa-
tions:
Dy,ζ(WI)(φ) = 0 mod Ey,ζ . (169)
Lemma 5.3.2. Let φ ∈ Vmap,σ; then for sufficiently large ζ we have
||Dy,ζ(WI) ◦Gluey,ζ(φ) − θy,ζ ◦ Dσ(WI)(φ)||Lp(Cy,ζ ) ≤ C(|y| +
1
Tz
+ e−δ0Tz )||φ||Lp1 (Cy,ζ ), (170)
where C is a constant depending on uσ, δ and the decay exponent δ0 which is from Theorem
4.2.9.
Proof. We discuss the integral on Cy,ζ \ Nz(δ,Tz) and on Nz(δ,Tz) respectively. For sim-
plicity, we write the operator as
Dy,ζ(WI)(φ) := ∂¯yφ + A(uapp,y,ζ , y) · φ,
where A(uapp,y,ζ , y) is the corresponding matrix depending on uapp,y,ζ and the deforma-
tion parameter y, since the metric-preserving isomorphism I˜1 also depends on y which is
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induced by the W-spin structure. This shows that the operator only depends on the de-
formation parameter if the resolution parameter is sufficiently large (because the function
$ ≡ 1 for large ζ).
Let φν and φµ represent the ν and µ component of φ. On Nz(δ,Tz) we have
||Dy,ζ(WI) ◦Gluey,ζ(φ) − 0||Lp(Nz(δ,Tz))
= ||∂¯y(φν + (1 − βδ)φµ) + A(uapp,y,ζ , y) · (φν + (1 − βδ)φµ)||Lp
≤ ||(∂¯y − ∂¯σ)φν + (1 − βδ)(∂¯y − ∂¯σ)φµ|| + ||∂¯y(1 − βδ)φµ||
+ ||(A(uapp,y,ζ , y) − A(u, σ))(φν + (1 − βδ)φµ)||
≤ C|y|||∇φ||Lp + CTz ||φ||Lp + (||A(uapp,y,ζ , y) − A(u, y)|| + ||A(u, y) − A(u, σ)||)||φ||Lp
≤ C(|y| + 1
Tz
+ e−δ0Tz )||φ||Lp1 . (171)
Here we have used the definition of uapp,y,ζ and the property of exponential decay of u on
[Tz,∞) × S 1 when Tz is large enough.
On Cy,ζ \ Nz(δ,Tz), we have
||Dy,ζ(WI) ◦Gluey,ζ(φ) − θy,ζ ◦ Dσ(WI)(φ)||Lp(Cy,ζ\Nz(δ,Tz))
≤ ||(Dy,ζ(WI) − Dσ(WI))φ|| + ||(I − θy,ζ)Dσ(WI)φ||
≤ C(|y| + 1
Tz
)||φ||Lp1 . (172)
Combining the above two inequalities, we obtain the result. 
Existence of right inverse and its uniform upperbound. Let Vy,ζ = (Dy,ζ(WI))−1(Ey,ζ). De-
fine E′y,ζ to be the complementary subspace of Ey,ζ and V
′
y,ζ to be the complementary sub-
space of Vy,ζ . To solve the equation (169) is equivalent to proving the existence of the right
inverse of Dy,ζ(WI). Define a map
Iy,ζ : Lp(Cy,ζ ,×i(Li,y,ζ ⊗ Λ0,1(Cy,ζ))) - Lp(Cσ,×i(Lσ ⊗ Λ0,1(Cσ)))
as
Iy,ζ(φ)(z) :=
θ−1y,ζ ◦ φ(z) , i f z ∈ Cσ \ Nz(Tz,∞)0, i f z ∈ Nz(Tz,∞).
We claim that the composition map Q′app,y,ζ := Gluey,ζ ◦ Qσ ◦ Iy,ζ : E′y,ζ - Lp1 is
an approximating right inverse of Dy,ζ(WI) : V ′y,ζ - E
′
y,ζ . This is known from the
following lemma.
Lemma 5.3.3. If the gluing parameter ζ is sufficiently large and the deformation parame-
ter y is sufficiently small, then
||Dy,ζ(WI) ◦ Q′app,y,ζ(φ) − φ||Lp(Cy,ζ ) ≤
1
2
||φ||Lp(Cy,ζ ). (173)
Proof. Note that φ = θy,ζ ◦ Dσ(WI) ◦ Qσ ◦ Iy,ζ(φ); we only need to prove that for ψ =
Qσ ◦ Iy,ζ(φ) the following inequality holds:
||Dy,ζ(WI) ◦Gluey,ζ(ψ) − θy,ζ ◦ Dσ(WI)(ψ)||Lp ≤ C(|y| + 1Tz + e
−δ0Tz )||ψ||Lp1 . (174)
Now the proof is the same as the proof of Lemma 5.3.2 while observing that
Dσ(WI)(ψ) = 0
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on ([Tz, (1 + δ)Tz] × S 1). 
This lemma implies that the right inverse Qy,ζ exists and Qy,ζ = Q′app,y,ζ ◦ (Dy,ζ(WI) ◦
Q′app,y,ζ)
−1.
Now it is easy to obtain the following lemma.
Lemma 5.3.4. For sufficiently large ζ and sufficiently small y, Qy,ζ has uniform upper
bound:
||Qy,ζ || ≤ C˜1.
Kuranishi model on Cy,ζ . Define the map Fy,ζ(φ) := WIy,ζ(uapp,y,ζ+φ) : Lp1 (Cy,ζ ,×iLi) - Lp(Cy,ζ ,×i(Li⊗
Λ0,1)). We want to apply Lemma 5.1.8 to the nonlinear operator Fy,ζ and hope to get a Ku-
ranishi model centered at uapp,y,ζ .
We have
Fy,ζ(0) = WIy,ζ(uapp,y,ζ), DFy,ζ(0) = Duapp,y,ζ ((WI)y,ζ) = Dy,ζ(WI).
Let Gy,ζ(φ) := Fy,ζ(φ) − Fy,ζ(0) − DFy,ζ(0)φ.
Define the projection maps PEy,ζ : L
p(Cy,ζ) - E′y,ζ and PVy,ζ : L
p
1 (Cy,ζ) - V
′
y,ζ .
We need two lemmas when applying Lemma 5.1.8.
Lemma 5.3.5. For sufficiently large ζ and sufficiently small y, we have
||PEy,ζ ◦ Fy,ζ(0)||Lp ≤ C(|y| +
1
Tz
+ e−δ0Tz )||u||Lp1 . (175)
Proof. We have
||PEy,ζ ◦ Fy,ζ(0)||Lp ≤ ||WIy,ζ(uapp,y,ζ) −WIσ(u)||Lp
= ||∂¯yuapp,y,ζ + B(uapp,y,ζ , y) − ∂¯σu − B(u, σ)||,
where B(u, σ) = (I˜1(
∂W+Wβ
∂u1
), . . . , I˜1(
∂W+Wβ
∂uN
)) is a t-dimensional vector.
Then using the decay property of u on [Tz,∞) × S 1, we obtain
||PEy,ζ ◦ Fy,ζ(0)||Lp ≤ C(|y| +
1
Tz
+ e−δ0Tz )||u||Lp1 .

Lemma 5.3.6. For sufficiently large ζ and sufficiently small y, we have
||PEy,ζ ◦Gy,ζ(φ1) − PEy,ζ ◦Gy,ζ(φ2)||Lp ≤ C˜2(||φ1||Lp1 + ||φ2||Lp1 )||φ1 − φ2||Lp1 , (176)
where C˜2 depends only on u.
Proof. This is a direct computation for which, among other things, the Sobolev embedding
theorem and the interpolation formula of Lp spaces are used. 
Now the hypothesis of Lemma 5.1.8 is satisfied by Lemma 5.3.4, 5.3.5, 5.3.6. Therefore
we have the following lemma.
Lemma 5.3.7. Take y small enough and ζ large enough. Let C˜1, C˜2 be the constants from
Lemma 5.3.4 and Lemma 5.3.6 respectively. Choose 0 < r < 18C˜1C˜2 and let Uy,ζ(r) be a
ball centered at the origin with radius r in Lp1 (Cy,ζ). Then for any φ ∈ Vy,ζ ∩ Uy,ζ(r), there
is a unique v′(φ) ∈ V ′y,ζ ∩ Uy,ζ(r) such that Fy,ζ(φ + v′(φ)) ∈ Ey,ζ . On the other hand, for
any φ˜ ∈ Uy,ζ(r/||I − PVy,ζ ||) such that Fy,ζ(φ˜) ∈ Ey,ζ , there is a unique φ ∈ Vy,ζ such that
φ˜ = φ+v′(φ). Define Ψy,ζ : φ→ φ+v′(φ), and let sy,ζ : Vy,ζ∩Ψ−1(Uy,ζ(r/||I−PVy,ζ ||))→ Ey,ζ
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be defined by sy,ζ(φ) := F(φ+v′(φ)). Then (Uy,ζ(r), Ey,ζ , sy,ζ ,Ψy,ζ) forms a Kuranishi model,
where sy,ζ ,Ψy,ζ are continuous and Ψy,ζ is a one to one map.
Kuranishi neighborhood at (Cσ,uσ). Now we know that starting from the point σ =
(Cσ,uσ) in the interior ofW
s
g,k(γ, κ) we can construct the Kuranishi model (Uy,ζ(r), Ey,ζ , sy,ζ ,Ψy,ζ)
on any nearby curve Cy,ζ . To construct the Kuranishi neighborhood, we only need to con-
struct a family of isomorphisms ηy,ζ : Vmap,σ - Vy,ζ with uniformly bounded norms.
For φ ∈ Vmap,σ, we define
ηy,ζ(φ) = Gluey,ζ(φ) − Qy,ζ ◦ Dy,ζ(WI) ◦Gluey,ζ(φ).
Lemma 5.3.8. For sufficiently large ζ and sufficiently small y, ηy,ζ is an isomorphism.
Proof. By Lemmas 5.3.1, 5.3.6, there exists a uniform constant C independent of y, ζ such
that
||ηy,ζ(φ)||Lp1 ≤ C||φ||.
On the other hand, we have
||ηy,ζ(φ||Lp1 ≥||Gluey,ζ(φ)||Lp1 − ||Qy,ζ ◦ (Dy,ζ(WI) ◦Gluey,ζ(φ) − θy,ζ ◦ Dσ(WI)(φ))||
≥ (1 − ε)||(φ)||Lp1 −Cε||φ||Lp1 ,
where we have used Lemma 5.3.2 and 5.3.4. Hence if the parameters ζ, y satisfy our
requirement, then ηy,ζ is an isomorphism. 
For convenience, we identify the gluing parameter space Vresol,σ with a small neighbor-
hood of
∏
z is nodal point Cz by the map e−z.
Before formulating the main result, we have to consider the action of automorphisms
of curves. Because of the existence of unstable soliton components, the automorphism
group is of positive dimension. It is complex 1-dimensional for each unstable component.
For example, if (R × S 1,u j1, j2 ) is a soliton component (non-BPS soliton by assumption),
then the field λs ∂∂s + λθ
∂
∂θ
generates the automorphism group, the transition group. Also,
du( ∂
∂s ), du(
∂
∂θ
) generates a complex one-dimensional subspace in Vmap,σ.
To eliminate the action of the transition group in the unstable component, we use a
normalization technique used in [FO].
We add one narrow marked point zν with the trivial orbifold structure (i.e., the group
action is given by exp 2pii) in the unstable component (R × S 1)ν such that if there exists
a map in Aut(σ) that maps a unstable component Cν1 to Cν2 , then this map will send the
extra marked point zν1 to zν2 . Let z′0 = {z′1, . . . , z′l} be the set of extra marked points on Cσ
chosen in this way. We can also assume that these marked points are chosen such that uσ
is an immersion near these points.
For each new marked point z′j, take an (2N − 2)-dimensional disk Dz′j in CN which is
transversal to im(u) at u(z′j). We assume that Dg·z′j = Dz′j when z
′
j and g · z′j are marked
points when g ∈ Aut(σ).
Define the parameter space:
V+σ = Vde f orm,σ × Vresol,σ × Vmap,σ.
Theorem 5.3.9. Let (Cσ,uσ) be a non-BPS soliton W-section in W
s
g,k(γ, κ). Let the set
Vde f orm,σ×Vresol,σ be small enough such that for any (y, ζ) ∈ Vde f orm,σ×Vresol,σ((0, 0) ≡ σ)
the operators θy,ζ , ηy,ζ , sy,ζ ,Ψy,ζ are well defined on Cy,ζ . Define the set
Zr = ∪(y,ζ)∈Vde f orm,σ×Vresol,σ {φ|Fy,ζ(φ) ∈ Ey,ζ , ||φ||Lp1 (Cy,ζ ,×iLi) ≤ r}.
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Define the map Ψσ : V+σ - Zr by
Ψσ(y, ζ,φ) := Ψy,ζ(ηy,ζ(φ)),
and the map s˜σ : V+σ - Eσ by
s˜σ(y, ζ,φ) := θ−1y,ζ ◦ sy,ζ ◦ ηy,ζ(φ).
Then for sufficiently small r > 0, we can obtain a Aut(σ)-invariant open neighborhood U+σ
of 0 which is contained in V+σ such that when restricting to the domain U
+
σ the following
conclusions hold:
(1) Ψσ is an Aut(σ)-equivariant continuous map, which is one to one and onto its
image, and for fixed (y, ζ), Ψ(y, ζ, ·) is a homeomorphism.
(2) The map sσ : U+σ/Autσ - Eσ/Aut(σ) defined by its lifting map s˜σ is contin-
uous.
(3) Define a closed set in V+σ:
V tmap,σ := {(y, ζ,φ) ∈ V+σ |(y, ζ) ∈ Vde f orm,σ × Vresol,σ,φ ∈ Vmap,σ,
Ψσ(y, ζ, φ)(z′j) is tangential to Dz′j ,∀ j = 1, . . . , l}.
Then there is an Aut(σ) action on V tmap,σ, and if we let Uσ = U
+
σ ∩ V tmap,σ, Ψσ
induces a homeomorphism between s−1σ (0) ⊂ Uσ/Autσ and a neighborhood of σ
in a branch containing σ in W
s
k,g,W (γ, κ).
The data (Uσ, Eσ, sσ,Ψσ) forms a Kuranishi neighborhood of (Cσ,uσ) in W
s
g,k(γ, κ) of
real dimension 6g − 6 + 2k − 2D −∑ki=1 Nγi , where D = cˆW (g − 1) + ∑τ ι(γτ).
Remark 5.3.10. The closed set V tmap,σ ⊂ V+σ is actually a fiber bundle over Vde f orm,σ ×
Vresol,σ, and each fiber is homeomorphic to the fiber at zero.
Proof. Since in our construction of Cy,ζ and Ey,ζ they can be required to be Aut(σ)-
invariant, so the operators θy,ζ , ηy,ζ , sy,ζ ,Ψy,ζ can also be required to be Aut(σ)-equivariant
maps. Thus s˜σ,Ψσ are Aut(σ)-equivariant continuous maps. Continuity comes from the
implicit function theorem, Lemma 5.1.8. Furthermore, V tmap,σ is an Aut(σ)-invariant closed
set. The dimension is given by Theorem 5.1.1.
We need only to prove that Ψσ indeed induces a homeomorphism between s−1σ (0) ∩
Uσ/Aut(σ) and a neighborhood of σ = (Cσ,uσ) ∈ W sg,k(γ, κ).
First we prove the injectivity of Ψσ when restricting to s−1σ (0) ∩ Uσ/Aut(σ).
Denote σ′ = (Cσ, (zσ, z′0)) ∈ M g,k+l. We remark that Vde f orm,σ = Vde f orm,σ′ ,Vresol,σ =
Vresol,σ′ , and there is an open embedding
Vde f orm,σ × Vresol,σ
Aut(Cσ′ , (zσ, z′σ))
=
Vde f orm,σ′ × Vresol,σ′
Aut(Cσ′ , (zσ, z′σ))
- M g,k+l.
Let γ0 = ⊕ν(sν, θν) be a transition moving any point (s, θ) on the component (R×S 1)ν to
(s + sν, θ + θν). We can define an action γ0 · (Cσ, (zσ, z′0)) = (Cγ0·σ, (zσ, γ0(z′0))), i.e., fixing
the marked points zk in stable components but moving the extra marked points z′0 by γ0.
Similarly, we can define
γ0 · (Cy,ζ , (zσ, z′0)) = (Cγ0·(y,ζ), (zσ, γ0(z′0))).
Here one has to do some small modification such that the transition fixes the gluing domain
and only moves the interior points of the unstable components.
If γ0 is small enough, then the action of γ0 will induce an action on Vde f orm,σ × Vresol,σ.
This action is described in [FO], and we follow their description. If γ0 is small enough,
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the surface Cγ0·(y,ζ) is still in the neighborhood of (Cσ, (zσ, z′0)) ∈ M g,k+l, hence there
exists (y0, ζ0) ∈ Vde f orm,σ′ × Vresol,σ′ = Vde f orm,σ × Vresol,σ such that (Cγ0·(y,ζ), (zσ, γ0(z′0))) is
equivalent to (Cy0,ζ0 , (zσ, γ0(z′0))). This map is unique modulo the finite group
Aut((Cy0,ζ0 , (zσ, γ0(z′0)))). We define γ0 · (y, ζ) := (y0, ζ0).
Now assume that there are (y′, ζ′,φ′), (y, ζ,φ) ∈ s˜−1σ (0) ∩ Uσ such that (Cy,ζ ,uy,ζ,φ) is
equivalent to (Cy′,ζ′ ,uy′,ζ′,φ′ ), where uy,ζ,φ = uapp,y,ζ + Ψσ(y, ζ,φ) and uy′,ζ′,φ′ = uapp,y′,ζ′ +
Ψσ(y′, ζ′,φ′) are assumed to be solutions of the perturbed Witten equation WIy,ζ(u) = 0. So
there exists a biholomorphic map γ : Cy,ζ - Cy′,ζ′ such that uy,ζ,φ = γ ·uy′,ζ′,φ′ . We want
to prove that γ ∈ Aut(σ). Now we have (Cy,ζ , (zσ, z′0)) ∈ M g,k+l and γ · (Cy,ζ , (zσ, z′0)) =
(Cy′,ζ′ , (zσ, γ · z′0)). So (Cγ(y,ζ), (zσ, γ · z′0)) = (Cy′,ζ′ , (zσ, γ · z′0)). We can take γ−11 ∈
Aut(σ) such that γ−11 · γ(z′i) is close to z′i , for i = 1, . . . , l. Then there exists a unique
γ0 = ⊕ν(sν, θν) such that (Cγ−11 (y′,ζ′), (zσ, γ−11 γ(z′0))) = (Cγ0(y,ζ), (zσ, γ0 · (z′0))) modulo the
group Aut(Cσ, (zσ, z′0)). Therefore γ
−1
1 γ = γ0 and γ1 · γ0(y, ζ) = (y′, ζ′). We claim that
γ0 = 1 under our normalization choice. In fact, from the relation
uy,ζ,φ = γ1 · γ0(uy′,ζ′,φ′ )
we have at the extra marked point z′j
uσ(z′j) − uσ(γ1 · γ0 · z′j) = γ1 · γ0(Ψσ(y′, ζ′,φ′)) − Ψσ(y, ζ,φ)
= Ψσ(y, ζ, γ1 · γ0(φ′)) − Ψσ(y, ζ,φ′) + (Ψσ(y, ζ,φ′) − Ψσ(y, ζ,φ)).
Now if we consider the projection to the perpendicular direction of Dz′j , we find that the
term in the last bracket vanishes. Since uσ is assumed to be an immersion at z′j, so if our
neighborhood Uσ is small enough, the projection equality holds if and only if γ0 = 0 and
γ1(φ′) = φ. So we have proved the injectivity.
We begin the proof of surjectivity. Suppose that there is a sequence (Cn,un) - (C,u)
in W
s
g,k(γ, κ), where (C,u) is a non-BPS soliton. To fix the neighborhood of non-BPS
solitons in the moduli space, we add an extra marked point to each soliton component just
as before. There is a sequence of parameters (yn, ζn) converging to zero as n - ∞ such
that we have the convergence of the underlying rigidified W-curve Cn - C in W
rig
g,k(γ).
On the other hand, since the section un converges weakly to u, if n is large then un will lie in
the tubular neighborhood of u. Hence there is a sequence of sections φn ∈ Lp1 (Cyn,ζn ,×iLi)
such that un = uapp,y,ζ + φn. Given arbitrarily small r > 0, if we can prove that ||φn||Lp1 < r,
then φn will lie in the image of Ψσ. Since φn converges to 0 in the C∞ topology outside
the neck region, say Nn,z(Tˆ ), so we need only to show that ||φn||Lp1 (Nn,z(Tˆ )) can be arbitrarily
small for sufficiently large n.
In this case, we have (without loss of generality, we consider one nodal point and the
two-component case)
lim
Tˆ→∞
Diam(un(Nn,z(Tˆ ))) = 0.
Here Nn,z(Tˆ ) = ([Tˆ ,T nz ] × S 1)ν ∪ ([Tˆ ,T nz ] × S 1)µ and T nz is a gluing parameter.
On the neck region we have two equations:
∂¯uapp,y,ζ − 2∂(W + Wγ)(uapp,y,ζ)
∂ui
= 0
∂¯(uapp,y,ζ + φn) − 2∂(W + Wγ)(uapp,y,ζ + φ
n)
∂ui
= 0.
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When taking the difference of the two equations, we obtain the equation of φn:
∂¯φn + A · φn = 0, (177)
where A is the coefficient matrix which is differentiable and all of its derivatives are
bounded (Notice that the Cm estimates of any solutions are uniformly bounded). Since the
diameter of the image un(Nn,z(Tˆ )) is sufficiently small if Tˆ and n are large enough, the C0
norm of φn is uniformly small on the neck region. So the matrix A(uapp,y,ζ+φn) = A(uσ+φn)
will tend to A(u(∞)), which is a nondegenerate matrix. Thus, for large Tˆ and n, the ab-
solute value of the eigenvalues of the matrix A(uapp,y,ζ + φn) has uniformly positive lower
bound. This means φn have uniformly exponential decay, hence ||φn||Lp1 (Nn,z(Tˆ )) < r for large
n and Tˆ . We have to fix φn on an unstable component of C. Since un is close to u, there
is another unique point z′′j near z
′
j such that u
n(z′′j ) − uapp,y,ζ(z′j) is tangential to Dz′j . So we
can redefine φn(z) = un(z − z′j + z′′j ) − uapp,y,ζ(z) on the unstable part. 
5.4. Interior gluing and orientation.
In this part, we will glue the Kuranishi neighborhoods of the interior points ofW
s
g,k(γ, κ)
into an open global Kuranishi structure. If our moduli space is strongly perturbed, i.e.,
there is no soliton W-section, then this gives a Kuranishi structure to the moduli space and
hence obtains a virtual cycle by Fukaya-Ono theory if it is orientable. If the moduli space
contains a soliton W-section, then we need to define the Kuranishi neighborhoods near the
boundary and then glue the interior Kuranishi structure with the boundary neighborhoods
to form a global structue. This will be discussed in latter section.
Since there is no canonical way to construct the Kuranishi structure, we will choose the
obstruction bundle step by step and then patch up these charts by induction. Though the
Kuranishi structure is dependent on the choice of such spaces, the virtual cycle is well-
defined. We will use the partial order  in W sg,k(γ, κ) defined before to do our induction.
LetW
s
g,k(Γ;γ, κ) be a minimal (and nonempty) stratum inW
s
g,k(γ, κ) with respect to the
partial order . Notice that this minimal stratum is not unique.
Unlike the stratum in M g,k, W
s
g,k(Γ;γ, κ) is not in general an orbifold. So we can’t
construct a universal orbifold obstruction bundle on it. We have to construct it in a more
direct way.
Let (Uσ, Eσ,Aut(σ), sσ,Ψσ) be the Kuranishi neighborhood of σ ∈ W sg,k(γ, κ) con-
structed in Theorem 5.3.9 such that (sσ)−1(0) is homeomorphic to a neighborhood of
σ ∈ W sg,k(Γ;γ, κ). Let Ψ′σ : s−1σ (0) ∩ Uσ - W
s
g,k(Γ;γ, κ) be the restriction of Ψσ to
s−1σ (0) ∩ Uσ. Ψ′σ is a homeomorphism by Theorem 5.3.9. Since W
s
g,k(Γ;γ, κ) is compact,
there are finitely many points τi in it such that the union of Ωˆτi := im Ψ
′
τi
∩ W sg,k(Γ;γ, κ)
covers W
s
g,k(Γ;γ, κ). Assume Ωτi ⊂ Ωˆτi are closed subsets and their interior; also cover
W
s
g,k(Γ;γ, κ).
Fix a representative (Cτi ,uτi ) ∈ τi, then we have the bundle Eτi ⊂ Lp(Cτi ;×i(Li ⊗
Λ0,1(Cτi ))). For a point (C,u) near W
s
g,k(Γ;γ, κ) in the big Banach bundle, we want to
embed Eτi in a more canonical way in L
p(C ,×i(Li ⊗ Λ0,1(C ))).
Definition 5.4.1. Let (C,u) be a point consisting of a map u ∈ Lp1 (C ,L1 × · · · ×Lt) and
a W-curve C ∈ W rigg,k(γ). (C,u) is said to be closed to σ iff there exist a representative
(Cσ,uσ) ∈ σ, (y, ζ) ∈ Vde f orm,σ × Vresol,σ and a biholomorphic map θ : C - Cσ,y,ζ
such that θ preserves marked points and is an isomorphism of W-structures, and uθ−1
is close to uy,ζ in the smooth topology on each irreducible component of Cσ,y,ζ , where
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(Cy,ζ ,uy,ζ) = Ψ′σ(y, ζ, 0). This actually gives a topology on the space of “perturbed W-
sections.”
Let (C,u) be close to σ ∈ Ωτi . By taking Ωτi sufficiently small, we can obtain (y, ζ) ∈
Vde f orm,τi × Vresolv,τi and an automorphism θ : C - Cτi,y,ζ such that
sup
p
|uy,ζ ◦ θ(p) − u(p)| < ε. (178)
So if ε is small, we can use θ to define
emby,ζ,θ : Eτi - C
∞(C ;×i(Li ⊗ Λ0,1(C ))). (179)
Therefore, the perturbed Witten equation we should discuss is
(WI)C ≡ 0 mod ⊕σ∈Ωτi emby,ζ,θ(Eτi ). (180)
Remark 5.4.2. Note that if β is the cut-off section on Cy,ζ which is used to define the per-
turbed Witten map, then we use θ∗β as the corresponding quantity to define the perturbed
Witten map on C.
This means if (C,u) is a W-section, then the obstruction bundle on it is ⊕σ∈Ωτi
emby,ζ,θ(Eτi ).
However, there is an ambiguity in choosing the embedding emby,ζ,θ, because of the
possible existence of unstable (soliton) components of C. To get rid of the ambiguity,
we choose a similar normalization condition as in (3) of Theorem 5.3.9. We choose the
minimal extra marked points as done in the proof of Theorem 5.3.9. We also let uτ (where
τ is some τi) be an immersion near these extra marked points.
For each new marked point p, take an embedded (2N − 2)-dimensional disk Dp in CN ,
which is transversal to im(uτ) at uτ(p). We assume that Dφ(p) = Dp when p and φ(p) are
marked points, and φ ∈ Aut(τ). We choose those θ such that
u ◦ θ−1(p) ∈ Dp. (181)
Now there are only finitely many θ satisfying (181), which is Aut(τ)-invariant and the
action of Aut(τ) is described in the appendix of [FO].
Let emby,ζ : Eτi - C
∞(C ;×i(Li ⊗ Λ0,1(C ))) be the average of the map emby,ζ,θ
defined for s ∈ Eτi , as
emby,ζ(s) =
∑
θ emby,ζ,θ(s)
|Aut(τi)| .
So the equation (180) can be modified as
(WI)C ≡ 0 mod EC, (182)
where EC := ⊕τi emby,ζ(Eτi ). Now the definition of the equation (182) is independent of the
choice of σ.
Using Theorem 5.3.9, we can construct for any point σ ∈ W sg,k(Γ;γ, κ) a Kuranishi
neighborhood (Uσ, Eσ, sσ,Ψσ) with respect to the equation (182).
We next construct the coordinate change. We choose {Uσ} satisfying the following
condition:
if ρ ∈ im Ψ′σ and if ρ ∈ Ωτi , then σ ∈ Ωτi . (183)
(183) is true since Ωτi is closed. (183) implies if ρ ∈ im Ψ′σ ∩ W
s
g,k(Γ;γ, κ), then
Eρ ⊂ Eσ. Hence if (C,u) is a solution of (182) for ρ with the condition (181), then it solves
(182) for σ. Thus we find the required embeddings φσρ : Uρ → Uσ and φˆσρ : Eρ - Eσ.
So {φσρ} : (Uρ, Eρ,Aut(ρ), sρ,Ψρ) → (Uσ, Eσ,Aut(σ), sσ,Ψσ) becomes the morphism
defined in Definition 5.2.5. It is easy to check that those data construct a Kuranishi structure
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of W
s
g,k(Γ;γ, κ). By induction, we can assume we have constructed a Kuranishi structure
in a neighborhood of those strata W
s
g,k(Γ
′;γ, κ) for Γ′ ≺ Γ. Now we want to construct
the Kuranishi structure near W
s
g,k(Γ;γ, κ). We already have finitely many τi contained in
some W
s
g,k(Γ
′;γ, κ) with Γ′ ≺ Γ and maps Ψ′τi : s−1τi (0) ∩ Uτi → W
s
g,k(γ, κ) such that
W
s
g,k(Γ;γ, κ) minus the union of images of Ψ
′
τi
is compact. We then choose finitely many
τ′i on W
s
g,k(Γ;γ, κ) such that
∪i im Ψ′τi ∪i im Ψ′τ′i ⊃ W
s
g,k(Γ;γ, κ).
Choose closed subsets Ωτi ⊂ im Ψ′τi ,Ωτ′i ⊂ im Ψ′τi such that their interiors coverW
s
g,k(Γ;γ, κ).
For each σ ∈ W sg,k(Γ;γ, κ), we put
Eσ = ⊕σ∈Ωτi Eτi ⊕ ⊕σ∈Ωτ′i Eτ′i . (184)
On this this space we define a similar equation to (182) and also require that condition
(181) holds. So by the same argument used to study the first stratum, we can extend the
Kuranishi structure to a neighborhood of W
s
g,k(Γ;γ, κ).
Finally, we prove that the Kuranishi structure in the interior of W
s
g,k(Γ;γ, κ) is ori-
entable. To prove that it is orientable, Fukaya-Ono showed it is enough to show the tangent
bundle is stably almost complex. The key point in their proof is that the symbol of the lin-
earization of the Cauchy-Riemann equation is complex linear and the moduli space M g,k
is a complex orbifold which has a complex tangent bundle. Then they use a family of op-
erators connecting the Cauchy-Riemann operator and its complex linear part and change
the orientation problem of the Cauchy-Riemann operator to the orientation problem of its
complex linear part. In this way, they proved that the Kuranishi structure is orientable. It
is the same situation in our case. The linearization operator is only real linear, not complex
linear, but the symbol of the first order term is complex linear. We can prove that the in-
terior of our moduli space is orientable using their proof almost word for word. The only
difference is that we don’t connect our operator directly to ∂¯ but to some complex linear
operator having 0-order terms, since the Sobolev spaces we use are based on a noncompact
surface. The detailed proof can be seen in section 16 of [FO].
Now if the moduli spaceW
s
g,k(γ, κ) is strongly regular, we haveW
s
g,k(γ, κ) = W g,k(γ, κ).
By abstract Kuranishi theory, we have the following conclusion.
Theorem 5.4.3. Suppose that the moduli spaceW
rig
g,k(γ, κ) is strongly regular, thenW
rig
g,k(γ, κ)
is a compact Hausdorff space carrying an orientable Kuranishi structure {Uσ, Eσ,Aut(σ), sσ,Ψσ}
with (real) dimension 6g − 6 + 2k − 2D −∑ki=1 Nγi , where D = cˆW (g − 1) + ∑τ ι(γτ), where
cˆW =
∑
i(1−2qi) and ι(γτ) = ∑i(Θγτi −qi). [W rigg,k(γ, κ)]vir becomes the virtual fundamental
cycle of its Kuranishi structure.
5.5. The neighborhood around a BPS soliton section.
We always assume that there is only one group elment γ˜ ∈ G such that the perturbed
polynomial Wγ˜+W0,γ˜ has only two critical points κ± such that Im(Wγ˜+W0,γ˜)(κ+) = Im(Wγ˜+
W0,γ˜)(κ−). We consider a BPS soliton W-section (C,u) inW
s
g,k(γ, κ). We say a nodal point
p of (C,u) is decorated by (γ˜, κ) if there exists a rigidification ψp such that ψp(u(p)) = κ.
Note that the combinatorial type of this kind of soliton section is finite. Several cases may
occur for a soliton W-section in W
s
g,k(γ, κ):
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(1) There is only one marked point decorated by (γ˜, κ−) and there is no nodal point
decorated by (γ˜, κ−).
(2) There is no marked point decorated by (γ˜, κ−) and there is only one nodal point
decorated by (γ˜, κ−).
(3) There is no marked point decorated by (γ˜, κ−) and there are several nodal points
decorated by (γ˜, κ−).
(4) There is one marked point decorated by (γ˜, κ−) and there are several nodal points
decorated by (γ˜, κ−).
To construct the neighborhoods of BPS soliton sections of the above cases, we need to
know more details about a BPS soliton u+− ∈ S γ˜(κ+, κ−).
Kernel and cokernel of Du+− (WI). The linearized operator
Du+− (WI) : L
p
1 (R×S 1,L1)×· · ·×Lp1 (R×S 1LN) - Lp(R×S 1,L1⊗Λ0,1)×· · ·×Lp(R×S 1,LN⊗Λ0,1)
is split into the direct sum of two operators: Du+− (WI) = D
R
u+− (WI) ⊕ DNu+− (WI), where
DRu+− (WI) : L
p
1 (R × S 1,CNγ˜ ) - Lp(R × S 1,CNγ˜ ⊗ Λ0,1)
has the form
DRu+− (WI)(φ1, . . . , φNγ˜ ) = (∂¯ξφ1−2
Nγ˜∑
j=1
∂2(Wγ˜ + W0,γ˜)
∂u1∂u j
φ j, . . . , ∂¯ξφNγ˜−2
Nγ˜∑
j=1
∂2(Wγ˜ + W0,γ˜)
∂uNγ˜∂u j
φ j),
and
DNu+− (WI) : L
p
1 (R×S 1,L Nγ˜+1)×· · ·×Lp1 (R×S 1,L N) - Lp(R×S 1,L Nγ˜+1⊗Λ0,1)×Lp(R×S 1,L N⊗Λ0,1)
has the form
DNu+− (WI)(φNγ˜+1, . . . , φt) = (∂¯ξφ1 − 2
t∑
j=Nγ˜+1
∂2WN
∂uNγ˜+1∂u j
φ j, . . . , ∂¯ξφt − 2
N∑
j=Nγ˜+1
∂2WN
∂uN∂u j
φ j).
Note that we have the decomposition W = WN + Wγ˜ according to the action of γ˜.
Proposition 5.5.1. Suppose u+− is a BPS soliton. If the perturbation parameters bi in W0,γ˜
are sufficiently small, then the C0 norm of u+− is also sufficiently small.
Proof. Since (WI)(u+−) = 0, we have
Re(Wγ˜ + W0,γ˜)(κ−) − Re(Wγ˜ + W0,γ˜)(κ+) =
∫ ∞
−∞
∑
i
|∂(Wγ˜ + W0,γ˜)
∂ui
|2.
Hence if the perturbation is small enough, the integral of the right hand side is small
enough, which implies that the pointwise norm | ∂(Wγ˜+W0,γ˜)
∂ui
| is small enough. This is be-
cause the C1 norm of each section ui can be uniformly bounded by a constant which is
independent of the perturbation parameters bi in W0,γ˜ when all bi are less than 1 (cf. The-
orem 4.2.9). Therefore | ∂W
∂ui
| = | ∂Wγ˜
∂ui
| is sufficiently small. By nondegeneracy of W, the
absolute value of each section ui should be sufficiently small. 
Lemma 5.5.2. If the perturbation parameters bi in W0,γ˜ are sufficiently small, then the
linearized operator DNu+− (WI) is an isomorphism.
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Proof. If we set φN := (φNγ˜+1, . . . , φN)
T and AN(s) := (−2 ∂2WN
∂ui∂u j
)Nγ˜+1≤i, j≤N , then
DNu+− (WI)(φ
N) = ∂¯ξφN + AN(s) · φN .
Here ξ = s + iθ and the matrix AN depends on u+−. Define matrices
ΘN = diag(Θ
γ˜
Nγ˜+1
, . . . ,Θ
γ˜
N)
η(ΘN) = diag(e
−iθΘγ˜Nγ˜+1 , . . . , e−iθΘ
γ˜
N ).
Then the multiplication η(ΘN) from L
p
1 (R × S 1,L Nγ˜+1) × · · · × Lp1 (R × S 1,L N) to Lp1 (R ×
S 1,CN−Nγ˜ ) and from Lp(R×S 1,L Nγ˜+1⊗Λ0,1)×Lp(R×S 1,L N⊗Λ0,1) to Lp(R×S 1,CN−Nγ˜⊗
Λ0,1) are isomorphisms. The operator η(ΘN) ◦ DNu+− (WI) ◦ η(ΘN)−1 is changed to the form
∂¯ξ · +ΘN · +AN ·, which is a small perturbation of the operator ∂¯ξ · +ΘN ·. Since ∂¯ξ · +ΘN ·
is an isomorphism, then ∂¯ξ · +ΘN · +AN · is also an isomorphism by Proposition 5.5.1 if
the perturbation parameters bi are sufficiently small. Thus we know that DNu+− (WI) is an
isomorphism.

Now we study the transversality of DRu+− (WI). Define
H+− := {(u1, . . . , uNγ˜ ) ∈ Cnγ |Im(Wγ˜ + W0,γ˜)(u1, . . . , uNγ˜ ) = Im(Wγ˜ + W0,γ˜)(κ+)}.
This is a real codimension 1 submanifold in CNγ˜ .
Lemma 5.5.3. Suppose the BPS soliton u+− to be a Morse-Smale flow on the manifold
H+−. If the perturbation parameters bi in W0,γ˜ are sufficiently small, then the kernel V+−
and cokernel E+− of the linearized operator DRu+− (WI) : L
p
1 (R × S 1,CNγ˜ ) - Lp(R ×
S 1,CNγ˜ ⊗ Λ0,1) are 1-dimensional and are generated by us and ius respectively.
Proof. Set φR := (φ1, . . . , φNγ˜ )
T and AR(s) := (−2 ∂2(Wγ˜+W0,γ˜)
∂ui∂u j
)1≤i, j≤Nγ˜ , then
DRu+− (WI)(φ
R) = ∂¯ξφR + AR(s) · φR.
By Proposition 5.5.1, the C0 norm of AR(s) is sufficiently small if the bi in W0,γ˜ are suffi-
ciently small. Now it is a well-known fact in symplectic geometry that if the C0 norm of
AR(s) is small enough, then the kernel and cokernel of DRu+− (WI) are the same as the kernel
and cokernel of the operator
DR,Ru+− (WI) : L
p
1 (R,u
∗
+−TC
Nγ˜ ) - Lp(R,u∗+−TC
Nγ˜ ).
(see the proof on Page 1038 of [FO] or [CZ, On]).
Since all the BPS solitons connecting κ+ and κ− should lie in the hypersurface H+−,
we have ker DR,Ru+− (WI) ⊂ Lp1 (R,u∗+−T H+−). Since we assume that u+− is a Morse-Smale
flow on H+−, ker DR,Ru+− (WI) is just the 1-dimensional space generated by the field
∂u+−
∂s . On
the other hand, the dual operator (DR,Ru+− (WI))
∗ = −∂s · +AR(s)·. It is easy to see that i ∂u+−∂s
satisfies (DR,Ru+− (WI))
∗(u) = 0. Therefore it generates the 1-dimensional cokernel. 
Let Hγ˜para ∈ CNγ˜ be the set in the parameter space of bi such that there exist two critical
points κ+ and κ− of Wγ˜ + W0,γ˜ satisfying Im(Wγ˜ + W0,γ˜)(κ−) = Im(Wγ˜ + W0,γ˜)(κ+). By
Theorem 3.1.4, Hγ˜para is a union of finitely many real hypersurfaces.
Theorem 5.5.4. For generic points on Hγ˜para, the kernel and cokernel spaces of Du+− (WI)
are just the 1-dimensional spaces V+− and E+−. We can choose a Kuranishi neighborhood
of (R × S 1,u+−) as ({pt}, E+−, s ≡ 0).
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Proof. For generic points on Hγ˜para, the function −2Re(Wγ˜ + W0,γ˜) is a Morse function on
H+− such that u+− is a Morse-Smale flow on H+−. By Lemmas 5.5.2 and 5.5.3, we finish
the proof. 
Remark 5.5.5. The cokernel space E+− can be generated by a compactly supported ele-
ment in Lp(R,u∗+−TCNγ˜ ), since we can multiply the section i ∂u∂s by a cut-off function with
sufficiently large compact support.
Now we begin the construction of the neighborhoods of BPS soliton sections case by
case.
Case (1). Suppose that κ = (κ′, κ+). Take (C1,u1) ∈ W sg,k(γ, κ) and a BPS soliton
u+− ∈ S γ˜(κ+, κ−). Then (C1#(R × S 1),u1#u+−) ∈ W sg,k(γ, κ′, κ−). We define a map:
Gluemu+− : W
s
g,k(γ, κ
′, κ+) - W
s
g,k(γ, κ
′, κ−)
by
Gluemu+− (u1) := u1#u+−.
Here we want to say words about the gluing. Note that u+− is defined in CN space. To do
the gluing, we firstly map u1 to CN by the rigidification and then do gluing in CN space.
The obtained element inherits the same rigidification.
By Theorem 5.4.3, we can give an oriented Kuranishi structure to each strongly reg-
ular moduli space W
rig
g,k(γ, κ). We repeat the procedures in the last section to construct
the neighborhood of Gluemu+− (u1). Let (Uσ, Eσ, sσ) be a Kuranishi neighborhood of u1
in W
s
g,k(γ, κ
′, κ+). By Theorem 5.5.4, we can take the Kuranishi neighborhood of (R ×
S 1,u+−) to be ({pt}, E+−, s ≡ 0). Now we can use our gluing construction again:
(1) Assume that Uσ = Vde f orm,σ × Vresol,σ × Vmap,σ. Let β ∈ Vde f orm,σ × Vresol,σ and
ζ ∈ Dε(0) ∈ C. We can get the nearby curve Cβ,ζ .
(2) Take the obstruction bundle Eβ,ζ = Eσ ⊕ E+−.
(3) Use the implicit function theorem to construct the Kuranishi map sσ,ζ on Uσ ×
Dε(0). Because of the S 1 action, the “Kuranishi” neighborhood of the boundary
point (C1,σ#(R×S 1),u1,σ#u+−) is ((Uσ× [0, εσ]), Eσ⊕E+−, sσ,ζ), where the length
εσ of the cone may depend on the point σ. We understand that the section sσ,ζ
depends only on the first coordinate of ζ.
Now we have the following lemma.
Lemma 5.5.6. Let (Uσ, Eσ, sσ) be a Kuranishi neighborhood of (C1,u1) ∈ W sg,k(γ, κ′, κ+),
then (Uσ×[0, εσ], Eσ⊕E+−, sσ,ζ) is a Kuranishi neighborhood of Gluemu+− (u1) inW
s
g,k(γ, κ
′, κ−).
There exists a sequence of smooth multisections sσ,ζ,n, transversal to the zero section, such
that it converges to sσ,ζ in the C0 topology. For sufficiently large n, the zero set s−1σ,ζ,n(0) is
diffeomorphic to s−1σ,0,n(0) × [0, ε].
Proof. The approximating sequence of multisections sσ,ζ,n is given by Lemma 17.4 in
[FO]. 
Case (2). There are still two types of gluing operations called tree gluing and loop
gluing in this case.
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Tree gluing. Suppose that g = g1 + g2, k = k1 + k2,γ = (γ1,γ2) and κ = (κ1, κ2).
Let (C1,u1) ∈ W rigg1,k1+1,W (γ1, γ˜; κ1, κ+), (C2,u2) ∈ W
rig
g2,k2+1,W (γ2, γ˜
−1; κ2, κ−) and let u+− ∈
S γ˜(κ+, κ−) be a BPS soliton. Then (C1#(R×S 1)#C2),u1#u+−#u2) is a BPS soliton W-section
inW
s
g,k(γ; κ). We define the map fromW
rig
g1,k1+1,W (γ1, γ˜; κ1, κ
+)×W rigg2,k2+1,W (γ2, γ˜−1; κ2, κ−)
to W
s
g,k(γ, κ) to be Glue
n
u+− (u1,u2) := u1#u+−#u2.
Let A be a space; we define the cone based on A with length ε to be Cε(A).
Let (Uσi , Eσi , sσi ) be a Kuranishi neiborhood of (Ci,ui) for i = 1, 2. Then (Uσ1 ×
Uσ2 , Eσ1 ⊕Eσ2 , sσ1 ⊕ sσ2 ) is a neighborhood of u1×u2. Let Uσi = Vde f orm,i×Vresol,i×Vmap,i.
We can begin our gluing procedures:
(1) The parameter space for the curves is Vde f orm,1 × Vresol,1 × Vde f orm,2 × Vresol,2 ×
Dε(0) × Dε(0). We take a point (β1, β2, ζ1, ζ2), then we can get a nearby curve
Cβ1,β2,ζ1,ζ2 ∈ W g,k(γ), where βi ∈ Vde f orm,i × Vresol,i and (ζ1 × ζ2) ∈ D(0) × D(0).
(2) Set the obstruction bundle on Cβ1,β2,ζ1,ζ2 to be Eσ1 ⊕ Eσ2 ⊕ E+−.
(3) From u1,u+−,u2 we get the approximating solution uapp,β1,β2,ζ1,ζ2 . Use the implicit
function theorem to obtain the Kuranishi map sσ1,σ2,ζ1,ζ2 on Uσ1 × Uσ2 × Dε(0) ×
Dε(0). Here the radius of these domains may shrink. Since u+− is S 1-invariant,
the approximating solution is also S 1-invariant. Hence the moduli space we need
should be modulo the S 1 action. The S 1 group gives a diagonal action to the
neighborhood Dε(0) × Dε(0) while keeping the other parameter space fixed. We
take the neighborhood Cε(S 3) ⊂ Dε(0) × Dε(0). We have Cε(S 3)/S 1 = Cε(S 2).
Hence we obtain a neighborhood of the point u1#u+−#u2 in W
s
g,k(γ, κ):
(Uσ1 × Uσ2 ×Cεσ (S 2), Eσ1 ⊕ Eσ2 ⊕ E+−, sσ1,σ2,[ζ1,ζ2]),
where εσ depends on the point σ1 × σ2, and [ζ1, ζ2] is the element in the quotient
space Cεσ (S
2) = Cεσ (S
3)/S 1 ⊂ C × C.
Using the same method as Lemma 5.5.6, we can chose a uniform ε > 0 for the Kuranishi
structure onM g1,k1+1,W (γ1, γ˜; κ1, κ
+) ×M g2,k2+1,W (γ2, γ˜−1; κ2, κ−).
Similar to Lemma 5.5.6, we have the following lemma.
Lemma 5.5.7 (Tree). Let (Uσ1 × Uσ2 , Eσ1 ⊕ Eσ2 , sσ1 ⊕ sσ2 ) be a Kuranishi neighborhood
of (u1,u2) ∈ W rigg1,k1+1,W (γ1, γ˜; κ1, κ+) × W
rig
g2,k2+1,W (γ2, γ˜
−1; κ2, κ−). Then (Uσ1 × Uσ2 ×
Cε(S 2), Eσ1 ⊕ Eσ2 ⊕ E+−, sσ1,σ2,[ζ1,ζ2]) is a Kuranishi neighborhood of Gluenu+− (u1,u2) in
W
s
g,k(γ, κ
′, κ−). There exists a sequence of smooth multisections sσ1,σ2,[ζ1,ζ2],n which is
transversal to the zero section such that it converges to sσ1,σ2,[ζ1,ζ2] in the C
0 topology. For
sufficiently large n, the zero set s−1σ1,σ2,[ζ1,ζ2],n(0) is diffeomorphic to s
−1
σ1,σ2,[0,0],n
(0) ×Cε(S 2).
Proof. Since the cone Cε(S 2) is homeomorphic to a closed small neighborhood Nε of R3,
we can use the approximation theorem on the section sσ1,σ2,[ζ1,ζ2] over Uσ1 ×Uσ2 × Nε. 
Loop gluing. Let (C1,u1) ∈ W rigg,k+2,W (γ, γ˜, γ˜−1; κ, κ−, κ+) and (R×S 1,u+−) ∈ S γ˜(κ+, κ−).
Then we can glue (C1,u1) and (R × S 1,u+−) between the two marked points on C1 deco-
rated by (γ˜, κ−) and (γ˜−1, , κ+) to obtain an element in W
s
g,k(γ, κ). Denote this element by
Gluenu+− (u1). In the same way, we have the following:
Lemma 5.5.8 (Loop). Let (Uσ1 , Eσ1 , sσ1 ) be a Kuranishi neighborhood ofW
rig
g,k+2,W (γ, γ˜, γ˜
−1; κ, κ−, κ+).
Then (Uσ1 × Cε(S 2), Eσ1 ⊕ E+−, sσ1,[ζ1,ζ2]) is a Kuranishi neighborhood of Gluenu+− (u1)
in W
s
g,k(γ, κ
′, κ−). There exists a sequence of smooth multisections sσ1,[ζ1,ζ2],n which is
WITTEN EQUATION 81
transversal to the zero section such that it converges to sσ1,[ζ1,ζ2] in the C
0 topology. For
sufficiently large n, the zero set s−1σ1,[ζ1,ζ2],n(0) is diffeomorphic to s
−1
σ1,[0,0],n
(0) ×Cε(S 2).
Case (3) The gluing operation will become more complicated because of the possible
tree gluing and the possible loop gluing. Here we only consider the simplest gluing which
does not contain any loop gluing.
Let ui+−, i = 1, . . . , l be l BPS solitons in S γ˜(κ+, κ−). Assume that g = g1 + · · ·+ gl+1, k =
k1 + · · ·+ kl+1 and the index group (γ, κ) is divided into l + 1 parts: (γ1, κ1), . . . , (γl+1, κl+1).
Take (C1,u1) ∈ W rigg1,k1+1,W (γ1, γ˜; κ1, κ+), (C2,u2) ∈ W
rig
g2,k2+2,W (γ2, γ˜
−1, γ˜; κ2, κ−, κ+), . . . , (Cl+1,ul+1) ∈
W
rig
gl+1,kl+1+1,W (γl+1, γ˜
−1; κl+1, κ−); we can define the gluing map fromW
rig
g1,k1+1,W (γ1, γ˜; κ1, κ
+)×
· · · ×W riggl+1,kl+1+1,W (γl+1, γ˜−1; κl+1, κ−) to W
rig
g,k(γ, κ) as
Gluenui+− (u1, . . . ,ul+1) := (C1#(R × S
1)# . . . #Cl+1,u1#u1+−# . . . #u
l
+−#ul+1).
Similarly, we have the following conclusion.
Lemma 5.5.9. Let (Uσ1×· · ·×Uσl+1 , Eσ1⊕· · ·⊕Eσl+1 , sσ1⊕· · ·⊕ sσl+1 ) be a Kuranishi neigh-
borhood of (u1, . . . ,ul+1) ∈ W rigg1,k1+1,W (γ1, γ˜; κ1, κ+)×· · ·×W
rig
gl+1,kl+1+1,W (γl+1, γ˜
−1; κl+1, κ−).
Then (Uσ1 × · · · × Uσl+1 ×
Cε(S 2) ×Cε(S 2)︸               ︷︷               ︸
l
, Eσ1 ⊕ · · · ⊕Eσl+1 ⊕E+− ⊕ · · · ⊕ E+−︸              ︷︷              ︸
l
, sσ1,...,σl+1,[ζ1,ζ2]1,...,[ζ1,ζ2]l ) is a Kuranishi
neighborhood of Gluenui+−
(u1, . . . ,ul+1) in W
s
g,k(γ, κ). There exists a sequence of smooth
multisections sσ1,...,σl+1,[ζ1,ζ2]1,...,[ζ1,ζ2]l,n which are transversal to the zero section such that it
converges to sσ1,...,σl+1,[ζ1,ζ2]1,...,[ζ1,ζ2]l in the C
0 topology. For sufficiently large n, the zero set
s−1σ1,...,σl+1,[ζ1,ζ2]1,...,[ζ1,ζ2]l,n(0) is diffeomorphic to s
−1
σ1,...,σl+1,[0,0]1,...,[0,0]l,n
(0) ×Cε(S
2) ×Cε(S 2)︸               ︷︷               ︸
l
.
Case (4). Like in Case (3), we only give the description of the simplest treegluing.
Take the same notations as in Case (3) except that we require
ul+1 ∈ W riggl+1,kl+1+2,W (γl+1, γ˜−1, γ˜; κl+1, κ−, κ+).
Let ul+1+− ∈ S γ˜(κ+, κ−). Then we define the gluing operation:
Gluemui+− (u1, . . . ,ul+1) := Glue
m
ul+1+−
((Gluenui+− (u1, . . . ,ul+1))).
Lemma 5.5.10. Let (Uσ1×· · ·×Uσl+1 , Eσ1⊕· · ·⊕Eσl+1 , sσ1⊕· · ·⊕sσl+1 ) be a Kuranishi neigh-
borhood of (u1, . . . ,ul+1) ∈ W rigg1,k1+1,W (γ1, γ˜; κ1, κ+)×· · ·×W
rig
gl+1,kl+1+1,W (γl+1, γ˜
−1; κl+1, κ−).
Then (Uσ1 × · · · × Uσl+1 ×
Cε(S 2) ×Cε(S 2)︸               ︷︷               ︸
l
×[0, εσ], Eσ1⊕· · ·⊕Eσl+1⊕E+− ⊕ · · · ⊕ E+−︸              ︷︷              ︸
l+1
, sσ1,...,σl+1,[ζ1,ζ2]1,...,[ζ1,ζ2]l,ζl+1 ) is a
Kuranishi neighborhood of Gluemui+−
(u1, . . . ,ul+1) ∈ W sg,k(γ, κ′, κ−). There exists a sequence
of smooth multisections sσ1,...,σl+1,[ζ1,ζ2]1,...,[ζ1,ζ2]l,ξl+1,n which are transversal to the zero section
such that it converges to sσ1,...,σl+1,[ζ1,ζ2]1,...,[ζ1,ζ2]l,ξl+1 in the C
0 topology. For sufficiently large
n, the zero set s−1σ1,...,σl+1,[ζ1,ζ2]1,...,[ζ1,ζ2]l,ξl+1,n(0) is diffeomorphic to s
−1
σ1,...,σl+1,[0,0]1,...,[0,0]l,0,n
(0) ×
Cε(S 2) ×Cε(S 2)︸               ︷︷               ︸
l
× [0, ε].
Definition 5.5.11. If the BPS soliton section (C,u) ∈ W sg,k(γ, κ) satisfies Case 2 or Case
3, we call it a cone point in W
s
g,k(γ, κ).
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By Lemma 5.5.7, 5.5.8, and Lemma 5.5.9, we know that the cone point also carries
a Kuranishi neighborhood and hence is actually an interior point of the moduli space
W
s
g,k(γ, κ).
Theorem 5.5.12. Suppose that the moduli space W
s
g,k(γ, κ) is regular but not strongly
regular. Then we have the following conclusions:
(1) if (γ, κ) does not contain the pair (γ˜, κ−), then W
s
g,k(γ, κ) is a compact Hausdorff
space carrying an orientable Kuranishi structure. Its (real) dimension is 6g − 6 +
2k − 2D −∑ki=1 Nγi , where D = cˆW (g − 1) + ∑τ ι(γτ), where cˆW = ∑i(1 − 2qi) and
ι(γτ) =
∑
i(Θ
γτ
i − qi).
(2) if (γ, κ) contains the pair (γ˜, κ−), then W
s
g,k(γ, κ) is a compact Hausdorff space
carrying an orientable Kuranishi structure with boundary. Its (real) dimension is
6g − 6 + 2k − 2D − ∑ki=1 Nγi , where D is given as above. The boundary points
consist of those BPS soliton W-sections satisfying Case (1) and (4). Their neigh-
borhoods inW
s
g,k(γ, κ) are characterized by Lemma 5.5.6 and 5.5.10. The bound-
ary of W
s
g,k(γ, κ) together with its Kuranishi structure is diffeomorphic to that of
W
s
g,k(γ
′, γ˜−1, κ′, κ+)#(S γ˜(κ+, κ−)/R)S 1 , where (S γ˜(κ+, κ−)/R)S 1 is the S 1-invariant
set of (S γ˜(κ+, κ−))/R, i.e., the geometrical set of BPS solitons connecting κ+ and
κ−.
Proof. Proof of (1). W
s
g,k(γ, κ) is a compact Hausdorff space, which is proved by Theorem
4.3.1. It is a stratified space stratified by the partial order . Note that the decoration (γ˜, κ−)
may still occur at some nodal points. The minimum strata are composed of soliton sections.
To construct the Kuranishi structure of W
s
g,k(γ, κ), we first construct the Kuranishi neigh-
borhoods of those soliton W-sections. If the soliton section is a non-BPS soliton, then we
have already constructed its neighborhood. If the soliton is a BPS soliton section, then its
neighborhood has been constructed by Lemmas 5.5.8, 5.5.7 and 5.5.9. Subsequently, we
extend them to the interior part of the moduli space. We use the gluing method described
in the last section to get a global Kuranishi structure. Notice that those cone points are also
interior points of the moduli space. The dimension is given by Theorem 5.1.1.
One can argue as in Section 5.4 that this Kuranishi structure is also stably almost com-
plex and hence is orientable.
Proof of (2). In this case, the moduli space W
s
g,k(γ, κ) is a compact Hausdorff space
with boundary W
s
g,k(γ
′, γ˜−1, κ′, κ+)#(S γ˜(κ+, κ−)/R)S 1 . Boundary points consists of those
BPS soliton sections satisfying Case (1) and (4). To construct the Kuranishi structure with
boundary over W
s
g,k(γ, κ), we begin our construction of neighborhoods of the cone points
and the boundary points. Neighborhoods of cone points are constructed by Lemma 5.5.8,
5.5.7 and 5.5.9. By (1), we can choose an oriented Kuranishi structure {(Uσ, Eσ, sσ)} of
W
s
g,k(γ, κ
′, κ+) such that the induced orientation of Kuranishi structure {(Uσ× [0, εσ], Eσ⊕
E+−, sσ,ζ)} is compatible with the orientation of the neighborhoods of the interior points.
After construction of neighborhoods of these special points, we can use the same gluing
method shown in Section 5.4 to build an oriented Kuranishi structure of the whole moduli
space. 
6. Proof of the axioms
6.1. The virtual cycle and quantum Picard-Lefschetz theory.
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In this part, we will define the virtual cycle [W
rig
g,k(γ, κ)]
vir in H∗(W
rig
g,k(γ)) which is
given by its oriented Kuranishi structure. The Kuranishi structure may depend on many
choices, but we will show that the virtual cycle depends only on g, k,W and the Lefschetz
thimbles and is independent of the other choices used to construct the Kuranishi structure.
The interesting thing is that we can see another version of Picard-Lefschetz theory at the
level of moduli space.
Let W
rig
g,k(γ, κ) be a strongly regular moduli space, then by Theorem 5.4.3 W
rig
g,k(γ, κ)
carries an oriented Kuranishi structure {(Uσ, Eσ, sσ)}(even almost stably complex). By
Theorem 5.2.11, the section sσ can be perturbed to a transversal smooth multisection {s˜σ}
such that ∪σ s˜−1σ (0) forms a cycle which is independent of the choice of the perturbed mul-
tisection {s˜σ}.
We define a map Π : W
rig
g,k(γ, κ) - W
rig
g,k(γ) by
[(C,u)] −→ [(C)].
Note that Π is a system of map germs Πσ : Uσ - W
rig
g,k(γ).
It is easy to see that this map is strongly continuous. By Theorem 5.4.3 and Theorem
5.2.11, we have the following definition.
Definition 6.1.1. We define the homology class [W
rig
g,k(γ, κ)]
vir := [Π(s˜−1(0))] ∈ H∗(W rigg,k(γ)).
Its (real) dimension is 6g − 6 + 2k − 2D −∑ki=1 Nγi = 2((cˆW − 3)(1 − g) + k −∑kτ=1 ι(γτ)) −∑k
i=1 Nγi . Furthermore, if Γ is a decorated stable W-graph, then we have the homology class
[W
rig
g,k(Γ;γ, κ)]
vir := [Π(s˜−1
Γ
(0)))] ∈ H∗(W rigg,k(Γ;γ)), where s˜Γ is the perturbed multisection
over the Kuranishi structure of W
rig
g,k(Γ;γ, κ). Its real dimension is 6g − 6 + 2k − 2DΓ −∑k
i=1 Nγi − 2#E(Γ) = 2((cˆW − 3)(1 − g) + k −
∑
τ∈T (Γ) ι(γτ) − #E(Γ)) −∑ki=1 Nγi , where E(Γ)
is the set of edges of Γ.
For each γ ∈ G, we have a perturbed polynomial Wγ + W0,γ, where W0,γ is assumed
to be Wγ-regular. Recall that W0,γ(u) =
∑Nγ
i=1 β ju j, where Nγ is the number of broad
sections with respect to the action of γ. Now we consider a path of the perturbation
λ : [−1, 1] - Wλ0,γ(u) =
∑Nγ
i=1(λ)u j such that the path of the perturbation is still Wγ-
regular. Such a path is generic in the path space of the perturbation parameter space. As-
sume that the i-th critical point of the path is κi(λ) = (κi1(λ), . . . , κ
i
Nγ
(λ)), for i = 1, . . . , µγ,
where µγ is the multiplicity of Wγ + W0,γ. These critical points are all nondegenerate
critical points. We know from Section 3 that there are real hypersurfaces in the per-
turbed coefficient space CNγ separating CNγ into a system of chambers. When the path
(b1(λ), . . . , bNγ (λ)) crosses one hypersurface, e.g., at λ = 0, then correspondingly there
exist two critical points κ+ and κ− such that
Im(Wγ + W0,γ)(κ+) = Im(Wγ + W0,γ)(κ−). (185)
Since for different γ ∈ G, we can take different perturbations, in the following discussion,
we always fix the perturbations about all group elements γ except for one group element
γ˜. For γ˜ we choose a path of perturbation such that all of its critical points are fixed except
for one depending on λ. We denote it by κ+(λ). We assume that the perturbation crosses
only one chamber at λ = 0. Namely, if λ , 0, the perturbation is always strongly regular,
and at λ = 0, there exists only one critical point κ− satisfying (185). The existence of this
perturbation path is generic in the path space. We call this path of perturbation the generic
crossing path.
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Now our Kuranishi structure depends on (1) the metric we chose near the marked points
(we choose the cylindrical metric), (2) the cut-off functions β j, $ used to define the per-
turbed Witten map, (3) the obstruction bundle Eσ and (4) the partition of unity. There
are two natural ways to choose the metrics near marked points which correspond to the
“Smooth theory” and the “Cylindrical theory,” as mentioned in the introduction. The dif-
ferent choice of the metrics will significantly change the Witten map and the Witten equa-
tion. In physics, people think these two theories are equivalent in some sense. This is just
the conjecture we proposed in the introduction. Here we fix the cylindrical metric, and
consider the influence of other choices.
Let γ = (γ′, γ˜) and κ± = (κ′, κ±). We fix κ = (κ′, κ−) and choose a generic crossing
path of perturbation with the crossing point at λ = 0 and satisfying κ+(λ) < κ−, i.e.,
Re(Wγ+W0,γ)(κ+) < Re(Wγ+W0,γ)(κ−). Then we get a family of perturbed Witten equations
(WI)(λ)(u) = 0 , and this family induces a family of moduli spaces W
rig
g,k(γ
′, γ˜; κ′, κ−; λ)
for λ ∈ [−1 + ε, 1 − ε].
SinceW
rig
g,k(γ
′, γ˜; κ′, κ−;±(1−ε)) are strongly regular moduli spaces, they have oriented
(stable almost complex) Kuranishi structures V± = {(Uσ(±), Eσ(±), sσ(±))}. The Kuranishi
structure can be trivially extended to the spaces W
rig
g,k(γ
′, γ˜; κ′, κ−;−1 + ε) × [−1,−1 + ε]
and W
rig
g,k(γ
′, γ˜; κ′, κ−; 1 − ε) × [1 − ε, 1].
Define
W
λ
g,k(κ
−) = ∪λ∈[−1,1]{λ} ×W sg,k(γ′, γ˜; κ′, κ−; λ).
We can define the Gromov convergence on W
λ
g,k(κ
−) in the same way as in Section 7.
The sole difference is that the sequence (Cn,un) may depend on the extra parameter λ.
Similarly, we can prove that W
λ
g,k(κ
−) is a compact Hausdorff space.
Our aim is to examine the change of the virtual cycle W
rig
g,k(γ
′, γ˜; κ′, κ−; λ) when λ
changes from positive to negative.
Theorem 6.1.2. W
λ
g,k(κ
−) is a compact Hausdorff space carrying an orientable Kuranishi
structure with boundaries. The boundaries appear at λ = ±1 and λ = 0. When λ =
±1, the boundaries correspond to W rigg,k(γ′, γ˜; κ′, κ−;±1). When λ = 0, the boundary is
W
s
g,k(γ
′, γ˜; κ′, κ+)#S γ˜(κ+, κ−), where S γ˜(κ+, κ−) is the space of BPS solitons flowing from
the critical point κ+ to κ−.
Proof. The proof of W
λ
g,k(κ
−) to be a compact Hausdorff space under Gromov conver-
gence is similar to the proof of Theorem 4.3.1. The next thing is to construct an oriented
Kuranishi structure over W
λ
g,k(κ
−).
We already have the Kuranishi structure at the boundary points corresponding to λ =
±1. When λ = 0, the perturbation of Wγ˜ is regular but not strongly regular. The BPS
soliton W-section may occur. We now consider the neighborhoods near those BPS soliton
sections. We still use the notation from Section 5.5.
By Theorem 5.5.12 we can give an oriented Kuranishi structure to the regular but not
strongly regular moduli space W
rig
g,k(γ, γ˜; κ
′, κ+).
The BPS soliton sections in W
λ
g,k(κ
−) can also be divided into four cases according to
Section 5.5. We only construct the Kuranishi neighborhoods for those BPS soliton sections
satisfying Case 1, and the other cases can be treated in the same way.
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Case 1. Let (C1,u1) ∈ W sg,k(γ, κ′, κ+) be a non-soliton section and let u+− be a BPS
soliton. Then (C1#(R × S 1),u1#u+−) ∈ W λg,k(κ−) is a BPS soliton section satisfying Case 1
of Section 5.5.
Let (Uσ, Eσ, sσ) be a Kuranishi neighborhood of u1 in W
s
g,k(γ, κ
′, κ+). By Theorem
5.5.4, we can take the Kuranishi neighborhood of (R × S 1,u+−) to be ({pt}, E+−, s ≡ 0).
Now we can use our gluing construction again:
(1) Assume that Uσ = Vde f orm,σ × Vresol,σ × Vmap,σ. Let β ∈ Vde f orm,σ × Vresol,σ and
ζ ∈ Dε(0) ∈ C. We can get the nearby curve Cβ,ζ and the approximating solution
uapp,β,ζ,λ ≡ uapp,β,ζ ,which is defined as before since the boundary values at marked
points are fixed.
(2) Take the obstruction bundle Eβ,ζ = θβ,ζ(Eσ ⊕ E+−), where θβ,ζ is defined as before.
Notice that the obstruction bundle is independent of λ. Now the equation we study
is
Dy,ζ(WI(λ))(φ) = 0 mod Eβ,ζ .
However, we find that the linearized operator Dy,ζ(WI(λ)) is independent of the
perturbation term, i.e., independent of λ. Thus all the Lemmas from 5.3.1 to 5.3.4
hold without any change.
(3) Now we want to apply the implicit function theorem to the operator WI(λ) on Cy,ζ .
We define
Fβ,ζ,λ(φ) := WIβ,ζ,λ(uapp,y,ζ + φ).
We have
Fβ,ζ,λ(0) = WIβ,ζ,λ(uapp,y,ζ), DFβ,ζ,λ(0) = Duapp,y,ζ ((WI)(0)β,ζ) = Dβ,ζ(WI(0)).
Actually, we only need to modify Lemmas 5.3.5 and 5.3.6. After a simple com-
putation, we find that we can obtain Lemmas 5.3.5 and 5.3.6 with the constants
there independent of λ near 0. Then we can construct our Kuranishi neighbor-
hood (Vde f orm,σ × Vresol,σ × Dε(0) × Vmap,σ, Eσ ⊕ E+−, sˆσ) by the same technique.
Here the set Vmap,σ is obtained by using the implicit function theorem and hence
should depend on λ. However, because of uniform estimates, we can take the
same Vmap,σ. Since S 1 only acts on Dε(0), when modulo the S 1 action, we
can obtain the “Kuranishi” neighborhood ((Uσ × [0, εσ]), Eσ ⊕ E+−, sˆσ), where
Uσ = Vde f orm,σ × Vresol,σ × Vmap,σ, sˆσ(β,φ, 0) = sσ(φ), and the length εσ of the
cone may depend on the point σ.
Note that the Kuranishi structure (Uσ, Eσ, sσ) and orientation onW
s
g,k(γ, κ
′, κ+) are well
defined; we get a Kuranishi structure {(Uσ×[0, εσ], Eσ⊕E+−, sσ,ζ)}with natural orientation
of a neighborhood of Im(Gluemu+− ) ∈ W
s
g,k(γ, κ
′, κ−).
Case 3. If (C1,u1) ∈ W sg,k(γ, κ′, κ+) is a BPS soliton section , then (C1#(R×S 1),u1#u+−)
satisfies Case 3 of Section 5.5. We can still construct the neighborhoods near those points.
Now we can take a good coordinate system of W
s
g,k(γ, κ
′, κ+) (see Lemma 6.3 of [FO]
for the existence) which is a finite covering of Kuranishi neighborhoods. Therefore, we
can take the length εσ to be the minimal length ε.
Thus one collar of the boundary of W
λ
g,k(κ
−) at λ = 0 is W
s
g,k(γ, κ
′, κ+) × [0, ε].
The cone points of W
λ
g,k(κ
−) at λ = 0 can also occur; one can construct their neigh-
borhoods as done in Case 1, which is also characterized by Lemma 5.5.10. Now we con-
structed the Kuranishi neighborhoods of the boundary points and the cone points occurring
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at λ = 0. Using the gluing argument as before, we can extend the Kuranishi structure cov-
ering the compact set of boundary points and cone points to the whole space W
λ
g,k(κ
−) and
construct an oriented Kuranishi structure (See the proof of Theorem 17.11 of [FO] for the
extension reason). 
We still take the above special perturbation path. Define
W
λ
g,k(κ
+) = ∪λ∈[−1,1]{λ} ×W sg,k(γ′, γ˜; κ′, κ+(λ); λ).
Theorem 6.1.3. W
λ
g,k(κ
+) is a compact Hausdorff space carrying an orientable Kuranishi
structure with boundaries. The boundaries appear only at λ = ±1. When λ = ±1, the
boundaries correspond to W
rig
g,k(γ
′, γ˜; κ′, κ+(±1)).
Proof. The proof is analogous to the proof of Theorem 6.1.2 except there is no soliton W-
section satisfying Case 1 and 3 of Section 5.5. Therefore when λ = 0, only the cone points
appear. We need to construct the local charts of the ordinary interior points as well as the
local charts of cone points. There is a subtle difference in the present construction when
compared to the previous construction of local charts: the critical point κ+(λ) is movable.
We should modify our previous argument.
For example, we consider λ ∈ (−ε, ε) and uσ ∈ W sg,k(γ′, γ˜; κ′, κ+) a non-solitoon sec-
tion. The approximating solution uapp,y,ζ,λ on Cy,ζ is defined as follows: near the nodal
points we define uapp,y,ζ,λ as before; near the marked point labelled by γ˜, we let
uapp,y,ζ,λ = uσ − κ+ + κ+(λ).
The linearized operator at the point (y, ζ, λ) is
Dy,ζ,λ(WI)(φ) := Duapp,y,ζ,λ ((WI)y,ζ)(φ) = ∂¯yφ + A(uapp,y,ζ,λ, y)φ.
The parameter λ appears in the nonlinear term. Then we modify Lemmas 5.3.1–5.3.6
by a trick: we replace the symbol y representing the deformation parameter by y, λ and |y|
by |y| + |λ|. Then all those lemmas hold if y, ζ, λ are sufficiently small. Using the implicit
function theorem, we can find a Kuranishi chart for uσ.
Similarly, after a small modification, we can construct the Kuranishi neighborhoods of
cone points as done in Lemma 5.5.10.
Then we have constructed the local chart of each interior point (including cone points).
We can extend the given Kuranishi structure of a collar of the boundaries ofW
λ
g,k(κ
+) at
λ = ±1 to the whole space as done before to obtain an oriented Kuranishi structure. 
Classical Picard-Lefschetz theory. We will give a simple description of vanishing cycles,
Lefschetz thimbles and related transformation groups. It has already become a classical
theory. The interested reader can see [Ar, E], etc.
Now we assume that the perturbation polynomial W0,γ˜ is strongly Wγ˜-regular and suf-
ficiently small such that there are exactly µγ˜ critical points of Wγ˜ + W0,γ˜ inside a small
ball B centered at 0. Let αi be the critical value of Wγ˜ + W0,γ˜ which lies inside a small
neighborhood T ⊂ C corresponding to B. Furthermore, we can require the order of these
critical values to satisfy Im(αi) < Im(α j) if i < j. Let α∗ ∈ ∂T be a regular value. We take
T small enough and define Y = (Wγ˜ + W0,γ˜)−1(T ) ∩ B and Y∗ = (Wγ˜ + W0,γ˜)−1(α∗).
Take a system of paths li(τ) : [0, 1] - C connecting α∗ and αi such that
(1) the paths li have no self-intersections;
(2) the paths li and l j intersect only for τ = 0, at the point α∗ = li(0) = l j(0);
(3) the paths li are ordered by the requirement that arg l′i(0) < arg l
′
j(0) if i < j.
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For each path li, there exists a corresponding simple loop βi which goes along li from
α∗ to the critical value αi, then goes counterclockwise around αi and finally returns to α∗
along li. The system of these paths li’s is called distinguished if the corresponding system
of simple loops βi generates the group pi1(T ′, α∗), where T ′ = T − {α1, . . . , αµγ˜ }.
Each path li induces a unique vanishing cycle ∆i ∈ HNγ˜−1(Y∗) or a Lefschetz thimble S i ∈
HNγ˜ (Y,Y∗) up to orientation. In singularity theory, the set of these cycles or thimbles forms
a basis of the homology group HNγ˜−1(Y∗)  Zµγ˜ , or the relative homology group HNγ˜ (Y,Y∗),
which is called a distinguished basis of vanishing cycles or thimbles respectively. Let D∗
represent the set of all the distinguished bases of vanishing cycles (or thimbles).
Assume that the boundary of the relative cycle S i is just ∆i; then when taking compatible
orientations we have the connecting isomorphism:
∂∗ : HNγ˜ (Y,Y∗) - HNγ˜−1(Y∗)
such that ∂∗(S i) = ∆i.
Each simple loop βi induces the monodromy operators
h∆i : HNγ˜−1(Y∗) - HNγ˜−1(Y∗)
and
hS i : HNγ˜ (Y,Y∗) - HNγ˜ (Y,Y∗),
which have action given by Picard-Lefschetz theory as follows:
h∆i (∆ j) = ∆ j + R j,i∆i,∀ j (186)
and
hS i (S j) = S j + R j,iS i,∀ j, (187)
where R j,i = (−1)Nγ˜(Nγ˜+1)/2∆ j ◦ ∆i and ∆ j ◦ ∆i is the intersection number.
The map βi 7→ h∆i (hS i ) induces a homomorphism pi1(T ′, α∗) - Aut HNγ˜−1(Y∗)(Aut HNγ˜ (Y,Y∗)).
The image of the homomorphism is called the (relative) monodromy group of the singular-
ity Wγ˜. It can be proved (shown in [Ar]) that the (relative) monodromy group only depends
on the type of the singular point of Wγ˜. The set {h∆i , i = 1, . . . , µγ˜} ({hS i , i = 1, . . . , µγ˜})
generates the (relative) monodromy group.
There are several groups acting on the set D∗(cf. [E]). Let (δ1, . . . , δµγ˜ ) be a distin-
guished basis of vanishing cycles or thimbles. We have
(1) action of (Z/2Z)µγ˜ (change of orientation)
Or j(δ1, . . . , δµγ˜ ) = (δ1, . . . , δ j−1,−δ j, δ j+1, . . . , δµγ˜ ).
(2) action of monodromy groups
hi(δ1, . . . , δµγ˜ ) = (hi(δ1), . . . , hi(δµγ˜ )).
(3) action of braid group Br(µγ˜). Let br1, . . . , brµγ˜−1 be the standard generators of
Br((µγ˜)), then
br j(δ1, . . . , δµγ˜ ) = (δ1, . . . , δ j−1, h j(δ j+1), δ j, δ j+2, . . . , δµγ˜ ). (188)
(4) action of the symmetric group S ymµγ˜
σ(δ1, . . . , δµγ˜ ) = (δσ(1), . . . , δσ(µγ˜)), σ ∈ S ymµγ˜ .
(5) Gabrielov thansformations
Gi( j)(δ1, . . . , δµγ˜ ) = (δ1, . . . , δ j−1, hi(δ j), δ j+1, . . . , δµγ˜ ).
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One can also discuss the Dynkin diagrams corresponding to a distinguished basis. The
above group actions also act on the Dynkin diagrams. The following proposition was
proved by Gabrielov (cf. [E]).
Proposition 6.1.4. Any element in D∗ can be obtained from a fixed element by iterations
of transformations (1) and (3).
Quantum Picard-Lefschetz theory. By a cobordism argument, the classical Picard-Lefschetz
theory can be seen at the level of the moduli space.
By Theorem 6.1.3, we have the following corollary.
Corollary 6.1.5. The virtual cycle [W
rig
g,k(γ, κ)]
vir in H∗(W
rig
g,k(γ)) is independent of the var-
ious choices we made to construct the Kuranishi structure, which include the cut-off func-
tions β,$, the obstruction bundle Eσ and the partition of unity. Assume thatW
rig
g,k(γ; κ(λ))
is a family of moduli spaces depending on a perturbation path. If for each λ, the mod-
uli space W
rig
g,k(γ; κ(λ)) is strongly regular, then each [W
rig
g,k(γ; κ(λ))]
vir defines the same
cohomology class in H∗(W
rig
g,k(γ)).
Now assumeW
rig
g,k(γ
′, γ˜; κ′, κi) to be a fixed strongly regular moduli space. Here κi is one
of the critical points of Wγ˜+W0,γ˜. Then we obtain µγ˜ virtual cycles [W
rig
g,k(γ
′, γ˜; κ′, κi)]vir, i =
1, . . . , µγ˜ in H∗(W
rig
g,k(γ)). Let Vγ˜ ⊂ H∗(W
rig
g,k(γ)) be the vector space generated by these
virtual cycles.
Let αi be the corresponding critical value of κi. We can further require that the order of
the critical values satisfies Im(αi) < Im(α j) if i < j. This order determines a basis of Vγ˜.
The perturbation parameter (b1, . . . , bNγ˜ ) lies inside one chamber of C
Nγ˜ . By Corollary
6.1.5, the virtual cycles do not change if we only move the point (b1, . . . , bNγ˜ ) inside the
same chamber.
However, when the point (b1, . . . , bNγ˜ ) crosses the wall between two chambers, the basis
of Vγ˜ is transformed to another basis. The change is given by the following wall crossing
formula.
Theorem 6.1.6 (Wall crossing formula). Let (b1(λ), . . . , bNγ˜ (λ)), λ ∈ [−1, 1] be a generic
crossing path in CNγ˜ . Let {κ1(±), . . . , κi(±), κi+1(±), . . . , κµNγ˜ (±)} be the set of ordered criti-
cal points at λ = ±1. We can assume that κ j(±) = κ j is fixed for j , i, κi(±) = κi(λ = ±1)
and Im(αi(λ = 0)) = Im(αi+1).
If the perturbation satisfies Reαi(λ) < Reαi+1, we have the left-transformation:
[W
rig
g,k(γ
′, γ˜; κ′, κ j(+))]vir = [W
rig
g,k(γ
′, γ˜; κ′, κ j(−))]vir, ∀ j , i, i + 1 (189)
[W
rig
g,k(γ
′, γ˜; κ′, κi(+))]vir = [W
rig
g,k(γ
′, γ˜; κ′, κi+1(−))]vir+
Ri,i+1 · [W rigg,k(γ′, γ˜; κ′, κi(−))]vir (190)
[W
rig
g,k(γ
′, γ˜; κ′, κi+1(+))]vir = [W
rig
g,k(γ
′, γ˜; κ′, κi(−))]vir, (191)
where Ri,i+1 is the intersection number defined as above.
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If the perturbation satisfies Reαi(λ) > Reαi+1, we have the right-transformation:
[W
rig
g,k(γ
′, γ˜; κ′, κ j(+))]vir = [W
rig
g,k(γ
′, γ˜; κ′, κ j(−))]vir, ∀ j , i, i + 1 (192)
[W
rig
g,k(γ
′, γ˜; κ′, κi(+))]vir = [W
rig
g,k(γ
′, γ˜; κ′, κi+1(−))]vir, (193)
[W
rig
g,k(γ
′, γ˜; κ′, κi+1(+))]vir = [W
rig
g,k(γ
′, γ˜; κ′, κi(−))]vir+
Ri,i+1 · [W rigg,k(γ′, γ˜; κ′, κi+1(−))]vir. (194)
Proof. It suffices to prove the left transformation formula.
At first, we shall prove (189). Define the moduli space
W
λ
g,k(κ
j) = ∪λ∈[−1,1]{λ} ×W sg,k(γ′, γ˜; κ′, κ j; λ).
By Theorem 6.1.3, this moduli space is a compact Hausdorff space carrying an orientable
Kuranishi structure with boundaries. Its boundaries consist of two parts: W
s
g,k(γ
′, γ˜; κ′, κ j(+))
andW
s
g,k(γ
′, γ˜; κ′, κ j(−)), which are strongly regular moduli spaces. Let {(Uσ(±), Eσ(±), sσ(±))}
be a good coordinate system of Kuranishi neighborhoods of W
s
g,k(γ
′, γ˜; κ′, κ j(±)) respec-
tively. Then by Theorem 6.4 of [FO], the section {sσ(±)} can be approximated by a se-
quence of multisections {s˜±σ,n}. By Lemma 17.4 of [FO], we can extend the multisections
{s˜±σ,n} to the multisections {s˜λσ,n} over W
λ
g,k(κ
j) such that the restriction s˜λσ,n|λ=±1 = s˜±σ,n. By
the proof of Theorem 4.9 of [FO], the zero set (s˜λσ,n)
−1(0) is a singular chain satisfying
∂(s˜λσ,n)
−1(0) = (s˜+σ,n)
−1(0) − (s˜−σ,n)−1(0).
Define the map Π : W
λ
g,k(κ
j) - W
rig
g,k(γ) by
[(C,u)] 7→ [(C0)],
where C0 is the W curve obtained from C by shrinking the soliton components.
Since the map Π : W
λ
g,k(κ
j) - W
rig
g,k(γ) is strongly continuous, we have
∂Π∗((s˜λσ,n)
−1(0)) = Π∗((s˜+σ,n)
−1(0)) − Π∗((s˜−σ,n)−1(0)).
Therefore, we obtain
[W
rig
g,k(γ
′, γ˜; κ′, κ j(+))]vir = [W
rig
g,k(γ
′, γ˜; κ′, κ j(−))]vir.
In particular, the cobordism argument can be applied to the moduli space
∪λ∈[0,1]{λ} ×W sg,k(γ′, γ˜; κ′, κ j; λ)
to obtain the following relation:
[W
rig
g,k(γ
′, γ˜; κ′, κ j(+))]vir = [W
s
g,k(γ
′, γ˜; κ′, κ j; λ = 0)]vir. (195)
So we have finished the proof of (189).
The proof of (191) is almost the same as the proof of (189). The sole difference is that
the decorated index κi is moving when λ changes from +1 to −1. In particular, one can
also prove
[W
s
g,k(γ
′, γ˜; κ′, κi; λ = 0)]vir = [W
rig
g,k(γ
′, γ˜; κ′, κi(−))]vir. (196)
To prove equality (190), we consider the following moduli space:
W
λ
g,k(κ
i+1) = ∪λ∈[−1,1]{λ} ×W rigg,k(γ′, γ˜; κ′, κi+1; λ).
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By Theorem 6.1.2, this moduli space can carry an oriented Kuranishi structure with bound-
aries. The boundaries consists of three parts:W
rig
g,k(γ
′, γ˜; κ′, κi+1; λ = +1),W
rig
g,k(γ
′, γ˜; κ′, κi+1; λ =
−1) and W sg,k(γ′, γ˜; κ′, κi; λ = 0)#S γ˜(κi(0), κi+1).
If the perturbation path of the parameter b(λ) is generic, then the solitons of S γ˜(κi(0), κi+1)
are Morse-Smale flows and there are exactly Ri,i+1 elements, where Ri,i+1 is the intersection
number of the vanishing cycles representing the critical points κi(0) and κi+1.
If u+− ∈ S γ˜(κi(0), κi+1) and u1 ∈ W sg,k(γ′, γ˜; κ′, κi; λ = 0), then their neighborhoods
in W
λ
g,k(κ
i+1) are exactly the same as those described by Lemmas 5.5.6 and 5.5.10. Now
using a similar cobordism argument, one can show that [W
rig
g,k(γ
′, γ˜; κ′, κi+1; λ = +1)]vir
is cobordant to [W
rig
g,k(γ
′, γ˜; κ′, κi+1; λ = −1)]vir and Ri,i+1 pieces of [W sg,k(γ′, γ˜; κ′, κi; λ =
0)]vir. Notice that
[W
rig
g,k(γ
′, γ˜; κ′, κi+1; λ = +1)]vir = [W
rig
g,k(γ
′, γ˜; κ′, κi(+)]vir,
[W
rig
g,k(γ
′, γ˜; κ′, κi+1; λ = −1)]vir = [W rigg,k(γ′, γ˜; κ′, κi+1(−))]vir,
and
[W
s
g,k(γ
′, γ˜; κ′, κi; λ = 0)]vir = [W
rig
g,k(γ
′, γ˜; κ′, κi(−))]vir
by relation (196), and thus we obtain (190). 
Correspondence. With the given order of the critical points {κ1, . . . , κµγ˜ } or the critical
values {α1, . . . , αµγ˜ }, we have the corresponding order of the system of paths {l1, . . . , lµγ˜ }.
This system of paths induces a distinguished basis of vanishing cycles {∆1, . . . ,∆µγ˜ } in
HNγ˜−1 or thimbles {S 1, . . . , S µγ˜ } in HNγ˜ (Y,Y∗). For simplicity, in the following we only
discuss the correspondence between virtual cycles in Vγ˜ and thimbles in HNγ˜ (Y,Y∗). The
result is the same for vanishing cycles.
We define a linear map
W
rig
g,k(γ
′, γ˜; κ′, ·) : HNγ˜ (Y,Y∗) - Vγ˜ ⊂ H∗(W
rig
g,k(γ))
by setting the map between bases:
W
rig
g,k(γ
′, γ˜; κ′, S i) := [W
rig
g,k(γ
′, γ˜; κ′, κi)]vir.
In particular, we define
W
rig
g,k(γ
′, γ˜; κ′,−S i) := −[W rigg,k(γ′, γ˜; κ′, κi)]vir.
Theorem 6.1.6 implies that the generic crossing path of perturbation provides the action of
the braid group on Vγ˜:
brLj · ([W
rig
g,k(γ
′, γ˜; κ′, κ1)]vir, . . . , [W
rig
g,k(γ
′, γ˜; κ′, κµγ˜ )]vir) (197)
= ([W
rig
g,k(γ
′, γ˜; κ′, κ1)]vir, . . . , [W
rig
g,k(γ
′, γ˜; κ′, κ j−1)]vir,
h j([W
rig
g,k(γ
′, γ˜; κ′, κ j+1)]vir), [W
rig
g,k(γ
′, γ˜; κ′, κ j)]vir, . . . , [W
rig
g,k(γ
′, γ˜; κ′, κµγ˜ )]vir). (198)
Here brLj means the action of the braid group which is given by left-transformation.
Hence, we have the following proposition.
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Proposition 6.1.7. The map W
rig
g,k(γ
′, γ˜; κ′, ·) : HNγ˜ (Y,Y∗) - Vγ˜ ⊂ H∗(W
rig
g,k(γ)) is a
homomorphism of Br(µγ˜)-modules. Furthermore, if {S ′i } is another distinguished basis of
HNγ˜ (Y,Y∗) and S =
∑
i x′iS
′
i , then
W
rig
g,k(γ
′, γ˜; κ′, S ) =
∑
i
x′iW
rig
g,k(γ
′, γ˜; κ′, S ′i ).
Proof. The second conclusion is obtained by Proposition 6.1.4. 
6.2. Axioms for the virtual cycle on the space of rigidified W-curves.
Theorem 6.2.1. Let Γ be a decorated stable W-graph (not necessarily connected) with
each tail τ ∈ T (Γ) decorated by an element γτ ∈ G. Denote by k := |T (Γ)| the number of
tails of Γ. There exists a virtual cycle[
W
rig
(Γ)
]vir
∈ H∗(W rig(Γ),Q) ⊗
∏
τ∈T (Γ)
HNγτ (C
N
γτ
,W∞γτ ,Q)
satisfying the axioms below. When Γ has a single vertex of genus g, k tails, and no edges
(i.e, Γ is a corolla), we denote the virtual cycle by
[
W
rig
g,k(γ)
]vir
, where γ := (γ1, . . . , γk).
The following axioms are satisfied:
(1) Dimension: If DΓ is not an integer, then
[
W
rig
(Γ)
]vir
= 0. Otherwise, the cycle[
W
rig
(Γ)
]vir
has degree
6g − 6 + 2k − 2#E(Γ) − 2DΓ = 2
(cˆ − 3)(1 − g) + k − #E(Γ) − ∑
τ∈T (Γ)
ιτ
 . (199)
So the cycle lies in Hr(W
rig
(Γ),Q) ⊗∏τ∈T (Γ) HNγτ (CNγτ ,W∞γτ ,Q), where
r := 6g−6+2k−#E(Γ)−2D−
∑
τ∈T (Γ)
Nγτ = 2
(cˆ − 3)(1 − g) + k − #E(Γ) − ∑
τ∈T (Γ)
ι(γτ) −
∑
τ∈T (Γ)
Nγτ
2
 .
(2) Symmetric group invariance There is a natural S k-action on W
rig
g,k obtained by
permuting the tails. This action also induces the permutation of relative homology
and cohomology groups. So for any σ ∈ S k the induced map
σ∗ : H∗(W
rig
g,k,Q) ⊗
∏
i
HNγi (C
N
γi
,W∞γi ,Q)→ H∗(W
rig
g,k,Q) ⊗
∏
i
HNγσ(i) (C
N
γσ(i)
,W∞γσ(i) ,Q)
satisfies
< σ∗
[
W
rig
(Γ)
]vir
, σ∗(α) >=<
[
W
rig
(Γ)
]vir
, α >,
for any α ∈∏i HNγi (CNγi ,W∞γi ,Q).
(3) Disconnected graphs: Let Γ =
∐
i Γi be a stable, decorated W-graph which is the
disjoint union of connected W-graphs Γi. The classes
[
W
rig
(Γ)
]vir
and
[
W
rig
(Γi)
]vir
are related by[
W
rig
(Γ)
]vir
=
[
W
rig
(Γ1)
]vir
× · · · ×
[
W
rig
(Γd)
]vir
. (200)
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(4) Degenerating connected graphs:
Let Γ be a connected, genus-g, stable, decorated W-graph with a single edge
e and let i˜ : W
rig
(Γ) → W rigg,k(γ) denote the canonical inclusion map. Then there
holds
[W
rig
g,k(γ)]
vir ∩W rig(Γ) = [W rig(Γ)]vir,
or in cohomology form
[W
rig
(Γ)]vir = i˜∗[W
rig
g,k(γ)]
vir.
(5) Topological Euler class for the Narrow sector: Suppose that all the decorations
on tails of Γ are narrow, meaning thatCNγi = 0, and so we can omit HNγi (C
N
γi
,W∞γi ,Q) =
Q from our notation.
Consider the universal rigidified W-structure (L1, . . . ,LN) on the universal
curve pi : C → W rig(Γ) and the two-term complex of sheaves
pi∗(Li)→R1pi∗(Li).
There is a family of maps
Wi =
∂W
∂xi
: pi∗(
⊕
j
L j)→ pi∗(K ⊗L ∗i )  R1pi∗(Li)∗.
The above two-term complex is quasi-isomorphic to a complex of vector bundles
[PV]
E0i
di−→ E1i
such that
ker(di)→ coker(di)
is isomorphic to the original two-term complex. Wi is naturally extended (denoted
by the same notation) to ⊕
i
E0i → (E1i )∗.
Choosing an Hermitian metric on E1i defines an isomorphism E¯
1∗
i  E
1
i . Define
the Witten map to be the following:
D =
⊕
(di + W¯i) :
⊕
i
E0i →
⊕
i
E¯1∗i 
⊕
i
E1i .
Let pi j :
⊕
i E
j
i → M be the projection map. The Witten map defines a proper
section (denoted by the same notation) of the bundle D :
⊕
i E
0
i → pi∗0
⊕
i E
1
i .
The above data defines a topological Euler class e(D :
⊕
i E
0
i →
⊕
i E
1
i ). Then,
[W
rig
(Γ)]vir = e(D : pi∗0
⊕
i
E1i →
⊕
i
E0i ) ∩ [W
rig
(Γ)].
The above axiom implies two subcases.
(a) Concavity:†
†This axiom was called convexity in [JKV1] because the original form of the construction outlined by Witten
in the Ar−1 case involved the Serre dual ofL , which is convex precisely when ourL is concave.
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Suppose that all tails of Γ are narrow. If pi∗
(⊕t
i=1Li
)
= 0, then the virtual
cycle is given by capping the top Chern class of
(
R1pi∗
(⊕t
i=1Li
))
with the
usual fundamental cycle of the moduli space:[
W
rig
(Γ)
]vir
= ctop
R1pi∗ t⊕
i=1
Li
 ∩ [W rig(Γ)]
= cD
R1pi∗ t⊕
i=1
Li
 ∩ [W rig(Γ)] .
(201)
(b) Index zero: Suppose that dim(W
rig
(Γ)) = 0 and all the decorations on tails
are narrow.
If the pushforwards pi∗
(⊕
Li
)
and R1pi∗
(⊕
Li
)
are both vector bundles of
the same rank, then the virtual cycle is just the degree deg(D) of the Witten
map times the fundamental cycle:[
W
rig
(Γ)
]vir
= deg(D)
[
W
rig
(Γ)
]
.
(6) Forgetting tails:
(a) Let Γ have its ith tail decorated with J−1, where J is the exponential grading
element of G. Further, let Γ′ be the decorated W-graph obtained from Γ by
forgetting the ith tail and its decorations. Assume that Γ′ is stable, and denote
the forgetting tails morphism by
ϑrig : W
rig
(Γ)→ W rig(Γ′).
We have
[W
rig
g,k(Γ)]
vir = (ϑrig)∗([W
rig
g,k−1(Γ
′)]vir). (202)
(b) (1) [W
rig
0,3(γ1, γ2, J
−1)]vir = ∅ if γ1 , γ−12 .
(2) If S i and S −i are arbitrary bases in HNγ (C
N
γ , (Wγ)
∞,Q) and HNγ (CNγ , (Wγ)−∞,Q),
respectively, and if (ηi j) is the inverse matrix of (< S i, S −j >), then
[W
rig
0,3(γ, γ
−1, J−1)]vir =
∑
i, j
|G|
| < γ > | ×
|G|
| < J−1 > |η
i jS i ⊗ S −j .
Here
∑
i, j η
i jS i ⊗ S −j is called the Casimir element of the intersection pairing.
Furthermore, for any α ∈ HNγ (CNγ , (Wγ)−∞,Q) and β ∈ HNγ (CNγ , (Wγ)∞,Q),
there holds
[W
rig
0,3(γ, γ
−1, J−1)]vir(α, β, eJ−1 ) =
|G|
| < γ > | ×
|G|
| < J−1 > | < α, β >,
where < ·, · > is the pairing induced by the intersection pairing.
(7) Composition law: Given any genus-g decorated stable W-graph Γ with k tails,
and given any edge e of Γ, let Γˆ denote the graph obtained by “cutting” the edge
e and replacing it with two unjoined tails τ+ and τ−. Further, denote by
ρ˜ : W (Γˆ)→ W (Γ)
the gluing loops or gluing trees morphism corresponding to gluing τ+ to τ−, as
described in Section 2 Equations (21) and (22).
94 HUIJUN FAN, TYLER JARVIS, AND YONGBIN RUAN
The virtual cycle
[
W
rig
(Γˆ)
]vir
lies in
H∗(W
rig
(Γˆ),Q) ⊗
∏
τ∈T (Γ)
HNγτ (C
N
γτ
,W∞γτ ,Q) ⊗ HNγ+ (CNγ+ ,W∞γ+ ,Q) ⊗ HNγ− (CNγ− ,W∞γ− ,Q),
and the homology HNγ+ (C
N
γ+
,W∞γ+ ,Q) is naturally isomorphic to HNγ− (C
N
γ− ,W
∞
γ− ,Q).
So the intersection pairing
〈 , 〉 : HNγ+ (CNγ+ ,W∞γ+ ,Q) ⊗ HNγ− (CNγ− ,W∞γ− ,Q), - C
can be applied to contract these and give a map
〈 〉± :H∗(W rig(Γˆ),Q) ⊗
∏
τ∈T (Γ)
HNγτ (C
N
γτ
,W∞γτ ,Q) ⊗ HNγ+ (CNγ+ ,W∞γ+ ,Q) ⊗ HNγ− (CNγ− ,W∞γ− ,Q)
- H∗(W
rig
(Γˆ),Q) ⊗
∏
τ∈T (Γ)
HNγτ (C
N
γτ
,W∞γτ ,Q).
We have
|G|
| < γ+ > |
[
W
rig
(Γ)
]vir
= ρ˜∗
〈[
W
rig
(Γˆ)
]vir〉
±
. (203)
(8) Sums of Singularities:
If W1 ∈ C[z1, . . . , zN1 ] and W2 ∈ C[zN1+1, . . . , zN1+N2 ] are two quasi-homogeneous
polynomials with diagonal automorphism groups G1 and G2, then the diagonal au-
tomorphism group of W = W1 + W2 is G = G1 ×G2. For any γ1 ∈ G1 and γ2 ∈ G2,
it is known [AGV, E] that the following isomorphism holds:
Hmid(C
N1+N2
(γ1,γ2)
,W∞(γ1,γ2),Q)  Hmid(C
N1
γ1
,W∞γ1 ,Q) ⊗ Hmid(CN2γ2 ,W∞γ2 ,Q).
Further, since any G-decorated stable graph Γ is equivalent to the choice of a
G1-decorated graph Γ1 and a G2-decorated graph Γ2 which are based on the un-
derlying graph Γ, we have the fiber bundle
W
rig
(Γ) = (W
rig
1 )(Γ1) ×M (Γ) (W
rig
2 )(Γ2). (204)
The natural inclusion
W
rig
g,k(Γ) = (W
rig
1 )g,k(Γ1) ×M g,k(Γ) (W
rig
2 )g,k(Γ2) ⊂
∆- (W
rig
1 )g,k(Γ1) × (W
rig
2 )g,k(Γ2),
together with the isomorphism of middle homology, induces a homomorphism
∆∗ :
H∗((W rig1 )g,k(Γ1),Q) ⊗ k∏
i=1
HNγi,1 (C
N
γi,1
, (W1)∞γi,1 ,Q)
⊗
H∗((W rig2 )g,k(Γ2),Q) ⊗ k∏
i=1
HNγi,2 (C
N
γi,2
, (W2)∞γi,2 ,Q)

- H∗((W1 +W2)
rig
g,k(Γ),Q) ⊗
k∏
i=1
HN(γi,1 ,γi,2) (C
N1+N2
(γi,1,γi,2)
, (W1 + W2)∞(γi,1,γi,2),Q),
such that the virtual cycle satisfies
∆∗
([
(W
rig
1 )g,k(Γ1)
]vir
⊗
[
(W
rig
2 )g,k(Γ2)
]vir)
=
[
(W1 +W2)
rig
g,k(Γ)
]vir
. (205)
(9) Deformation Invariance: Let Wτ ∈ C[z1, . . . , zN] be a family of non-degenerate
quasi-homogeneous polynomials depending smoothly on the parameter τ ∈ S ,
where S is a path connected domain in Cm. Suppose that G is the common auto-
morphism group of Wτ, then the virtual cycle [W
rig
τ (Γ)]
vir associated to (Wτ,G) is
independent of τ.
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(10) Gmax-Invariance: The virtual cycle [W
rig
(Γ)]vir associated to (W,G) is Gmax-
invariant (refer to the proof of this axiom for the explanation of the Gmax action).
Remark 6.2.2. By a Liouville type theorem for A1-singularity, we see that the A1-theory
is uniquely determined by these axioms and it agrees with the theory of 2-spin curves as
described in [JKV1, §4.5].
6.3. Proof of Theorem 6.2.1 and Theorem 1.2.5.
In this section, we will first define the virtual cycle, prove the axioms given by Theorem
6.2.1 and finally prove Theorem 1.2.5.
Definition of virtual cycle [W
rig
g,k(Γ)]
vir. Fix γ = {γ1, . . . , γk} and choose the moduli space
W
rig
g,k(γ, κ) to be strongly regular. For each γ ∈ G, choose the basis {S −j (γ), j = 1, . . . , µγ}
in HNγ (C
N
γ , (Wγ + W0,γ)
−∞,Q) corresponding to the critical points of Wγ + W0,γ and the
dual basis {S j(γ), j = 1, . . . , µγ} in HNγ (CNγ , (Wγ + W0,γ)∞,Q). Then each combination(
S −j1 (γ1), . . . , S
−
jk
(γk)
)
corresponds to the combination of k critical points, κ j1... jk :=
(
κ−j1 (γ1), . . . , κ
−
jk
(γk)
)
.
We obtain the virtual cycle [W
rig
g,k(Γ;γ, κ j1... jk )]
vir =: [W
rig
g,k(Γ;γ, S
−
j1
(γ1), . . . , S −jk (γk))]
vir.
Now we fix a strongly regular parameter (b0i ); the Gauss-Manin connection provides the
isomorphisms
GM(b0i ) : HNγ (C
N
γ , (Wγ + W0,γ)
±∞,Q) - HNγ (C
N
γ , (Wγ)
±∞,Q).
Using the isomorphisms we can identify HNγ (C
N
γ , (Wγ+W0,γ)
±∞,Q) with HNγ (CNγ , (Wγ)±∞,Q).
Define [
W
rig
(Γ)
]vir
:=
∑
j1,..., jk
[W rigg,k(Γ;γ, κ j1... jk )]vir ⊗ k∏
i=1
S ji (γi)
 (206)
∈ H∗(W rigg,k(Γ)) ⊗
∏
τ∈T (Γ)
HNγτ (C
N
γτ
,W∞γτ ,Q). (207)
By Proposition 6.1.7 We have
Proposition 6.3.1. The virtual cycle
[
W
rig
(Γ)
]vir
is independent of the choice of the basis
{S ji (γi)} of HNγ (CNγ , (Wγ)±∞,Q) at each marked point pi.
Since the parallel transport induced by the Gauss-Manin connection preserves the inner
product of the homology bundle, the above proposition justifies the definition of the virtual
cycle
[
W
rig
(Γ)
]vir
.
Proof of Dimension axiom. The dimension of the virtual cycle [W
rig
g,k(Γ;γ, κ j1... jk )]
vir was
already calculated in Theorem 5.1.1. The real dimension of the tensor product of the
Lefschetz thimbles
∏k
i=1 S ji (γi) is
∑k
i=1 Nγi . So we obtain the dimension of the virtual
cycle
[
W
rig
(Γ)
]vir
. Notice that its real dimension can be an odd number. This is a new
result compared to the previous research in Ar-spin curves.
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Proof of symmetric group invariance. Since the construction of the virtual cycle
[
W
rig
(Γ;γ, κ)
]vir
is independent of the order of the tails, hence if we denote by σΓ the graph obtained by
applying σ to the tails of Γ, then we have
σ∗
[
W
rig
(Γ)
]vir
=
[
W
rig
(σΓ)
]vir
=
[
W
rig
(Γ)
]vir
as homology classes.
Proof of Disconnected graphs. This is obvious.
Proof of Degenerating connected graphs. It suffices to prove the following conclusion:
[W
rig
g,k(γ, κ)]
vir ∩W rig(Γ) = [W rig(Γ; κ)]vir.
Let {(Vde f orm,σ × Vresol,σ × Vmap,σ, Eσ,Aut(σ), sσ)} be an oriented Kuranishi structure of
W
rig
g,k(γ, κ). The restriction {(Vde f orm,σ×{0}×Vmap,σ, Eσ,Aut(σ), sσ|Γ)} provides a Kuranishi
structure of W
rig
(Γ; κ). We can take a smooth sequence of multisections snσ such that s
n
σ
approximates sσ and the restriction snσ|Γ approximates sσ|Γ. Hence
[W
rig
(Γ; κ)]vir = Π
(
∪σ
(
(snσ|Γ)−1(0)/Aut(σ)
))
= Π
(
∪σ
(
((snσ)
−1(0) ∩ (Vde f orm,σ × {0} × Vmap,σ))/Aut(σ)
))
= [W
rig
g,k(γ, κ)]
vir ∩W rig(Γ; κ),
where Π : W
rig
(Γ; κ) - W
rig
(Γ) is the forgetful map introduced before.
Proof of the axiom of Topological Euler class for the narrow sector: Since all the marked
points are narrow, the perturbation terms of the perturbed Witten equation only occur near
the broad nodal points. Let b be the perturbation parameter, then the virtual cycle
[W
rig
(Γ; 0)]vir ∈ H∗(W rig(Γ; 0))
is independent of b.
Let λ ∈ [0, 1], and consider the λ-parameterized perturbed Witten equation:
∂¯C ui + I˜1
∂(W + λW0,β)∂ui
 = 0,∀i = 1, . . . ,N. (208)
Then we have a family of moduli spaces W
s
g,k(Γ; 0; λ). Define
W
λ
g,k = ∪λ∈[0,1]{λ} ×W
s
g,k(Γ; 0; λ).
By Corollary 3.3.9, as λ→ 0, the solutions uλ of the equation (208) will tend to 0 solu-
tion of the non-perturbed Witten equation. Therefore the moduli space W
λ
g,k is a compact
Hausdorff space. One can prove in the same way as in the proof of Wall-crossing formula
that it carries an oriented Kuranishi structure {(Uσ, Eσ, sσ)}. Notice that the hypothesis
that all the marked points are narrow is important because it guarantees that the linearized
equations of the perturbed and non-perturbed Witten equations have the same Fredholm
index in the same Sobolev spaces. Since all the marked points are narrow points, there is
no wall-crossing phenomenon and the virtual cycle [W
rig
(Γ; 0; λ = 1)]vir is cobordant to
the virtual cycle [W
rig
(Γ; 0; λ = 0)]vir, where the latter is defined using the non-perturbed
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Witten equation. Since the moduli space W
rig
(Γ; 0; λ = 0) is compact and can be cov-
ered by finitely many Kuranishi neighborhoods, we can take two complex orbifold vector
bundles E0i and E
1
i such that the two-term complex
di : E0i → E1i
is quasi-isomorphic to
U+σ/Aut(σ)→ Eσ/Aut(σ),
and then to
ker(di)→ coker(di)
on each chart.
Therefore, we have
[W
rig
(Γ)]vir = [W
rig
(Γ; 0; λ = 1)]vir = [W
rig
(Γ; 0; λ = 0)]vir = e(D : pi∗0
⊕
i
E1i →
⊕
i
E0i )∩[W
rig
Γ ].
The concavity and dimension properties are the natural conclusions of the topological Euler
class axiom.
Proof of forgetting tails axiom. (a) Without loss of generality, we assume that i = k and
γk = J−1 = (e2piiq1 , . . . , e2piiqt ),
γ−1k = J = (e
2pii(1−q1), . . . , e2pii(1−qt)).
Since CNJ−1 = {0}, it suffices to prove
(ϑrig)∗
(
[W
rig
g,k(Γ;γ
′, γk, κ′, 0)]
)
=
|G|
| < J−1 > | [W
rig
g,k−1(Γ
′;γ′, κ′)]vir. (209)
Consider the semi-stable W-curve CJ := (CP1, z1, z2, J, J−1,L1, . . . ,Lt, ϕ1, . . . , ϕs).
By the degree formula, we have
deg(|L j|) = −1.
The Witten map on CJ has no perturbation term and the index
index(WICJ ) = 0.
Let C be a rigidified W-curve having k marked points with the k-th marked point decorated
by γk. We want to study the Witten equations near this narrow point (zk, γk).
If we take the cylindrical metric near zk (i.e., let | dzz | = 1), then its neighborhood is
viewed as an infinitely long cylinder and zk is viewed as the infinite point. Let u j = u˜ je j;
then the Witten equation is
∂u˜i
∂z¯
+
∂W(u˜1, . . . , u˜t)
∂u˜i
1
z
= 0. (210)
Let z = ew; then we have
∂u˜i
∂w¯
+
∂W(u˜1, . . . , u˜t)
∂u˜i
= 0, ∀w ∈ [−∞, 0] × S 1. (211)
If we take the smooth metric (i.e., let |dz| = 1), then the Witten equation over the
orbicurve has the following form:
∂u˜i
∂z¯
+
∑
j
∂W j(u˜1, . . . , u˜t)
∂u˜i
1
z
|z|2qi = 0. (212)
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We can resolve this equation near zk, and the corresponding function uˆ satisfies the equation
∂uˆi
∂z¯
+
∂W(uˆ1, . . . , uˆt)
∂uˆi
= 0. (213)
Consider the moduli space W
rig
g,k(Γ;γ, κ). Assume that the k-th marked point is dec-
orated by (γk, eJ−1 ). Here we also assume that we take the cylindrical metric near each
marked point. On the other hand, we can set the metric near zk to be the smooth metric and
then the Witten equation has the form (212). After resolution, the solution u˜ corresponds
1-1 to the solution uˆ of (213). In particular, the marked point zk becomes an ordinary point
if we only consider the equation.
Let W
rig
g,k(Γ;γ
′, γk, κ′, sm) be the moduli space consisting of the isomorphism classes
of W-sections (C,u), where u is the solution of the perturbed Witten equation. Here the
symbol ”sm” means that near the k-th marked point, the metric is set to be the smooth
metric. As before, we can give the Gromov topology to this moduli space. Moreover, we
will show below that it can carry an oriented Kuranishi structure which is induced by the
Kuranishi structure of W
rig
g,k−1(Γ′;γ′, κ′).
The following diagram is commutative:
W
rig
g,k(Γ;γ
′, γk, κ′, sm)
ϑrig−−−−−→ W rigg,k−1(Γ′;γ′, κ′)y y
W
rig
g,k(Γ;γ)
ϑrig−−−−−→ W rigg,k−1(Γ′;γ′).
Here ϑrig is the forgetful map. This map exists if and only if the marked point zk is deco-
rated by the group element J−1.
Let {(Uσ,Γσ, Eσ, sσ)} be a Kuranishi structure of W rigg,k−1(Γ′;γ′, κ′). We can choose the
obstruction bundle Eσ such that its generating functions have compact support disjoint
from the k − 1 marked points and the special point zk. For a point σ = (Cσ,uσ), we can
take a neighborhood (Uσ,Γσ, Eσ, sσ). The class [Cσ] ∈ W rigg,k−1(Γ′;γ′) has a neighborhood
(Uˆσ,Λσ). Then the embedding Uσ ↪→ Uˆσ is a Γσ ↪→ Λσ equivariant. There is a universal
family of rigidified W-curves U˜σ - Uˆσ on which Λσ acts. Let (C˜,u) be a point in
W
rig
g,k(Γ;γ
′, γk, κ′, sm) such that ϑrig([C˜]) = [Cσ]; then there is a neighborhood U˜σ/Λσ of
[C˜] such that ϑrig(U˜σ/Λσ) = Uˆσ/Λσ. Now (Uσ ×Uˆσ U˜σ)/Γσ becomes a neighborhood of
(C˜,u). The obstruction bundle Eσ and the section sσ induce the obstruction bundle E˜σ and
the section s˜σ. It is straightforward to prove that {(Uσ ×Uˆσ U˜σ),Γσ, E˜σ, sσ} is an oriented
Kuranishi structure of W
rig
g,k(Γ;γ
′, γk, κ′, sm). Furthermore if {snσ} is an approximation se-
quence of the continuous section {sσ} such that the multi-section snσ is a transversal section,
then [(snσ)
−1(0)] defines the virtual cycle [W
rig
g,k−1(Γ′;γ′, κ′)]vir. Now the induced multisec-
tion {s˜nσ} satisfies the relation (s˜nσ)−1(0) = (snσ)−1(0) ×W rigg,k−1(Γ′;γ′) W
rig
g,k(Γ;γ). Therefore we
have
[W
rig
g,k(Γ;γ, κ, sm)]
vir = (ϑrig)∗([W
rig
g,k−1(Γ
′;γ′, κ′]vir).
Now to prove this axiom we only need to show the following identity:
[W
rig
g,k(Γ;γ
′, γk, κ′, sm)]vir = [W
rig
g,k(Γ;γ, κ)]
vir. (214)
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Actually, as the first step one can show after a simple computation that the two moduli
spaces have the same virtual dimension.
The difference between the two moduli spaces originates from the choice of different
metric around zk. When using the cylindrical metric, zk is the infinite point with a infinitely
long cylindrical neighborhood. When using the smooth metric, zk is just an ordinary point
with a disc neighborhood. So to obtain the neighborhood of zk from the infinitely long
cylinder one has to cap a disc at the infinitely far end. The inverse process is just the
degeneration course of a W-curve along a circle centered at zk.
Let (C,u) ∈ W rigg,k(Γ;γ, κ), and let CJ be a semi-stable W-curve shown in (2). To con-
struct the Witten map over CJ , we can choose the cylindrical metric near z1 which is dec-
orated by J and choose the smooth metric around z2. So z2 is actually an ordinary point
and one can use the Witten lemma to show that the Witten equation over CJ has only the
zero solution. When identifying the point zk on C with z1 on CJ , C#zk=z1CJ becomes a nodal
W-curve. Notice that this curve is not in the space W
rig
g,k(Γ;γ) because the CJ component
is not stable. However, one can also do the gluing operation. The gluing parameter ζk is a
complex number. However we only take a small real interval [0, ε] as our gluing parameter.
When ζk = 0, we do nothing. When ζk , 0, we obtain a W-curve C(ζk) from C. There-
fore from the moduli space W
rig
g,k(Γ;γ) of rigidified W-curves, we obtain another moduli
spaceW
rig
g,k(Γ;γ, ζk) by the gluing operation. These two spaces are totally equivalent as orb-
ifolds. LetW
rig
g,k(Γ;γ
′, γk, κ′, ζk, sm) be the moduli space of W-sections overW
rig
g,k(Γ;γ, ζk).
Define
W = ∪ζk∈[0,ε]W
rig
g,k(Γ;γ
′, γk, κ′, ζk, sm).
Using the decay estimate of the Witten equation, one can prove that this space is compact
in the Gromov topology. One can construct an oriented Kuranishi structure over W from
the Kuranishi structure of W
rig
g,k(Γ;γ, κ) and W
rig
g,k(Γ;γ
′, γk, κ′, sm).
Let (Uσ, Eσ, sσ) be a chart of (C,u) ∈ W rigg,k(Γ;γ, κ). For any gluing parameter ζk ∈
(0, ε], we can obtain the W-curve C(ζk). By an index computation and the fact that the
generators of the bundle Eσ have compact support away from zk, we can view Eσ as the
obstruction bundle over C(ζk). Now by the implicit function theorem, there exists a section
sσ,ζk : Uσ × [0, ε/3] - Eσ. On the other hand, we let W
rig
g,k(Γ;γ
′, γk, κ′, ζk = ε, sm) =
W
rig
g,k(Γ;γ
′, γk, κ′, sm) and extend the Kuranishi structure to∪ζk∈[2ε/3,ε]W
rig
g,k(Γ;γ
′, γk, κ′, ζk, sm).
By the extension theorem, we can construct an oriented Kuranishi structure {(Uσ×[0, ε], Eσ, sσ,ζk )}
overM . So by a cobordism argument we have (214) and then the final conclusion.
(b) W
rig
0,3(γ1, γ2, J
−1) is empty if γ1 , γ−12 for degree reasons. So we only need to
consider the moduli space W
rig
0,3(γ, γ
−1, J−1) and the virtual cycle [W
rig
0,3(γ, γ
−1, J−1)]vir for
any γ ∈ G. The moduli spaceW rig0,3(γ, γ−1, J−1) is 0-dimensional by the dimension formula.
There is only one point inM 0,3 andW 0,3 respectively. For the space of rigidified W-curves,
we have the decomposition
W
rig
0,3(γ, γ
−1, J−1, κ1i , κ
2
j , 0) =
∐
ψ1,ψ2,ψ3
W
rig
0,3(γ, γ
−1, J−1, κ1i , κ
2
j , 0, ψ1, ψ2, ψ3), (215)
where κ1i , κ
2
j are critical points of the perturbed polynomial Wγ + W0,γ and Wγ−1 + W0,γ−1 .
Recall that to define the perturbed Witten equation, we first fix a standard rigidification
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and then choose the perturbation term with respect to this rigidification. After that the per-
turbation parameters with respect to the other rigidification is naturally defined, since the
perturbed Witten equation is a globally defined equation and the solutions are independent
of the choice of the rigidification. Assume that ψ+ and ψ− are the standard rigidifications
attached to γ and γ−1. We have
Lemma 6.3.2. If the perturbation is strongly regular, then
[W
rig
0,3(γ, γ
−1, J−1, κ1i , κ
2
j , 0, ψ
+, ψ−, ψ3)]vir =
{
1 if I−1(κ1i ) = κ
2
j
0 otherwise,
(216)
where I = diag(ξk1 , . . . , ξkN ) and ξd = −1.
Proof. Take the rigidified W-curve C = (R×, S 1, p1, p2, p3,L , ψ+, ψ−, ψ3) where we can
set p1 p2 to be infinitely far points at −∞ and +∞ and p3 = (0, 0). The rigidification
ψ± actually gives the basis e± = (e±1 , . . . , e
±
N) on open half cylinders Ui, i = 1, 2, where
we require that U1 ∪ U2 = R × S 1 and U1 ∩ U2 = U3. Now by the disingularization
operation and a cobordism argument similar to the proof in (a), we can suppose p3 is an
ordinary smooth point (not an infinitely far point) with the trivial orbifold structure without
changing the virtual cycle. Consider the perturbed Witten equation over C:
∂¯ui − ∂(W + W0,β)
∂ui
= 0, (217)
where W0,β =
∑
i b±i β
±
i ui. Let (ζ
+, θ+) and (ζ−, θ−) be the local coordinates on U1 and U2
respectively. On the overlap U3, we can do the following transformation:
• Coordinate transformation: (ζ+, θ+) = −(ζ−, θ−);
• Corresponding transformation of local basis: I(e+) = e−.
If u is a solution of the equation, and u = u˜±e±, then we have the transformation: I−1(u˜+) =
u˜−. In particular, we have the relation:
I−1(u˜+(−∞)) = u˜−(−∞), (218)
and the equation in the uniform coordinates and basis (ζ−, θ−), e− has the form
∂¯u˜−i −
∂(W + W0,β)
∂u˜−i
= 0. (219)
Note that the perturbation terms near the two ends have a cut-off function. Actually, we can
consider a family of perturbed equations continuously changing to the following perturbed
Witten equation without changing the cycle:
∂¯u˜−i −
∂(W + W0,γ)
∂u˜−i
= 0. (220)
Therefore, to compute the virtual cycle is equivalent to considering the existence of the
solutions of Equation (220). Multiplying Equation (220) by ∂(W+W0,γ)
∂u˜−i
and integrating it
over R × S 1, we have
(Wγ−1 + W0,γ−1 )(u˜−)|+∞−∞ =
∑
i
" ∣∣∣∣∣∣∂(W + W0,γ)∂u˜−i
∣∣∣∣∣∣2 dsdθ. (221)
Since the perturbation is strongly regular, by the above integral equality Equation (220)
has solutions if and only if u˜−(+∞) = u˜−(−∞). By (218), this is just
I−1(κ1i ) = κ
2
j .
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
Corollary 6.3.3. If the perturbation is strongly regular, then
[W
rig
0,3(γ, γ
−1, J−1, κ1i , κ
2
j , 0)]
vir =
{ |G|
|<γ>| × |G||<J−1>| if I−1(κ1i ) = κ2j
0 otherwise.
(222)
Proof. For any pair rigidification (ψ1, ψ2), there exist g1, g2 ∈ G such that ψ1 = g · ψ+
and ψ2 = g2 · ψ−. If I−1(κ1i ) = κ2j , we can choose Iˆ = g1g−12 I satisfying the condition
Iˆ−1(g1κ1i ) = (g2κ
2
j ) such that the corresponding equation has a unique solution. Thus the
virtual cycle is just the number of different Iˆ, which is |G||<γ>| × |G||<J−1>| . 
We begin the proof of (b). Let S −j , j = 1, . . . , µγ be a basis of HNγ (C
N
γ , (Wγ)
−∞,Q) which
is identified with HNγ (C
N
γ , (Wγ+W0,γ)
−∞,Q) and let {S j} be the dual basis in HNγ (CNγ , (Wγ)∞,Q) 
HNγ (C
N
γ , (Wγ + W0,γ)
∞,Q)  HNγ (CNγ , (Wγ−1 + W0,γ−1 )−∞,Q). We have
[W
rig
0,3(γ, γ
−1, J−1)]vir =
∑
i, j
[W
rig
0,3(γ, γ
−1, J−1, κ1i , κ
2
j , 0)]
vir ⊗ S i ⊗ S −j .
The map I is a 1-1 map from the set of critical points of Wγ + W0,γ to that of Wγ + W0,γ−1
(cf. Remark 4.2.6) which induces a map
I∗ : HNγ (C
N
γ , (Wγ + W0,γ)
−∞,Q) - HNγ (C
N
γ , (Wγ−1 + W0,γ−1 )
−∞,Q)
such that I∗(S −i ) = S i. Thus by Corollary 6.3.3, we have
[W
rig
0,3(γ, γ
−1, J−1)]vir =
∑
i
|G|
| < γ > | ×
|G|
| < J−1 > |S i ⊗ S
−
i .
In general, if S i and S −i are two arbitrary bases in HNγ (C
N
γ , (Wγ)
−∞,Q) and HNγ (CNγ , (Wγ)−∞,Q)
respectively, and if we denote by (ηi j) the inverse matrix of (< S i, S −j >), then
[W
rig
0,3(γ, γ
−1, J−1)]vir =
∑
i, j
|G|
| < γ > | ×
|G|
| < J−1 > |η
i jS i ⊗ S −j . (223)
Let α ∈ HNγ (CNγ , (Wγ)−∞,Q) and β ∈ HNγ (CNγ , (Wγ)∞,Q); then
[W
rig
0,3(γ, γ
−1, J−1)]vir(α, β, eJ−1 ) =
∑
i
|G|
| < γ > | ×
|G|
| < J−1 > |α(S i)β(S
−
i ) (224)
=
|G|
| < γ > | ×
|G|
| < J−1 > | < α, β >, (225)
where < ·, · > is the pairing induced by the intersection pairing.
Proof of Composition law. We can choose two bases S ±i , i = 1 . . . , µγ in HNγ± (C
N
γ± , (Wγ± )
−∞,Q) 
HNγ± (C
N
γ± , (Wγ±+W0,γ± )
−∞,Q) such that S ±i corresponds to the critical point κi of Wγ+ +W0,γ+
and I(κi) of Wγ− + W0,γ− , respectively. We can write the virtual cycle as
[W
rig
g,k(Γˆ)]
vir =
∑
i, j
[W
rig
g,k(Γˆ, S
+
i , S
−
j )]
vir ⊗ S −i ⊗ S +j .
Hence we have 〈
[W
rig
g,k(Γˆ)]
vir
〉
±
=
∑
i
[W
rig
g,k(Γˆ, κ
+
i , I(κ
+
i ))]
vir
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and then
ρ˜∗
〈
[W
rig
g,k(Γˆ)]
vir
〉
±
=
|G|
| < γ+ > | [W
rig
g,k(Γ)]
vir,
since we have |G||<γ+>| ways to obtain a rigidified W-curve in W
rig
g,k(Γ) (without rigidification
at the nodal point).
Proof of Sums of singularity axiom. Let γi = (γi,1, . . . , γi,k) for i = 1, 2 and
γ = ((γ1,1, γ2,1), . . . , (γ1,k,γ2,k)). Assume that HNγ1,i (C
N1
γ1,i ,W
−∞
1,γ1,i
,Q) is generated by a basis
S −ji , ji = 1, . . . , µγ1,i for each i and HNγ2,i (C
N2
γ2,i ,W
−∞
2,γ2,i
,Q) is generated by a basis Sˆ −li , li =
1, . . . , µγ2,i . Then the group HNγ1,i +Nγ2, j (C
N1+N2
(γ1,i,γ2,1)
,W−∞,Q) is generated by the basis {S −ji ⊗
Sˆ −l j , ji = 1, . . . , µγ1,i , l j = 1, . . . , µ2, j}.
Now we consider the case that Γ is a decorated stable W-graph with each tail dec-
orated by the Lefschetz thimble {S −ji ⊗ Sˆ −li , i = 1, . . . , k}. We have the moduli spaces
W
rig
1 (Γ1;γ1, S
−
ji
) := W
rig
1 (Γ1;γ1, S
−
j1
, . . . S −jk ),W
rig
2 (Γ2;γ2, Sˆ
−
li
) := W
rig
2 (Γ2;γ2, Sˆ
−
l1
, . . . Sˆ −lk ),
and W
rig
(Γ;γ, (S −ji , Sˆ
−
li
)) := W
rig
(Γ;γ, (S −j1 , Sˆ
−
l1
), . . . , (S −jk , Sˆ
−
lk
)). These are compact Haus-
dorff spaces when given the Gromov topology and have the relation
W
rig
(Γ,γ, (S −ji , Sˆ
−
li )) = W
rig
1 (Γ1;γ1, S
−
ji ) ×M Γ¯ W
rig
2 (Γ2;γ2, Sˆ
−
li )).
By Corollary 6.1.5, the moduli space W
rig
(Γ,γ, (S −ji , Sˆ
−
li
)) carries an orientable Kuranishi
structure. Consider its local charts. For any point σ ∈ W rig(Γ), the local chart is given
by (Vde f orm,σ × Vresol,σ × Vmap,σ, Eσ,Aut(σ), sσ,Ψσ). Let {sˆnσ} be a family of multisections
approximating sσ; then for n large enough [W
rig
(Γ)]vir is the pushdown of [(sˆnσ)
−1(0)].
Since W = W1 + W2, we have the splitting Vmap,σ = Vmap,σ1 ×Vmap,σ2 ,Aut(σ) = Aut(σ1)×
Aut(σ2) and Eσ = Eσ1 ⊗ Eσ2 , where (Vde f orm,σ × Vresol,σ × Vmap,σi , Eσi ,Aut(σi), sσi ,Ψσi )
for i = 1, 2 is the local chart of W
rig
i (Γi). Thus
[(sˆnσ)
−1(0)] = [(sˆnσ1 )
−1(0)] ×M Γ¯ [(sˆ
n
σ2
)−1(0)],
i.e.,
[W
rig
(Γ,γ, (S −ji , Sˆ
−
li ))]
vir = [W
rig
1 (Γ1;γ1, S
−
ji )]
vir ×M Γ¯ [W
rig
2 (Γ2;γ2, Sˆ
−
li )]
vir. (226)
On the other hand, we have the decomposition of the dual spaces
HNγ1,i +Nγ2, j (C
N1+N2
(γ1,i,γ2,1)
,W∞,Q) = HNγ1,i (C
N1
γ1,i
,W∞1,γ1,i ,Q) ⊗ HNγ2,i (CN2γ2,i ,W−∞2,γ2,i ,Q).
This decomposition combined with the identity (226) induces the conclusion.
Proof of Deformation invariance axiom. This comes simply from the cobordism argument
for the oriented Kuranishi structure for the big moduli space involving the parameter τ.
Proof of Gmax-Invariance axiom. Note that[
W
rig
(Γ)
]vir
:=
∑
j1,..., jk
[W rigg,k(Γ;γ, κ j1... jk )]vir ⊗ k∏
i=1
S ji (γi)
 (227)
∈ H∗(W rigg,k(Γ)) ⊗
∏
τ∈T (Γ)
HNγτ (C
N
γτ
,W∞γτ ,Q). (228)
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For γˆ ∈ Gmax, the action of γˆ sends the virtual cycle
[
W
rig
g,k(Γ;γ, κ j1... jk )
]vir
based on the
data (γ, κ j1... jk ) to the virtual cycle
[
W
rig
g,k(Γ; γˆ · γ, γˆ · κ j1... jk )
]vir
which is based on the data
(γˆ ·γ, κ j1... jk (γˆ ·γ)). The tuple of k critical points κ j1... jk (γˆ ·γ) =
(
κ−j1 (γˆ · γ1), . . . , κ−jk (γˆ · γk)
)
.
Each critical point κ−ji (γˆ · γi) corresponds to a Lefschetz thimble S −ji (γˆ · γi) in the middle
dimensional homology class determined by γˆ · γi. By Wall-crossing formula, the action of
γˆ to the virtual cycle is realized by the corresponding braid group action (ref. Proposition
6.1.7). On the other hand, the γˆ also gives a dual action to the dual Lefschetz thimbles
S +ji (γˆ ·γi) and so gives a dual action to the state spaceHW,G. Hence, the group Gmax acts on
the virtual cycle
[
W
rig
(Γ)
]vir
and the virtual cycle is Gmax-invariant by Proposition 6.3.1.
Proof of Theorem 1.2.5. The primary complication is the numerical factors.
Recall following lemma (Lemma 4.2.3 of [FJR2]).
Lemma 6.3.4. For a diagram of schemes or DM stacks,
W
i - Y
Z
p
? j - X
q
?
, (229)
where i and j are regular imbeddings of the same codimension, p and q are finite mor-
phisms, and there exists a finite surjective morphism f : W - Z ×X Y with p = pr1 ◦ f
and i = pr2 ◦ f , or such that there exists a finite surjective morphism f : Z ×X Y - W
with pr1 = p ◦ f and pr2 = i ◦ f , then for any c ∈ H∗(M2,Q) we have
p∗i∗(c)
deg(p)
=
j∗q∗(c)
deg(q)
. (230)
We will use this lemma several times. All the diagrams in the proof satisfy the condi-
tions of Lemma 6.3.4.
Recall that
[W (Γ)]vir =
1
deg soΓ
(soΓ)∗[W
rig
(Γ)]vir.
The Dimension and Symmetric group invariance axioms follows trivially from the cor-
responding axioms for the rigidified space.
Let’s prove the Degenerating connected graph axioms.
Consider diagram
W
rig
(Γ)
j˜→ W rigg,k(γ)
↓ soΓ ↓ so
W (Γ)
j˜→ W g,k(γ)
.
It implies that
1
deg(soΓ)
(soΓ)∗ j˜∗c =
1
deg(so)
j˜∗so∗c
for any homology class c ∈ H∗(W rigg,k(γ),Q).
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Let c = [W
rig
g,k(γ)]
vir. We obtain
j˜∗so∗[W
rig
g,k(γ)]
vir =
deg(so)
deg(soΓ)
(soΓ)∗ j˜∗[W
rig
g,k(γ)]
vir.
Using the formula [W
rig
(Γ)]vir = j˜∗[W
rig
g,k(γ)]
vir from the corresponding axiom for the
rigidified space, we obtain
j˜∗[W g,k(γ)]vir =
1
deg(so)
j˜∗so∗[W
rig
g,k(γ)]
vir =
1
deg(soΓ)
(soΓ)∗[W
rig
(Γ)]vir = [W (Γ)]vir.
The disconnected graph axiom and the topological Euler class axiom for the narrow
sector follow trivially from the corresponding axioms of rigidified space.
Slightly more attention is required for the Composition axiom. It is easy to check that
so∗Γ[W (Γ)]
vir =
1
deg(so(Γ))
so∗Γ(soΓ)∗[W
rig
(Γ)]vir = [W
rig
(Γ)]vir.
Hence,
1
deg(soΓcut )
(soΓcut )∗(soΓ ◦ ρ˜)∗[W (Γ)]vir =
1
deg(soΓcut )
(soΓcut )∗ρ˜
∗[W
rig
(Γ)]vir
=
1
deg(soΓcut )
(soΓcut )∗ < [W
rig
(Γcut)]vir >±=< [W (Γcut)]vir >± .
Recall that F = W (Γcut) ×M (Γ) W (Γ). There is a natural map
τ : W
rig
(Γcut) - F
such that
soΓ ◦ ρ˜ = pr2 ◦ τ, soΓcut = q ◦ τ.
Hence,
1
deg(soΓcut )
(soΓcut )∗(soΓ ◦ ρ˜)∗[W (Γ)]vir =
1
deg(soΓcut )
q∗τ∗τ∗pr∗2[W (Γ)]
vir
=
deg(τ)
deg(soΓcut )
q∗pr∗2[W (Γ)]
vir =
1
deg(q)
q∗pr∗2[W (Γ)]
vir.
Let’s consider the forgetting tail axiom. We have the fiber diagram
W
rig
(Γ)
ϑ→ W rig(Γ′)
↓ soΓ ↓ soΓ′
W (Γ)
ϑ→ W (Γ′)
.
Hence,
ϑ∗[W (Γ′)]vir =
1
deg(soΓ′ )
ϑ∗(soΓ′ )∗[W
rig
(Γ′)]vir =
1
deg(soΓ)
(soΓ)∗ϑ∗[W
rig
(Γ)]vir
=
1
deg(soΓ)
(soΓ)∗[W
rig
(Γ)]vir = [W (Γ)]vir.
For the second part of the forgetting tail axiom, we observe 1|G/<γ>|2
∑
ψ1,ψ2
∑
i, j α1η
i j
ψ1◦ψ−12
β j
corresponds to the Casimir element of pairing of invariant homology
<, >: HNγ (C
N
γ ,W
−∞
γ ,Q)
G ⊗ HNγ−1 (CNγ−1 ,W−∞γ−1 ,Q)G → Q.
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Therefore, [W
rig
0,3(γ, γ
−1, J−1)]vir is
∣∣∣∣ G
<J−1>
∣∣∣∣∣∣∣∣ G<γ> ∣∣∣∣2
|G| times the Casimir element of the pairing
on invariant homology. On the other hand, the degree of so is
∣∣∣ G
<J−1>
∣∣∣ ∣∣∣∣ G<γ> ∣∣∣∣2. Therefore,
[W 0,3(γ, γ−1, J−1)]vir = 1|G| times the Casimir element of invariant homology.
The proof of the Sum of Singularities axiom follows from the fact that all the relevant
maps are fiber products. The deformation invariance axiom and the Gmax-invariance axiom
are obvious.
Let W˜ = W+Z where Z has no common monomials with W. There is a natural inclusion
map of components
i : W˜ g,k - W g,k(γ).
Furthermore, there is a natural isomorphism
HNγi (C
N
γi
, (W˜)∞γi ,Q)  HNγi (C
N
γi
, (W)∞γi ,Q).
We can restrict the moduli space to the components W˜ g,k(γ). For the Witten equation,
we consider a family of quasi-homogeneous polynomials W˜t = W + tZ. Then, a simple
cobordism argument yields
Theorem 6.3.5. [W g,k,G(γ)]vir = W˜ g,k(γ) ∩ [W g,k(γ)]vir.

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