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In coupled flow and poromechanics phenomena representing hydrocar-
bon production or CO2 sequestration in deep subsurface non-fractured reser-
voirs, the spatial domain in which fluid flow occurs is usually much smaller
than the spatial domain over which significant deformation occurs. The verti-
cal extent of the poromechanical domain can be two orders of magnitude more
than the characteristic thickness of the flow domain (reservoir). The lateral
extent of the poromechanical domain should also be allowed to be substan-
tially larger than that of the flow domain to enable the imposition of far-field
boundary conditions on the poromechanical domain. The typical approach is
to either impose an overburden pressure directly on the reservoir thus treating
it as a coupled problem domain or to model flow on a huge domain with zero
permeability cells to mimic the no flow boundary condition on the interface
of the reservoir and the surrounding rock. The former approach precludes a
study of land subsidence or uplift and further does not mimic the true effect of
v
the overburden on stress sensitive reservoirs whereas the latter approach has
huge computational costs. The flow domain requires an areal resolution fine
enough to be able to capture the underlying nonlinearities in the multiphase
flow equations. If the same grid resolution is employed for the poromechanical
domain, the simulator would crash for lack of memory and computing resource.
With that in mind, it is imperative to establish a framework in which fluid
flow is resolved on a finer grid and poromechanical deformation is resolved on a
coarse grid. In addition, the geometry of the flow domain necessitates the use
of non-nested grids which allows for freedom of choice of the poromechanical
grid resolution. Furthermore, to achieve the goal of rendering realistic simu-
lations of subsurface phenomena, we cannot ignore the heterogeneity in flow
and poromechanical properties, as well as the lack in accuracy of the porome-
chanical calculations if the grid for the poromechanics domain is too coarse.
This dissertation is a rendition of how we invoke concepts in computational
geometry, parallel computing, applied mathematics and convex optimization
in designing and implementing algorithms that tackle all the aforementioned
challenges.
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Chapter 1
Introduction
1.1 Problem statement for the dissertation
The problem statement for this dissertation is to enable the study of the
interaction between fluid flow in deep subsurface reservoirs and poromechanical
(or geomechanical) deformation using a parallel finite element framework as
shown in Figure 1.1. The tasks we perform are:
• Use the ideas of MPI based parallel computing to decompose the prob-
lem domain into a flow domain and a poromechanical domain with the
flow domain being a subset of the poromechanical domain. This general
approach would also work for the specific case of the two domains being
identical.
• Construct mapping operators that enable the implementation of a two-
grid approach in which the flow equations are solved on a fine mesh and
the poromechanical equations are solved on a coarse mesh. Modify the
single-grid solution algorithm that seamlessly incorporates the two-grid
approach
• Demonstrate numerically and theoretically the convergence of the modi-
fied algorithm for consolidation in homogeneous, as well as heterogeneous
1
coupled problem
non-pay
free surface
d
g
H
Solve mechanics on coarse mesh
Solve flow on fine mesh
upscale
downscale
lR lR
lG lG
x
y
z
reservoir
Figure 1.1: lR and lG are the characteristic lateral extents whereas d and H
are the characteristic vertical extents of the flow and poromechanical domains
respectively. Typically, both lR and d are in the range of 1000 ft to 10000 ft
and H ∼ 100 ft.
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porous media, for the case of isotropic poroelasticity
In addition to that, we also perform the following tasks
• Study the convergence properties of the standard single-grid approach
for the case of the anisotropic poroelasticity. Eventually, in subsurface
problems, it is imperative to factor in the anisotropy of the underlying
rocks
• Formulate an optimization method for treatment of hanging nodes in
the mechanics mesh. These hanging nodes would allow for aggressive
coarsening inside the mechanics mesh around the region surrounding
the reservoir with the coarse mesh extending all the way to the surface
1.2 Outline of the dissertation
In Chapter 2, we present the model equations and discrete variational
statements for the two-grid staggered solution algorithm. Since flow and
poromechanics are solved on different finite element grids, we design grid-
to-grid projection operators using concepts in computational geometry and
parallel computing. The design of these operators is the subject of Chapter 3.
In Chapter 4, we invoke the concept of contraction mapping to establish the
theoretical convergence of the solution algorithm presented in Chapter 3 and
further generalize the algorithm in the presence of heterogeneities in the porous
medium. The work in Chapters 2, 3, and 4 assumes isotropy of the porous
solid. In Chapter 5, we again invoke the concept of contraction mapping to
3
establish the theoretical convergence of the staggered solution algorithm with
the anisotropy of the porous rock factored in. In Chapter 6, we present an aug-
mented Lagrangian formulation for treatment of hanging nodes in hexahedral
meshes. In Chapter 7, we present conclusions and scope for future work.
1.3 Journal articles resulting from the dissertation
The following articles were spawned out of the body of work comprising
this dissertation
• S. Dana, J. Ita and M. F. Wheeler, “The correspondence between Voigt
and Reuss bonds and the decoupling constraint in a two-grid staggered
solution algorithm for coupled flow and deformation in heterogeneous
poroelastic media”, arXiv 1810.09443
• S. Dana and M. F. Wheeler, “Augmented Lagrangian for treatment of
hanging nodes in hexahedral meshes”, arXiv 1809.04031
• S. Dana and M. F. Wheeler, “Convergence analysis of fixed stress split
iterative scheme for anisotropic poroelasticity with tensor Biot parame-
ter”, Computational Geosciences, 22(5), 1219-1230, 2018
• S. Dana and M. F. Wheeler, “Convergence analysis of two-grid fixed
stress split iterative scheme for coupled flow and deformation in hetero-
geneous poroelastic media”, Computer Methods in Applied Mechanics
and Engineering, 341:788-806, 2018
4
• S. Dana, B. Ganis and M. F. Wheeler, “A multiscale fixed stress split
iterative scheme for coupled flow and poromechanics in deep subsurface
reservoirs”, Journal of Computational Physics, 352:1-22, 2018
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Chapter 2
Model equations and discrete variational
statements for the two-grid staggered solution
algorithm
2.1 Model equations
The equations for slightly single compressible single phase flow coupled
with linear poromechanics are given in this module
2.1.1 Flow model
Let Ωf ⊂ R3 be the flow domain with boundary ∂Ωf = ΓfD ∪ ΓfN
where ΓfD is Dirichlet boundary and Γ
f
N is Neumann boundary. The mass
conservation equation (2.1) for single phase flow in porous medium1 with the
Darcy law (2.2) for slightly compressible fluid (2.3) with boundary conditions
(2.4) and initial conditions (2.5) is
∂(φ∗ρ)
∂t
+∇ · z = q (2.1)
z = −Kρ
µ
(∇p− ρg) (2.2)
ρ = ρ0e
c (p−p0) (2.3)
p = g on ΓfD × (0, T ], z · n = 0 on ΓfN × (0, T ] (2.4)
1The derivation of the equation is given in Coussy [24]
6
p(x, 0) = p0(x), ρ(x, 0) = ρ0(x), φ(x, 0) = φ0(x) ∀x ∈ Ωf (2.5)
where p : Ωf× (0, T ]→ R is the fluid pressure, z : Ωf× (0, T ]→ R3 is the fluid
flux, ¯ is the volumetric strain, φ is the Eulerian porosity defined as the ratio
of the pore volume in the deformed configuration to the total volume in the
deformed configuration, φ∗ ≡ φ(1 + ¯) is the Lagrangian porosity2 defined as
the ratio of the pore volume in the deformed configuration to the total volume
in the undeformed configuration, n is the unit outward normal on ΓfN , q is the
source or sink term, K is the uniformly symmetric positive definite absolute
permeability tensor, µ is the fluid viscosity, ρ0 is a reference density, c is the
fluid compressibility and T > 0 is the time interval.
2.1.2 Poromechanics model
Let Ωp ⊂ R3 be the poromechanics domain with boundary ∂Ωp =
ΓpD ∪ ΓpN where ΓpD is Dirichlet boundary and ΓpN is Neumann boundary. The
linear momentum balance in the quasi-static limit of interest (2.6) with the
definition of the total stress (2.7) (see Biot [8]) with the expression for the body
force (2.8) and the small strain assumption (2.9) with boundary conditions
(2.10) and initial condition (2.11) is
∇ · σ + f = 0 (2.6)
σ = D− αpI ≡ λ¯I + 2G− αpI (2.7)
2The reader is again refered to Coussy [24] for a more detailed explanation of Eulerian
and Lagrangian porosities
7
f = ρφg + ρr(1− φ)g (2.8)
(u) =
1
2
(∇u +∇Tu) (2.9)
u · n1 = 0 on ΓpD × [0, T ], σTn2 = t on ΓpN × [0, T ] (2.10)
u(x, 0) = 0 ∀ x ∈ Ωp (2.11)
where u : Ωp × [0, T ]→ R3 is the solid displacement, ρr is the rock density, G
is the shear modulus, λ is the Lame parameter, n1 is the unit outward normal
to ΓpD, n2 is the unit outward normal to Γ
p
N , α is the Biot parameter,f is body
force per unit volume, t is the traction boundary condition,  is the strain
tensor, D is the fourth order elasticity tensor and I is the second order identity
tensor.
2.1.3 Expression for mean stress
The mean stress σv is given as
σv =
1
3
tr(σ) =
1
3
tr
(
λ¯I + 2G− αpI) = 1
3
3λ¯+
1
3
2G
¯︷︸︸︷
tr()−1
3
3αp
=
(
λ+
1
3
2G
)
¯− αp = Kb¯− αp (2.12)
where Kb ≡ λ+ 132G is the bulk modulus of the solid skeleton or the drained
bulk modulus.
2.2 The fixed stress split staggered solution strategy
Staggered solution schemes are those in which an operator splitting
strategy is used to split the coupled problem into well-posed flow and me-
chanics subproblems which are then solved sequentially instead of solving the
8
coupled system of equations monolithically. The fixed stress split is one such
strategy that solves the flow problem while freezing the mean stress followed
by the mechanics problem. This procedure (also refered to as ‘coupling it-
eration’ or ‘fixed - stress iteration’) is repeated until a certain convergence
criterion is met. The basic idea of the fixed - stress split strategy is to solve
for the pressure and flux degrees of freedom at the current fixed - stress iter-
ation based on the value of the mean stress from the previous fixed - stress
iteration. These pressures then contribute to the force vector in the porome-
chanics system which is solved for displacements thereby updating the stress
state. This updated stress state is then fed back to the flow system for the
next fixed - stress iteration. Since this strategy condemns the porous solid
to follow a certain stress path during the flow solve, the convergence of the
solution algorithm is not automatically guaranteed. Mikelic´ and Wheeler [58]
proved the convergence of the fixed - stress split strategy using the principle
of contraction mapping with appropriately chosen metrics. Castelletto et al.
[20] showed that the fixed stress split strategy can be interpreted as a block
triangular preconditioning strategy applied within a Richardson iteration to
the fully implicit scheme. They also showed that a mixed formulation for flow
with the fixed mean stress constraint coupled with a continuous Galerkin for-
mulation for poromechanics is first order accurate in space and time for both
pressure and displacement, even for distorted meshes.
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2.3 Discrete variational statements
Given a domain Ω ⊂ Rn, we use Pk(Ω) to represent the restriction of
the space of polynomials of degree less that or equal to k to Ω. Given a domain
Ω ⊂ R3, we use Q1(Ω) to denote the space of trilinears3 on Ω. The Sobolev
spaces (Adams [2]) are based on the space of square integrable functions on a
domain Ω ⊂ R3 given by
L2(Ω) ≡
{
f :
∫
Ω
|f |2 = ‖f‖2L2(Ω) < +∞
}
,
We then define in general, for any integer m ≥ 0
Hm(Ω) ≡
{
w : Dαw ∈ L2(Ω) ∀|α| ≤ m
}
,
where the derivatives are taken in the sense of distributions and given by
Dαw =
∂|α|w
∂xα11 ..∂x
αn
n
, |α| = α1 + · · ·+ αn,
In the presence of a divergence operator in second order PDEs, the following
space is defined
H(div,Ω) ≡
{
v : v ∈ (L2(Ω))3,∇ · v ∈ L2(Ω)
}
For Ω ⊂ R3 and (·) defined on Ω, we omit the differential dV in the represen-
tation of the integral of (·) over Ω for the sake of brevity as follows∫
Ω
(·) ≡
∫
Ω
(·) dV
3If Ω ⊂ R2, Q1(Ω) is used to denote the space of bilinears on Ω.
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For Ω ⊂ R2 and (·) defined on Ω, we omit the differential dS in the represen-
tation of the integral of (·) over Ω for the sake of brevity as follows∫
Ω
(·) ≡
∫
Ω
(·) dS
2.3.1 Finite element mapping
rˆ2
rˆ3rˆ4
rˆ5 rˆ6
rˆ7rˆ8
rˆ1
F fE
rf1 r
f
2
rf3
rf4
rf5 rf6
rf7r
f
8
rˆ2
rˆ3rˆ4
rˆ5 rˆ6
rˆ7rˆ8
rˆ1
F pE
rp1 r
p
2
rp3
rp4
rp5 r
p
6
rp7
rp8
Figure 2.1: Trilinear mapping F fE : Eˆ 7→ Ef and F pE : Eˆ 7→ Ep for 8 noded
distorted hexahedral elements Ef and Ep respectively. The faces of Ef and
Ep can be non-planar.
Let T fh be the finite element partition of Ω
f consisting of distorted
hexahedral elements Ef and let T pH be the finite element partition of Ω
p con-
sisting of distorted hexahedral elements Ep. As the flow model is solved on a
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finer mesh, the mesh ratio r is such that
r ≡ max
Ep∈T pH
diam(Ep)/ max
Ef∈T fh
diam(Ef ) = H/h ≥ 1
Let rfi , i = 1, .., 8 and r
p
i , i = 1, .., 8 be the vertices of E
f and Ep respectively.
Let Eˆ represent a reference unit cube with vertices rˆ1 ≡ (0, 0, 0), rˆ2 ≡ (1, 0, 0),
rˆ3 ≡ (1, 1, 0), rˆ4 ≡ (0, 1, 0), rˆ5 ≡ (0, 0, 1), rˆ6 ≡ (1, 0, 1), rˆ7 ≡ (1, 1, 1) and
rˆ8 ≡ (0, 1, 1). Letting xˆ = (xˆ, yˆ, zˆ) ∈ Eˆ, the functions F fE(xˆ) : Eˆ 7→ Ef and
F pE(xˆ) : Eˆ 7→ Ep as shown in Figure 2.1 are defined as
F fE(xˆ) = r
f
1(1− xˆ)(1− yˆ)(1− zˆ) + rf2 xˆ(1− yˆ)(1− zˆ) + rf3 xˆyˆ(1− zˆ)
+ rf4(1− xˆ)yˆ(1− zˆ) + rf5(1− xˆ)(1− yˆ)zˆ + rf6 xˆ(1− yˆ)zˆ
+ rf7 xˆyˆzˆ + r
f
8(1− xˆ)yˆzˆ (2.13)
F pE(xˆ) = r
p
1(1− xˆ)(1− yˆ)(1− zˆ) + rp2xˆ(1− yˆ)(1− zˆ) + rp3xˆyˆ(1− zˆ)
+ rp4(1− xˆ)yˆ(1− zˆ) + rp5(1− xˆ)(1− yˆ)zˆ + rp6xˆ(1− yˆ)zˆ
+ rp7xˆyˆzˆ + r
p
8(1− xˆ)yˆzˆ (2.14)
We denote the jacobian of F fE and F
p
E by DF
f
E and DF
p
E respectively and the
determinant of DF fE and DF
p
E by J
f
E and J
p
E respectively. Defining r
f
ij ≡ rfi −rfj
and rpij ≡ rpi − rpj , we have
DF fE(xˆ) =
rf21 + (rf34 − rf21)yˆ + (rf65 − rf21)zˆ + ((rf21 − rf34)− (rf65 − rf78))yˆzˆ;rf41 + (rf34 − rf21)xˆ+ (rf85 − rf41)zˆ + ((rf21 − rf34)− (rf65 − rf78))xˆzˆ;
rf51 + (r
f
65 − rf21)xˆ+ (rf85 − rf41)yˆ + ((rf21 − rf34)− (rf65 − rf78))xˆyˆ

3×3
DF pE(xˆ) =
rp21 + (rp34 − rp21)yˆ + (rp65 − rp21)zˆ + ((rp21 − rp34)− (rp65 − rp78))yˆzˆ;rp41 + (rp34 − rp21)xˆ+ (rp85 − rp41)zˆ + ((rp21 − rp34)− (rp65 − rp78))xˆzˆ;
rp51 + (r
p
65 − rp21)xˆ+ (rp85 − rp41)yˆ + ((rp21 − rp34)− (rp65 − rp78))xˆyˆ

3×3
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Let xf ∈ Ef and xp ∈ Ep and further let ψ(xf ) and ψ(xp) be functions defined
on Ef and Ep respectively. Let ψˆ(xˆ) be the corresponding definitions on Eˆ.
Then we have
∇ψ(xf ) = (DF fE)−T ∇ˆψˆ (2.15)
∇ψ(xp) = (DF pE)−T ∇ˆψˆ (2.16)
2.3.2 Mixed finite element spaces employed
F fE
vˆ11
vˆ12
vˆ13
vˆ21
vˆ23vˆ22
vˆ31
vˆ33
vˆ32
vˆ41
vˆ42
vˆ43
vˆ51
vˆ52
vˆ53
vˆ61
vˆ63
vˆ62
vˆ72
vˆ71
vˆ73
vˆ81
vˆ82
vˆ83
v11
v12
v13 v22 v23
v21
v33
v31
v32v42
v41
v43
v51
v52
v53 v61
v62
v63
v71
v72
v73
v81
v82
v83
Figure 2.2: Degrees of freedom and basis functions for the enhanced BDDF1
velocity space on hexahedra.
Let V∗h ×Wh be the lowest order BDDF1 MFE spaces on hexahedra
(see [16]). With x ≡ (xˆ, yˆ, zˆ) ∈ Eˆ, these spaces are defined on Eˆ as
Vˆ∗(Eˆ) = (P1(Eˆ))3 + r0 curl(0, 0, xˆyˆzˆ)T + r1 curl(0, 0, xˆyˆ2)T + s0 curl(xˆyˆzˆ, 0, 0)T
+ s1 curl(yˆzˆ
2, 0, 0)T + t0 curl(0, xˆyˆzˆ, 0)
T + t1 curl(0, xˆ
2zˆ, 0)T
Wˆ (Eˆ) = P0(Eˆ)
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with the following properties
∇ˆ · Vˆ∗(Eˆ) = Wˆ (Eˆ), and ∀vˆ ∈ Vˆ∗(Eˆ), ∀eˆ ⊂ ∂Eˆ, vˆ · nˆeˆ ∈ P1(eˆ)
where eˆ represents a face of Eˆ and nˆeˆ the unit outward normal to eˆ. The mul-
tipoint flux approximation procedure requires on each face one velocity degree
of freedom to be associated with each vertex thus requiring four degrees of
freedom per face. Since V∗h has only three degrees of freedom per face, it is
augmented with one degree of freedom per face resulting in addition of six
degrees of freedom per element. Since the properties of constant divergence,
linear independence of the shape functions and continuity of the normal com-
ponent across the element faces are to be preserved, six curl terms are added
(see [50]) to V∗h. Let Vh ×Wh be the enhanced BDDF1 spaces on hexahedra.
On Eˆ, these spaces are
Vˆ(Eˆ) = Vˆ∗(Eˆ) + r2 curl(0, 0, xˆ2zˆ)T + r3 curl(0, 0, xˆ2yˆzˆ)T + s2 curl(xˆyˆ2, 0, 0)T
+ s3 curl(xˆyˆ
2zˆ2, 0, 0)T + t2 curl(0, yˆzˆ
2, 0)T + t3 curl(0, xˆyˆzˆ
2, 0)T
Wˆ (Eˆ) = P0(Eˆ)
with the following properties
∇ˆ · Vˆ(Eˆ) = Wˆ (Eˆ), and ∀vˆ ∈ Vˆ(Eˆ), ∀eˆ ⊂ ∂Eˆ, vˆ · nˆeˆ ∈ Q1(eˆ)
Since dimQ1(eˆ) = 4, the dimension of Vˆ(Eˆ) is 24 as shown in Figure 2.2.
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2.3.3 Weak form of Darcy law
We first rewrite the Darcy law (2.2) as
µ
ρ
K−1z = −∇p+ ρg
The weak form of the above is∫
Ωf
µ
ρ
K−1z · v = −
∫
Ωf
∇p · v +
∫
Ωf
ρg · v (2.17)
We use the divergence theorem for the first term on RHS of (2.17) as follows∫
Ωf
∇p · v =
∫
Ωf
(∇ · (pv)− p∇ · v)
=
∫
∂Ωf
pv · n−
∫
Ωf
p∇ · v
=
∫
ΓfD
gv · n−
∫
Ωf
p∇ · v (2.18)
where we invoke v · n = 0 on ΓfN . Substituting (2.18) in (2.17), we get∫
Ωf
µ
ρ
K−1z · v −
∫
Ωf
p∇ · v =
∫
Ωf
ρg · v −
∫
ΓfD
gv · n (2.19)
2.3.4 Discrete weak form of flow model
A subspace of H(div,Ωf ) consisting of functions with vanishing normal
trace on ΓfN is
V(Ωf ) ≡ H(div,Ωf ) ∩
{
v : v · n = 0 on ΓfN
}
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The problem statement is : find zh, z˜h ∈ Vh and ph ∈ Wh such that∑
Ef∈T fh
∫
Ef
µ
ρ
K−1zh · v −
∑
Ef∈T fh
∫
Ef
ph∇ · v
= −
∑
Ef∈T fh
∫
∂Ef∩ΓfD
gv · n +
∑
Ef∈T fh
∫
Ef
ρg · v (2.20)
∑
Ef∈T fh
∫
Ef
φ∗ρw +
∑
Ef∈T fh
∫
Ef
∆t∇ · zhw
=
∑
Ef∈T fh
∫
Ef
∆tqw +
∑
Ef∈T fh
∫
Ef
(φ∗ρ)nw (2.21)
where the finite dimensional subspaces Wh ⊂ L2(Ωf ) and Vh ⊂ V(Ωf ) are
Wh ≡
{
w : w|Ef ∈ P0(Ef ) ∀Ef ∈ T fh
}
Vh ≡
{
v : v|Ef ↔ vˆ|Eˆ : vˆ|Eˆ ∈ Vˆ(Eˆ) ∀Ef ∈ T fh , v · n = 0 on ΓfN
}
(·)n denotes the quantity (·) evaluated at the previous time level n while the
remaining terms are evaluated at current time level n + 1. Equations (2.20)-
(2.21) are recast for the (k + 1)th Newton iteration as[
A −B
∆tBT C
]{
δ(k)Zh
δ(k)ph
}
=
{
R1
R2
}
(2.22)
where Zh are the flux degrees of freedom and ph are the pressure degrees of
freedom respectively and the submatrices A, B and C are
A =
∑
Ef∈T fh
∫
Ef
µ
ρk
K−1vj · vi
B =
∑
Ef∈T fh
∫
Ef
∇ · viwj
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C =
∑
Ef∈T fh
∫
Ef
ρkφ∗
k
c+
∑
Ef∈T fh
∫
Ef
ρk
∂φ∗
∂p
|k (2.23)
and the residuals R1 and R2 are
R1 = −
∑
Ef∈T fh
∫
Ef
K−1z˜kh · v +
∑
Ef∈T fh
∫
Ef
pkh∇ · v
−
∑
Ef∈T fh
∫
∂Ef∩ΓfD
gv · n +
∑
Ef∈T fh
∫
Ef
ρkg · v (2.24)
R2 = −
∑
Ef∈T fh
∫
Ef
φ∗
k
ρkw −
∑
Ef∈T fh
∫
Ef
∆t∇ · zkhw
+
∑
Ef∈T fh
∫
Ef
∆tqw +
∑
Ef∈T fh
∫
Ef
(φ∗ρ)nw (2.25)
where (·)k is the quantity (·) evaluated at the kth Newton iteration at the
current time level n+1 and δ(k) is the change in (·) over the (k+1)th iteration.
The submatrices A and B have off-diagonal components while the submatrix
C is diagonal. The evaluation of ∂φ
∗
∂p
|k in (2.23) along with the evolution law
for φ∗ during the flow solve are presented in the module 2.3.7. A quadrature
rule (Ingram et al. [50]) is used to evaluate the submatrix A. Elimination of
the flux degrees of freedom from (2.22) results in a 27 point stencil where the
pressure in each element Ef is coupled with pressures in all 27 elements that
share a vertex with Ef . The resulting system is solved for δ(k)ph and the k
th
iterate is obtained as
pk+1h = p
k
h + δ
(k)ph (2.26)
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2.3.5 Discrete weak form of linear momentum balance
An infinite dimensional space U(Ωp) in Ωp is defined as
U(Ωp) ≡
{
q = (u, v, w) : u, v, w ∈ H1(Ωp),q = 0 on ΓpD
}
The weak form of the linear momentum balance (2.6) is given by∫
Ωp
(∇ · σ) · q +
∫
Ωp
f · q = 0 (∀ q ∈ U(Ωp)) (2.27)
where U(Ωp) is given by
U(Ωp) ≡
{
q = (u, v, w) : u, v, w ∈ H1(Ωp),q = 0 on ΓpD
}
We know from tensor calculus that
(∇ · σ) · q ≡ ∇ · (σq)− σ : ∇q (2.28)
Further, using the divergence theorem and the symmetry of σ, we arrive at∫
Ωp
∇ · (σq) ≡
∫
∂Ωp
q · (σn) (2.29)
We decompose ∇q into a symmetric part (∇q)s ≡ 12
(∇q + (∇q)T ) ≡ (q)
and skew-symmetric part (∇q)ss and note that the contraction between a
symmetric and skew-symmetric tensor is zero to obtain
σ : ∇q ≡ σ : (∇q)s +
:0
σ : (∇q)ss = σ : (q) (2.30)
From (5.7), (5.8), (5.9) and (5.10), we get∫
∂Ωp
(σn) · q−
∫
Ωp
σ : (q) +
∫
Ωp
f · q = 0
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which, after invoking the boundary conditions σn = t on ΓpN and q = 0 on
ΓpD results in ∫
ΓpN
t · q−
∫
Ωp
σ : (q) +
∫
Ωp
f · q = 0 (2.31)
Substituting σ = D− αpI in (4.21), we get∫
ΓpN
t · q−
∫
Ωp
(D− αpI) : (q) +
∫
Ωp
f · q = 0
and the discrete weak form after substituting f = ρφg + ρr(1 − φ)g is finally
obtained as: find uH ∈ UH such that∑
Ef∈T pH
∫
Ep
(q) : D(uH) =
∑
Ef∈T pH
∫
Ωp
(q) : αpI
+
∑
Ef∈T pH
∫
Ep
q · (ρφg + ρr(1− φ)g) +
∑
Ef∈T pH
∫
∂Ep∩ΓpN
q · t (2.32)
where the finite dimensional subspace UH ⊂ U(Ωp) is given by
UH =
{
q = (u, v, w) : u|Ep , v|Ep , w|Ep ∈ Q1(Ep) ∀Ep ∈ T pH ,q = 0 on ΓpD
}
The discrete displacements uH and the corresponding strain tensor (uH) are
written in terms of the nodal displacement degrees of freedom represented by
U as
uH =
∑
Ep∈T pH
NU (2.33)
(uH) =
∑
Ep∈T pH
BU (2.34)
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where N is the shape function matrix and B is the strain-displacement inter-
polation matrix. Equations (2.32), (2.33) and (2.34) eventually lead to the
following system of equations
KU = F (2.35)
where K and F are refered to as the global stiffness matrix and global force
vector respectively and are obtained as
K =
∑
Ep∈T pH
∫
Ep
BTDB (2.36)
F =
∑
Ep∈T pH
∫
Ep
BTαpI +
∑
Ep∈T pH
∫
Ep
NT (ρφg + ρr(1− φ)g) +
∑
Ep∈T pH
∫
∂Ep∩ΓpN
NT t
(2.37)
To simplify the computations, (2.35) is recast in compact engineering notation
(see Hughes [48]) wherein stresses σ, strains  and identity tensor I are rep-
resented as vectors and fourth order tensor D is represented as a second order
tensor. The matrices N and B are also recast appropriately.
2.3.6 Evaluation of integrals for the poromechanical solve using
quadrature
The trilinear function F pE(rˆ) : rˆ 7→ rp which we have already defined in
(2.14) can also be written as
F pE(rˆ) : rˆ 7→ rp =
8∑
i=1
Nˆi(rˆ)r
p
i
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where Nˆi(rˆ) are refered to as the shape functions and satisfy the property that
Nˆi(rˆj) = δij, i, j = 1, ..., 8 where δij is the Kronecker delta, and are given as
Nˆ1 = (1− xˆ)(1− yˆ)(1− zˆ)
Nˆ2 = xˆ(1− yˆ)(1− zˆ)
Nˆ3 = xˆyˆ(1− zˆ)
Nˆ4 = (1− xˆ)yˆ(1− zˆ)
Nˆ5 = (1− xˆ)(1− yˆ)zˆ
Nˆ6 = xˆ(1− yˆ)zˆ
Nˆ7 = xˆyˆzˆ
Nˆ8 = (1− xˆ)yˆzˆ
The shape function matrix is given as
Nˆ =
[
N¯1 N¯2 N¯3 N¯4 N¯5 N¯6 N¯7 N¯8
]
3×24
N¯i =
Nˆi 0 00 Nˆi 0
0 0 Nˆi

3×3
(∀ i = 1, .., 8)
The jacobian of F pE(rˆ) is the given as
DF pE(rˆ) ≡

∂x
∂xˆ
∂x
∂yˆ
∂x
∂zˆ
∂y
∂xˆ
∂y
∂yˆ
∂y
∂zˆ
∂z
∂xˆ
∂z
∂yˆ
∂z
∂zˆ
 =

8∑
i=1
∂Nˆi
∂xˆ
xpi
8∑
i=1
∂Nˆi
∂yˆ
xpi
8∑
i=1
∂Nˆi
∂zˆ
xpi
8∑
i=1
∂Nˆi
∂xˆ
ypi
8∑
i=1
∂Nˆi
∂yˆ
ypi
8∑
i=1
∂Nˆi
∂zˆ
ypi
8∑
i=1
∂Nˆi
∂xˆ
zpi
8∑
i=1
∂Nˆi
∂yˆ
zpi
8∑
i=1
∂Nˆi
∂zˆ
zpi

The strain-displacement interpolation matrix is given as
Bˆ =
[
Bˆ1 Bˆ2 Bˆ3 Bˆ4 Bˆ5 Bˆ6 Bˆ7 Bˆ8
]
6×24
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Bˆi =

∂Nˆi
∂x
0 0
0 ∂Nˆi
∂y
0
0 0 ∂Nˆi
∂z
∂Nˆi
∂y
∂Nˆi
∂x
0
∂Nˆi
∂z
0 ∂Nˆi
∂x
0 ∂Nˆi
∂z
∂Nˆi
∂y

6×3
(∀ i = 1, .., 8)
and the derivatives of the shape functions are obtained using

∂Nˆi
∂x
∂Nˆi
∂y
∂Nˆi
∂z
 = (DF pE)−T

∂Nˆi
∂xˆ
∂Nˆi
∂yˆ
∂Nˆi
∂zˆ
 =

8∑
i=1
∂Nˆi
∂xˆ
xpi
8∑
i=1
∂Nˆi
∂yˆ
xpi
8∑
i=1
∂Nˆi
∂zˆ
xpi
8∑
i=1
∂Nˆi
∂xˆ
ypi
8∑
i=1
∂Nˆi
∂yˆ
ypi
8∑
i=1
∂Nˆi
∂zˆ
ypi
8∑
i=1
∂Nˆi
∂xˆ
zpi
8∑
i=1
∂Nˆi
∂yˆ
zpi
8∑
i=1
∂Nˆi
∂zˆ
zpi

−T 
∂Nˆi
∂xˆ
∂Nˆi
∂yˆ
∂Nˆi
∂zˆ

The elasticity tensor for the isotropic porous solid is
D =

λ+ 2G λ λ 0 0 0
λ λ+ 2G λ 0 0 0
λ λ λ+ 2G 0 0 0
0 0 0 G 0 0
0 0 0 0 G 0
0 0 0 0 0 G

6×6
where λ is the Lame parameter corresponding to the drained response of the
porous specimen and G is the shear modulus of porous specimen. Denoting the
determinant of DF pE(rˆ) by J
p
E, the integrals leading upto the element stiffness
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matrix and force vectors are given as∫
Ep
NT f ≡
∫
Eˆ
NˆT fJpE ≡
∑
g∈G
(NˆT fJpE)|gwg∫
Ep
BTαpI ≡
∫
Eˆ
BˆTαpIJpE ≡
∑
g∈G
(BˆTαpIJpE)|gwg∫
Ep
BTDB ≡
∫
Eˆ
BˆTDBˆJpE ≡
∑
g∈G
(BˆTDBˆJpE)|gwg∫
∂Ep∩ΓpN
NT t ≡
∫
∂Eˆ∩ΓpN
NˆT t JpE ≡
∑
g∈G∩∂Eˆ
(NˆT t JpE)|gwg

(2.38)
where G is the set (of cardinality 8) of quadrature points, (·)|g is the quantity
(·) evaluated at the quadrature point g ∈ G , I = [1 1 1 0 0 0]T and wg
is the weight associated with a quadrature point g ∈ G . In lieu of (2.35)-(2.37)
and (2.38), we write
KU = F (2.39)
where the global stiffness matrix K and global force vector F
K =
∑
Ep∈T pH
∑
g∈G
(BˆTDBˆJpE)|gwg (2.40)
F =
∑
Ep∈T pH
∑
g∈G
(BˆTαpIJpE)|gwg +
∑
Ep∈T pH
∑
g∈G
(NˆT fJpE)|gwg
+
∑
Ep∈T pH
∑
g∈G∩∂Eˆ
(NˆT t JpE)|gwg (2.41)
are obtained by assembling the element stiffness matrix and element force
vectors. The reader is refered to Zienkiewicz et al. [101] for the details of the
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assembly process. The set G of quadrature points with associated weights is
g1 ≡
(
1
2
(
1−
√
3
3
)
,
1
2
(
1−
√
3
3
)
,
1
2
(
1−
√
3
3
))
g2 ≡
(
1
2
(
1 +
√
3
3
)
,
1
2
(
1−
√
3
3
)
,
1
2
(
1−
√
3
3
))
g3 ≡
(
1
2
(
1 +
√
3
3
)
,
1
2
(
1 +
√
3
3
)
,
1
2
(
1−
√
3
3
))
g4 ≡
(
1
2
(
1−
√
3
3
)
,
1
2
(
1 +
√
3
3
)
,
1
2
(
1−
√
3
3
))
g5 ≡
(
1
2
(
1−
√
3
3
)
,
1
2
(
1−
√
3
3
)
,
1
2
(
1 +
√
3
3
))
g6 ≡
(
1
2
(
1 +
√
3
3
)
,
1
2
(
1−
√
3
3
)
,
1
2
(
1 +
√
3
3
))
g7 ≡
(
1
2
(
1 +
√
3
3
)
,
1
2
(
1 +
√
3
3
)
,
1
2
(
1 +
√
3
3
))
g8 ≡
(
1
2
(
1−
√
3
3
)
,
1
2
(
1 +
√
3
3
)
,
1
2
(
1 +
√
3
3
))
wg =
1
8
∀ g ∈ G
2.3.7 Lagrangian porosity update during the flow solve with the
fixed mean stress constraint
The Eulerian porosity variation in a deformable porous medium is ap-
proximated as (Geertsma [36], Brown and Korringa [17])
δφ =
(
α− φ
Kb
)
(δσv + δp) (2.42)
Imposing the fixed mean stress constraint δσv = 0 in (2.42) results in
δφ =
(
α− φ
Kb
)
δp (2.43)
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Using the relation for the mean stress σv = Kb¯−αp and the fixed mean stress
constraint δσv = 0 results in
δ¯ =
α
Kb
δp
which implies that the evolution law for volumetric strain is given by
k+1 = k +
α
Kb
δ(k)p
In lieu of (2.43) and the relationship φ∗ = φ(1 + ¯), the Lagrangian porosity
variation is given by
δφ∗ = φδ¯+ (1 + ¯)δφ =
(
(φ+ 1 + ¯)
α
Kb
− φ
∗
K
)
δp
which implies that the evolution law for Lagrangian porosity is given by
φ∗
k+1
= φ∗k +
∂φ∗
∂p
|k︷ ︸︸ ︷(
(φk + 1 + ¯k)
α
Kb
− φ
∗k
Kb
)
δ(k)p (2.44)
2.3.8 Lagrangian porosity update during the poromechanical solve
Invoking (2.42) again and using the relation δσv = Kbδ¯− αδp, we get
δφ = (α− φ)δ¯+ (α− φ)(1− α)
Kb
δp (2.45)
In lieu of (2.45) and the relationship φ∗ = φ(1 + ¯), the Lagrangian porosity
variation is given by
δφ∗ = φδ¯+ (1 + ¯)δφ = φδ¯+ (1 + ¯)
(
(α− φ)δ¯+ (α− φ)(1− α)
Kb
δp
)
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= (α + ¯(α− φ))δ¯+ (1 + ¯)(α− φ)(1− α)
Kb
δp (2.46)
Following the arguments of Coussy [24], linear poroelasticity consists in setting
the tangents (α+ ¯(α−φ)) and (1 + ¯) (α−φ)(1−α)
Kb
in (2.46) as constants. Hence
(2.46) is rewritten as
δφ∗ = (α + ¯0(α− φ0))δ¯+ (1 + ¯0)(α− φ0)(1− α)
Kb
δp
which can be integrated from initial time to obtain
φ∗
m
= φ0 + (α + ¯0(α− φ0))(¯m − ¯0) + (1 + ¯0)(α− φ0)(1− α)
Kb
(pm − p0)
where (·)m refers to (·) evaluated at the mth coupling iteration. In lieu of the
small strain assumption (2.9), the O(2) terms are neglected to obtain
φ∗
m
= φ0 + α(¯
m − ¯0) + (1 + ¯0)(α− φ0)(1− α)
Kb
(pm − p0)
which, under the initial condition (2.11) lending to ¯0 = 0, is finally written as
φ∗
m
= φ0 + α¯
m +
(α− φ0)(1− α)
Kb
(pm − p0) (2.47)
2.4 The two-grid staggered solution algorithm
The flowchart of the algorithm is provided in Figure 2.3. The algo-
rithm solves the flow system on a fine mesh while freezing the mean stress of
the porous solid followed by the poromechanics system on a coarse mesh. The
pressures at the end of the flow solve along with updated fluid densities and
Lagrangian porosities are upscaled and these upscaled quantities contribute to
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the force vector in the poromechanics system. The poromechanics system is
then solved for nodal displacements which are post-processed to obtain volu-
metric strains. These volumetric strains along with upscaled pressures are then
used to update the Lagrangian porosities in the poromechanical grid. These
coarse grid Lagrangian porosities are then downscaled onto the flow grid. This
two-step procedure of nonlinear flow solve followed by linear poromechanics
solve is continued until a convergence criterion (evaluated at the coarse scale
poromechanics grid) is met. Once this criterion is met, we march forward to
the next time step as shown in Algorithm 1. The design of the upscaling and
downscaling operators is the subject of Chapter 3
2.4.1 Convergence criterion for coupling iterations
The stopping criterion for coupling iterations is designed based on the
requirement that the change in mean stress across coupling iterations in each
time step reduces monotonically from one coupling iteration to the next. This
is also the notion of the contraction map that we invoke for the convergence
analysis of the algorithm in Chapter 4. We already know that one coupling
iteration consists of one flow solve and one poromechanics solve. We also
know that the fixed stress split strategy imposes a fixed mean stress during
the flow solve in every coupling iteration. This implies that the mean stress
only changes during the poromechanics solve in every coupling iteration. This
automatically implies that the change in mean stress across one coupling iter-
ation is identical to the change in mean stress during the poromechanics solve
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in that coupling iteration. As a result, the stopping criterion is to be designed
based on the requirement that the change in mean stress across poromechanics
solves reduces monotonically from one coupling iteration to the next. Now,
let us look at the expression (2.42) for porosity variation in deformable porous
medium given by
δφ =
(
α− φ
Kb
)
(δσv + δp)
and let us write it in two forms
(δφ)|f =
(
α− φ
Kb
)
((δσv)|f + (δp)|f )
(δφ)|c =
(
α− φ
Kb
)
((δσv)|c + (δp)|c)
where δ(·)|f is the change in quantity (·) during the flow solve in a coupling
iteration and δ(·)|c is the change in quantity (·) over the entire coupling itera-
tion. Now the fixed mean stress constraint implies that (δσv)|f = 0 and since
the pressure does not change during the poromechanics solve, (δp)|f = (δp)|c.
As a result, we have
(δφ)|c − (δφ)|f =
(
α− φ
Kb
)
(δσv)|c ≡
(
α− φ
Kb
)
(δσv)|m
where (δσv)|m is the change in mean stress during the poromechanics solve in
the coupling iteration. In lieu of the above, the stopping criterion is designed
based on the change in porosity during the poromechanics solve in every cou-
pling iteration. Since we calculate the Lagrangian porosity updates after every
flow and poromechanics solve, the stopping criterion is based in the require-
ment that the change in Lagrangian porosity during the poromechanics solve
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in every coupling iteration reduces monotonically from one coupling iteration
to the next. Now the change in Lagrangian porosity during the poromechanics
solve in the mth coupling iteration in every time step is given by
φ∗
m − φ∗k+1,m
where φ∗
m
is the Lagrangian porosity at the end of the mth coupling iteration,
φ∗
k+1,m
is the Lagrangian porosity at the end of the flow solve in the mth
coupling iteration and k + 1 is the number of Newton iterations required to
solve the nonlinear flow problem. This quantity is normalized by the current
value of Lagrangian porosity i.e. φ∗
m
as follows
φ∗
m − φ∗k+1,m
φ∗m
and the stopping criterion is based on the requirement that the maximum
norm of this quantity is less than a certain pre-specified tolerance as follows∥∥∥∥φ∗m − φ∗k+1,mφ∗m
∥∥∥∥
∞
≤ TOL
We shall revisit this stopping criterion but from the standpoint of fluid content
in chapter 5, for the case of linearized single phase flow coupled with anisotropic
poroelasticity. The concept of fluid content itself shall be introduced in chapter
4.
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New time step
New fixed− stress iteration m
New flow iteration k + 1
Solve for δpk,m keeping σ fixed
no
Converged?
Solve for um
yes
Upscale pk+1,m, ρk+1,m
φ∗
m
= φ0 + α(ǫ
m − ǫ0) + (1− α)(α− φ0)
Kb
(pm − p0)
Downscale φ∗
m
noyes
Converged?
φ∗
k+1,m
= φ∗
k,m
+
(
α(1 + ǫm−1)− φ∗m−1
Kb
)
δpk,m
Figure 2.3: Flowchart for two grid fixed-stress split iterative scheme for single
phase flow coupled with linear poromechanics and (·)k,m denotes the quantity
(·) evaluated at the kth flow iteration within the mth coupling iteration and
(·)m denotes the quantity (·) evaluated at the mth coupling iteration.
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Algorithm 1 two grid fixed-stress split iterative scheme for slightly compress-
ible single phase flow coupled with linear poromechanics
1: For each time tn
2: repeat . Fixed-stress split iterative coupling loop (index m)
3: repeat . Flow loop (index k + 1)
4: Solve for δpk,mh , δz
k,m
h using 2.22
5: Update pk+1,mh , ρ
k+1,m and φ∗
k+1,m
using 2.26, 2.3 and 2.44 respec-
tively
6: until Stopping criterion, use 2.25
‖R2‖∞ ≤ TOL1 ∧ ‖R2‖1 ≤ TOL2 TOL1,TOL2 > 0
7: Upscale pk+1,mh , ρ
k+1,m and φ∗
k+1,m
8: Solve for umH using 2.35 . Mechanics solve
9: Update φ∗
m
using 2.47
10: Downscale φ∗
m
11: until Stopping criterion∥∥∥∥φ∗m − φ∗k+1,mφ∗m
∥∥∥∥
∞
≤ TOL3, TOL3 > 0
12: Increment tn → tn+1
2.5 Summary
We present the model equations for slightly compressible single phase
flow coupled with linear poromechanics for flow through porous media. We
then present the discrete variational statements for the two-grid staggered so-
lution algorithm. The two-grid algorithm connotates that the model equations
for flow and poromechanics are solved on different finite element grids. Flow
is solved on a fine mesh using a multipoint flux mixed finite element method
and poromechanics is solved on a coarse mesh using a conforming Galerkin
finite element method. The notion of staggering lies in solving the flow and
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poromechanics equations sequentially in a coupling iteration instead of solv-
ing the coupled system of equations monolithically. The system solve at a
particular time step can consist of multiple coupling iterations depending on
when the stopping criterion is achieved. In essence, the staggering imposes a
constraint on the system during the flow solve thereby working as a predictor
to the state of the system followed by the poromechanics solve which works as
a corrector to the state of the system at the end of the coupling iteration.
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Chapter 3
Construction of the up and downscaling
operators and verification of the two-grid
algorithm
3.1 Parallelism involved in IPARS
We first comment on the MPI based parallelism involved in IPARS.
The elements of the geomechanical domain are first divided areally (y − z)
among MPI processes. Since the flow domain is a subset of the geomechanical
domain, the areal extent of the flow domain would be smaller than that of
the geomechanical domain. In lieu of that, not all processes would occupy
elements of the flow domain. We need to identify the processes that would
occupy flow elements, and then carve out a MPI subcommunicator with only
those processes involved. This subcommunicator would be involved in all the
tasks to be performed in order to solve the flow problem in parallel. For
example, with reference to Figure 3.1, let us assume that we decide to work
with 15 processes. The default MPI communicator would be
mpi comm world = {0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14}
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coupled problem
non-pay
free surface
d
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H
Solve mechanics on coarse mesh
Solve flow on fine mesh
upscale
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lR lR
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10
Figure 3.1: The MPI based parallelism involved in IPARS. The numbers are
process ranks, and the division of elements among processes is areal. For
this particular case, the default MPI communicator has 15 processes. Since
the flow domain is a subset of the geomechanical domain, not all processes
would occupy flow elements. The MPI subcommunicator would have only
those processes that occupy flow elements. Only the processes involved in
the subcommunicator would be involved in the construction of grid-to-grid
projection operators.
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Thereafter, based on the actual location of the areal (y − z) bound-
aries of the flow domain, the flow elements are assigned to processes based
on the areal boundaries of the processes. With reference to Figure 3.1, pro-
cesses with ranks 5, 6, 9, 10 occupy elements of the flow domain. Thus, the
subcommunicator would be
flow comm = {5, 6, 9, 10}
This means that processes with ranks 0, 1, 2, 3, 4, 7, 8, 11, 12, 13, 14 do not oc-
cupy flow elements, and need not participate in construction of grid-to-grid
projection operators. The non-participation of as many as 11 processes in the
construction of projection operators, and indeed the flow solve, substantially
reduces the memory load on the supercomputer. Data structures (with con-
comitant memory allocation) required for the flow solve need only be assigned
to 4 processes instead of the usual 15 for this particular case.
3.2 Identifying pairs that intersect with one another
The global upscaling and downscaling operators are constructed in the
pre-processing step by applying a local mapping procedure to each pair of
overlapping finite elements Ep and Ef of the two grids. As shown in Figure
3.2, we denote the intersection polyhedron of Ep and Ef by E, and further
denote the partitions of Ep and Ef by IE
p
and IE
f
respectively such that
Ep =
⋃
E∈IEp
E where IE
p ≡
{
E : E ≡ Ep ∩ Ef ∀Ef ∈ Tfh
}
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Ep
Ef
E
x
yz
Figure 3.2: Construction of global up and down scaling operators are designed
around the assembly of local up and down scaling operators.
Ef =
⋃
E∈IEf
E where IE
f
=
{
E : E = Ef ∩ Ep ∀Ep ∈ TpH
}
We first need to identify pairs of flow and poromechanics elements that inter-
sect one another. Each pair will have one flow element and one poromechanics
element. To determine whether a flow element is geometrically disjoint to a
poromechanics element, we need to design an algorithm with all 8 vertices of
the flow element. If all vertices of the flow element are inside the poromechan-
ics element, then the flow element is inside the poromechanics element. If all
vertices of the flow element are outside the poromechanics element, then the
flow element is geometrically disjoint to the poromechanics element. If neither
of the above two cases is true, then the flow element intersects the porome-
chanics element. A graphic description of the algorithm to determine if a point
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is inside or outside a finite element is given in Figure 3.3. The algorithm itself
is given in Algorithm 2.
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3
7
8
1
3
4
1
2
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5
6
7
5
7
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P
P
P
P
P
P
P
P
P
P
P
P
P
Figure 3.3: Determing whether point P is inside or outside the finite element
1-2-3-4-5-6-7-8. If point P is inside the finite element, the sum of volumes of
the 12 tetrahedra formed by P with the vertices of the finite element would be
roughly equal to volume of the finite element. If point P is outside the finite
element, the sum of volumes of the 12 tetrahedra would be greater than the
volume of the finite element
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Algorithm 2 Determining whether flow element is inside, or outside, or
intersects a poromechanics element
facemap=

1 5 8
1 8 4
2 3 7
2 7 6
1 2 6
1 6 5
3 4 8
3 8 7
1 4 3
1 3 2
5 6 7
5 7 8

porovol ← volume of poromechanics element
outcount ← 0
for i=1 to 8 do
volsum ← 0
Point P is the ith vertex of flow element
for j=1 to 12 do
Tet ← [P,facemap(j,:)] . Tet is the tetrahedron with
point P, and the three numbered vertices corresponding to facemap(j,:) of
the poromechanics element as the four vertices
Tetvol ← volume of Tet
volsum ← volsum + Tetvol
if volsum > porovol then
outcount ← outcount + 1
if outcount=0 then
flow element is inside poromechanics element
else if outcount=8 then
flow element is outside poromechanics element
else
flow element intersects poromechanics element
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3.3 Upscaling pore pressure and bulk density for each
pair
Let pE
f
and ρE
f
represent the piecewise constant pore pressure and
fluid density respectively at Ef such that
pE = pE
f
, ρE = ρE
f
(if E ∈ Ef )
The pore pressures are upscaled via the force vector term
∫
Ep
BTαpI in (2.37)
as follows ∫
Ep
BTαpI =
∫
Ep
BTα
( ∑
E∈IEp
Meas(E)
Meas(Ep)
pE
)
I (3.1)
The bulk densities are upscaled via the force vector term
∫
Ep
NTρφg in (2.37)
as follows ∫
Ep
NTρφg =
∫
Ep
NT
( ∑
E∈IEp
Meas(E)
Meas(Ep)
ρEφE
)
g (3.2)
In essence, the upscaled pore pressures and bulk densities on Ep are local
volume averages over IE
p
of the information obtained after the flow solve. The
reason for choosing the local volume average approach for upscaling of the fine
scale pore pressure and product of fine scale fluid density and porosity is the
following: Suppose v is any variable being projected onto a space of constants
WH ≡ P0(T pH) defined on T pH . Then, the Galerkin orthogonal projection of v
onto WH would be ∫
Ωp
(v − Rv)w = 0 ∀ w ∈ WH (3.3)
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where Rv ∈ WH is the projected quantity. Let v′ denote the restriction of v
to Ep and let w′ denote the restriction of w to Ep. We rewrite (3.3) as
∑
Ep∈TpH
∫
Ep
(v′ − Rv)w′ = 0
which, in lieu of the linear independence of the basis w′ of the space WH ,
implies that
Rv =
1
Meas(Ep)
∫
Ep
v′ (∀ Ep ∈ T pH) (3.4)
If v′ is defined by the discontinuous piecewise constants vE on IE
p
(∀ Ep ∈ T pH),
we get ∫
Ep
v′ ≡
∑
E∈IEp
∫
E
vE =
∑
E∈IEp
vEMeas(E) (∀ Ep ∈ T pH) (3.5)
In lieu of (3.4) and (3.5), we get
Rv =
1
Meas(Ep)
∑
E∈IEp
vEMeas(E) ≡
∑
E∈IEp
Meas(E)
Meas(Ep)
vE (∀ Ep ∈ T pH)
3.4 Downscaling Lagrangian porosity for each pair
Let Wh ≡ P0(T fh ) represent the space of constants defined on T fh . Let
Pφ∗ ∈ Wh be the prolongation of the coarse scale Lagrangian porosity φ∗(xp),
xp ∈ Ωp ∩ Ωf onto Wh. Define P by∫
Ωf
(
φ∗(x)− (Pφ∗)(x))w = 0 ∀w ∈ Wh (3.6)
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Let φ′(x′), x′ ∈ Ef denote the restriction of φ∗(x) to Ef and let w′ denote the
restriction of w to Ef . We rewrite (3.6) as
∑
Ef∈Tfh
∫
Ef
(φ′(x′)− Pφ∗)w′ = 0 (3.7)
which, in lieu of the linear independence of the basis w′ of the space Wh,
implies that
Pφ∗ =
1
Meas(Ef )
∫
Ef
φ′(x′) (∀ Ef ∈ T fh )
Let φ∗
Ep
be the piecewise constant Lagrangian porosity at Ep (∀ Ep ∈ T pH)
such that
φ∗
E
= φ∗
Ep
(if E ∈ Ep)
Then φ′(x′) is defined by discontinuous piecewise constants over IE
f
as
φ′(x′) = φ∗
E
= φ∗
Ep
(∀x′ ∈ E and E ∈ Ep)
In lieu of the above, we get
Pφ∗ =
∑
E∈IEf
φ∗
Ep
Meas(E)
Meas(Ef )
(E = Ef ∩ Ep)
3.5 Local operators : implementation
• The first step is to obtain the equations of the faces of Ep and Ef as
explained in Section 3.5.1.
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• The next step is to design an algorithm that uses the equations of the
element faces to obtain points on the periphery of the intersection poly-
hedron as explained in Section 3.5.2.
• The final step is to use the set of points obtained on the periphery of the
intersection polyhedron to determine its measure as explained in Section
3.5.3.
3.5.1 Obtaining equations of the element faces
a
b
c
d
e
f
g
h
a
e
h
da
e
f
b
e
h
f
g
b
f
g
c
a
d
b
c
h
d
g
c
Figure 3.4: A representation of hexahedral element E ≡ abcdefgh with its six
faces aehd, abfe, ehgf , bcgf , cdhg and adcb. The coordinate information of
the four vertices of each of the faces is used to obtain its equation.
As the procedure invoked in obtaining the equations of the element
faces applies to both Ef and Ep, we use the notation E for hexahedral element
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without regard to whether it is a flow element Ef or poromechanics element
Ep. Let S(x) = 0, x ≡ (x, y, z) ∈ e be the equation of face e of element E
with its vertices vi ≡ (xi, yi, zi), i = 1, 2, 3, 4. A representation of E with its
faces is provided in Figure 3.4. Define S(x) by a trilinear as
S(x) =
{
xyz xy yz xz x y z 1
}
c8×1 (3.8)
where c8×1 is the vector of coefficients to be determined. Since S(x) = 0 is
satisfied at each of the four vertices defining the face, we get the system of
equations for c
M4×8︷ ︸︸ ︷
x1y1z1 x1y1 y1z1 x1z1 x1 y1 z1 1
x2y2z2 x2y2 y2z2 x2z2 x2 y2 z2 1
x3y3z3 x3y3 y3z3 x3z3 x3 y3 z3 1
x4y4z4 x4y4 y4z4 x4z4 x4 y4 z4 1
 c8×1 =

0
0
0
0

4×1
It is clear that c belongs to the nullspace of M. With that in mind, we get
the SVD of M as
M4×8 = U4×4σ4×8VT8×8 (3.9)
where σ = diag(σ1, .., σr) is diagonal matrix of singular values of M and the
columns of U and V are left and right singular vectors of M respectively.
Since the nullspace of M is spanned by right singular vectors corresponding
to the vanishing singular values of M, we express c as
c8×1 =
[
V[:, r + 1] . . V[:, 8]
]
8×(8−r) κ(8−r)×1 (3.10)
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where κ is the vector of coefficients and r is rank of M. The objective now
is to determine κ. First, using (3.8), we obtain an expression for the gradient
∇S(x) of S(x) as
∇S(x) =
H(x,y,z)3×8︷ ︸︸ ︷yz y 0 z 1 0 0 0xz x z 0 0 1 0 0
xy 0 y x 0 0 1 0
 [V[:, r + 1] . . V[:, 8]]
8×(8−r) κ(8−r)×1
(3.11)
Let Sˆ(xˆ) be corresponding definition on face eˆ of reference element Eˆ of S(x)
on face e of actual element E. Then, from (2.15) and (2.16),
∇S(x) = (DFE)−T (xˆ) ∇ˆSˆ(eˆ) (3.12)
where ∇ˆSˆ(eˆ) can be either [1 0 0]T , [0 1 0]T or [0 0 1]T depending on
whether eˆ is normal to xˆ, yˆ or zˆ axis. Equating (6.10) and (3.12) for all four
vertices of e ∈ E, we get the following system of equations for κ(8−r)×1
H(x1, y1, z1)
H(x2, y2, z2)
H(x3, y3, z3)
H(x4, y4, z4)

12×8
[
V[:, r + 1] . . V[:, 8]
]
8×(8−r) κ(8−r)×1 = B12×1 (3.13)
where B is obtained as
B[(i− 1) ∗ 3 + 1→ i ∗ 3, 1] = (DFE)−T (vˆi) ∇ˆSˆ(eˆ)
where vˆi, i = 1, 2, 3, 4 on eˆ ∈ Eˆ is the corresponding definition of vi, i =
1, 2, 3, 4 on e ∈ E. The solution κ of (3.13) is substituted into (3.10) to obtain
c, which is then substituted into (3.8) to obtain the polynomial expression of
S(x).
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3.5.2 Obtaining points on the periphery of intersection polyhedron
using surface-surface intersections
Algorithm 3 obtains points on the periphery of E by tracing the inter-
sections of the faces of Ef and Ep. The starting points for the curve traces
are the set of vertices of Ef inside Ep.
To understand the construct of the algorithm, we refer to a case de-
picted in 3.5. Red arrows represent the set Qff i.e. traces of the intersections
of the faces of Ef . Blue arrows represent the set Qfp i.e. traces of the intersec-
tions of the faces of Ef with the faces of Ep. Green arrows represent the set
Qpp i.e. traces of the intersections of the faces of Ep. The nested loop structure
in Algorithm 3 traces out elements of the set Qff , Qfp and Qpp sequentially.
Representing Sfx−, S
f
x+, S
f
y−, S
f
y+, S
f
z− and S
f
z+ as the faces of the flow element
normal to the x−, x+, y−, y+, z− and z+ axes respectively and Spx−, Spx+,
S
p
y−, S
p
y+, S
p
z− and S
p
z+ as the faces of the poromechanics element normal to
the x−, x+, y−, y+, z− and z+ axes respectively, the curve traces are
AD ≡ Sfx− ∩ Sfz+ → DH ≡ Sfz+ ∩ Spy+
(Sequence 1, Starting point A on Sfx−)
EF ≡ Sfx+ ∩ Sfy− → FB ≡ Sfy− ∩ Spz− (Sequence 2, Starting point E on Sfx+)
AB ≡ Sfy− ∩ Sfx− → BC ≡ Sfx− ∩ Spz− → CG ≡ Spz− ∩ Spy+
(Sequence 3, Starting point A on Sfy−)
EA ≡ Sfy− ∩ Sfz− (Sequence 4, Starting point E on Sfz−)
EH ≡ Sfz+ ∩ Sfx+ → HG ≡ Sfx+ ∩ Spy+ → GC ≡ Spy+ ∩ Spz−
(Sequence 5, Starting point E on Sfz+)
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Ef
E
x
yz
A B
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F
G
H
Figure 3.5: Solid circles representing points A and E are the vertices of Ef
inside Ep. Hollow circles representing points B, C, D, E, F , G and H are the
end points of the curve traces obtained using the surface-surface intersections
algorithm. The arrows represent the direction of the curve traces. It is im-
portant to note that Figure 3.5 is only a depiction of E and that there is no
restriction whatsoever that it be 8-noded.
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3.5.2.1 The algorithm
Algorithm 3 Obtaining points on the periphery of intersection polyhe-
dron
1: if Ef ∩ Ep ← ∅ then
2: E← ∅ . If Ef and Ep are geometrically disjoint, E is a null set
3: else if Ef ⊂ Ep then
4: E← Ef . If Ef is inside Ep, E ≡ Ef
5: else . If Ef and Ep intersect
6: N← ∅ . Initialize the set of points N on periphery of E
7: for i = 1, .., 6 do . Loop over six faces of Ef
8: q ∈ A ∩ Sfi . A is set of vertices of Ef inside Ep, Sfi is the ith face
of Ef , q is the starting point for the curve trace
9: for j = 1, .., 6 do . Loop over six faces of Ef
10: while q ∈ Ef ∧ q ∈ Ep do
11: q← TRACE (q, Sfi , Sfj ) . Sfj is the jth face of Ef
12: Qff ← q . Final curve trace on the intersection of Sfi with Sfj
13: for k = 1, .., 6 do . Loop over six faces of Ep
14: while q ∈ Ef ∧ q ∈ Ep do
15: q← TRACE (q, Sfj , Spk) . Spk is the kth face of Ep
16: Qfp ← q . Final curve trace on the intersection of Sfj with
S
p
k
17: for l = 1, .., 6 do . Loop over six faces of Ep
18: while q ∈ Ef ∧ q ∈ Ep do
19: q← TRACE (q, Spk, Spl ) . Spl is the lth face of Ep
20: Qpp ← q . Final curve trace on the intersection of Spk
with Spl
21: N← N ∪ (Qff ⊕ Qfp ⊕ Qpp) . Union of the curve traces
22: VE ← A⊕N . Union of A and N
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Curve tracing : the function TRACE(q, S1, S2)
S1
S2
q
qp
qc
Figure 3.6: S1 ∩ S2 represented by red solid line. qp is the predictor to the
trace of S1 ∩ S2. qc is the corrector to qp.
The curve tracing is based on the predictor-corrector approach of Bajaj
et al. [5]. The predictor gives a second order Taylor approximant to the trace
of the intersection curve and the corrector refines the approximant to a point
on the intersection curve using the Newton method. With reference to Figure
3.6, a predictor to the trace of the intersection of surfaces S1 and S2 is stored
in qp and the corrector to qp is stored in qc.
Obtaining qp
The intersection curve r of S1 and S2 with initial point q is expressed as
r(s) = q + sr′(q) +
s2
2!
r′′(q) + e(s) = qp(s) + e(s)
where s is an arc length parameter, r′(q) is unit tangent to curve at q, r′′(q)
is curvature at q and e(s) = O(s3) is the error. We assume s = 0.1, a value
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small enough to make qp(s) an accurate estimate of r(s) i.e. |e(s)| << |p(s)|.
As long as q is not singular on S1 or on S2, the surface gradients ∇S1(q) and
S2(q) are linearly independent (see Bajaj et al. [5]) and the unit tangent vector
r′(q) is obtained as
r′(q) =
∇S1(q)×∇S2(q)
‖∇S1(q)×∇S2(q)‖ (3.14)
It follows that r′(q) is perpendicular to both the surface gradients such that
∇S1(q) · r′(q) = ∇S2(q) · r′(q) = 0
implying the vectors ∇S1(q), ∇S2(q) and r′(q) are linearly independent. We
express r′′(q) as a linear combination of ∇S1(q), ∇S2(q) and r′(q) as
r′′(q) = αr′(q) + β∇S1(q) + γ∇S2(q) (3.15)
The points on r(s) are solutions of S1(r(s)) = S1(r(s)) = 0. The Taylor
expansion of Sj(r(s)), j = 1, 2 with q ≡ r′(0) is
Sj(r(s)) = Sj(q) + s∇Sj(q) · r′(q) + s
2
2!
(∇Sj(q) · r′′(q) + r′(q) ·HSj(q) · r′(q))
where HSj(q) is the Hessian of the surface Sj evaluated at q as follows
HSj(q) =

∂2Sj
∂x2
∂2Sj
∂x∂y
∂2Sj
∂x∂z
∂2Sj
∂y∂x
∂2Sj
∂y2
∂2Sj
∂y∂z
∂2Sj
∂z∂x
∂2Sj
∂z∂y
∂2Sj
∂z2

3×3
where the diagonal entries of HSj(q) are zero and the off diagonal entries are
∂2S
∂x∂y
≡ ∂
2S
∂y∂x
=
{
z 1 0 0 0 0 0 0
}
c
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∂2S
∂x∂z
≡ ∂
2S
∂z∂x
=
{
y 0 0 1 0 0 0 0
}
c
∂2S
∂y∂z
≡ ∂
2S
∂z∂y
=
{
x 0 1 0 0 0 0 0
}
c
where x, y and z are the coordinates of the point q and c is the vector of
coefficients corresponding to the definition of Sj.
Since Sj(r(s)) ≡ 0, j = 1, 2, the coefficient of each power of s in Sj(r(s))
must be zero. We already know that the coefficient of s in Sj(r(s)) is zero i.e.
∇Sj(q) · r′(q) = 0, j = 1, 2. Equating the coefficient of s2 in Sj(r(s)) to zero,
we get
∇Sj(q) · r′′(q) = −r′(q) ·HSj(q) · r′(q)
∇Sj(q) · (αr′(q) + β∇S1(q) + γ∇S2(q)) = −r′(q) ·HSj(q) · r′(q)
and noting again that ∇Sj(q) · r′(q) = 0, j = 1, 2, we get the following system
of equations for β and γ[∇S1(q) · ∇S1(q) ∇S1(q) · ∇S2(q)
∇S2(q) · ∇S1(q) ∇S2(q) · ∇S2(q)
]{
β
γ
}
= −
{
r′(q) ·HS1(q) · r′(q)
r′(q) ·HS2(q) · r′(q)
}
(3.16)
Solution of (3.16) and the choice α = 0 leads to a unique vector r′′(q) in (3.15).
The second order interpolant qp(s) is finally obtained as
qp(s) = q + 0.1
∇S1(q)×∇S2(q)
‖∇S1(q)×∇S2(q)‖ +
0.01
2!
(β∇S1(q) + γ∇S2(q)) (3.17)
Obtaining qc
Given the quadratic interpolant to the curve at qp in (3.17), we refine its
estimate to a point on the curve by generating a sequence of points q1, q2,
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· · · → qc with q0 = qp. The Newton method for the solution of Sj(r(s)) = 0,
j = 1, 2 at r(s) = qk is
∇Sj(qk) · (qk+1 − qk) = −Sj(qk) (3.18)
where k is the iteration count. Expressing ∆k ≡ qk+1 − qk as a linear combi-
nation of r′(qk), ∇S1(qk) and ∇S2(qk) as
∆k = ςkr
′(qk) + ϑk∇S1(qk) + ϕk∇S2(qk) (3.19)
and substituting in (3.18) results in
∇Sj(qk) · (ςkr′(qk) + ϑk∇S1(qk) + ϕk∇S2(qk)) = −Sj(qk)
The choice ςk = 0 leads to the following system of equations for ϑk and ϕk[∇S1(qk) · ∇S1(qk) ∇S1(qk) · ∇S2(qk)
∇S2(qk) · ∇S1(qk) ∇S2(qk) · ∇S2(qk)
]{
ϑk
ϕk
}
= −
{
S1(qk)
S2(qk)
}
(3.20)
Solution of (3.20) along with (3.19) is used to obtain ∆k. The Newton method
(3.18) is iterated until a convergence criterion is met as shown in Algorithm
4.
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Algorithm 4 Predictor-Corrector scheme
function TRACE (q, S1, S2){
β
γ
}
←
[∇S1(q) · ∇S1(q) ∇S1(q) · ∇S2(q)
∇S2(q) · ∇S1(q) ∇S2(q) · ∇S2(q)
]−1{ −r′(q) ·HS1(q) r′(q)
−r′(q) ·HS2(q) r′(q)
}
qp ← q + 0.1 ∇S1(q)×∇S2(q)‖∇S1(q)×∇S2(q)‖ + 0.012
(
β∇S1(q) + γ∇S2(q)
)
. Second
order approximant
k ← 0
∆0 ← q0 ← qp . Initial guess to the Newton method is the second
order approximant
while (‖∆k‖ > 10−6‖qk‖) do . Newton Loop{
ϑk(qk)
ϕk(qk)
}
←
[∇S1(qk) · ∇S1(qk) ∇S1(qk) · ∇S2(qk)
∇S2(qk) · ∇S1(qk) ∇S2(qk) · ∇S2(qk)
]−1{ −S1(qk)
−S2(qk)
}
∆k ← ϑk(qk)∇S1(qk) + ϕk(qk)∇S2(qk)
qk+1 ← qk + ∆k
k ← k + 1
qc ← qk+1
q← qc
3.5.3 Obtaining volume of intersection polyhedron using Delaunay
triangulation
We use a library code TetGen (see Si [77]) for this purpose. The li-
brary code takes as input the coordinates of the set of points on the periphery
of intersection polyhedron and decomposes the polyhedron into multiple 3-
simplices or tetrahedra. This process is refered to as Delaunay triangulation.
Let DE be the Delaunay triangulation of E consisting of tetrahedra T such that
E =
⋃
T∈DE
T . Denoting v0, v1, v2 and v3 as position vectors of the vertices of
T and (v1 − v0), (v2 − v0) and (v3 − v0) as columns of the 3× 3 matrix XT ,
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we get
Meas(E) =
∑
T∈D
Meas(T ) =
∑
T∈D
1
3!
det(XT )
3.6 Summary of steps involved in construction of map-
ping operators
The process of obtaining the mapping operators is summarized here
• Identify each pair of overlapping flow and poromechanics elements.
• For each such pair, obtain the equations of the faces of the flow and
poromechanics element.
• Obtain the points on the periphery of the intersection polyhedron of the
aforementioned pair using surface-surface intersections.
• With points on the periphery of the intersection polyhedron as input,
obtain the volume of the intersection polyhedron using Delaunay trian-
gulation.
• Use the obtained volume to construct the local mapping operators.
3.7 Verification: Mandel’s problem solution for consol-
idation in homogeneous porous medium
Mandel [56] solved the Biot equations for the case of a rectangular
porous specimen with incompressible pore fluid in plane strain conditions
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2b x
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2F
2F
p = 0
σxx = 0
σxy = 0
F
u · n = 0
u · n = 0
Figure 3.7: Circles indicate rollers and solid black boxes indicate rigid fric-
tionless plates. The biaxial symmetry of the problem allows us to replicate
the problem by only modeling a quarter of the domain as indicated by the red
dotted line.
Solve flow on fine mesh
Solve mechanics on coarse mesh
Upscale
pore pressure
Downscale
fluid fraction
Figure 3.8: Solution methodology
sandwiched between frictionless plates and subjected to a point load with
free drainage on the lateral sides. He arrived at a non-monotonic pore pres-
sure solution at the center of a specimen i.e. an increase in pore pressure from
t = 0+ until a certain time at which the pressure reached a maximum followed
by a monotonic decrease. Cryer [25] arrived at a similar non-monotonic pore
pressure response at the center of water saturated sphere of soil subjected to
uniform hydrostatic pressure with free drainage at the surface. As a result,
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Parameter Quantity Value
a x dimension 100m
b y dimension 10m
E Young’s Modulus 5.94× 109 Pa
ν Poisson’s ratio 0.2
νu Undrained Poisson’s ratio 0.3846
α Biot parameter 0.8
k Permeability 100md
B Skempton coefficient 0.8333
c Fluid compressibility 3.03× 10−10 Pa−1
φ0 Initial porosity 0.2
µ Fluid viscosity 1.0 cp
ρ0 Reference fluid density 62.4 lbm/ft
3
F Point load intensity 5.94× 108N/m
Table 3.1: Parameters for Mandel’s problem
T fh T
p
H ‖ 1M (p− pH)‖L∞(L2) Rate
15× 15 6× 6 0.459× 10−1 -
20× 20 8× 8 0.339× 10−1 1.053
25× 25 10× 10 0.265× 10−1 1.104
30× 30 12× 12 0.213× 10−1 1.198
Table 3.2: Order of convergence of upscaled pore pressure solution using the
two grid fixed stress split iterative scheme for the Mandel’s problem.
the phenomenon is commonly refered to as the ‘Mandel-Cryer effect’. He ob-
served that a monotonic pore pressure response is obtained only in the singular
case when the shear modulus of the skeleton is zero. He also used the three-
dimensional Terzaghi theory to arrive at the pore pressure response for the
same configuration and observed that in that case, the water pressure drops
steadily. He also showed that when the Poisson’s ratio of the skeleton is 0.5, the
Biot model predicts zero volume change whereas the Terzaghi theory predicts
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non-zero volume changes. The Mandel-Cryer effect was later experimentally
verified by Gibson et al. [38] and Verruijt [89]. The reproducibility of this effect
was the primary response why the Biot theory gained popularity in comparison
to the Terzaghi theory. Later, Abousleiman et al. [1] obtained an analytical
solution for the Mandel’s problem but with the pore fluid compressibility fac-
tored in. This solution commonly serves as a benchmark for validation of
coupled flow and poroelasticity codes. In our two grid implementation, the
flow and mechanics domains, although identical, have different finite element
discretizations, with mechanics being resolved on a coarser mesh. For the sake
of clarity, we write the governing equations applicable to the Mandel’s problem
here as follows
∇ ·
(
σ0 +
1
2
D(∇u +∇Tu)− α(p− p0)I
)
= 0 (3.21)
∂
∂t
(
1
M
p+∇ · (αu)
)
+∇ ·
(
− k
µ
∇p
)
= 0 (3.22)
where (3.21) is the usual linear momentum balance for the solid phase with the
small strain assumption in the absence of gravity and (3.22) is the equation of
mass conservation for linearized slightly compressible single phase flow with
gravity turned off. As shown in Figure 5.2, an infinitely long rectangular
isotropic specimen is sandwiched between rigid, frictionless plates. The lateral
sides are free from normal and shear stress and pore pressure. At t = 0+,
a force intensity of 2F N/m is applied to the rigid plates. The initial and
boundary conditions are
σxx|t=0 = σxy|t=0 = σyy|t=0 = 0, p|t=0 = 0 ∀x, y
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σxx|x=±a = σxy|x=±a = σyx|y=±b = 0,
( a∫
−a
σyydx
)
y=±b = −2F ∀t
p|x=±a = 0,
(
u · n)
y=±b = 0 ∀t
where n is unit outward normal to the boundary. Plane strain condition is
applicable i.e. zz = 0. Given the biaxial symmetry of the problem, only
a quarter of the domain needs to be modeled. Following the approach of
Mikelic´ et al. [59], with Uay (b) representing the analytical solution for the y
displacement at y = b, the boundary conditions are recast as
σxx|x=a = σxy|x=a = σyx|y=b = 0,
(
u · n)
y=b
= Uay (b) ∀t (3.23)(
u · n)
x=0
=
(
u · n)
y=0
= 0, p|x=a = 0 ∀t(
u · n)
x=0
=
(
u · n)
y=0
=
(
u · n)
y=b
= 0 ∀t
We solve the system (3.22)-(3.21) using the two grid scheme on rectilinear non-
matching grids as shown in Figure 3.8 and show its convergence by measuring
the upscaled pressure solution error. We employ the parameters given in Table
3.1 and keep the mesh ratio r fixed. Since the inverse of the Biot modulus
1
M
is bounded below by a positive constant (as the initial porosity field φ0 is
strictly positive), optimality should be achieved when the pressure solution er-
ror is measured in the L∞(L2) norm (see Phillips and Wheeler [68]). The error
norm is computed using the midpoint quadrature rule: ‖ 1
M
(p− pH)‖L∞(L2) ≡
max
0<τ≤T
( ∑
E∈T pH
|E|
(
p(τ,me)−pH(me)
M
)2) 12
where me is the center of mass of element
E and T is the total time. To minimize the effects of the error produced by
time discretization, a small time step of 1 × 10−3 sec is chosen. As shown in
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Table 5.1, we observe first order convergence for the pore pressure solution
with the augmented scheme for r = 2.5. A fractional value of r ensures the
cardinality |{E}| of the set {E} of intersection polyhedra is non-zero i.e. the
number of instances of intersecting flow and mechanics elements is not zero.
It is important to note that there is no restriction posed on the value of r and
we choose a value of 2.5 only for the sake of convenience. We then compare
the upscaled pore pressure solution at the cell-center closest to the origin of
the quarter domain with the analytical solution for all the above combinations
of T fh , T
p
H . The reason for choosing the cell-center closest to the origin of the
quarter domain is that the classical non-monotonic pore pressure response,
which we intend to replicate in our numerical model, is expected only near
the central region of the specimen (see Abousleiman et al. [1]). We also com-
pare the computed x-displacement at the free end x = a with the analytical
solution. The total simulation time is 50000 sec with a time step of 10 sec.
According to the analytical solution, at the instant of loading, a uniform pres-
sure rise of ∆p(x, y, 0+) = FB(1+νu)
3a
should be observed. Also, after the initial
outward movement of ux(a, y, 0
+) = Fνu
2G
, the side boundaries will contract
toward the center and its final state should be ux(a, y,∞) = Fν2G . The pore
pressure and displacement solutions are non-dimensionalized by multiplying
with ( a
F
) and (2G
F
) respectively. As shown in Figures 3.9 and 3.10, we observe
an excellent match with the expected results for all the above combinations.
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Figure 3.9: Non-monotonic pore pressure response at the cell-center clos-
est to the origin for the Mandel’s problem with nonmatching grids.
lim
t→0+
(
aP (xc,yc,t)
F
)
= B(1+νu)
3
= 0.3846 where xc, yc are coordinates of cell-center
closest to the origin.
3.8 Large-scale problem
As shown in Figure 3.11, the large-scale problem under consideration
consists of a reservoir of dimensions 80 ft × 9400 ft × 8800 ft at a depth of
approximately 10000 ft with a dip-angle ranging from 1o to 3o surrounded by
a geomechanical domain of dimensions 13000 ft × 9400 ft × 8800 ft with an
underburden of approximately 3000 ft. Sideburdens are neglected for the sake
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Figure 3.10: Displacement response at the free end for the Mandel’s prob-
lem with nonmatching grids. lim
t→0+
(
2Gux(a,y,t)
F
)
= νu = 0.3846 and
lim
t→∞
(
2Gux(a,y,t)
F
)
= ν = 0.2.
of convenience. The flow mesh T fh ≡ 20×188×176 consists of 661760 distorted
hexahedral elements of size roughly 4 ft×50 ft×50 ft. As explained in Table
3.3, the graded geomechanics mesh T pH ≡ 82 × 47 × 47 consists of 169576
brick elements. At the outset, it is obvious that in the absence of a multi-
scale framework, the geomechanics mesh with similar resolution for overburden
and underburden would need to conform with the flow grid and would be
roughly T pH ≡ (20 + 33 + 7)× 188× 176 consisting of 1654400 elements, which
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Nature Depthwise extent Mesh Element size
Overburden 0 ft→ 9900 ft 33× 47× 44 300 ft× 200 ft× 200 ft
Near-reservoir 9900 ft→ 10300 ft 40× 47× 44 10 ft× 200 ft× 200 ft
Underburden 10300 ft→ 13000 ft 9× 47× 44 300 ft× 200 ft× 200 ft
Table 3.3: Details of the graded geomechanics mesh
is an order of magnitude higher than the number of geomechanics elements
currently employed. The flow domain is subject to no flux on all its boundaries
whereas the geomechanics domain has a traction-free top surface and zero
normal displacements on the remaining boundaries. The fluid compressibility
is 1.45× 10−8 Pa−1, the fluid viscosity is 1 cp and the initial reservoir porosity
is taken to be 0.2. The Biot parameter is taken to be 0.8 for the near-reservoir
geomechanics elements and zero for the elements discretizing the overburden
and underburden. The Young’s modulus is taken to be 5.94× 109 Pa and the
Poisson’s ratio is 0.2. The initial reservoir hydrostatic pressure is taken to be
4650 psi, the reservoir permeability is taken to be 100md and the rock density
is taken to be 2.65 g/cm3. An injection well of BHP 7000 psi is located at
y = 2000 ft, z = 2000 ft whereas a production well of BHP 2000 psi is located
at y = 6000 ft, z = 2000 ft.
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gx
yz
(10211, 9400, 8800)
(0, 0, 0)
(13000, 9400, 8800)
9900 ft
400 ft
reservoir
(9953, 0, 0)
2700 ft
free surface
injection well
production well
Figure 3.11: Flow domain of 80 ft × 9400 ft × 8800 ft surrounded by a ge-
omechanics domain of 13000 ft × 9400 ft × 8800 ft. Injection well is located
at y = 2000 ft, z = 2000 ft and production well is located at y = 6000 ft, z =
6000 ft.
Figures 3.12, 3.13 and 3.14 are the results of the simulation on 128
processes with a time step of 1 day at the end of 200 days. The total run time
was 15minutes. The injection well generates an increase in pore pressure
from the in situ hydrostatic pressure of 4650 psi whereas the production well
generates a decrease in pore pressure with radial flow patterns as shown in
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Figure 3.12: Reservoir pore pressure distribution at the end of 200 days.
Figure 3.12. The concomitant geomechanical response is shown in Figure
3.13. As the x axis points vertically downwards, positive x displacements
indicate movement in the direction of gravity whereas negative x displacements
indicate movement against the direction of gravity. The distribution of the
vertical displacement on the free surface approximately 10000 ft above the
reservoir is shown in Figure 3.14. This distribution follows the radial flow
patterns generated from the wells, while keeping in mind that the effect of
fluid injection in the reservoir buried deep beneath the free surface is to induce
an uplift whereas the effect of fluid withdrawal is to induce subsidence. As
a result, portions of the geomechanical domain closer to the production well
laterally experience larger movements in the direction of gravity resulting in
larger positive values for x displacement.
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Figure 3.13: Vertical displacement distribution in the geomechanical domain
at the end of 200 days.
3.9 Summary
Since flow and poromechanics are solved on different finite element
grids, we design grid-to-grid projection operators using concepts in computa-
tional geometry and parallel computing. We first carve out a code framework
in which flow is solved in parallel on a MPI subcommunicator and porome-
chanics is solved on the default MPI communicator. We then look at a pair
of geometrically non-disjoint flow finite element and poromechanics finite el-
ement as two three-dimensional objects intersecting one another. We then
invoke singular value decompositions to obtain the equations of the surfaces
of the flow and poromechanics elements. We then subject those equations to
a predictor-corrector algorithm in order to perform surface-surface intersec-
tions. These intersections are used to obtain points on the periphery of the
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Figure 3.14: Vertical displacement distribution at the free surface at the end
of 200 days.
intersection polyhedron of that pair. We then employ a Delaunay triangulation
routine that takes these points as input and provides the tetrahedralization
of the intersection polyhedron. We add up the volumes of the tetrahedra to
obtain the volume of the intersection polyhedron. This volume is then used
to implement local grid-to-grid projection operators. The global grid-to-grid
projection operators would be the assembly of the local operators. This entire
code machinery is impemented as an addendum to the existing staggered so-
lution algorithmic code framework that solves flow and poromechanics on the
same finite element grid. We then establish the numerical convergence of the
solution algorithm for the benchmark problem, and demonstrate its capability
in handling a large-scale field problem.
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Chapter 4
Convergence analysis of the two-grid
algorithm and the link with computational
homogenization for heterogeneous poroelastic
media
Figure 4.1: One coupling iteration of two-grid scheme. After the flow solve,
the updated variables are projected onto the coarse scale mechanics grid. After
the mechanics solve, the updated variables are projected onto the fine scale
flow grid. In order to be consistent with the terminology used in multigrid
methods, we refer to projection onto coarse grid as ‘restriction’ and projection
onto fine grid as ‘prolongation’.
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In chapters 2 and 3, we developed a two grid fixed stress split scheme
in which the flow equations are solved on a fine grid while freezing the total
mean stress of the porous solid and the poromechanics equations are solved
on a coarse grid, with the grids being non-nested. Operators are constructed
in the pre-processing stage which map the flow solution to the coarse grid
and the poromechanical solution to the fine grid in every coupling iteration
at every time step. We finally used the classical Mandel’s problem analytical
solution to show that the scheme is numerically convergent. The objective of
the work in this chapter is to establish convergence of the two grid scheme
from a theoretical standpoint. It is important to note that while the work
presented in chapters 2 and 3 applies to non-nested grids for slightly com-
pressible single phase flow coupled with linear poromechanics with the flow
domain being a subset of the poromechanical domain, the theoretical con-
vergence analysis presented in this chapter applies to the degenerate case of
nested grids for the linearized flow model coupled with linear poromechanics
with the flow and poromechanical domains being identical, as shown in Figure
4.1. The convergence analysis is motivated by the previous work of Mikelic´ and
Wheeler [58] and Almani et al. [3]. Mikelic´ and Wheeler [58] proved that the
standard fixed stress split scheme for the linearized flow model coupled with
linear poromechanics in which the subproblems are resolved on the same time
and length scales is a contraction map with respect to appropriately chosen
metrics. Almani et al. [3] extended those results to establish convergence of
the multirate fixed stress split scheme in which the subproblems are resolved
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on the same length scale but different time scales with the poromechanics
subproblem being resolved on a larger time scale.
4.1 Flow model
The fluid mass conservation equation (4.1) in the presence of deformable
porous medium with the Darcy law (4.2) and linear pressure dependence of
density (4.3) with boundary conditions (4.4) and initial conditions (4.5) is
∂ζ
∂t
+∇ · z = q (4.1)
z = −K
µ
(∇p− ρg) = −κ(∇p− ρg) (4.2)
ρ = ρ0(1 + c (p− p0)) (4.3)
p = g on ΓfD × (0, T ], z · n = 0 on ΓfN × (0, T ] (4.4)
p(x, 0) = p0(x), ρ(x, 0) = ρ0(x), φ(x, 0) = φ0(x) (∀x ∈ Ω) (4.5)
where p : Ω× (0, T ]→ R is the fluid pressure, z : Ω× (0, T ]→ R3 is the fluid
flux, ¯ is the volumetric strain, ζ ≡ 1
M
p + α¯ is the fluid content, ΓfD is the
Dirichlet boundary, n is the unit outward normal on the Neumann boundary
ΓfN , q is the source or sink term
1, K is the uniformly symmetric positive definite
absolute permeability tensor, µ is the fluid viscosity, ρ0 is a reference density,
κ = K
µ
is a measure of the hydraulic conductivity of the pore fluid, c is the
fluid compressibility, T > 0 is the time interval, α is the Biot constant and
1It is important to note that this term has the units of [M0L0T−1] whereas the source
or sink term in Equation (2.1) in Chapter 2 for the slightly compressible single phase flow
model has the units of [M1L−3T−1]
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M ≡
(
φ0c +
(α−φ0)(1−α)
Kb
)−1
is the Biot modulus with Kb being the drained
bulk modulus.
4.1.1 Arriving at the mass conservation equation for the linearized
flow model
We first comment that the difference between the slightly compressible
single phase flow model and the linearized flow model lies in the expression for
the density variation as a function of pore pressure. The former models the
density variation as
ρ = ρ0e
c(p−p0)
which when expanded as a Taylor series, is written as
ρ = ρ0(1 + c(p− p0) + c
2(p− p0)2
2!
+ · · · )
which, after noting that the fluid compressibility is of the order of 10−6 can be
approximated as
ρ ≈ ρ0(1 + c(p− p0)) (4.6)
after truncating the expansion to the first order term. The above expression,
identical to (4.3) is the function for variation of density as a function of pore
pressure for the linearized flow model. We also note that while the slightly
compressible single phase flow might require a nonlinear solve with Newton
iterations within every coupling iteration, the linearized flow model requires
only one solve within every coupling iteration. Furthermore, the Lagrangian
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porosity variation, instead of having two different expressions for the flow solve
and the poromechanics solve as we saw in modules 2.3.7 and 2.3.8 respectively,
has only one expression given by
φ∗ = φ0 + α¯+
1
N
(p− p0) (4.7)
with
1
N
≡ (α− φ0)(1− α)
Kb
in lieu of Equation (2.47). We start with the mass conservation for slightly
compressible single flow in porous medium as follows
∂(φ∗ρ)
∂t
−∇ · (ρκ(∇p− ρg)) = q (4.8)
It is again important to note that the term q on the RHS has the units of
[M1L−3T−1]. We substitute (4.6) and (4.7) in (4.8) to get
∂((φ0 + α¯+
1
N
(p− p0))ρ0(1 + c(p− p0)))
∂t
−∇ · (ρ0(1 + c(p− p0))κ(∇p− ρg)) = q
which, after dividing by ρ0, is obtained as
∂((φ0 + α¯+
1
N
(p− p0))(1 + c(p− p0)))
∂t
−∇ · (κ(1 + c(p− p0))(∇p− ρg)) = q
ρ0
which is written as
∂(φ0 + α¯+
1
N
(p− p0))
∂t
+
∂((φ0 + α¯)c(p− p0))
∂t
+
∂( 1
N
(p− p0)c(p− p0))
∂t
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−∇ · (κ(1 + c(p− p0))(∇p− ρg)) = q
ρ0
which is further written as
∂(φ0 + α¯+
1
N
(p− p0))
∂t
+ (φ0 + α¯)c
∂(p− p0)
∂t
+ c(p− p0)∂(φ0 + α¯)
∂t
+
∂( 1
N
(p− p0)c(p− p0))
∂t
−∇ · (κ(1 + c(p− p0))(∇p− ρg)) = q
ρ0
which, in lieu of the knowledge that ¯ is of the order of 10−3 and φ0 ≈ 0.2
resulting in α¯ φ0, and furthermore ∂φ0∂t = 0 and ∂p0∂t = 0, is written as
∂(α¯+ 1
N
p)
∂t
+
∂(φ0cp)
∂t
+
2c
N
(p− p0)∂p
∂t
+ αc(p− p0)∂¯
∂t
−∇ · (κ(1 + c(p− p0))(∇p− ρg)) = q
ρ0
We neglect the nonlinear terms 2c
N
(p− p0)∂p∂t and αc(p− p0)∂¯∂t to obtain
∂(α¯+ 1
N
p+ φ0cp)
∂t
−∇ · (κ(1 + c(p− p0))(∇p− ρg)) = q
ρ0
We expand the second term on the LHS to obtain
∂(α¯+ 1
N
p+ φ0cp)
∂t
−∇ · (κ(∇p− ρg))−∇ · (κc(p− p0)(∇p− ρg)) = q
ρ0
We neglect the nonlinear term ∇ · (κc(p− p0)(∇p− ρg)) to obtain
∂ζ
∂t
−∇ · (κ(∇p− ρg)) = q
ρ0
where
ζ = α¯+
1
N
p+ φ0cp ≡ α¯+ 1
M
p
is refered to as the fluid content and
1
M
=
1
N
+ φ0c ≡ φ0c+ (α− φ0)(1− α)
Kb
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4.2 Poromechanics model
The equations of the poromechanics model are already given in Module
2.1.2.
4.3 Statement of contraction of the fully discrete two-
grid fixed stress split scheme
The basic idea of the two-grid fixed stress split iterative strategy is
to solve the flow system (4.1)-(4.5) on a fine grid for the pressures at the
current coupling iteration based on the value of the mean stress from the
previous coupling iteration. These pressures are then fed to the poromechanics
system (2.6)-(2.11) which is solved for displacements on a coarse grid thereby
updating the stress state. This updated stress state is then fed back to the flow
system for the next coupling iteration. Since this strategy condemns the porous
solid to follow a certain stress path during the flow solve, the convergence of
the solution algorithm is not automatically guaranteed. The objective of our
analysis is to arrive at a contraction map for the fully discrete two-grid fixed
stress split iterative scheme while taking into account the heterogeneities in
the underlying porous medium. Let T fh represent the fine scale flow grid
consisting of brick elements Ef and T pH be the coarse scale poromechanical
grid consisting of brick elements Ep such that
r = max
Ep∈T pH
diam(Ep)/ max
Ef∈T fh
diam(Ef ) = H/h ≥ 1
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Since the grids ar nested, each coarse scale poromechanical element Ep ∈ T pH
can be viewed as a union of flow elements belonging to the set IE
p
as follows
Ep =
⋃
Ef∈IEp
Ef where IE
p ≡
{
Ef : Ef ⊂ Ep ∀Ef ∈ Tfh
}
We use the notations (·)n+1 for any quantity (·) evaluated at time level n+ 1,
(·)m,n+1 for any quantity (·) evaluated at the mth coupling iteration at time
level n+ 1, δ
(m)
f (·) for the change in the quantity (·) during the flow solve over
the (m + 1)th coupling iteration at any time level and δ(m)(·) for the change
in the quantity (·) over the (m + 1)th coupling iteration at any time level.
These notations shall be carried forward to Chapter 5 as well. Further, to
take into account the underlying heterogeneities in the porous medium, we
introduce the notations (·)Ef for the value of any material parameter (·) at
flow element Ef and (·)Ep for the value of any material parameter (·) evaluated
at poromechanics element Ep.
4.3.1 Discrete variational statements for the flow subproblem
Before arriving at the discrete variational statement of the flow model,
we impose the fixed mean stress constraint on the strong form of the mass
conservation equation (4.1). Invoking the relation for the total mean stress
σv = Kb¯− αp, we get
∂
∂t
(
1
M
p+ α
(
σv + αp
Kb
))
+∇ · z = q
ϕ︷ ︸︸ ︷(
1
M
+
α2
Kb
)
∂p
∂t
+∇ · z = q − α
Kb
∂σv
∂t
(4.9)
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Using backward Euler in time, the discrete in time form of (5.4) for the mth
coupling iteration in the (n+ 1)th time step is written as
ϕ
1
∆t
(pm,n+1 − pn) +∇ · zn+1 = qn+1 − α
Kb
1
∆t
(σm,n+1v − σnv )
where ∆t is the time step and the source term as well as the terms evaluated
at the previous time level n do not depend on the coupling iteration count
as they are known quantities. The fixed mean stress constraint implies that
σm,n+1v gets replaced by σ
m−1,n+1
v i.e. the computation of p
m,n+1 and zm,n+1 is
based on the value of the mean stress updated after the poromechanics solve
from the previous coupling iteration m− 1 at the current time level n+ 1. The
modified equation is written as
ϕ(pm,n+1 − pn) + ∆t∇ · zm,n+1 = ∆tqn+1 − α
Kb
(σm−1,n+1v − σnv ) (4.10)
As a result, the discrete variational statement of (4.1) in the presence of
medium heterogeneities is
∑
Ef∈T fh
ϕEf (p
m,n+1
h − pnh, θh)Ef +
∑
Ef∈T fh
∆t(∇ · zm,n+1h , θh)Ef
=
∑
Ef∈T fh
∆t(qn+1, θh)Ef −
∑
Ef∈T fh
αEf
Kb
Ef
(σm−1,n+1v − σnv , θh)Ef (4.11)
Replacing m by m+ 1 in (4.11) and subtracting the two equations, we get
∑
Ef∈T fh
ϕEf (δ
(m)ph, θh)Ef +
∑
Ef∈T fh
∆t(∇ · δ(m)zh, θh)Ef
= −
∑
Ef∈T fh
αEf
Kb
Ef
(δ(m−1)σv, θh)Ef
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The weak form of the Darcy law (4.2) for the mth coupling iteration in the
(n+ 1)th time step is
(κ−1zm,n+1,v)Ω = −(∇pm,n+1,v)Ω + (ρ0g,v)Ω ∀ v ∈ V(Ω) (4.12)
where V(Ω) is given by
V(Ω) ≡ H(div,Ω) ∩ {v : v · n = 0 on ΓfN}
and H(div,Ω) is given by
H(div,Ω) ≡ {v : v ∈ (L2(Ω))3,∇ · v ∈ L2(Ω)}
We use the divergence theorem to evaluate the first term on RHS of (5.5) as
follows
(∇pm,n+1,v)Ω = (∇, pm,n+1v)Ω − (pm,n+1,∇ · v)Ω
= (pm,n+1,v · n)∂Ω − (pm,n+1,∇ · v)Ω = (g,v · n)ΓfD − (p
m,n+1,∇ · v)Ω
(4.13)
where we invoke v · n = 0 on ΓfN . In lieu of (5.5) and (5.6), we get
(κ−1zm,n+1,v)Ω = −(g,v · n)ΓfD + (p
m,n+1,∇ · v)Ω + (ρ0g,v)Ω
As a result, the discrete variational statement of (4.2) in the presence of
medium heterogeneities is∑
Ef∈T fh
(κ−1
Ef
zm,n+1h ,vh)Ef −
∑
Ef∈T fh
(pm,n+1h ,∇ · vh)Ef
=
∑
Ef∈T fh
(ρ0g,vh)Ef −
∑
Ef∈T fh
(g,vh · n)∂Ef∩ΓfD (4.14)
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Replacing m by m+ 1 in (4.14) and subtracting the two equations, we get∑
Ef∈T fh
(κ−1
Ef
δ(m)zh,vh)Ef =
∑
Ef∈T fh
(δ(m)ph,∇ · vh)Ef
4.3.1.1 A note on the inconsistency for the flow solve during the
first fixed stress split iteration
For the sake of clarity, we rewrite (4.10) here as follows
ϕ(pm,n+1 − pn) + ∆t∇ · zm,n+1 = ∆tqn+1 − α
Kb
(σm−1,n+1v − σnv )
and successively subsititute m = 1, 2, 3, · · · where m is the coupling iteration
number to obtain
ϕ(p1,n+1 − pn) + ∆t∇ · z1,n+1 = ∆tqn+1 − α
Kb
(σ0,n+1v − σnv )
ϕ(p2,n+1 − pn) + ∆t∇ · z2,n+1 = ∆tqn+1 − α
Kb
(σ1,n+1v − σnv )
ϕ(p3,n+1 − pn) + ∆t∇ · z3,n+1 = ∆tqn+1 − α
Kb
(σ2,n+1v − σnv )
· · ·

(4.15)
It is obvious that the mean stress σ0,n+1v at the start of the current time step
before any coupling iterations occur is the same as the mean stress σnv at the
end of the previous time step implying that
σ0,n+1v = σ
n
v
As a result, we write (4.15) as
ϕ(p1,n+1 − pn) + ∆t∇ · z1,n+1 = ∆tqn+1
ϕ(p2,n+1 − pn) + ∆t∇ · z2,n+1 = ∆tqn+1 − α
Kb
(σ1,n+1v − σnv )
ϕ(p3,n+1 − pn) + ∆t∇ · z3,n+1 = ∆tqn+1 − α
Kb
(σ2,n+1v − σnv )
· · ·

(4.16)
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Equation (4.16) clearly shows that the computation of the pressure p1,n+1
during the flow solve in the first fixed stress interation does not factor in the
mean stress term whereas computation of pressure during the flow solve in
the subsequent fixed stress iterations does. This gives pointers to possible
improvement in the fixed stress split algorithmic logic and provides scope for
future work.
4.3.2 Discrete variational statement for the poromechanics sub-
problem
The weak form of the linear momentum balance (2.6) is given by
(∇ · σ,q)Ω + (f · q)Ω = 0 (∀ q ∈ U(Ω)) (4.17)
where U(Ω) is given by
U(Ω) ≡ {q = (u, v, w) : u, v, w ∈ H1(Ω),q = 0 on ΓpD}
where Hm(Ω) is defined, in general, for any integer m ≥ 0 as
Hm(Ω) ≡ {w : Dαw ∈ L2(Ω) ∀|α| ≤ m},
where the derivatives are taken in the sense of distributions and given by
Dαw =
∂|α|w
∂xα11 ..∂x
αn
n
, |α| = α1 + · · ·+ αn,
We know from tensor calculus that
(∇ · σ,q) ≡ (∇,σq)− (σ,∇q) (4.18)
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Further, using the divergence theorem and the symmetry of σ, we arrive at
(∇,σq)Ω ≡ (q,σn)∂Ω (4.19)
We decompose ∇q into a symmetric part (∇q)s ≡ 12
(∇q + (∇q)T ) ≡ (q)
and skew-symmetric part (∇q)ss and note that the contraction between a
symmetric and skew-symmetric tensor is zero to obtain
σ : ∇q ≡ σ : (∇q)s +
:0
σ : (∇q)ss = σ : (q) (4.20)
From (5.7), (5.8), (5.9) and (5.10), we get
(σn,q)∂Ω − (σ, (q))Ω + (f ,q)Ω = 0
which, after invoking the boundary condition σn = t on ΓpN results in
(t,q)ΓpN − (σ, (q))Ω + (f ,q)Ω = 0 (4.21)
The stress tensor σ and strain tensor (q) are written as
σ = s+
1
3
tr(σ)I = s+ σvI; (q) = e(q) +
1
3
tr((q))I = e(q) +
1
3
¯(q)I
where s is the deviatoric stress tensor, e(q) is the deviatoric strain tensor and
σv is the mean stress. Using the above relations, we can write
σ : (q) =
(
s+ σvI
)
:
(
e(q) +
1
3
¯(q)I
)
= s : e(q) + s :
1
3
¯(q)I + σvI : e(q) + σvI :
1
3
¯(q)I
= s : e(q) +
1
3
¯(q)
*0
tr(s) + σv
:0tr(e(q)) + 3σv
1
3
¯(q) = s : e(q) + σv ¯(q)
(4.22)
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where we note that the contraction of any second order tensor with the identity
tensor I is equal to the trace of the tensor and further, the trace of a deviatoric
tensor is zero resulting in tr(s) = 0 and tr(e(q)) = 0. Substituting (4.22) in
(4.21), we get
(t,q)ΓpN − (s, e(q))Ω − (σv, ¯(q))Ω + (f ,q)Ω = 0 (4.23)
The deviatoric strain tensor is obtained as
s = σ − 1
3
tr(σ)I = λ¯I + 2G− αpI− 1
3
tr(λ¯I + 2G− αpI)I
= 2G
(
− 1
3
tr()I
)
= 2Ge (4.24)
Substituting (4.24) in (4.23), we get
(t,q)ΓpN − (2Ge, e(q))Ω − (σv, ¯(q))Ω + (f ,q)Ω = 0
As a result, the discrete variational statement of the linear momentum balance
(2.6) for the mth coupling iteration in the (n + 1)th time step in the presence
of medium heterogeneities is written as
∑
Ep∈T pH
2GEp(e(u
m,n+1
H ), e(qH))Ep +
∑
Ep∈T pH
(σm,n+1v ,∇ · qH)Ep
=
∑
Ep∈T pH
(f ,qH)Ep +
∑
Ep∈T pH
(t,qH)∂Ep∩ΓpN (4.25)
Replacing m by m+ 1 in (4.25) and subtracting the two equations, we get
∑
Ep∈T pH
2GEp(e(δ
(m)uH), e(qH))Ep +
∑
Ep∈T pH
(δ(m)σv,∇ · qH)Ep = 0
79
4.3.3 Summary of discrete variational statements in terms of cou-
pling iteration differences
Find δ(m)ph ∈ Wh, δ(m)zh ∈ Vh and δ(m)uH ∈ UH such that∑
Ef∈T fh
(
1
MEf
+
α2
Ef
Kb
Ef
)
(δ(m)ph, θh)Ef +
∑
Ef∈T fh
∆t(∇ · δ(m)zh, θh)Ef
= −
∑
Ef∈T fh
αEf
Kb
Ef
(δ(m−1)σv, θh)Ef (4.26)
∑
Ef∈T fh
(κ−1
Ef
δ(m)zh,vh)Ef =
∑
Ef∈T fh
(δ(m)ph,∇ · vh)Ef (4.27)
∑
Ep∈T pH
2GEp(e(δ
(m)uH), e(qH))Ep +
∑
Ep∈T pH
δ(m)(σv,∇ · qH)Ep = 0 (4.28)
where the finite dimensional spaces Wh, WH , Vh and UH are given by
Wh ≡
{
θh : θh|Ef ∈ P0(Ef ) ∀Ef ∈ T fh
}
WH ≡
{
θ′H : θ
′
H |Ep ∈ P0(Ep) ∀Ep ∈ T pH
}
Vh ≡
{
vh : vh|Ef ↔ vˆ|Eˆ : vˆ|Eˆ ∈ Vˆ(Eˆ) ∀Ef ∈ T fh , vh · n = 0 on ΓfN
}
UH ≡
{
qH = (u, v, w) : u|Ep , v|Ep , w|Ep ∈ Q1(Ep) ∀Ep ∈ T pH ,qH = 0 on ΓpD
}
4.3.4 Restriction and prolongation operators
We introduce the restriction operator R that maps the fine scale pres-
sure solution onto the coarse scale poromechanics grid and the prolongation
operator P that maps the coarse scale volumetric strain onto the fine scale
flow grid as follows
R : Wh 7→ WH
80
P : ∇ ·UH 7→ Wh
As a result, the mean stress is defined on the fine and coarse grids as
σv = KbEp ¯H − αEpRph (∀ Ep ∈ T pH) (4.29)
σv = Kb
Ef
P ¯H − αEpph (∀ Ef ∈ T fh ) (4.30)
Theorem 4.3.1. In the presence of medium heterogeneities, the two-grid fixed
stress split iterative scheme in which the flow subproblem is resolved on a finer
grid is a contraction map given by
∑
Ef∈T fh
‖δ(m)σv‖2Ef
Kb
Ef
+
>0︷ ︸︸ ︷∑
Ep∈T pH
4GEp‖e(δ(m)uH)‖2Ep +
∑
Ep∈T pH
KbEp‖δ(m)¯H‖2Ep
+
>0︷ ︸︸ ︷∑
Ef∈T fh
∆t 2‖κ−1/2
Ef
δ(m)zh‖2Ef ≤ γ
∑
Ef∈T fh
‖δ(m−1)σv‖2Ef
Kb
Ef
(4.31)
with contraction constant γ ≡ max
Ef∈T fh
(
α2
Ef
Kb
Ef
M
Ef
+α2
Ef
)
< 1, if the following condi-
tions are satisfied
1. First condition
∑
Ef∈T fh
(2αEfPδ
(m), ¯Hδ
(m)ph)Ef −
∑
Ep∈T pH
(2αEpδ
(m)¯H ,Rδ
(m)ph)Ep = 0
2. Second condition
∑
Ep∈T pH
KbEp‖δ(m)¯H‖2Ep −
∑
Ef∈T fh
Kb
Ef
‖Pδ(m)¯H‖2Ef = 0
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Proof. • Step 1: Flow equations
Testing (4.26) with θh ∈ Wh such that θh|Ef = δ(m)ph ∀ Ef ∈ T fh , we get∑
Ef∈T fh
(
1
MEf
+
α2
Ef
Kb
Ef
)
‖δ(m)ph‖2Ef +
∑
Ef∈T fh
∆t(∇ · δ(m)zh, δ(m)ph)Ef
= −
∑
Ef∈T fh
αEf
Kb
Ef
(δ(m−1)σv, δ(m)ph)Ef (4.32)
Testing (4.27) with vh ∈ Vh such that vh|Ef ≡ δ(m)zh ∀ Ef ∈ T fh , we get∑
Ef∈T fh
‖κ−1/2
Ef
δ(m)zh‖2Ef =
∑
Ef∈T fh
(δ(m)ph,∇ · δ(m)zh)Ef (4.33)
From (4.32) and (4.33), we get∑
Ef∈T fh
(
1
MEf
+
α2
Ef
Kb
Ef
)
‖δ(m)ph‖2Ef +
∑
Ef∈T fh
∆t‖κ−1/2
Ef
δ(m)zh‖2Ef
=
∑
Ef∈T fh
− αEf
Kb
Ef
(δ(m−1)σv, δ(m)ph)Ef (4.34)
• Step 2: Invoking the Young’s inequality
Since the terms on the LHS of (4.34) are strictly positive, the RHS is also
strictly positive. We invoke the Young’s inequality for products for the RHS
of (4.34) as follows
− αEf
Kb
Ef
δ(m−1)σv, δ(m)ph ≤ 1
2εEfK
2
b
Ef
|δ(m−1)σv|2 + εEf
2
|αEf δ(m)ph|2
(∀ Ef ∈ T fh )
Since the above inequality is true for any εEf > 0, we choose
εEf =
1
α2
Ef
(
1
MEf
+
α2
Ef
Kb
Ef
)
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to get the following
− αEf
Kb
Ef
(δ(m−1)σv, δ(m)ph)Ef
≤ α
2
Ef
2Kb
Ef
(
Kb
Ef
M
Ef
+ α2
Ef
)‖δ(m−1)σv‖2Ef + 12
(
1
MEf
+
α2
Ef
Kb
Ef
)
‖δ(m)ph‖2Ef
(∀ Ef ∈ T fh ) (4.35)
From (4.34) and (4.35), we get∑
Ef∈T fh
(
1
MEf
+
α2
Ef
Kb
Ef
)
‖δ(m)ph‖2Ef +
∑
Ef∈T fh
∆t‖κ−1/2
Ef
δ(m)zh‖2Ef
≤
∑
Ef∈T fh
α2
Ef
2Kb
Ef
(
Kb
Ef
M
Ef
+ α2
Ef
)‖δ(m−1)σv‖2Ef
+
∑
Ef∈T fh
1
2
(
1
MEf
+
α2
Ef
Kb
Ef
)
‖δ(m)ph‖2Ef
which can also be written as∑
Ef∈T fh
1
2
(
1
MEf
+
α2
Ef
Kb
Ef
)
‖δ(m)ph‖2Ef +
∑
Ef∈T fh
∆t‖κ−1/2
Ef
δ(m)zh‖2Ef
≤
∑
Ef∈T fh
α2
Ef
2Kb
Ef
(
Kb
Ef
M
Ef
+ α2
Ef
)‖δ(m−1)σv‖2Ef
which, after noting that
(
1
M
Ef
+
α2
Ef
Kb
Ef
)
>
α2
Ef
Kb
Ef
, can also be written as
∑
Ef∈T fh
α2
Ef
Kb
Ef
‖δ(m)ph‖2Ef +
∑
Ef∈T fh
∆t 2‖κ−1/2
Ef
δ(m)zh‖2Ef
≤
∑
Ef∈T fh
α2
Ef
Kb
Ef
(
Kb
Ef
M
Ef
+ α2
Ef
)‖δ(m−1)σv‖2Ef (4.36)
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• Step 3: Poromechanics equations
Testing (4.28) with qH ∈ QH such that q|Ep = 2δ(m)uH ∀ Ep ∈ T pH and noting
that ∇ · δ(m)uH ≡ δ(m)¯H , we get∑
Ep∈T pH
4GEp‖e(δ(m)uH)‖2Ep +
∑
Ep∈T pH
2(δ(m)σv, δ
(m)¯H)Ep = 0 (4.37)
Further, from (4.29), we note that δ(m)σv = KbEpδ
(m)¯H −αEpRδ(m)ph ∀ Ep ∈
T pH . As a result, (4.37) is written as∑
Ep∈T pH
4GEp‖e(δ(m)uH)‖2Ep +
∑
Ep∈T pH
2KbEp‖δ(m)¯H‖2Ep
−
∑
Ep∈T pH
2αEp(δ
(m)¯H ,Rδ
(m)ph)Ep = 0 (4.38)
• Step 4: Combining flow and poromechanics equations
Adding (4.36) and (4.38), we get
∑
Ef∈T fh
α2
Ef
Kb
Ef
‖δ(m)ph‖2Ef +
∑
Ef∈T fh
∆t 2‖κ−1/2
Ef
δ(m)zh‖2Ef
+
∑
Ep∈T pH
4GEp‖e(δ(m)uH)‖2Ep +
∑
Ep∈T pH
2KbEp‖δ(m)¯H‖2Ep
−
∑
Ep∈T pH
2αEp(δ
(m)¯H ,Rδ
(m)ph)Ep ≤
∑
Ef∈T fh
α2
Ef(
Kb
Ef
M
Ef
+ α2
Ef
) ‖δ(m−1)σv‖2Ef
Kb
Ef
(4.39)
Now, from (4.30), we note that
‖δ(m)σv‖2Ef = α2Ef‖δ(m)ph‖2Ef +K2bEf ‖Pδ
(m)¯H‖2Ef
− 2Kb
Ef
αEf (Pδ
(m)¯H , δ
(m)ph)Ef (∀ Ef ∈ T fh )
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which implies that
α2
Ef
Kb
Ef
‖δ(m)ph‖2Ef =
‖δ(m)σv‖2Ef
Kb
Ef
−Kb
Ef
‖Pδ(m)¯H‖2Ef
+ 2αEf (Pδ
(m)¯H , δ
(m)ph)Ef (∀ Ef ∈ T fh ) (4.40)
Substituting (4.40) in (4.39), we get
∑
Ef∈T fh
‖δ(m)σv‖2Ef
Kb
Ef
+
>0︷ ︸︸ ︷∑
Ep∈T pH
4GEp‖e(δ(m)uH)‖2Ep +
∑
Ep∈T pH
KbEp‖δ(m)¯H‖2Ep
+
[ Set = 0 to obtain expressions for KbEp ∀ Ep∈T pH and Pδ(m)¯H ∀ Ef∈T fh︷ ︸︸ ︷∑
Ef∈T fh
2αEf (Pδ
(m)¯H , δ
(m)ph)Ef −
∑
Ep∈T pH
2αEp(δ
(m)¯H ,Rδ
(m)ph)Ep
]
+
[ Turns out to be ≥0 in lieu of Cauchy−Schwartz inequality︷ ︸︸ ︷∑
Ep∈T pH
KbEp‖δ(m)¯H‖2Ep −
∑
Ef∈T fh
Kb
Ef
‖Pδ(m)¯H‖2Ef
]
+
>0︷ ︸︸ ︷∑
Ef∈T fh
∆t 2‖κ−1/2
Ef
δ(m)zh‖2Ef ≤ γ
∑
Ef∈T fh
‖δ(m−1)σv‖2Ef
Kb
Ef
(4.41)
The statement (4.41) is a contraction map in a sense that∑
Ef∈T fh
‖δ(0)σv‖2Ef
Kb
Ef
>
∑
Ef∈T fh
‖δ(1)σv‖2Ef
Kb
Ef
>
∑
Ef∈T fh
‖δ(2)σv‖2Ef
Kb
Ef
> ...
with contraction constant γ given by
γ ≡ max
Ef∈T fh
α2
Ef(
Kb
Ef
M
Ef
+ α2
Ef
) < 1
provided the following are true∑
Ef∈T fh
2αEf (Pδ
(m)¯H , δ
(m)ph)Ef −
∑
Ep∈T pH
2αEp(δ
(m)¯H ,Rδ
(m)ph)Ep = 0
(4.42)
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∑
Ep∈T pH
KbEp‖δ(m)¯H‖2Ep −
∑
Ef∈T fh
Kb
Ef
‖Pδ(m)¯H‖2Ef ≥ 0 (4.43)
The objective now is to satisfy the conditions (4.42) and (4.43) for the
convergence of the two-grid fixed stress split scheme.
4.4 Satisfaction of conditions for convergence of the fully
discrete two-grid fixed stress split scheme
Corollary 4.4.0.1. Satisfaction of the fixed mean stress constraint during the
flow solve at both scales leads to the following expressions for the upscaled pore
pressures
Rδ(m)ph =
KbEp
αEpMeas(Ep)
∑
Ef∈IEp
αEf
Kb
Ef
δ(m)phMeas(E
f ) (∀ Ep ∈ TpH)
Proof. • Step 1: Using the fact that pore pressure is frozen during
the poromechanical solve
Since the pore pressure is frozen during the poromechanical solve, the total
pore pressure change in a coupling iteration is the same as the pore pressure
change calculated during the flow solve in the coupling iteration as follows
Rδ(m)f ph = Rδ
(m)ph (∀ Ep ∈ T pH) (4.44)
δ
(m)
f ph = δ
(m)ph (∀ Ef ∈ T fh ) (4.45)
• Step 2: Applying the fixed mean stress constraint on both scales
Now, the fixed mean stress constraint implies that there is no change in the
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mean stress of the system during the flow solve. This naturally implies that∫
Ep
δ
(m)
f σv = 0 (∀ Ep ∈ T pH)
In lieu of (4.29), we write the above as∫
Ep
(KbEpδ
(m)
f ¯H − αEpRδ(m)f ph) = 0 (∀ Ep ∈ T pH)
which, in lieu of (4.44), can be written as∫
Ep
δ
(m)
f ¯H =
αEp
KbEp
Rδ(m)phMeas(E
p) (∀ Ep ∈ T pH) (4.46)
Denoting
∫
Ef
δ
(m)
f P ¯H is the change in volume of each element E
f of IE
p
, we
now impose the fixed mean stress constraint on each element Ef of IE
p
as
follows∫
Ef
δ
(m)
f σv ≡
∫
Ef
(Kb
Ef
Pδ(m)f ¯H − αEf δ(m)ph) = 0 (∀ Ef ∈ IE
p
)
which, in lieu of (4.45), can be written as∫
Ef
Pδ(m)f ¯H =
αEf
Kb
Ef
δ(m)phMeas(E
f ) (∀ Ef ∈ T fh ) (4.47)
• Step 3: Applying the volume balance criterion to coarse scale
poromechanical element(s)
The term
∫
Ep
δ
(m)
f ¯H is the change in volume of E
p during the flow solve in the
(m+ 1)th coupling iteration. This naturally equates the sum of corresponding
changes in volumes of the elements of IE
p
as follows∫
Ep
δ
(m)
f ¯H ≡
∑
Ef∈IEp
∫
Ef
Pδ(m)f ¯H (∀ Ep ∈ T pH) (4.48)
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From (4.47) and (4.48), we get∫
Ep
δ
(m)
f ¯H =
∑
Ef∈IEp
αEf
Kb
Ef
δ(m)phMeas(E
f ) (∀ Ep ∈ T pH) (4.49)
From (4.46) and (4.49), we get∑
Ef∈IEp
αEf
Kb
Ef
δ(m)phMeas(E
f ) =
αEp
KbEp
Rδ(m)phMeas(E
p) (∀ Ep ∈ T pH)
which results in
Rδ(m)ph =
KbEp
αEpMeas(Ep)
∑
Ef∈IEp
αEf
Kb
Ef
δ(m)phMeas(E
f ) (∀ Ep ∈ T pH)
(4.50)
Corollary 4.4.0.2. Satisfaction of the condition (4.42) leads to the following
expressions for the effective bulk moduli for the coarse scale poromechanical
solve
KbEp =
1∑
Ef∈IEp
1
Kb
Ef
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH)
and the following expressions for the downscaled volumetric strains
Pδ(m)¯H =
KbEp
Kb
Ef
1
Meas(Ep)
∫
Ep
δ(m)¯H (∀ Ef ∈ IEp ∀ Ep ∈ T pH)
Proof. • Step 1: Recasting the first term on LHS of (4.42)
We start by modifying the first term on LHS of (4.42) as follows∑
Ef∈T fh
2αEf (Pδ
(m)¯H , δ
(m)ph)Ef =
∑
Ef∈T fh
2αEf δ
(m)phPδ
(m)¯HMeas(E
f )
(4.51)
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where we note that δ(m)ph ∈ Wh. Since a flow element Ef ∈ T fh in uniquely
associated with a poromechanical element Ep via IE
p
, we can write∑
Ef∈T fh
2αEf δ
(m)phPδ
(m)¯HMeas(E
f )
=
∑
Ep∈T pH
∑
Ef∈IEp
2αEf δ
(m)phPδ
(m)¯HMeas(E
f ) (4.52)
In lieu of (4.51) and (4.52), we can write∑
Ef∈T fh
2αEf (Pδ
(m)¯H , δ
(m)ph)Ef
=
∑
Ep∈T pH
∑
Ef∈IEp
2αEf δ
(m)phPδ
(m)¯HMeas(E
f ) (4.53)
• Step 2: Recasting the second term on LHS of (4.42)
Next, we modify the second term on LHS of (4.42) as follows∑
Ep∈T pH
2αEp(δ
(m)¯H ,Rδ
(m)ph)Ep ≡
∑
Ep∈T pH
2αEpRδ
(m)ph
∫
Ep
δ(m)¯H (4.54)
where we note that Rδ(m)ph ∈ WH . In lieu of (4.53) and (4.54), the first
condition given by (4.42) is rewritten as∑
Ep∈T pH
∑
Ef∈IEp
2αEf δ
(m)phPδ
(m)¯HMeas(E
f )
=
∑
Ep∈T pH
2αEpRδ
(m)ph
∫
Ep
δ(m)¯H (4.55)
• Step 3: Substituting the expression for upscaled pore pressures
Substituting the expression (4.50) in (4.55), we get∑
Ep∈T pH
∑
Ef∈IEp
2αEf δ
(m)phPδ
(m)¯HMeas(E
f )
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=
∑
Ep∈T pH
2αEp
Rδ(m)ph︷ ︸︸ ︷
KbEp
αEpMeas(Ep)
∑
Ef∈IEp
αEf
Kb
Ef
δ(m)phMeas(E
f )
∫
Ep
δ(m)¯H
which implies that
∑
Ep∈T pH
∑
Ef∈IEp
(
Pδ(m)¯H − KbEp
Kb
Ef
1
Meas(Ep)
∫
Ep
δ(m)¯H
)
αEf δ
(m)phMeas(E
f ) = 0
which, in lieu of the linear independence of the basis ph (∀ Ef ∈ T fh ) of the
pressure space on the fine scale flow grid, implies that
Pδ(m)¯H − KbEp
Kb
Ef
1
Meas(Ep)
∫
Ep
δ(m)¯H = 0 (∀ Ef ∈ IEp ∀ Ep ∈ T pH)
implying that
Pδ(m)¯H =
KbEp
Kb
Ef
1
Meas(Ep)
∫
Ep
δ(m)¯H (∀ Ef ∈ IEp ∀ Ep ∈ T pH) (4.56)
• Step 4: Applying the volume balance criterion to coarse scale
poromechanical element(s)
The change in volume of Ep over the (m+ 1)th coupling iteration equates the
sum of corresponding changes in volumes of the elements of IE
p
as follows∫
Ep
δ(m)¯H =
∑
Ef∈IEp
∫
Ef
Pδ(m)¯H =
∑
Ef∈IEp
Pδ(m)¯HMeas(E
f ) (∀ Ep ∈ T pH)
(4.57)
In lieu of (4.56) and (4.57), we get∫
Ep
δ(m)¯H =
∫
Ep
δ(m)¯H
∑
Ef∈IEp
KbEp
Kb
Ef
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH)
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which finally leads to
1
KbEp
=
∑
Ef∈IEp
1
Kb
Ef
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH) (4.58)
Corollary 4.4.0.3. The Cauchy-Schwartz inequality, along with the obtained
expressions for effective coarse scale bulk moduli (4.58) and downscaled volu-
metric strains (4.56), guarantees the satisfaction of the condition (4.43).
Proof. • Step 1: Recasting (4.43) in lieu of (4.56) and (4.58)
The condition (4.43) given by
∑
Ep∈T pH
KbEp‖δ(m)¯H‖2Ep −
∑
Ef∈T fh
Kb
Ef
‖Pδ(m)¯H‖2Ef ≥ 0
can be written as
∑
Ep∈T pH
KbEp‖δ(m)¯H‖2Ep −
∑
Ef∈T fH
Kb
Ef
|Pδ(m)¯H |2Meas(Ef ) ≥ 0
which can also be written as
∑
Ep∈T pH
[
KbEp‖δ(m)¯H‖2Ep −
∑
Ef∈IEp
Kb
Ef
|Pδ(m)¯H |2Meas(Ef )
]
≥ 0
which, in lieu of (4.56), can also be written as
∑
Ep∈T pH
[
KbEp‖δ(m)¯H‖2Ep −
∑
Ef∈IEp
Kb
Ef
‖Pδ(m)¯H‖2︷ ︸︸ ︷(
KbEp
Kb
Ef
1
Meas(Ep)
∫
Ep
δ(m)¯H
)2
Meas(Ef )
]
≥ 0
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which can also be written as∑
Ep∈T pH
[
KbEp‖δ(m)¯H‖2Ep −
KbEp
Meas(Ep)
(∫
Ep
|δ(m)¯H |
)2
KbEp
∑
Ef∈IEp
1
Kb
Ef
Meas(Ef )
Meas(Ep)
]
≥ 0
which, in lieu of (4.58), can be written as∑
Ep∈T pH
[
KbEp‖δ(m)¯H‖2Ep −
KbEp
Meas(Ep)
(∫
Ep
|δ(m)¯H |
)2
KbEp
1
KbEp
]
≥ 0
which can be finally written as∑
Ep∈T pH
[
KbEp‖δ(m)¯H‖2Ep −
KbEp
Meas(Ep)
(∫
Ep
|δ(m)¯H |
)2]
≥ 0 (4.59)
• Step 2: Applying the Cauchy-Schwartz inequality
The Cauchy-Schwartz inequality (see Oden and Demkowicz [63]) states that if
S is a measurable subset of R3, and f and g are measurable real- or complex-
valued functions on S, then(∫
S
|fg|
)2
≤
∫
S
|f |2
∫
S
|g|2
Replacing S by Ep, f by δ(m)¯H and g by 1, we get∫
Ep
|δ(m)¯H |2 ≥ 1
Meas(Ep)
(∫
Ep
|δ(m)¯H |
)2
(∀ Ep ∈ T pH)
which can be written as
KbEp‖δ(m)¯H‖2Ep −
KbEp
Meas(Ep)
(∫
Ep
|δ(m)¯H |
)2
≥ 0 (∀ Ep ∈ T pH)
which implies that∑
Ep∈T pH
[
KbEp‖δ(m)¯H‖2Ep −
KbEp
Meas(Ep)
(∫
Ep
|δ(m)¯H |
)2]
≥ 0
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which is identical to (4.59). Thus, provided the downscaled volumetric strains
are computed in accordance with (4.56) and effective coarse scale bulk mod-
uli are computed in accordance with (4.58), the Cauchy-Schwartz inequality
guarantees the satisfaction of the condition (4.43).
4.5 The two-grid fixed stress split algorithm
Algorithm 5 Solution phase of two-grid fixed-stress split iterative scheme for
consolidation in heterogeneous porous medium
For each time tn
repeat . Fixed-stress iteration # (m+ 1)
Solve the flow equations for pm+1,n+1h and z
m+1,n+1
h
Compute δ(m)ph ≡ pm+1,n+1h − pm,n+1h
Obtain Rδ(m)ph . Upscale pore pressures
Obtain Rpm+1,n+1h ≡ Rpm,n+1h +Rδ(m)ph
Using Rpm+1,n+1h , solve the poromechanics equations for u
m+1,n+1
H
Compute δ(m)¯H ≡ δ(m)∇ · uH = ∇ · um+1,n+1H −∇ · um,n+1H
Obtain Pδ(m)¯H . Downscale volumetric strains
Obtain P ¯m+1,n+1H ≡Pδ(m)¯H +P ¯m,n+1H
Obtain δ(m)σv = Kb
Ef
Pδ(m)¯H − αEf δ(m)ph
until Stopping criterion∑
Ef∈T fh
‖δ(m)σv‖2
Ef
Kb
Ef∑
Ef∈T fh
‖σm+1,n+1v ‖2
Ef
Kb
Ef
< TOL, TOL > 0
Increment tn → tn+1
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In the pre-processing step, the effective bulk modulus for coarse scale
poromechanical solve is obtained in terms of fine scale bulk modulus as
KbEp =
1∑
Ef∈IEp
1
Kb
Ef
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH)
As presented in Algorithm 5, the mapping operators alternatively upscale the
pore pressures and downscale the volumetric strains in every fixed stress iter-
ation in each time step in accordance with
Rδ(m)ph =
KbEp
αEpMeas(Ep)
∑
Ef∈IEp
αEf δ
(m)phMeas(E
f ) (∀ Ep ∈ TpH)
Pδ(m)¯H =
KbEp
Kb
Ef
1
Meas(Ep)
∫
Ep
δ(m)¯H (∀ Ef ∈ IEp ∀ Ep ∈ T pH)
4.5.1 Convergence criterion
The convergence criterion is set in accordance with the statement of
contraction (4.31), which basically states that
∑
Ef∈T fh
‖δ(m)σv‖2
Ef
Kb
Ef
keeps mono-
tonically decreasing in successive coupling iterations. In lieu of that, the
convergence criterion is to stop the iterative process after (m + 1) coupling
iterations when ∑
Ef∈T fh
‖δ(m)σv‖2
Ef
Kb
Ef∑
Ef∈T fh
‖σ(m+1)v ‖2
Ef
Kb
Ef
< TOL
where TOL > 0 is a tolerance.
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Figure 4.2: Injection well at (500 ft, 500 ft) and production well at
(4500 ft, 4500 ft)
4.6 Numerical result
The two-grid fixed stress split scheme is implemented in the in-house
parallel reservoir simulator IPARS (Integrated Parallel Accurate Reservoir
Simulator) at the Center for Subsurface Modeling. The bevo3 supercomputer
at the Institute for Computational Engineering and Sciences is employed for
the simulation.
4.6.1 Parameters
The problem domain is Ω ≡ 100 ft × 5000 ft × 5000 ft, the fine scale
flow grid is T fh ≡ 20 × 100 × 100, the coarse scale poromechanical grid is
T pH ≡ 5×25×25, fluid compressibility is c = 3.03×10−10 Pa−1, fluid viscosity
is µ = 1.0 cp, reference fluid density is ρ0 = 62.4 lbm/ft
3. No flux boundary
conditions are imposed for the flow subproblem. The boundary conditions for
the poromechanical subproblem are zero traction on the top surface (bound-
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ary with outward normal pointing in the −x direction) and zero normal dis-
placements on the remaining boundaries. The in situ pore pressure across all
flow elements is 500 psi. The initial porosity field is assumed homogeneous at
φ0 = 0.2. The bulk modulus of the solid grains is taken to be Ks = 15GPa.
The drained Young’s modulus of the porous rock varies from a minimum of
0.009GPa to a maximum of 9GPa across flow elements whereas the drained
poisson’s ratio of the porous rock is taken to be ν = 0.2 across all flow elements.
As a result, the drained bulk modulus of the porous rock varies from a mini-
mum of 0.009
3(1−2×0.2) = 0.005GPa to a maximum of
9
3(1−2×0.2) = 5GPa across flow
elements and the Biot constant varies from a maximum of 1 − 0.005
15
= 0.9997
to a minimum of 1− 5
15
= 0.6667 across flow elements. An injection well with
constant bottom hole pressure of 1000 psi is located at (500 ft, 500 ft) and a
production well with constant bottom hole pressure of 100 psi is located at
(4500 ft, 4500 ft). We set the pre-specified tolerance at TOL = 1× 10−6. The
time step is 1 day and the total simulation time is 200 days.
4.6.2 Theoretical versus numerically computed contraction con-
stant
The theoretical contraction estimate γ given in Theorem 5.4.1 is com-
puted as
γ = max
Ef∈T fh
(
α2
Ef
Kb
Ef
M
Ef
+ α2
Ef
)
= max
Ef∈T fh
(
α2
Ef
Kb
Ef
(
φ0c+
(α
Ef
−φ0)(1−αEf )
Kb
Ef
)
+ α2
Ef
)
= max
Ef∈T fh
(
α2
Ef
Kb
Ef
φ0c+ αEf − φ0 + φ0αEf
)
= 0.9994 (4.60)
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Figure 4.3: Numerically computed contraction constant
The numerically computed contraction constant γc for eact time step is taken
to be
γc ≡ max
m=1,··· ,mc−1
[ ∑
Ef∈T fh
‖δ(m)σv‖2Ef
Kb
Ef
/ ∑
Ef∈T fh
‖δ(m−1)σv‖2Ef
Kb
Ef
]
where mc is used to represent the number of coupling iterations to convergence
at each time step. As shown in Figure 4.3, the numerically computed contrac-
tion constant gradually increases in the initial time steps and eventually settles
to a value of approximately γc = 0.172. This result clearly indicated that the
theoretical contraction estimate γ only poses an upper bound on the numeri-
cally computed contraction constant γc. Further, as shown in Figure ??, the
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Figure 4.4: Number of coupling iterations to convergence
number of coupling iterations to convergence mc decreases from a value of 9
to a value of 4 as we march forward in time.
4.7 Generalization of the decoupling constraint and the
link with computational homogenization
In the two-grid fixed stress split scheme, the measure of mean stress
that remains fixed during the flow solve is hydrostatic part of the total stress,
also refered to as the mean stress. The interesting result of the work is that the
convergence analysis lends itself to an expression for coarse scale bulk moduli
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in terms of fine scale bulk moduli, and further the coarse scale moduli are a
harmonic mean of the fine scale moduli. The harmonic mean is exactly the
Reuss bound (see Saeb et al. [74]) in the context of computational homog-
enization of multiphase composites. This observation leads to a hypothesis
that there must be a measure of mean stress which when fixed during the flow
solve in the two-grid approach, leads to the arithmetic mean (Voigt bound)
for coarse scale bulk moduli in terms of fine scale bulk moduli. With that in
mind, we define a measure of mean stress which equates to the actual mean
stress only as a special case. As a result, the staggering in this work is a
generalization of the fixed stress split staggering that was studied in Mikelic´
and Wheeler [58], Almani et al. [3] and in the above rendition.
4.7.1 The decoupling assumption
The basic idea of the two-grid staggered solution strategy is to solve the
flow system (4.1)-(4.5) on a fine grid for the pressures at the current coupling
iteration based on the value of a certain measure of mean stress from the
previous coupling iteration. We refer to that measure of mean stress as σ¯, and
is expressed as follows
σ¯ = η¯− αp
where η is an adjustable parameter, which when equated to the drained bulk
modulus, lends itself to the total mean stress (refered to as σv) as follows
σ¯ = Kb¯− αp ≡ σv (when η = Kb)
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These pressures are then fed to the poromechanics system (2.6)-(2.11) which
is solved for displacements on a coarse grid thereby updating the stress state.
This updated stress state is then fed back to the flow system for the next
coupling iteration. Since this strategy condemns the porous solid to follow
a certain stress path during the flow solve, the convergence of the solution
algorithm is not automatically guaranteed. It is important to note that the
adjustable η allows for flexibility in the choice of decoupling constraint, and the
fixed stress split strategy is only a special case when the adjustable parameter
is identical to the drained bulk modulus i.e. when η = Kb.
4.7.2 Statement of contraction of the two-grid staggered solution
algorithm
In lieu of the notations already set forth in this chapter, the measure
of the mean stress is defined on the fine and coarse grids as
σ¯ = ηEp ¯H − αEpRph (∀ Ep ∈ T pH) (4.61)
σ¯ = ηEfP ¯H − αEfph (∀ Ef ∈ T fh ) (4.62)
Theorem 4.7.1. In the presence of medium heterogeneities, the two-grid stag-
gered solution algorithm in which the flow subproblem is resolved on a finer grid
is a contraction map with contraction constant γ and given by
∑
Ef∈T fh
‖δ(m)σ¯‖2
Ef
ηEf
+
>0︷ ︸︸ ︷∑
Ep∈T pH
4GEp‖e(δ(m)uH)‖2Ep +
>0︷ ︸︸ ︷∑
Ep∈T pH
(2KbEp − ηEp)‖δ(m)¯H‖2Ep
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+>0︷ ︸︸ ︷∑
Ef∈T fh
2∆t‖κ−1/2
Ef
δ(m)zh‖2Ef ≤
γ<1︷ ︸︸ ︷
max
Ef∈T fh
(
α2
Ef
η
Ef
M
Ef
+ α2
Ef
) ∑
Ef∈T fh
‖δ(m−1)σ¯‖2
Ef
ηEf
(4.63)
if the following conditions are satisfied
1. First condition∑
Ef∈T fh
αEf (Pδ
(m)¯H , δ
(m)ph)Ef −
∑
Ep∈T pH
αEp(δ
(m)¯H ,Rδ
(m)ph)Ep = 0
(4.64)
2. Second condition∑
Ep∈T pH
ηEp‖δ(m)¯H‖2Ep −
∑
Ef∈T fh
ηEf‖Pδ(m)¯H‖2Ef ≥ 0 (4.65)
3. Third condition
ηEp ≤ 2KbEp (∀Ep ∈ T pH) (4.66)
Proof. • Step 1: Flow equations
Testing (4.26) with θh ∈ Wh such that θh|Ef = δ(m)ph ∀ Ef ∈ T fh , we get∑
Ef∈T fh
ϕEf‖δ(m)ph‖2Ef +
∑
Ef∈T fh
∆t(∇ · δ(m)zh, δ(m)ph)Ef
= −
∑
Ef∈T fh
αEf
ηEf
(δ(m−1)σ¯, δ(m)ph)Ef (4.67)
Testing (4.27) with vh ∈ Vh such that vh|Ef ≡ δ(m)zh ∀ Ef ∈ T fh , we get∑
Ef∈T fh
‖κ−1/2
Ef
δ(m)zh‖2Ef =
∑
Ef∈T fh
(δ(m)ph,∇ · δ(m)zh)Ef (4.68)
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From (4.67) and (4.68), we get∑
Ef∈T fh
ϕEf‖δ(m)ph‖2 +
∑
Ef∈T fh
∆t‖κ−1/2
Ef
δ(m)zh‖2Ef
= −
∑
Ef∈T fh
αEf
ηEf
(δ(m−1)σ¯, δ(m)ph)Ef (4.69)
• Step 2: Invoking the Young’s inequality
Since the terms on the LHS of (4.69) are strictly positive, the RHS is also
strictly positive. We invoke the Young’s inequality
|ab| ≤ a
2
2ε
+
εb2
2
∀ a, b, ε ∈ R, ε > 0
for the RHS of (4.69) as follows
− αEf
ηEf
(δ(m−1)σ¯, δ(m)ph)Ef
≤ 1
2εEfη
2
Ef
‖δ(m−1)σ¯‖2Ef +
εEf
2
‖αEf δ(m)ph‖2Ef (∀ Ef ∈ T fh )
Since the above inequality is true for any εEf > 0, we choose εEf =
1
α2
Ef
ϕEf
to get
− αEf
ηEf
(δ(m−1)σ¯, δ(m)ph)Ef
≤ α
2
Ef
2ηEfϕEf
‖δ(m−1)σ¯‖2
Ef
ηEf
+
ϕEf
2
‖δ(m)ph‖2Ef (∀ Ef ∈ T fh )
In lieu of the above, (4.69) is written as∑
Ef∈T fh
ϕEf‖δ(m)ph‖2Ef +
∑
Ef∈T fh
∆t‖κ−1/2
Ef
δ(m)zh‖2Ef
≤
∑
Ef∈T fh
α2
Ef
2ηEfϕEf
‖δ(m−1)σ¯‖2
Ef
ηEf
+
∑
Ef∈T fh
ϕEf
2
‖δ(m)ph‖2Ef
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which can also be written as∑
Ef∈T fh
ϕEf
2
‖δ(m)ph‖2 +
∑
Ef∈T fh
∆t‖κ−1/2
Ef
δ(m)zh‖2Ef
≤
∑
Ef∈T fh
α2
Ef
2ηEfϕEf
‖δ(m−1)σ¯‖2
Ef
ηEf
which, after noting that ϕEf ≡
(
1
M
Ef
+
α2
Ef
η
Ef
)
>
α2
Ef
η
Ef
, can also be written as
∑
Ef∈T fh
α2
Ef
ηEf
‖δ(m)ph‖2Ef +
∑
Ef∈T fh
2∆t‖κ−1/2
Ef
δ(m)zh‖2Ef
≤
∑
Ef∈T fh
α2
Ef
ηEfϕEf
‖δ(m−1)σ¯‖2
Ef
ηEf
(4.70)
• Step 3: Poromechanics equations
Testing (4.28) with qH ∈ QH such that q|Ep = 2δ(m)uH ∀ Ep ∈ T pH and noting
that ∇ · δ(m)uH ≡ δ(m)¯H , we get∑
Ep∈T pH
4GEp‖e(δ(m)uH)‖2Ep +
∑
Ep∈T pH
2(δ(m)σv, δ
(m)¯H)Ep = 0 (4.71)
Further, from (4.61), we note that δ(m)σ¯ = KbEpδ
(m)¯H − αEpRδ(m)ph ∀ Ep ∈
T pH . As a result, (4.71) is written as∑
Ep∈T pH
4GEp‖e(δ(m)uH)‖2Ep +
∑
Ep∈T pH
2KbEp‖δ(m)¯H‖2Ep
−
∑
Ep∈T pH
2αEp(δ
(m)¯H ,Rδ
(m)ph)Ep = 0 (4.72)
• Step 4: Combining flow and poromechanics equations
Adding (4.70) and (4.72), we get∑
Ef∈T fh
α2
Ef
ηEf
‖δ(m)ph‖2Ef +
∑
Ef∈T fh
2∆t‖κ−1/2
Ef
δ(m)zh‖2Ef
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+
∑
Ep∈T pH
4GEp‖e(δ(m)uH)‖2Ep +
∑
Ep∈T pH
2KbEp‖δ(m)¯H‖2Ep
−
∑
Ep∈T pH
2αEp(δ
(m)¯H ,Rδ
(m)ph)Ep ≤
∑
Ef∈T fh
α2
Ef
ηEfϕEf
‖δ(m−1)σ¯‖2
Ef
ηEf
(4.73)
Now, from (4.62), we note that
‖δ(m)σ¯‖2Ef = α2Ef‖δ(m)ph‖2Ef + η2Ef‖Pδ(m)¯H‖2Ef − 2ηEfαEf (Pδ(m)¯H , δ(m)ph)Ef
(∀ Ef ∈ T fh )
which implies that
α2
Ef
ηEf
‖δ(m)ph‖2Ef =
‖δ(m)σ¯‖2
Ef
ηEf
− ηEf‖Pδ(m)¯H‖2Ef + 2αEf (Pδ(m)¯H , δ(m)ph)Ef
(∀ Ef ∈ T fh ) (4.74)
Substituting (4.74) in (4.73), we get
∑
Ef∈T fh
‖δ(m)σ¯‖2
Ef
ηEf
+
>0︷ ︸︸ ︷∑
Ep∈T pH
4GEp‖e(δ(m)uH)‖2Ep +
>0︷ ︸︸ ︷∑
Ep∈T pH
(2KbEp − ηEp)‖δ(m)¯H‖2Ep
+
[ Set = 0 to obtain expressions for ηEp ∀ Ep∈T pH and Pδ(m)¯H ∀ Ef∈T fh︷ ︸︸ ︷∑
Ef∈T fh
2αEf (Pδ
(m)¯H , δ
(m)ph)Ef −
∑
Ep∈T pH
2αEp(δ
(m)¯H ,Rδ
(m)ph)Ep
]
+
[ Turns out to be ≥0 in lieu of Cauchy−Schwartz inequality︷ ︸︸ ︷∑
Ep∈T pH
ηEp‖δ(m)¯H‖2Ep −
∑
Ef∈T fh
ηEf‖Pδ(m)¯H‖2Ef
]
+
>0︷ ︸︸ ︷∑
Ef∈T fh
2∆t‖κ−1/2
Ef
δ(m)zh‖2Ef ≤ γ
∑
Ef∈T fh
‖δ(m−1)σ¯‖2
Ef
ηEf
(4.75)
The statement (4.75) is a contraction map in a sense that∑
Ef∈T fh
‖δ(0)σ¯‖2
Ef
ηEf
>
∑
Ef∈T fh
‖δ(1)σ¯‖2
Ef
ηEf
>
∑
Ef∈T fh
‖δ(2)σ¯‖2
Ef
ηEf
> ...
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with contraction constant γ given by
γ ≡ max
Ef∈T fh
(
α2
Ef
ηEfϕEf
)
= max
Ef∈T fh
(
α2
Ef
η
Ef
M
Ef
+ α2
Ef
)
< 1
provided the following are true
∑
Ef∈T fh
αEf (Pδ
(m)¯H , δ
(m)ph)Ef −
∑
Ep∈T pH
αEp(δ
(m)¯H ,Rδ
(m)ph)Ep = 0 (4.76)
∑
Ep∈T pH
ηEp‖δ(m)¯H‖2Ep −
∑
Ef∈T fh
ηEf‖Pδ(m)¯H‖2Ef ≥ 0 (4.77)
ηEp ≤ 2KbEp (∀Ep ∈ T pH) (4.78)
Corollary 4.7.1.1. Satisfaction of the decoupling constraint during the flow
solve at both scales leads to the following expressions for the upscaled pore
pressures
Rδ(m)ph =
ηEp
αEp
∑
Ef∈IEp
αEf
ηEf
δ(m)ph
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ TpH)
Proof. • Step 1: Using the fact that pore pressure is frozen during
the poromechanical solve
Since the pore pressure is frozen during the poromechanical solve, the total
pore pressure change in a coupling iteration is the same as the pore pressure
change calculated during the flow solve in the coupling iteration as follows
Rδ(m)f ph = Rδ
(m)ph (∀ Ep ∈ T pH) (4.79)
δ
(m)
f ph = δ
(m)ph (∀ Ef ∈ T fh ) (4.80)
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• Step 2: Applying the decoupling constraint on both scales
Now, the decoupling constraint implies that there is no change in the measure
of the mean stress of the system during the flow solve. This naturally implies
that ∫
Ep
δ
(m)
f σ¯ = 0 (∀ Ep ∈ T pH)
In lieu of (4.61), we write the above as∫
Ep
(ηEpδ
(m)
f ¯H − αEpRδ(m)f ph) = 0 (∀ Ep ∈ T pH)
which, in lieu of (4.79), can be written as∫
Ep
δ
(m)
f ¯H =
αEp
ηEp
Rδ(m)phMeas(E
p) (∀ Ep ∈ T pH) (4.81)
Denoting
∫
Ef
δ
(m)
f P ¯H is the change in volume of each element E
f of IE
p
, we
now impose the decoupling constraint on each element Ef of IE
p
as follows∫
Ef
δ
(m)
f σ¯ ≡
∫
Ef
(ηEfPδ
(m)
f ¯H − αEf δ(m)ph) = 0 (∀ Ef ∈ IE
p
)
which, in lieu of (4.80), can be written as∫
Ef
Pδ(m)f ¯H =
αEf
ηEf
δ(m)phMeas(E
f ) (∀ Ef ∈ T fh ) (4.82)
• Step 3: Using the fact that the change in volume measured on
both scales should be identical
The term
∫
Ep
δ
(m)
f ¯H is the change in volume of E
p during the flow solve in the
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(m+ 1)th coupling iteration. This naturally equates the sum of corresponding
changes in volumes of the elements of IE
p
as follows∫
Ep
δ
(m)
f ¯H ≡
∑
Ef∈IEp
∫
Ef
Pδ(m)f ¯H (∀ Ep ∈ T pH) (4.83)
From (4.82) and (4.83), we get∫
Ep
δ
(m)
f ¯H =
∑
Ef∈IEp
αEf
ηEf
δ(m)phMeas(E
f ) (∀ Ep ∈ T pH) (4.84)
From (4.81) and (4.84), we get
∑
Ef∈IEp
αEf
ηEf
δ(m)phMeas(E
f ) =
αEp
ηEp
Rδ(m)phMeas(E
p) (∀ Ep ∈ T pH)
which results in
Rδ(m)ph =
ηEp
αEp
∑
Ef∈IEp
αEf
ηEf
δ(m)ph
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH) (4.85)
Corollary 4.7.1.2. Satisfaction of the condition (4.64) leads to the following
expressions for the effective bulk moduli for the coarse scale poromechanical
solve
ηEp =
1∑
Ef∈IEp
1
η
Ef
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH)
and the following expressions for the downscaled volumetric strains
Pδ(m)¯H =
ηEp
ηEf
1
Meas(Ep)
∫
Ep
δ(m)¯H (∀ Ef ∈ IEp ∀ Ep ∈ T pH)
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Proof. • Step 1: Recasting the first term on LHS of (4.64)
We start by modifying the first term on LHS of (4.64) as follows
∑
Ef∈T fh
αEf (Pδ
(m)¯H , δ
(m)ph)Ef =
∑
Ef∈T fh
αEf δ
(m)phPδ
(m)¯HMeas(E
f )
(4.86)
where we note that δ(m)ph ∈ Wh. Since a flow element Ef ∈ T fh in uniquely
associated with a poromechanical element Ep via IE
p
, we can write
∑
Ef∈T fh
αEf δ
(m)phPδ
(m)¯HMeas(E
f ) =
∑
Ep∈T pH
∑
Ef∈IEp
αEf δ
(m)phPδ
(m)¯HMeas(E
f )
In lieu of the above, we write (4.86) as
∑
Ef∈T fh
αEf (Pδ
(m)¯H , δ
(m)ph)Ef =
∑
Ep∈T pH
∑
Ef∈IEp
αEf δ
(m)phPδ
(m)¯HMeas(E
f )
(4.87)
• Step 2: Recasting the second term on LHS of (4.64)
Next, we modify the second term on LHS of (4.64) as follows
∑
Ep∈T pH
αEp(δ
(m)¯H ,Rδ
(m)ph)Ep ≡
∑
Ep∈T pH
2αEpRδ
(m)ph
∫
Ep
δ(m)¯H (4.88)
where we note that Rδ(m)ph ∈ WH . In lieu of (4.87) and (4.88), the first
condition given by (4.64) is rewritten as
∑
Ep∈T pH
∑
Ef∈IEp
αEf δ
(m)phPδ
(m)¯HMeas(E
f ) =
∑
Ep∈T pH
αEpRδ
(m)ph
∫
Ep
δ(m)¯H
(4.89)
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• Step 3: Substituting the expression for upscaled pore pressures
Substituting the expression (4.85) for the upscaled pore pressure in (4.89), we
get ∑
Ep∈T pH
∑
Ef∈IEp
αEf δ
(m)phPδ
(m)¯HMeas(E
f )
=
∑
Ep∈T pH
αEp
Rδ(m)ph︷ ︸︸ ︷
ηEp
αEp
∑
Ef∈IEp
αEf
ηEf
δ(m)ph
Meas(Ef )
Meas(Ep)
∫
Ep
δ(m)¯H
which implies that∑
Ep∈T pH
∑
Ef∈IEp
(
Pδ(m)¯H − ηEp
ηEf
1
Meas(Ep)
∫
Ep
δ(m)¯H
)
αEf δ
(m)phMeas(E
f ) = 0
which, in lieu of the linear independence of the basis ph (∀ Ef ∈ T fh ) of the
pressure space on the fine scale flow grid, implies that
Pδ(m)¯H − ηEp
ηEf
1
Meas(Ep)
∫
Ep
δ(m)¯H = 0 (∀ Ef ∈ IEp ∀ Ep ∈ T pH)
implying that
Pδ(m)¯H =
ηEp
ηEf
1
Meas(Ep)
∫
Ep
δ(m)¯H (∀ Ef ∈ IEp ∀ Ep ∈ T pH) (4.90)
• Step 4: Using the fact that the change in volume measured on
both scales should be identical
The change in volume of Ep over the (m+ 1)th coupling iteration equates the
sum of corresponding changes in volumes of the elements of IE
p
as follows∫
Ep
δ(m)¯H =
∑
Ef∈IEp
∫
Ef
Pδ(m)¯H =
∑
Ef∈IEp
Pδ(m)¯HMeas(E
f ) (∀ Ep ∈ T pH)
(4.91)
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In lieu of (4.90) and (4.91), we get∫
Ep
δ(m)¯H =
∫
Ep
δ(m)¯H
∑
Ef∈IEp
ηEp
ηEf
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH)
which finally leads to
1
ηEp
=
∑
Ef∈IEp
1
ηEf
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH) (4.92)
4.7.3 The Voigt bound, the Reuss bound and the contraction con-
stant
The contraction constant is given by
γ = max
Ef∈T fh
(
α2
Ef
η
Ef
M
Ef
+ α2
Ef
)
< 1
It is clear to see that the minimum value of contraction constant is obtained
when the adjustable parameter takes the maximum possible value. To inter-
rogate the maximum value that the adjustable parameter can achieve, we look
at the third condition for the satisfaction of the contractivity given by
ηEp ≤ 2KbEp (∀Ep ∈ T pH)
It is clear when η = 2Kb, we obtain the minimum contraction constant thus
implying fastest convergence of the staggered solution algorithm. The expres-
sion (4.59) for the coarse scale moduli in terms on fine scale data is given
by
1
ηEp
=
∑
Ef∈IEp
1
ηEf
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH) (4.93)
The following cases arise
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• The adjustable parameter is equal to twice the drained bulk modulus i.e.
η ≡ 2Kb
1
2KbEp
=
∑
Ef∈IEp
1
2Kb
Ef
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH)
=⇒ 1
KbEp
=
∑
Ef∈IEp
1
Kb
Ef
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH)
In this case, the coarse scale bulk moduli are harmonic mean of the fine
scale data, thus representing the Reuss bound
• The adjustable parameter is equal to inverse of the drained bulk modulus
i.e. η ≡ 1
Kb
KbEp =
∑
Ef∈IEp
Kb
Ef
Meas(Ef )
Meas(Ep)
(∀ Ep ∈ T pH)
In this case, the coarse scale bulk moduli are arithmetic mean of the fine
scale data, thus representing the Voigt bound
We already know that the Reuss and Voigt bounds on effective moduli yield the
lower and upper bounds for the elastic strain energy for multiphase composites
respectively (see Saeb et al. [74]). In lieu of that, we state that the adjustable
parameter is bounded above by the drained bulk modulus and below by the
inverse of bulk modulus as follows
1
Kb
≤ η ≤ 2Kb
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4.8 Summary
We invoke the concept of contraction mapping to establish the the-
oretical convergence of the solution algorithm presented in previous chapter
and further generalize the algorithm in the presence of heterogeneities in the
porous medium. It is important to note that the analysis holds for the lin-
earized flow model coupled with the linear poromechanics model. We provide
a module that explains how we start with the mass conservation equation for
the slightly compressible single phase flow model and make linearity assump-
tions to arrive at the mass conservation equation for the linearized flow model.
It is also important to note that the convergence analysis is performed for de-
generate case of nested grids for flow and poromechanics. Later, we establish
the link between the decoupling constraint for the two-grid algorithm and the
concept of computational homogenization of multiphase composites.
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Chapter 5
Convergence analysis of the fixed stress split
algorithm for anisotropic poroelasticity with
flow and poromechanics being resolved on the
same grid
The subject of this chapter is the extension of the decoupling assump-
tion to the case of anisotropic poroelasticity with tensor Biot parameter. The
micromechanical analyses for the case of anisotropic poroelasticity (see Car-
roll [18], Carroll and Katsube [19], Katsube [52], Thompson and Willis [86])
revealed that the modification to the stress applied to the porous solid due to
the presence of pore fluid pressure is not hydrostatic, as it is in the case of
isotropic poroelasticity (see Nur and Byerlee [62]). Further, unlike in case of
isotropic poroelasticity where the solid-fluid coupling parameter is a scalar (see
Biot [8], Geertsma [36], Skempton [80], Nur and Byerlee [62]), the coupling
parameter in case of anisotropic poroelasticity is a tensor (see Biot [9], Coussy
[24]). Intuitively, this implies that the decoupling assumption of freezing the
hydrostatic part of the stress tensor during the flow solve in every coupling
iteration for the case of isotropic poroelasticity requires a generalization for
the case of anisotropic poroelasticity. As we shall show in the ensuing con-
vergence analysis, the decoupling assumption of freezing all components of
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New time step
New coupling iteration
Solve poromechanics
converged?
Solve flow with stress tensor fixed
Figure 5.1: Fixed stress split iterative scheme for anisotropic poroelasticity
with tensor Biot parameter
the stress tensor during the flow solve in every coupling iteration does enjoy
theoretical convergence for the case of anisotropic poroelasticity with tensor
Biot parameter. After that, we shall proceed to use the Mandel’s problem an-
alytical solution (see Abousleiman et al. [1]) for the transversely isotropic case
to show that the decoupling assumption does enjoy numerical convergence as
well.
5.0.1 Preliminaries
The inner product of two second order tensors S and T is given by (see
Gurtin et al. [41])
S : T = SijTij (i, j = 1, 2, 3)
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A fourth order tensor is a linear transformation of a second order tensor to a
second order tensor in the following manner (see Gurtin et al. [41])
PS = T→ PijklSkl = Tij (i, j, k, l = 1, 2, 3)
5.1 Flow model
The equations of the flow model are already given in Module 4.1.
5.2 Poromechanics model
The equations of the poromechanics model are already in Module 2.1.2.
The generalized Hooke’s law (see Coussy [24])
σ = M−αp (5.1)
where M is the fourth order anisotropic elasticity tensor and α is the Biot
tensor. The inverse of the generalized Hooke’s law (5.1) is given by (see Cheng
[23])
 = Cσ +
1
3
CBp (5.2)
where C is the fourth order anisotropic compliance tensor, C(> 0) is a gener-
alized Hooke’s law constant and B is a generalization of the Skempton pore
pressure coefficient B (see Skempton [79]) for anisotropic poroelasticity.
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5.3 Fluid content
The fluid content ζ is given by (see Cheng [23])
ζ = Cp+
1
3
CB : σ ≡ 1
M
p+α :  (5.3)
where M(> 0) is a generalization of the Biot modulus (see Biot and Willis
[10]) for anisotropic poroelasticity.
5.4 Statement of contraction of the fixed stress split
scheme for anisotropic poroelasticity with Biot ten-
sor
Let Th be finite element partition of Ω consisting of distorted hexahedral
elements E where h = max
E∈Th
diam(E).
5.4.1 Discrete variational statements for the flow subproblem
Before arriving at the discrete variational statement of the flow model,
we impose the fixed stress constraint on the strong form of the mass conser-
vation equation (4.1). In lieu of (5.3), we write (4.1) as
∂
∂t
(Cp+
C
3
B : σ) +∇ · z = q
C
∂p
∂t
+∇ · z = q − C
3
B :
∂σ
∂t
(5.4)
Using backward Euler in time, the discrete in time form of (5.4) for the mth
coupling iteration in the (n+ 1)th time step is written as
C
1
∆t
(pm,n+1 − pn) +∇ · zm,n+1 = qn+1 − 1
∆t
C
3
B : (σm,n+1 − σn)
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where ∆t is the time step and the source term as well as the terms evaluated
at the previous time level n do not depend on the coupling iteration count
as they are known quantities. The fixed stress constraint implies that σm,n+1
gets replaced by σm−1,n+1 i.e. the computation of pm,n+1 and zm,n+1 is based
on the value of stress updated after the poromechanics solve from the previous
coupling iteration m−1 at the current time level n+1. The modified equation
is written as
C(pm,n+1 − pn) + ∆t∇ · zm,n+1 = ∆tqn+1 − C
3
B : (σm,n+1 − σn)
As a result, the discrete weak form of (4.1) is given by
C(pm,n+1h − pnh, θh)Ω + ∆t(∇ · zm,n+1h , θh)Ω
= ∆t(qn+1, θh)Ω − C
3
(B : (σm−1,n+1 − σn), θh)Ω
Replacing m by m+ 1 and subtracting the two equations, we get
C(δ(m)ph, θh)Ω + ∆t(∇ · δ(m)zh, θh)Ω = −C
3
(B : δ(m−1)σ, θh)Ω
The weak form of the Darcy law (4.2) for the mth coupling iteration in the
(n+ 1)th time step is given by
(κ−1zm,n+1,v)Ω = −(∇pm,n+1,v)Ω + (ρ0g,v)Ω ∀ v ∈ V(Ω) (5.5)
where V(Ω) is given by
V(Ω) ≡ H(div,Ω) ∩ {v : v · n = 0 on ΓfN}
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We use the divergence theorem to evaluate the first term on RHS of (5.5) as
follows
(∇pm,n+1,v)Ω = (∇, pm,n+1v)Ω − (pm,n+1,∇ · v)Ω
= (pm,n+1,v · n)∂Ω − (pm,n+1,∇ · v)Ω
= (g,v · n)ΓfD − (p
m,n+1,∇ · v)Ω (5.6)
where we invoke v · n = 0 on ΓfN . In lieu of (5.5) and (5.6), we get
(κ−1zm,n+1,v)Ω = −(g,v · n)ΓfD + (p
m,n+1,∇ · v)Ω + (ρ0g,v)Ω
Replacing m by m+ 1 and subtracting the two equations, we get
(κ−1δ(m)zh,vh)Ω = (δ(m)ph,∇ · vh)Ω
5.4.2 Discrete variational statement for the poromechanics sub-
problem
The weak form of the linear momentum balance (2.6) is given by
(∇ · σ,q)Ω + (f · q)Ω = 0 (∀ q ∈ U(Ω)) (5.7)
where U(Ω) is given by
U(Ω) ≡ {q = (u, v, w) : u, v, w ∈ H1(Ω),q = 0 on ΓpD}
We know from tensor calculus that
(∇ · σ,q)Ω ≡ (∇,σq)Ω − (σ : ∇q)Ω (5.8)
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Further, using the divergence theorem and the symmetry of σ, we arrive at
(∇,σq)Ω ≡ (q,σn)∂Ω (5.9)
We decompose ∇q into a symmetric part (∇q)s ≡ 12
(∇q + (∇q)T ) ≡ (q)
and skew-symmetric part (∇q)ss and note that the contraction between a
symmetric and skew-symmetric tensor is zero to obtain
σ : ∇q ≡ σ : (∇q)s +
:0
σ : (∇q)ss = σ : (q) (5.10)
From (5.7), (5.8), (5.9) and (5.10), we get
(σn,q)∂Ω − (σ : (q))Ω + (f ,q)Ω = 0
which, after invoking the traction boundary condition, results in the discrete
weak form for the mth coupling iteration as
(tn+1,qh)ΓpN − (σm,n+1 : (qh))Ω + (fn+1,qh)Ω = 0
Replacing m by m+ 1 and subtracting the two equations, we get
(δ(m)σ : (qh))Ω = 0
5.4.3 Summary of discrete variational statements in terms of cou-
pling iteration differences
The discrete variational statements in terms of coupling iteration dif-
ferences is : find δ(m)ph ∈ Wh, δ(m)zh ∈ Vh and δ(m)uh ∈ Uh such that
C(δ(m)ph, θh)Ω + ∆t(∇ · δ(m)zh, θh)Ω = −C
3
(B : δ(m−1)σ, θh)Ω (5.11)
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(κ−1δ(m)zh,vh)Ω = (δ(m)ph,∇ · vh)Ω (5.12)
(δ(m)σ : (qh))Ω = 0 (5.13)
where the finite dimensional spaces Wh, Vh and Uh are
Wh =
{
θh : θh| ∈ P0(E) ∀E ∈ Th
}
Vh =
{
vh : vh|E ↔ vˆ|Eˆ ∈ Vˆ(Eˆ) ∀E ∈ Th, vh · n = 0 on ΓfN
}
Uh =
{
qh = (u, v, w)|E ∈ Q1(E) ∀E ∈ Th, qh = 0 on ΓpD
}
Theorem 5.4.1. The fixed stress split iterative coupling scheme for anisotropic
poroelasticity with Biot tensor in which the flow problem is solved first by freez-
ing all components of the stress tensor is a contraction given by
‖B : δ(m)σ‖2Ω +
>0︷ ︸︸ ︷
2‖δ(m)ph‖2Ω +
>0︷ ︸︸ ︷
6∆t
C
‖κ−1/2δ(m)zh‖2Ω +
≥0︷ ︸︸ ︷
6
C
(δ(m)σ : Cδ(m)σ)Ω
+
>0︷ ︸︸ ︷
3
C2
‖δ(m)ζ‖2Ω−
6
C2
‖δ(m)ζ − δ(m)f ζ‖2Ω ≤ ‖B : δ(m−1)σ‖2Ω
where the quantity ‖δ(m)ζ − δ(m)f ζ‖2Ω is driven to a small value via the conver-
gence criterion for the algorithm.
Proof. • Step 1: Flow equations
Testing (5.11) with θh ≡ δ(m)ph, we get
C‖δ(m)ph‖2Ω + ∆t(∇ · δ(m)zh, δ(m)ph)Ω = −
C
3
(B : δ(m−1)σ, δ(m)ph)Ω (5.14)
Testing (5.12) with vh ≡ δ(m)zh, we get
‖κ−1/2δ(m)zh‖2Ω = (δ(m)ph,∇ · δ(m)zh)Ω (5.15)
120
From (5.14) and (5.15), we get
C‖δ(m)ph‖2Ω + ∆t‖κ−1/2δ(m)zh‖2Ω = −
C
3
(B : δ(m−1)σ, δ(m)ph)Ω (5.16)
• Step 2: Poromechanics equations
Testing (5.13) with qh ≡ δ(m)uh, we get
(δ(m)σ : δ(m))Ω = 0 (5.17)
We now invoke (5.2) to arrive at the expression for change in strain tensor
over the (m+ 1)th coupling iteration as follows
δ(m) = Cδ(m)σ +
C
3
Bδ(m)ph (5.18)
Substituting (5.18) in (5.17), we get
(δ(m)σ : Cδ(m)σ)Ω +
C
3
(B : δ(m)σ, δ(m)ph)Ω = 0 (5.19)
• Step 3: Combining flow and poromechanics equations
Adding (5.16) and (5.19), we get
C‖δ(m)ph‖2Ω + ∆t‖κ−1/2δ(m)zh‖2Ω + (δ(m)σ : Cδ(m)σ)Ω
+
C
3
(B : δ(m)σ, δ(m)ph)Ω = −C
3
(B : δ(m−1)σ, δ(m)ph)Ω (5.20)
• Step 4: Variation in fluid content
In lieu of (5.3), the variation in fluid content in the (m+1)th coupling iteration
is
δ(m)ζ = Cδ(m)ph +
C
3
B : δ(m)σ (5.21)
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As a result, we can write
1
2C
‖δ(m)ζ‖2Ω −
C
2
‖δ(m)ph‖2Ω −
C
18
‖B : δ(m)σ‖2Ω =
C
3
(B : δ(m)σ, δ(m)ph)Ω
(5.22)
From (5.20) and (5.22), we get
C‖δ(m)ph‖2Ω + ∆t‖κ−1/2δ(m)zh‖2Ω + (δ(m)σ : Cδ(m)σ)Ω +
1
2C
‖δ(m)ζ‖2Ω
− C
2
‖δ(m)ph‖2Ω −
C
18
‖B : δ(m)σ‖2Ω = −
C
3
(B : δ(m−1)σ, δ(m)ph)Ω (5.23)
Adding and subtracting C
6
‖B : δ(m)σ‖2Ω to the LHS of (5.23) results in
C
6
‖B : δ(m)σ‖2Ω +
C
2
‖δ(m)ph‖2Ω + ∆t‖κ−1/2δ(m)zh‖2Ω + (δ(m)σ : Cδ(m)σ)Ω
+
1
2C
‖δ(m)ζ‖2Ω −
C
9
‖B : δ(m)σ‖2Ω = −
C
3
(B : δ(m−1)σ, δ(m)ph)Ω (5.24)
In lieu of (5.3) and the fixed stress constraint during the flow solve, the vari-
ation in fluid content during the flow solve in the (m+ 1)th coupling iteration
is given by
δ
(m)
f ζ = Cδ
(m)
f ph +
C
3
B :
*0δ
(m)
f σ
Further, since the pore pressure is frozen during the poromechanical solve, we
have δ
(m)
f ph = δ
(m)ph. As a result, we can write
δ
(m)
f ζ = Cδ
(m)ph (5.25)
Subtracting (5.25) from (5.21), we can write
δ(m)ζ − δ(m)f ζ =
C
3
B : δ(m)σ
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which implies that
1
C
‖δ(m)ζ − δ(m)f ζ‖2Ω =
C
9
‖B : δ(m)σ‖2Ω (5.26)
In lieu of (5.26), we can write (5.24) as
C
6
‖B : δ(m)σ‖2Ω +
C
2
‖δ(m)ph‖2Ω + ∆t‖κ−1/2δ(m)zh‖2Ω + (δ(m)σ : Cδ(m)σ)Ω
+
1
2C
‖δ(m)ζ‖2Ω −
1
C
‖δ(m)ζ − δ(m)f ζ‖2Ω = −
C
3
(B : δ(m−1)σ, δ(m)ph)Ω (5.27)
• Step 5: Invoking positive-semidefiniteness of the compliance tensor
The fourth order anisotropic compliance tensor C is positive-semidefinite (see
Gurtin et al. [41]) in the sense that it obeys S : CS ≥ 0 for all symmetric
tensors S. In lieu of the above, since the Cauchy stress tensor is symmetric,
the following holds true
δ(m)σ : Cδ(m)σ ≥ 0 (5.28)
In lieu of (5.28), we can write (5.27) as
C
6
‖B : δ(m)σ‖2Ω +
>0︷ ︸︸ ︷
C
2
‖δ(m)ph‖2Ω +
>0︷ ︸︸ ︷
∆t‖κ−1/2δ(m)zh‖2Ω +
≥0︷ ︸︸ ︷
(δ(m)σ : Cδ(m)σ)Ω
+
>0︷ ︸︸ ︷
1
2C
‖δ(m)ζ‖2Ω−
1
C
‖δ(m)ζ − δ(m)f ζ‖2Ω = −
C
3
(B : δ(m−1)σ, δ(m)ph)Ω (5.29)
The quantity ‖δ(m)ζ − δ(m)f ζ‖2Ω on the LHS of (5.29) is driven to a small value
via the convergence criterion for the algorithm as explained in Section 5.5.
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• Step 6: Invoking the Young’s inequality
Since the sum of the terms on the LHS of (5.29) is nonnegative, the RHS is
also nonnegative. We invoke the Young’s inequality (see Steele [82])
|ab| ≤ a
2
2
+
b2
2
(∀ a, b ∈ R)
for the RHS of (5.29) as follows
− C
3
(B : δ(m−1)σ, δ(m)ph)Ω ≤ C
3
(
1
2
‖B : δ(m−1)σ‖2Ω +
1
2
‖δ(m)ph‖2Ω
)
(5.30)
In lieu of (5.30), we write (5.29) as
C
6
‖B : δ(m)σ‖2Ω +
>0︷ ︸︸ ︷
C
2
‖δ(m)ph‖2Ω +
>0︷ ︸︸ ︷
∆t‖κ−1/2δ(m)zh‖2Ω +
≥0︷ ︸︸ ︷
(δ(m)σ : Cδ(m)σ)Ω
+
>0︷ ︸︸ ︷
1
2C
‖δ(m)ζ‖2Ω−
1
C
‖δ(m)ζ − δ(m)f ζ‖2Ω ≤
C
6
‖B : δ(m−1)σ‖2Ω +
C
6
‖δ(m)ph‖2Ω
which can also be written as
‖B : δ(m)σ‖2Ω +
>0︷ ︸︸ ︷
2‖δ(m)ph‖2Ω +
>0︷ ︸︸ ︷
6∆t
C
‖κ−1/2δ(m)zh‖2Ω +
≥0︷ ︸︸ ︷
6
C
(δ(m)σ : Cδ(m)σ)Ω
+
>0︷ ︸︸ ︷
3
C2
‖δ(m)ζ‖2Ω−
6
C2
‖δ(m)ζ − δ(m)f ζ‖2Ω ≤ ‖B : δ(m−1)σ‖2Ω (5.31)
5.5 Convergence criterion
In lieu of (5.3), the variation in fluid content δ
(m)
f ζ measured during
the flow solve in the (m+ 1)th coupling iteration at any time step is
δ
(m)
f ζ =
1
M
δ
(m)
f ph +α : δ
(m)
f  = ζ
m+1
p − ζm (5.32)
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where ζm is the fluid content at the end of the previous or mth coupling it-
eration and ζm+1p serves as the predictor to the fluid content at the end of
the current or (m + 1)th coupling iteration. Similarly, the variation in fluid
content δ(m)ζ over the (m + 1)th coupling iteration (including the flow solve
and poromechanics solve) at any time step is
δ(m)ζ =
1
M
δ(m)ph +α : δ
(m) = ζm+1c − ζm (5.33)
where ζm+1c serves as the corrector to ζ
m+1
p . Subtracting (5.32) from (5.33),
we get
δ(m)ζ − δ(m)f ζ ≡ ζm+1c − ζm+1p = α : (δ(m)− δ(m)f ) = α : (m+1c − m+1p )
which implies that the difference between the predicted value and the corrected
value of the fluid content at the end of the (m+1)th coupling iteration is equal
to the difference between the predicted value (m+1p ) and the corrected value
(m+1c ) of the strain tensor at the end of the (m+1)
th coupling iteration scaled
by the Biot tensor α.
In lieu of the above, the stopping criterion for coupling iterations at
any time step is∥∥∥∥δ(m)ζ − δ(m)f ζζm+1c
∥∥∥∥
L∞
≡
∥∥∥∥ζm+1c − ζm+1pζm+1c
∥∥∥∥
L∞
≤ TOL
where TOL > 0 is a pre-specified tolerance. We set TOL = 1 × 10−8 for our
simulations.
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5.6 Contracted notation, material symmetry and trans-
verse isotropy
The generalized Hooke’s law (5.1) written in indicial notation
σij = Mijklkl − αijp
is rewritten in contracted notation as
σβ = Mβγγ − αβp
where the transformation is accomplished by replacing the subscripts ij (or
kl) by β (or γ) using the following rules
ij (or kl) ←→ β (or γ)
11 ←→ 1
22 ←→ 2
33 ←→ 3
23 (or 32) ←→ 4
31 (or 13) ←→ 5
12 (or 21) ←→ 6
In other words, the stress and strain tensors are represented as
σ =
{
σxx σyy σzz σyz σxz σxy
}T
,
 =
{
xx yy zz yz xz xy
}T
A material is said to possess a symmetry with respect to an orthogonal trans-
formation χ if the elasticity tensor M is invariant under the orthogonal trans-
formation χ as follows (see Ting [87])
M′ = KMKT ≡M
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where M′ is the transformed elasticity tensor and K is given by
K =

χ211 χ
2
12 χ
2
13 2χ12χ13 2χ13χ11 2χ11χ12
χ221 χ
2
22 χ
2
23 2χ22χ23 2χ23χ21 2χ21χ22
χ231 χ
2
32 χ
2
33 2χ32χ33 2χ33χ31 2χ31χ32
χ21χ31 χ22χ32 χ23χ33
χ31χ11 χ32χ12 χ33χ13 K
′
χ11χ21 χ12χ22 χ13χ23

K′ =
χ22χ33 + χ23χ32 χ23χ31 + χ21χ33 χ21χ32 + χ22χ31χ32χ13 + χ33χ12 χ33χ11 + χ31χ13 χ31χ12 + χ32χ11
χ12χ23 + χ13χ22 χ13χ21 + χ11χ23 χ11χ22 + χ12χ21

where χ given by
χ = I− 2nnT
is a reflection with respect to a plane whose normal is n. The plane is also
refered to as the plane of material symmetry. The symmetry planes can be
one of the following three possibilities
1. x = 0 plane and any plane that contains the x-axis
2. y = 0 plane and any plane that contains the y-axis
3. z = 0 plane and any plane that contains the z-axis
For the Mandel’s problem (see Figure 5.2), the material symmetry planes are
the second possibility (y = 0 plane and any plane that contains the y-axis).
In lieu of that, the elasticity tensor M reduces to
M11 M12 M13 0 0 0
M12 M22 M12 0 0 0
M13 M12 M11 0 0 0
0 0 0 2M44 0 0
0 0 0 0 (M11 −M13) 0
0 0 0 0 0 2M44
 (5.34)
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with five independent componenents M11, M12, M13, M22 and M44.
5.7 Mandel’s problem
2F
2F
p = 0
σxx = 0
σxy = 0
F
u · n = 0
u · n = 0
x
y
a b
Figure 5.2: Circles indicate rollers and solid black boxes indicate rigid friction-
less plates. The material symmetry planes are the y = 0 plane and any plane
that contains the y-axis.
The algorithm is implemented in the in-house parallel reservoir simula-
tor at the Center for Subsurface Modeling. The bevo3 supercomputer at the
Institute for Computational Engineering and Sciences is employed for all the
simulations. The analytical solution provided by Abousleiman et al. [1] to the
Mandel’s problem for transversely isotropic poroelasticity with compressible
fluid and solid components serves as a benchmark for validation of coupled
flow and poroelasticity codes.
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5.7.1 Geometry
As shown in Figure 5.2, an infinitely long rectangular specimen is sand-
wiched between rigid, frictionless plates. For the transverse isotropy, the y-axis
is assigned as the axis of material symmetry, which implies that at every point
of the specimen along the xz-plane, the mechanical properties are the same in
all directions. The lateral sides are free from normal and shear stress and pore
pressure. At t = 0+, a force intensity of 2F N/m is applied to the rigid plates.
5.7.2 Initial and boundary conditions
The initial and boundary conditions are
σxx|t=0 = σxy|t=0 = σyy|t=0 = 0, p|t=0 = 0 (∀x, y)
σxx|x=±a = σxy|x=±a = σyx|y=±b = p|x=±a = 0 (∀t)
a∫
−a
σyydx = −2F, u · n = 0 (∀t, y = ±b)
where n is unit outward normal to the boundary. Plane strain condition is
applicable i.e. zz = 0. Given the biaxial symmetry of the problem, only a
quarter of the domain needs to be modeled as shown in Figure 5.2. Following
the approach of Mikelic´ et al. [60], the boundary conditions are recast as
σxx|x=a = σxy|x=a = σyx|y=b = 0,u · n|y=b = Uy (∀t)
u · n|x=0 = u · n|y=0 = 0, p|x=a = 0 (∀t)
u · n|x=0 = u · n|y=0 = u · n|y=b = 0 (∀t)
where Uy represents the analytical solution for uy at y = b.
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5.7.3 Stress-strain relations
In lieu of (5.34), the stress-strain relations (with the plane strain as-
sumption zz = 0 and yz = xz = 0) are
σxx
σyy
σzz
σyz
σxz
σxy

=

M11 M12 M13 0 0 0
M12 M22 M12 0 0 0
M13 M12 M11 0 0 0
0 0 0 2M44 0 0
0 0 0 0 2M55 0
0 0 0 0 0 2M44


xx
yy
*
0zz

>
0
yz
*
0
xz
xy

−

αxx 0 0 0 0 0
0 αyy 0 0 0 0
0 0 αxx 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
 p
where M11, M12, M13, M22, M44 and M55 are given by (see Boresi et al. [13])
M11 =
Ex(Ey − Exν2yx)
(1 + νzx)(Ey − Eyνzx − 2Exν2yx)
(5.35a)
M12 =
ExEyνyx
Ey − Eyνzx − 2Exν2yx
(5.35b)
M13 =
Ex(νzxEy + Exν
2
yx)
(1 + νzx)(Ey − Eyνzx − 2Exν2yx)
(5.35c)
M22 =
E2y(1− νzx)
Ey − Eyνzx − 2Exν2yx
(5.35d)
M44 = Gyz =
Ey
2(1 + νyx)
≡ Ex
2(1 + νxy)
(5.35e)
M55 = (M11 −M13)/2 (5.35f)
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The set of data reported in Aoki et al. [4] for Trafalgar shale are employed
here
Ex = 20.6GPa; Ey = 17.3GPa; νzx = 0.189; νyx = 0.246
As a result, the five independent material parameters ((5.35a)-(5.35f)) are
obtained as
M11 = 24.1GPa; M12 = 7.62GPa; M13 = 6.8GPa;
M22 = 21.0GPa; M44 = 6.94GPa; M55 = 8.66GPa
As a result, the elasticity matrix (see (5.34)) can be written as (all components
in GPa)
M =

24.1 7.62 6.8 0 0 0
7.62 21.0 7.62 0 0 0
6.8 7.62 24.1 0 0 0
0 0 0 13.88 0 0
0 0 0 0 17.33 0
0 0 0 0 0 13.88

The compliance tensor C is obtained as the inverse of the elasticity tensor M
and is given by (all components in (GPa)−1)
C =

0.0485 −0.0142 −0.0092 0 0 0
−0.0142 0.05780 −0.0142 0 0 0
−0.0092 −0.0142 0.0485 0 0 0
0 0 0 0.07202 0 0
0 0 0 0 0.05772 0
0 0 0 0 0 0.07202

The specimen dimensions are taken to be a × b ≡ 100m × 10m and the
point load intensity is taken to be 108N/m. The initial porosity is taken to
be 0.2, the fluid compressibility is 3.03 × 10−10 Pa−1, the x-permeability is
Kxx = 100mD and fluid viscosity is µ = 0.001Pa− s. Gravity is not active.
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5.7.4 Analytical solution
The analytical solution ux, uy and p for the x-displacement, y-displacement
and pressure respectively, are given by
ux =
[
F
a
M12
(M11M22 −M212)
− 2F
a
αxxαyyM +M12
A1M(αyyM11 − αxxM12)
×
∞∑
i=1
sinβi cosβi
βi − sinβi cosβi e
−β2i c1t/a2
]
x
+
2Fαxx
A2M11
∞∑
i=1
cosβi sin(βix/a)
βi − sinβi cosβi e
−β2i c1t/a2
uy = −F
a
M11
M11M22 −M212
×
[
1 + 2(A2/A1 − 1)
∞∑
i=1
sinβi cosβi
βi − sinβi cosβi e
−β2i c1t/a2
]
y
p =
2F
aA1
∞∑
i=1
sinβi
βi − sinβi cosβi (cos(βix/a)− cosβi)e
−β2i c1t/a2
5.7.5 Micro-homogeneity and micro-isotropy
The expressions (5.36) for αxx and αyy are obtained under the assump-
tions of micro-homogeneity and micro-isotropy. The micro-homogeneity as-
sumption states that the skeleton of the porous material is homogeneous at
the pore scale but can be heterogeneous at the macroscopic scale by having
different micro-homogeneous material distributed in space (Cheng [23]). The
micro-isotropy assumption states that the material is isotropic at the pore
level such that it is characterized by the bulk modulus Ks (Cui et al. [26])
and the macroscopic anisotropy is the manifestation of the directionality of
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the skeleton or the pore structure, and not the solid constituent itself.
αxx = 1− M11 +M12 +M13
3Ks
; αyy = 1− 2M12 +M22
3Ks
(5.36)
Furthermore, the Biot modulus M is given by
M =
K2s
Ks(1 + φ0(cKs − 1))− 2M11+M22+2M13+4M129
while βi and c1 are given as
A1 =
M(α2xxM22 − 2αxxαyyM12 + α2yyM11) +M11M22 −M212
M(αyyM11 − αxxM12)
A2 =
αyyM11 − αxxM12
M11
;
tan(βi)
βi
=
A1
A2
c1 =
κ11MM11
M11 + α2xxM
where Ks = 48.2GPa is the value as employed by Abousleiman et al. [1]. As
a result, we have
αxx = 0.733; αyy = 0.749; M = 13.93GPa; A1 = 3.9050;
A2 = 0.5181;
tan(βi)
βi
= 7.5372; c1 = 1.0486m
2/s
Furthermore, the Hooke’s law constant C in (5.2) and (5.3) is given as
C = 2C11 + C22 + 2C13 + 4C12 − 1
Ks
(1− φ0(cKs − 1)) = 0.1154× 10−9Pa−1
5.7.6 Fluid content updates
The fixed stress constraint δ
(m)
f σ = 0 makes it convenient to measure
δ
(m)
f ζ using the definition of ζ in (5.3) which involves the pressure and stress
133
as follows
δ
(m)
f ζ ≡ ζm+1p − ζm = Cδ(m)f ph +
C
3
B :
*0δ
(m)
f σ
Since δ
(m)
f ph is what we solve for in the flow system, δ
(m)
f ζ can be easily mea-
sured using the above equation rather than (5.32). Since δ(m) is obtained
by post-processing the poromechanical solution, δ(m)ζ can be obtained using
(5.33) as follows
δ(m)ζ ≡ ζm+1c − ζm =
1
M
δ(m)ph +α : δ
(m) =
1
M
δ(m)ph + αxxδ
(m)xx + αyyδ
(m)yy
5.7.7 Optimal norm
Phillips and Wheeler [68] have shown that when mixed finite element
spaces are employed for fluxes and pressures and a continuous Galerkin space
is employed for displacements, optimality should be achieved when the pres-
sure solution error is measured in the L∞(L2) norm. Although the analysis of
Phillips and Wheeler [68] stands for the case of isotropic poroelasticity with
scalar Biot parameter, intuitively, we expect a similar result for the case of
anisotropic poroelasticity with tensor Biot parameter. The error norm is com-
puted using the midpoint quadrature rule:
‖ 1
M
(p− ph)‖L∞(L2) ≡ max
0<τ≤T
( ∑
E∈Th
|E|
(p(τ,me)− ph(me)
M
)2) 12
where me is the center of mass of element E and T is the total time. To
minimize the effects of the error produced by time discretization, a small time
step of 1 × 10−2 s is chosen. As shown in Table 5.1, we observe first order
convergence for the pore pressure solution.
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Th ‖ 1M (p− ph)‖L∞(L2) Rate
10× 10 0.2544× 10−1
20× 20 0.1355× 10−1 0.9088
30× 30 0.8466× 10−2 1.1600
40× 40 0.6311× 10−2 1.0211
50× 50 0.5067× 10−2 0.9839
Table 5.1: Order of convergence of pore pressure solution using the fixed stress
split scheme for the Mandel’s problem with transverse isotropy
5.8 Summary
The work in previous chapters assumes isotropy of the porous solid. In
this chapter, we again invoke the concept of contraction mapping to establish
the theoretical convergence of the staggered solution algorithm for the case
of linearized single phase flow coupled with linear poromechanics with flow
and poromechanics being resolved on the same grid and the anisotropy of the
porous rock factored in. We again establish the numerical convergence of this
solution algorithm for the benchmark problem.
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Chapter 6
Augmented Lagrangian for treatment of
hanging nodes in the mechanics hexahedral
mesh
The surge of activity in the resolution of fine scale features in the field
of earth sciences over the past decade necessitates the development of robust
yet simple algorithms that can tackle the various drawbacks of in silico models
developed hitherto. One such drawback is that of the restrictive computa-
tional cost of finite element method in rendering resolutions to the fine scale
features, while at the same time keeping the domain being modeled sufficiently
large. We propose the use of the augmented Lagrangian method commonly
used in the treatment of hanging nodes in contact mechanics in tackling the
drawback. An interface is introduced in a typical finite element mesh across
which an aggressive coarsening of the finite elements is possible. The method
is based upon minimizing an augmented potential energy which factors in the
constraint that exists at the hanging nodes on that interface. This allows for
a significant reduction in the number of finite elements comprising the mesh
with concomitant reduction in the computational expense.
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interface
fine mesh
coarse mesh
1 slave surface
corresponding master surface
corresponding slave element
corresponding master element
Figure 6.1: The hanging nodes are represented by dots. The boundary of the
interface is represented by a red dashed line. Crosses represent the nodes that
are common to both the fine and coarse mesh
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The quantum of work devoted to modeling of fine scale features in the
subsurface in the recent decade has spawned a need for simple yet powerful
algorithms to simulate the same in silico with low computational cost. The
main barrier to these simulations lies in the restrictively fine mesh that needs
to be invoked to resolve the finer features of the corresponding physics, while
at the same time keeping the domain under consideration sufficiently large.
The most logical approach to this problem is to allow for a fine mesh to exist
in the regions which need a fine mesh, and a coarse mesh to exist in regions
which do not need a fine mesh. The authors have in the past developed a
method to simulate subsurface flow on a fine mesh and subsurface mechan-
ics on a coarse mesh while allowing for the coupling between the physics of
flow and mechanics via a staggered solution algorithm (see Chapter 3). The
aforementioned work, though, is restrictive in the sense that the mesh for the
mechanics domain needs to be uniformly coarser than the mesh for the flow
domain. This makes the algorithm infeasible for problems involving fine scale
features for the mechanics. With that in mind, in this work, we propose an
addendum to the aforementioned algorithm. We invoke the concept of hang-
ing nodes in finite elements. It essentially means that there is an interface
in the mechanics mesh across which an aggressive refinement is possible, thus
allowing for fine elements on one side of the interface and coarser elements on
the other side of the interface. An example is given in Figure 6.1.
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6.1 Summary of the various formulations for treatment
of hanging nodes developed hitherto
The concept of hanging nodes itself is not new, and has been given its
due diligence as far back as in the 1980s, 1990s and early 2000s (see the works
of Felippa [30], Powell [70], Hallquist et al. [42], Simo et al. [78], Wriggers
and Simo [96], Parisch [66], Papadopoulos and Taylor [64], Papadopoulos and
Taylor [65], McDevitt and Laursen [57], El-Abbasi and Bathe [29], Becker et al.
[6], Puso and Laursen [71], Puso and Laursen [72], Wriggers [95] and Wriggers
and Zavarise [97]). The problem is looked upon as optimization of a functional
with a constraint which dictates the geometry of the interface of the hanging
nodes. Representing C (u) as the potential energy functional of a system with
u respresenting the displacement field, the optimization problem statement is
simply put forth as: Minimize C (u) subject to a constraint g(u) = 0.
6.1.1 Penalty formulation
The penalty formulation penalizes the non-satisfaction of the constraint
by augmenting the energy functional to be minimized as follows
C˜ (u) = C (u) +

2
g(u) · g(u)
where  is a large penalty parameter. A large enough penalty parameter closes
the gap between the solution obtained through the penalty formulation and
the original minimization problem solution. On the other hand, a large penalty
parameter leads to highly ill-conditioned stiffness matrix in the eventual sys-
tem of equations obtained at the discrete level. As a result, the choice of
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penalty parameter is a compromise between solution accuracy and solution
stability.
6.1.2 Lagrangian formulation
The Lagrangian formulation, on the other hand, enforces the constraint
by introducing a lagrange multiplier term to the energy functional to be min-
imized as follows
C˜ (u,λ) = C (u) + λ · g(u)
where λ is the force conjugate to the constraint g(u) = 0, and is refered to
as the lagrange multiplier. Although this method allows for the exact satis-
faction of the constraint, the increase in number of degrees of freedom of the
original system by the number of lagrange multipliers makes the augmentation
computationally expensive.
6.1.3 Perturbed Lagrangian formulation
The perturbed Lagrangian formulation circumvents this problem by
introducing the following functional to be minimized
C˜ (u,λ) ≡ C (u) + λ · g(u)− 1
2
λ · λ
with the constraint
g(u)− λ

= 0
where  is the penalty parameter. This allows for the lagrange multiplier to
be posed in terms of the constraint thus negating the need to solve for the
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multiplier as an additional degree of freedom. This method, though, suffers
from the same problem that the original penalty method suffers from, i.e. a
careful compromise between accuracy and stability must be made in the choice
of the penalty parameter.
6.1.4 Augmented Lagrangian formulation
The augmented Lagrangian formulation circumvents this issue by in-
troducing the following functional to be minimized
C˜ (u,λk) ≡ C (u) + λk · g(u) + 
2
g(u) · g(u)
with the constraint
λk+1 − λk = g(u)
where λk is the lagrange multiplier evaluated at the kth iteration. As is evi-
dent from the formulation, the lagrange multiplier is evaluated iteratively till
it reaches an asymptotic value. The lagrange multiplier, is not an additional
degree of freedom, and hence the system size does not increase as compared to
the original minimization problem. The biggest advantage of this method is
that the solution stability is not a function of the penalty parameter, and fur-
thermore the lagrange multiplier iterative process reaches the true asymptotic
value regardless of the value of the penalty parameter.
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6.2 The functional to be minimized
From the geometrical standpoint, the interface is treated as a union of
coinciding faces of the general hexahedral finite elements sharing the hanging
nodes as shown in Figure 6.1. One of the faces is refered to as the slave surface
while the other face is refered to as the master surface. Let us refer to elements
containing the slave surfaces as slave elements and elements containing the
master surfaces as master elements. Let xs represent a generic point on the
surface of slave element Es containing the slave surface and let xm represent the
orthogonal projection of xs onto the surface of master element Em containing
the master surface. Let us and um represent the displacement field evaluated
at xs and xm respectively. Let C s and Cm be the strain energies of Es and Em
respectively. Then the augmented functional to be minimized is
C˜ ≡
1©︷ ︸︸ ︷
C s + Cm +
2©︷ ︸︸ ︷∫
Γc
λ · g dA+
3©︷ ︸︸ ︷
1
2
∫
Γc
g · g dA
where g ≡ us−um is the refered to as the penetration function, λ ≡ 12(ts+tm)
is the force conjugate to the constraint g = 0; introduced in a mean sense, and
ts and tm are force conjugates to g at xs and xm respectively. The term 1©
is the total strain energy of Es and Em, the term 2© is the lagrange multiplier
term and the term 3© is the penalty term. The term 2© enforces the constraint
g = 0 via lagrange multipliers, and the term 3© penalizes any deviation from
the constraint g = 0. The integrals are evaluated with respect to one of the
surfaces (in this case surface of Es or the slave surface). In essence, the slave
elements are all the fine mesh finite elements sharing the interface.
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6.2.1 Orthogonal projections
Let Xmi , i = 1, .., 8 and Xsj , j = 1, .., 8 be the coordinates of the finite
element nodes of Es and Em respectively. Let (ξ, η, µ) represent the spatial
field in reference element Eˆ and let Ni(ξ, η, µ), i = 1, .., 8 represent the shape
functions. Then we have
xm =
8∑
i=1
Ni|(ξm,ηm,µm)Xmi
xs =
8∑
i=1
Ni|(ξm,ηm,µm)Xsi
 (6.1)
where (ξm, ηm, µm) and (ξs, ηs, µs) are the coordinates of xm and xs respectively
mapped onto the reference element Eˆ . It is critical to note that (ξs, ηs, µs) is
known while (ξm, ηm, µm) is to be determined. The components e1, e2 and
e3 of the tangent at xm with respect to the local axis of master surface are
computed as 
e1 =
8∑
i=1
∂Ni
∂ξ
|(ξm,ηm,µm)Xmi
e2 =
8∑
i=1
∂Ni
∂η
|(ξm,ηm,µm)Xmi
e3 =
8∑
i=1
∂Ni
∂µ
|(ξm,ηm,µm)Xmi

(6.2)
xm is the orthogonal projection onto the master surface of xs on the slave
surface. The orthogonality condition is satisfied by
e1 · (xs − xm) = 0
e2 · (xs − xm) = 0
e3 · (xs − xm) = 0
 (6.3)
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Substituting (6.1) and (6.2) in (6.3), we get
8∑
j=1
∂Nj
∂ξ
|(ξm,ηm,µm)Xmj ·
(
xs −
8∑
k=1
Nk|(ξm,ηm,µm)Xmk
)
≡ f1(ξm, ηm, µm) = 0
8∑
j=1
∂Nj
∂η
|(ξm,ηm,µm)Xmj ·
(
xs −
8∑
k=1
Nk|(ξm,ηm,µm)·Xmk
)
≡ f2(ξm, ηm, µm) = 0
8∑
j=1
∂Nj
∂µ
|(ξm,ηm,µm)Xmj ·
(
xs −
8∑
k=1
Nk|(ξm,ηm,µm)·Xmk
)
≡ f2(ξm, ηm, µm) = 0

(6.4)
The solution to (6.4) is obtained iteratively for the (k + 1)th iteration as
ξm
ηm
µm

k+1
=

ξm
ηm
µm

k
−

∂f1
∂ξ
∂f1
∂η
∂f1
∂µ
∂f2
∂ξ
∂f2
∂η
∂f2
∂µ
∂f3
∂ξ
∂f3
∂η
∂f3
∂µ

−1
f1
f2
f3

with the initial guess as

ξm
ηm
µm

0
=

0
0
0
 and the RHS being evaluated
based on the values

ξm
ηm
µm

k
obtained from the previous kth iteration. The
stopping criterion is
‖

ξm
ηm
µm

k+1
−

ξm
ηm
µm

k
‖ < TOL ∗ ‖

ξm
ηm
µm

k
‖
where TOL is a pre-specified tolerance.
6.3 Variation of the functional
Let U be the vector of displacement degrees of freedom at the finite
element nodes and let P represent the vector of nodal forces. Then the system
of equations after the minimization of the augmented energy functional would
144
be
KU = P (6.5)
where K is the stiffness matrix. We rearrange the vector U in the following
form
U =

Ur
Us
Um

where Us are the displacement degrees of freedom corresponding to all the slave
element nodes, Um are the displacement degrees of freedom corresponding to
all the master element nodes and Ur are the displacement degrees of freedom
corresponding to all the remaining nodes on the finite element mesh. The
system of equations (6.5) is then written asKd +
. . .. Kss Ksm
. Kms Kmm

Ur
Us
Um
 = P (6.6)
where Kd is the stiffness matrix that is obtained after the minimization of the
original energy functional. The objective is to obtain expressions for the sub-
matrices Kss, Ksm, Kms and Kmm that arise as a result of the minimization
of additional terms (lagrange multiplier term and penalty term) in the aug-
mented energy functional. For the sake of clarity, we rewrite the augmented
Lagrangian functional as follows
C˜ ≡ C s + Cm +
∫
Γc
1
2
(ts + tm) · g dA+ 1
2
∫
Γc
g · g dA
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The first variation of the energy functional would be
δC˜ = δ(C s + Cm)
+
C︷ ︸︸ ︷∫
Γc
1
2
(δts + δtm) · g dA+
∫
Γc
1
2
(ts + tm) · δg dA+
∫
Γc
g · δg dA
which can also be written as
δC˜ = δUT (KdU−P)
+
C︷ ︸︸ ︷∫
Γc
1
2
(δts + δtm) · g dA+
∫
Γc
1
2
(ts + tm) · δg dA+
∫
Γc
g · δg dA (6.7)
6.4 Numerical integration for evaluation of surface in-
tegrals
Let Es respresent the set of slave elements Es. The contribution to the
integral C in Equation (6.7) over every slave surface is evaluated as a sum of the
integrands evaluated at the four gauss points multiplied by the determinant of
the jacobian of the mapping from the reference 2D element to the slave surface
as follows
C =
∑
Es∈Es
[ 4∑
N=1
[
1
2
(δts + δtm) · g + 1
2
(ts + tm) · δg + g · δg
]
detJEs
]
(6.8)
where |Es| is the number of slave surfaces, and is equal to the number of slave
elements. The determinant of the jacobian varies from slave surface to slave
surface since every slave surface belongs to a different slave element, and hence
the jacobian of the mapping from the reference 2D element to the slave element
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varies from one element to the other. Now, corresponding to each gauss point
on the reference element to which the slave surface is mapped onto, there is
an actual physical point on the slave surface. Let’s refer to that point as xs.
We employ the logic elucidated in module 6.2.1 to evaluate the orthogonal
projection xm of xs onto the master surface.
6.4.1 Evaluating the force conjugates one gauss point at a time
The force conjugate to the constraint evaluated at (ξs, ηs, µs) is given
by
ts =
σ1 σ4 σ6σ4 σ2 σ5
σ6 σ5 σ3
 ∣∣∣∣
(ξs,ηs,µs)

n1
n2
n3

∣∣∣∣
(ξs,ηs,µs)
≡
n1 0 0 n2 0 n30 n2 0 n1 n3 0
0 0 n3 0 n2 n1
 ∣∣∣∣
(ξs,ηs,µs)

σ1
σ2
σ3
σ4
σ5
σ6

∣∣∣∣
(ξs,ηs,µs)
≡
FEs︷ ︸︸ ︷n1 0 0 n2 0 n30 n2 0 n1 n3 0
0 0 n3 0 n2 n1
 ∣∣∣∣
(ξs,ηs,µs)
DB|(ξs,ηs,µs) Us|Es (6.9)
where

n1
n2
n3

∣∣∣∣
(ξs,ηs,µs)
is the normal to the slave surface evaluated at (ξs, ηs, µs),
D is the 6× 6 constitutive matrix, B|(ξs,ηs,µs) is the 6× 24 strain displacement
interpolation matrix evaluated at (ξs, ηs, µs) and Us|Es is the restriction of Us
to slave element Es. Similarly, the force conjugate to the constraint evaluated
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at (ξm, ηm, µm) is given by
tm ≡
FEm︷ ︸︸ ︷n1 0 0 n2 0 n30 n2 0 n1 n3 0
0 0 n3 0 n2 n1
 ∣∣∣∣
(ξm,ηm,µm)
DB|(ξm,ηm,µm) Um|Em (6.10)
where

n1
n2
n3

∣∣∣∣
(ξm,ηm,µm)
is the normal to the master surface evaluated at
(ξm, ηm, µm), B|(ξm,ηm,µm) is the 6×24 strain displacement interpolation matrix
evaluated at (ξm, ηm, µm) and and Um|Em is the restriction of Um to master el-
ement Em. The normals

n1
n2
n3

∣∣∣∣
(ξs,ηs,µs)
and

n1
n2
n3

∣∣∣∣
(ξm,ηm,µm)
are obtained
as follows 
n1
n2
n3

∣∣∣∣
(ξs,ηs,µs)
=
∇Ss
‖∇Ss‖
∣∣∣∣
(ξs,ηs,µs)
n1
n2
n3

∣∣∣∣
(ξm,ηm,µm)
=
∇Sm
‖∇Sm‖
∣∣∣∣
(ξm,ηm,µm)
where Ss and Sm are equations of the slave and master surfaces respectively.
The equations of the surfaces given coordinates of the four points are obtained
using the procedure of singular value decompositions as described in Module
3.1.3.1.
6.4.2 Evaluating the penetration function one gauss point at a time
The penetration function is given by
g = us − um =
NEs︷ ︸︸ ︷
N|(ξs,ηs,µs) Us|Es −
NEm︷ ︸︸ ︷
N|(ξm,ηm,µm) Um|Em (6.11)
where N is the 3× 24 shape function matrix
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6.4.3 Evaluating the surface integral
In lieu of Equations (6.9) - (6.11), the surface integral (6.8) is evaluated
as
C =
∑
Es∈Es
[ 4∑
N=1
[
1
2
(FEsδUs|Es + FEmδUm|Em ) · (NEsUs|Es −NEmUm|Em )
+
1
2
(FEsUs|Es + FEmUm|Em ) · (NEsδUs|Es −NEmδUm|Em )
+(NEsUs|Es −NEmUm|Em ) · (NEsδUs|Es −NEmδUm|Em )
]
detJEs
]
which can also be written as
C = δUTs
Kss︷ ︸︸ ︷
∑
Es∈Es
[ Kss|Es︷ ︸︸ ︷4∑
N=1
[
1
2
FTEsNEs +
1
2
NTEsFEs + N
T
EsNEs
]
detJEs
]
Us
+ δUTs
Ksm︷ ︸︸ ︷
∑
Es∈Es
[ Ksm|Es︷ ︸︸ ︷4∑
N=1
[
− 1
2
FTEsNEm +
1
2
NTEsFEm − NTEsNEm
]
detJEs
]
Um
+ δUTm
Kms︷ ︸︸ ︷
∑
Es∈Es
[ Kms|Es︷ ︸︸ ︷4∑
N=1
[
1
2
FTEmNEs −
1
2
NTEmFEs − NTEmNEs
]
detJEs
]
Us
+ δUTm
Kmm︷ ︸︸ ︷
∑
Es∈Es
[ Kmm|Es︷ ︸︸ ︷4∑
N=1
[
− 1
2
FTEmNEm −
1
2
NTEmFEm + N
T
EmNEm
]
detJEs
]
Um
(6.12)
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where Kss, Ksm, Kms and Kmm are obtained after assembling the contribu-
tions Kmm|Es , Ksm|Es , Kms|Es and Kss|Es from each slave element Es.
6.5 System of Equations
The system of equations is obtained by equating the variation of the
functional to zero as follows
δC˜ ≡ δUT (KdU−P) + δUsTKssUs + δUsTKsmUm
+ δUm
TKmsUs + δUm
TKmmUm = 0
which is eventually written asKd +
. . .. Kss Ksm
. Kms Kmm

Ur
Us
Um
 = P
where Kss, Ksm, Kms and Kmm are given in Equation (6.12).
6.6 Procedural framework
The steps to be followed for the treatment of hanging nodes in hexahe-
dral meshes are
• Identify the elements sharing the interface
• Identify the elements on the fine mesh side as slave elements and elements
on the coarse mesh side as master elements
• Identify the faces of the slave elements on the interface as slave surfaces
and faces of the master elements on the interface as master surfaces
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• Use singular value decompositions (see module 3.1.3.1) to obtain the
equations of the slave and master surfaces
• In the numerical integration module, map the slave and master surfaces
to 2D reference elements
• For every gauss point on the reference element which every slave surface
has been mapped onto, identify the point on the slave surface. Use the
equation of the slave surface to obtain the normal to the slave surface at
that point.
• Obtain the orthogonal projection of that point onto the master surface.
Use the equation of the master surface to obtain the normal to the master
surface at that point.
• Obtain the contributions to the submatrices from each slave element
• Assemble the contributions to obtain the global submatrices
6.7 Summary
We present an augmented Lagrangian formulation for treatment of
hanging nodes in hexahedral meshes. The motivation for this work lies in
the quest in addressing some of the limitations of the two grid staggered solu-
tion algorithmic framework put in place in Chapters 2 and 3. The augmented
Lagrangian is one of the techniques employed in the field of computational
contact mechanics
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Chapter 7
Conclusions and scope for future work
7.1 Conclusions
The two-grid algorithm we developed was a consequence of the need
to resolve the differing length scales of the different physics as accurately as
possible, while keeping the problem computationally feasible. The algorithm
was developed as an addendum to the existing staggered solution procedure
that solves the different physics on the same length scales sequentially and
iteratively until convergence. We demostrated that the problem of incorporat-
ing overburden in a reservoir simulator can be solved, albeit with recourse to
concepts in computational geometry and parallel computing. There are indeed
other approaches, among the many possibilities, of solving the problem, and it
would be interesting to see how much the physics of the overburden plays a role
in phenomena inside the reservoir. Fractures that do not propagate, as well as
fractures that do propagate would be the logical next step as far as a problem
statement to be tackled is concerned. The problem with fractures lies in the
fact that they are lower dimensional features compared to the surrounding
problem set-up (for example, a 1D fracture in a 2D problem). The augmented
Lagrangian we propose in Chapter 6 does handle hanging nodes, but it only
solves the scalability problem in incorporating fractures in a big domain (im-
152
plying that in the absence of hanging nodes, the problem of treating fractures
in a realistic subsurface framework might be impossibly expensive). There
are obviously considerations of the finite element discretization employed that
yields sufficiently accurate results: the mixed finite element method for flow
yields local mass conservation (which means that the fluid mass does not vanish
when we traverse one finite element to the other); and we employ conforming
finite element method for the mechanics which does not preserve momentum
element-by-element. There are techniques to force the momentum to be pre-
served element-by-element: one is to use a mixed finite element method for
the mechanics problem as well, the other is to move towards a finite element
method that allows for discontinuities in the primary variable, thereby allowing
for enough leeway in preserving momentum locally. All-in-all, the geophysics-
reservoir problem is a fine balance among incorporating all much physics as
possible, preserving the physics that has been incorporated, and not blowing
up the supercomputer in the process.
7.2 Scope for future work
7.2.1 Fixed stress split algorithm
We have already commented in module 4.3.1.1 that the fixed stress
split algorithm provides an inconsistency during the flow solve in the first
coupling iteration in every time step. The authors have not ventured out
to resolve that inconsistency yet as the algorithm performs smoothly and is
accurate for the case of slightly compressible single phase flow coupled with
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linear poromechanics. The possible premise is that the inconsistency does not
hamper the solution accuracy as long as the number of fixed stress iterations
per time step is sufficient for the solution pollution to die out. That might not
be the case when the nonlinearities in the flow model are no longer mild as
they are in this dissertation. With that in mind, there is scope for modification
of the logic involved in the first coupling iteration, or indeed modification of
the staggered solution framework itself, for the case when the flow model is
more sophisticated
7.2.2 Link between staggering and homogenization
The link we established in the latter half of Chapter 4 between the
measure of the mean stress used in the decoupling constraint for the two-grid
algorithm and the Voigt and Reuss bounds has interesting connotations for the
imposed homogeneous boundary conditions used to arrive at effective proper-
ties in the computational homogenization of multiphase composites. We know
that stress uniform boundary conditions on the mesoscale lead to the Reuss
bound on the effective property at the macroscale while the kinematic uniform
boundary conditions on the mesoscale lead to the Voigt bound on the effective
property at the macroscale (Hashin and Shtrikman [44], Hill [45], Hill [46],
Hill [47], Hashin [43], Zohdi and Wriggers [102]). We also know that peri-
odic boundary conditions on the mesoscale lead to the most accurate effective
properties at the macroscale. In case of the two-grid approach, the fine scale
flow grid is the mesoscale while the coarse scale poromechanical grid is the
154
macroscale. When the adjustable parameter takes upon the value of twice
the drained bulk modulus, we obtain the Reuss bound corresponding to stress
uniform boundary conditions on the mesoscale. Similarly, when the adjustable
parameter takes upon the value of the inverse of the drained bulk modulus,
we obtain the Voigt bound corresponding to kinematic uniform boundary con-
ditions on the mesoscale. By an extension of that logic, we expect a certain
value of the adjustable parameter that corresponds to the periodic boundary
conditions imposed on the mesoscale thereby lending itself to the most accu-
rate estimate of the macroscale effective property. At the same time, when the
value of the adjustable paramter is twice the bulk modulus, we observe the
fastest convergence of the algorithm. This implies that the optimal choice of
the adjustable parameter depends on the compromise between accuracy and
speed. It is yet to be hypothesized what that choice might be.
7.2.3 Treatment of rock anisotropy
In Chapter 5, we presented a staggered solution algorithm that incor-
porates rock anisotropy, albeit with flow and mechanics being resolved on the
same grid. It would be interesting to see how the algorithm pans out with the
two-grid approach.
7.2.4 Treatment of hanging nodes
We also commented at the start of Chapter 6 that the algorithm we
developed in Chapters 2 and 3 in restrictive for problems that have fine scale
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features in the poromechanics problem. With that in mind, we formulated an
augmented Lagrangian that treats hanging nodes in hexahedral meshes with
an intent to use that in the poromechanics finite element module. For the lack
of time, the augmented Lagrangian has not been implemented yet in IPARS,
and it would be interesting to see how that code framework addendum would
affect memory management and how it would solve problems involving fine
scale features for geomechanics in addition to providing uplift and subsidence
calculations, as well as mimicking the true effect of overburden and sideburdens
on the reservoir.
7.2.5 Extension to poroelastoplasticity
This dissertation deals with slightly compressible single flow coupled
with linear poromechanics for both isotropic and anisotropic porous media,
and does not venture out to resolve possible issues pertaining to the use of the
fixed stress split strategy for the solution of the slightly compressible single
phase coupled with nonlinear poromechanics. Although we do make a start
in that direction by extending the convergence analysis framework previously
employed in Chapters 4 and 5 for this problem too
• S. Dana and M. F. Wheeler, ‘Convergence analysis of fixed stress split it-
erative scheme for small strain anisotropic poroelastoplasticity: a primer”,
arXiv 1810.04163
this analysis is incomplete unless certain mathematical arguments are invoked.
A list of suggestions to complete the analysis are provided in the document.
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Indeed, it is possible that the fixed stress split strategy may fall apart for this
case, which would again suggest potential improvements to the solution logic
when nonlinear poromechanics is invoked
7.2.6 Locally momentum conserving discretization for mechanics
We employed continuous Galerkin finite element method for the porome-
chanics subproblem in this dissertation. This approach lends to locally non-
conservative momenta, implying that there is loss in momentum while travers-
ing from one finite element to the other. One possible solution is to employ dis-
continuous Galerkin finite element method or a degenerate enriched Galerkin
method.
7.2.7 Invoking different time steps for flow and poromechanics
In this dissertation, we exploited the differing length scales of flow and
geomechanics to come up with an algorithm that solves the two physics on
different finite element grids. It would be interesting to see how it combines
with the idea of exploiting the differing time scales of the two physics using
different time stepping procedures.
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Appendix A
A historical review of theory of deformable
porous media, finite element modeling and
solution algorithms
The discovery of fundamental mechanical effects in saturated deformable
porous solids, and the formulation of the first porous media theories, are mainly
due to two distinguished professors at the Technische Hochschule of Vienna,
namely Paul Fillunger and Karl von Terzaghi. Fillunger [33] was the first
to state that the pore liquid pressure does not have any influence upon the
strength of the porous solid. Besides this comment, he remarked that the
pore water pressure does not affect the material behaviour of the porous solid
at all. Terzaghi [84] started the development of the idea of ‘effective stress’
within the framework of the treatment of the consolidation problem for clay
layers. According to Skempton [80], the formalism of the idea of effective stress
was finally given by Terzaghi [85]. The basic idea of the principle of effective
stress is that the ‘effective’ stress responsible for causing soil deformation is
the excess of the total stress over the pore fluid pressure. This implies that
the linear momentum balance for poroelasticity can be obtained by simply
replacing the total stress in the linear momentum balance for elasticity by the
effective stress. In 1941, a Belgian physicist named Maurice Anthony Biot ex-
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tended Terzaghi’s one - dimensional theory to the three - dimensional case and
further introduced a parameter representative of the degree of saturation of
the fluid inside the pores of the solid (see Biot [8]). He assumed the following
properties of soils
• isotropy of the material,
• reversibility of stress-strain relations under final equilibrium conditions,
• linearity of stress-strain relations,
• small strains,
• the water contained in the pores is incompressible,
• the water may contain air bubbles,
• the water flows through the porous skeleton according to Darcy’s law
With E, G, ν representing the Young’s modulus, shear modulus, and Poisson’s
ratio respectively, θ the increment of water volume per unit volume of soil, σ
the increment of water pressure, TS the stress, and u the soil displacement,
he introduced coefficients H, R and α and arrived at the following relations
TS = 2G
(
EL +
ν
1− 2ν (div u) I
)
− ασ I (A.1)
θ = α div u + σ
(
1
R
− α
H
)
(A.2)
where EL is the well-known linearized Green strain tensor given by
EL =
1
2
(grad u + (grad u)T )
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The corresponding stresses must satisfy the equilibrium conditions of a stress
field (inertia forces and body forces are neglected):
div TS = 0 (A.3)
The relation (A.1) along with the conditions (A.3) result in
G div grad u + (λ+G) grad div u− α gradσ = 0 (A.4)
where λ ≡ Eν
(1+ν)(1−2ν) is a Lame´ parameter. In order to have a complete set
of equations for determining u and σ, one more equation is necessary. This
equation can be obtained by introducing Darcy’s law1 governing the flow of
water in a porous medium:
wF = −kFgradσ (A.5)
where wF represents the volume of water flowing per second and unit area
through the faces of an elementary cube and kF denotes the permeability
coefficient of the soil. Furthermore, under the assumption of the incompress-
ibility of water, the rate of water content of an element of soil must be equal to
the volume of water entering per second through the surface of the elements.
∂θ
∂t
= −div wF (A.6)
1Darcy [27] observed in tests with natural sand, the proportionality of the total volume
of water running through the sand and the loss of pressure. The relationship he arrived at
is called the ‘Darcy’s law’ and is repeatedly used as the equation that governs the flow of
fluid in porous media.
160
Combining (A.2), (A.5) and (A.6),
kFdiv gradσ = α
∂(EL · I)
∂t
+
(
1
R
− α
H
)
∂σ
∂t
(A.7)
(A.4) and (A.7) are the basic relations of Biot’s theory of consolidation, where
(A.4) describes the settlement of the soil, and (A.7) describes the change in the
water pressure. Furthermore, it is important to note that these two relations
are coupled. Biot [9] relaxed the assumption of incompressibility of the pore
fluid and isotropy of the pore skeleton in order to render a set of equations
applicable to an anisotropic porous solid containing a viscous compressible
fluid. The resulting set of equations for the specific case of isotropic porous
solid had the same number (three) of coefficients to be determined as the
original equations (A.4) and (A.7). Biot and Willis [10] reworked the set of
equations with a reduced number (two) of coefficients and further devised
tests2 to determine those coefficients. The authors summarized the equations
for the isotropic case (inertia forces and body forces are neglected):
div (2GEL + λ (div u) I− αpI) = 0 (A.8)
∂ζ
∂t
+ div wF = 0 (A.9)
wF = −kFgrad p (A.10)
2The interested reader is refered to the review article of Detournay and Cheng [28] for a
brief description of these tests.
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where ζ and σ are the increment in fluid content3 and total stress respectively
and are given by
ζ =
1
M
p+ α div u ≡ φ(div u− div uF ) (A.11)
σ = 2GEL + λ (div u) I− αpI (A.12)
where φ is the porosity, uF is the fluid displacement and p is the pore fluid
pressure. The variables M and α would be refered to as the Biot modulus
and the Biot constant respectively. The Biot constant is representative of the
degree of saturation of pore fluid inside the pores with α = 1 being the fully
saturated state and α < 1 being the partially saturated state. Following the
work of Geertsma [36] and Nur and Byerlee [62], the Biot modulus and Biot
constant were established as
M =
1
cφ+ α−φ
Ks
(A.13)
α = 1− K
Ks
(A.14)
where K and Ks represent the effective and grain bulk moduli respectively. We
shall see in Chapter 3 that if the Biot modulus is assumed to be time-invariant,
then (A.9) corresponds to the mass conservation equation for linearized slightly
compressible single phase flow. Rice and Cleary [73] reworked the Biot thery in
terms of parameters that were representative of the skeletal response at t = 0
called the ‘undrained response’ and t→∞ called the ‘drained response’. The
3The interested reader is refered to Coussy [24] for a better understanding of the fluid
mass increment.
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undrained response was characterized by the fluid mass increment being zero
and the drained response was characterized by the pore pressure being zero.
The stress-strain relations under drained conditions are identical to the ones
of non - porous media, provided they are expressed in terms of the effective
stress. Skempton [79] introduced a parameter called Skempton coefficient that
characterizes the instantaneous response (t = 0) of the porous skeleton. It is
the ratio between the induced pore pressure and mean stress under a confining
pressure in undrained conditions as follows
B = − δp
δσ
|ξ=0 (A.15)
It is clear from the definition (A.15) that 0 ≤ B ≤ 1. Bishop [11] arrived at
the following relation for the Skempton coefficient
B =
1
K
− 1
Ks
1
K
− 1
Ks
+ φ(c− 1
Ks
)
The undrained parameters are obtained by setting the fluid increment to zero
(ξ = 0). From (A.11), that results in
p = −αM div u
which when substituted in (A.12) results in
σ = 2GEL + (λ+ α2M) div u I (A.16)
from which the undrained bulk modulus Ku can be obtained as
Ku =
1
3
tr(σ)
tr(EL)
=
2G
3
+ λ+ α2M = K + α2M (A.17)
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From (A.13), (A.14) and (A.17), the undrained bulk modulus can be written
as
Ku = K
(
1 +
α2
cφK + (α− φ)(1− α)
)
It is easy to see that in case of a porous solid saturated with compressible pore
fluid i.e. α = 1, c > 0, the elastic skeleton is compressible under undrained
conditions
Ku = K
(
1 +
1
cφK
)
tr(EL) = div u =
1
3
tr(σ)
Ku
6= 0 (A.18)
and in case of a porous solid saturated with incompressible pore fluid i.e.
α = 1, c = 0, the elastic skeleton is incompressible under undrained conditions
Ku =∞
tr(EL) = div u =
1
3
tr(σ)
Ku
= 0 (A.19)
Further, from (A.16), it is easy to see that
σij = 2GE
L
ij (if i 6= j)
which is the same with the case of drained deformation. This means that shear
modulus is the same in drained and undrained deformations.
A.1 From Navier-Stokes equations to Darcy’s law
Although the Darcy’s law is the most commonly used equation for
flow in porous media, fluid mechanics theory suggests that fluid flow is in
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fact governed by the Navier-Stokes equations of balance of momentum of the
fluid. The key component in arriving at a connection between the Darcy’s law
and the Navier-Stokes equations is the ‘averaging theorem’. The theorem is
based upon the well-known Reynolds transport theorem and relates the volume
average of the spatial derivative to the spatial derivative of the volume average
of any quantity: scalar, vector or tensor. The theorem was first presented in
Slattery [81] and later elucidated upon by Whitaker [92]. Gray and Neill [40]
used the averaging technique to show that the Navier-Stokes equations for flow
in a deforming anisotropic porous medium reduced to the Darcy’s law in the
limit of slow flow.
A.2 Finite element modeling of consolidation in porous
media
The first successful attempt in applying the finite element method to
consolidation problem was reportedly made by Sandhu and Wilson [75] for the
case of elastic porous solid saturated with incompressible pore fluid. Ghaboussi
and Wilson [37] reworked the approach with the assumption of incompress-
ibility of pore fluid and solid grains being relaxed. They used four-noded
quadrilateral interpolation functions for both the pore pressure and the dis-
placement variables but with additional incompatible interpolation functions4
4Wilson et al. [94] presented the idea of ‘incompatible mode elements’ to resolve the
problem of shear locking in thin beams. Shear locking refers to the large, unphysical shear
strains that arise in thin beams due to the use of standard four-noded linear quadrilateral
plane stress elements.
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for the latter. Booker and Small [12] established limits on the value of the
time-marching coefficient for the unconditional stability of the fully discrete
formulation of the equations of consolidation. Sandhu et al. [76] studied the
response of a fully discrete formulation of the equations of two-dimensional
consolidation of an elastic porous solid saturated with incompressible pore
fluid with six-noded triangular elements and eight-noded quadrilateral ele-
ments. They reported that schemes that used equal order interpolation for
pore pressure and displacement gave initial errors in pore pressure which do
not dissipate in time and are oscillatory in space. Vermeer and Verruijt [88]
established lower bounds on the time step size below which the fully discrete
formulation yields an inaccurate pore pressure distribution with violent oscil-
lations.
A.2.1 The Stokes’ problem under undrained conditions with in-
compressible fluid and solid constituents
Although the Stokes’ problem is not dealt with in this dissertation
needlessly, this module provides a perspective on the advances in the finite
element modeling of the same. From (A.4) and (A.19), it is clear that the
elasticity problem under undrained conditions for the case α = 1, c = 0, along
with appropriate boundary conditions on u and p is in fact the Stokes’ problem
given by
G div grad u− grad p = 0
div u = 0
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The work of Sandhu et al. [76] clearly suggested that the use of equal or-
der finite element interpolation for p and u led to oscillatory solutions for
p to the Stokes’ problem. The reason lied in the failure to satisfy the well-
known Ladyz˘enskaja-Babus˘ka-Brezzi (LBB) condition (see Brezzi and Bathe
[14]) which poses a constraint on the finite element spaces used for p and u
for the solution to be stable. Hughes et al. [49] spawned a class of methods
called ‘stabilized methods’ meant to circumvent the deficiencies of equal or-
der interpolation for p and u in obtaining a stable solution to the problem.
Zienkiewicz et al. [99] studied the problem in the context of a saddle-point
systems5 and proposed an extension to the well-known patch test6 as an al-
ternative to the mathematically rigorous LBB condition. Murad and Loula
[61] suggested the use of LBB stable Taylor-Hood elements (see Taylor and
Hood [83]) and proposed a post-processing technique that improves the order
of convergence of pore pressure by one. Korsawe et al. [54] reformulated the
problem as a least-squares minimization problem with lowest order Taylor-
Hood spaces for pressure and displacement variables and compatible Raviart-
Thomas spaces7 for fluid velocity and stress variables. Phillips and Wheeler
[69] presented a formulation that combats the nonphysical pressure oscillations
5The interested reader is refered to Benzi et al. [7] for an understanding of saddle-point
problems.
6The patch test for finite elements was first presented by the British engineer Bruce Irons
at a conference on ‘Matrix Methods in Structural Mechanics’ held at Wright-Patterson
Air Force Base, Ohio, USA on 26-28 October, 1965. The report can be found at http:
//contrails.iit.edu/items/show/8575.
7The interested reader is refered to Chapter III of Brezzi and Fortin [15] for a description
of various mixed finite element spaces. The reader shall also find an excellent rendition of
the treatment of the Stokes’ problem in Chapter VI.
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using Raviart-Thomas-Nedelec spaces8 for the flow variables and a discontin-
uous Galerkin space9 for the displacement variable. Liu et al. [55] presented
a formulation that addresses the problem of oscillatory pore pressures using
discontinuous Galerkin elements on areas with high pressure gradients and
continuous Galerkin elements on the remaining domain.
A.2.2 Mixed formulation for flow with compressible fluid constituent
We have seen in the previous module that LBB stable mixed finite ele-
ment spaces are a popular choice for displacement and pressure in the Stokes’
equations. But, we have seen in (A.18) that if the pore fluid compressibility is
strictly positive, the incompressibility constraint under undrained conditions
is not operative and hence the Stokes’ problem for displacement and pressure
does not arise. Now, we rewrite the equation of mass conservation (A.9) for
linearized slightly compressible single phase flow along with the Darcy law
(A.10) for steady state conditions (∂ξ
∂t
= 0) in the presence of gravity as
div wF = 0
kF
−1
wF + grad p = ρFg
where ρF is the fluid density and g is the gravity vector. The above system
represents a saddle point problem10 for wF and p. Thus, although we can
8Raviart-Thomas-Nedelec spaces are the three-dimensional analogues of the Raviart-
Thomas spaces on rectangles.
9The interested reader is refered to Girault et al. [39] for an understanding of Discontin-
uous Galerkin methods.
10See chapter 3 of Wan [90]
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avoid the necessity of the use of mixed finite element spaces for displacement
and pressure by maintaining a strictly positive pore fluid compressibility, the
above argument suggests a need, instead, for mixed finite element spaces for
the fluid velocity and pressure under steady state conditions in the presence
of gravity.
A.3 A review of solution algorithms
The early works of Sandhu and Wilson [75] and Ghaboussi and Wilson
[37] along with later renditions of Jha and Juanes [51], Phillips and Wheeler
[68] and Ferronato et al. [32] are refered to as fully coupled schemes where
the pressures, fluid velocities and displacements are solved simultaneously.
The fully coupled approach, although unconditionally stable, requires careful
implementation with substantial local memory requirements and specialized
linear solvers. On the other hand, the works of Park [67], Zienkiewicz et al.
[100], Wheeler and Gai [91] and Kim et al. [53] are refered to as staggered
solution schemes11 in which an operator splitting strategy is used to split
the coupled problem into well-posed flow and mechanics subproblems which
are then solved sequentially. Carefully crafted splitting strategies would lend
11In the mid 1970s, the efforts of Ted Belytschko at Northwestern University, Thomas
Hughes at California Institute of Technology and Carlos Felippa at Lockheed Palo Alto
Research Laboratories would spawn the class of partitioned solution algorithms to coupled
dynamical problems designed to take advantage of increasing modularity in commercial
finite element codes. An excellent review of these partitioned solution procedures is given
in Felippa et al. [31]. The interested reader is also refered to Yanenko and Holt [98] for an
understanding of the genesis of the idea of fractional steps.
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solution accuracies on par with the fully coupled approaches. An explanation
of the intimate link between a fully coupled scheme and staggered solution
schemes using preconditioners is presented in White et al. [93] and Castelletto
et al. [21].
Previous attempts at incorporating non-matching grids for flow and
mechanics include the works of Gai et al. [35], Florez et al. [34] and Castel-
letto et al. [22]. Gai et al. [35] reformulated a staggered solution algorithm
as a special case of a fully coupled scheme and implemented the algorithm on
overlapping nonmatching rectilinear grids, but avoided three dimensional in-
tersection calculations, instead evaluating the displacement-pressure coupling
submatrices using a midpoint integration rule. Florez et al. [34] implemented
a procedure in which a saddle-point system with mortar spaces on nonmatch-
ing interfaces of a decomposed geomechanics domain is solved by applying a
balancing Neumann-Neumann preconditioner. The procedure involves sub-
domain to mortar and mortar to subdomain projections, Lagrange multiplier
solve and computationally expensive parallel subdomain solves at each time
step. Castelletto et al. [22] implemented a procedure for nested grids in which
coarse scale basis functions for the poromechanical solve are obtained in terms
of fine scale basis functions by solving local equilibrium problems on each
coarse scale poromechanical element. These coarse scale basis functions are
then used to construct prolongation and restriction operators, which are then
employed to construct a two-stage preconditioner for the coarse scale porome-
chanical solve.
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