Abstract Fuzzy techniques have been originally invented as a methodology that transforms the knowledge of experts formulated in terms of natural language into a precise computerimplementable form. There are many successful applications of this methodology to situations in which expert knowledge exist, the most well known is an application to fuzzy control.
I. INTRODUCTION A. Fuzzy techniques: a brief reminder
Fuzzy techniques have been originally invented as a methodology that transforms the knowledge of experts formulated in terms of natural language into a precise computerimplementable form. There are many successful applications of this methodology to situations in which expert knowledge exist, the most well known is an application to fuzzy control; see, e.g., [2] , [3] , [10] .
B. Universal approximation results
A guarantee of success comes from the fact that fuzzy systems are universal approximators in the sense that for every continuous function f (x 1 , . . . , x n ) and for every ε > 0, there exists a set of rules for which the corresponding input-output function is ε-close to f ; see, e.g., [1] , [3] , [4] , [6] , [7] , [9] , [10] , [11] , [12] , [13] , [14] and references therein.
C. Fuzzy methodology is sometimes successful without any expert knowledge
In some cases, fuzzy methodology is applied even when no expert knowledge exists: instead of trying to approximate the unknown control function by splines, polynomials, or by any other traditional approximation technique, researchers try to approximate it by guessing and tuning the expert rules. Surprisingly, this approximation often works ne.
D. What we plan to do
In this paper, we give a mathematical explanation for this phenomenon, and we show that approximation by using fuzzy methodology is indeed (in some reasonable sense) the best.
Comment. In this paper, we build upon our preliminary results published in [8] .
II. IN MANY PRACTICAL APPLICATIONS, DATA PROCESSING SPEED IS IMPORTANT
We have mentioned that one of the main applications of fuzzy methodology is to intelligent control.
In applications to automatic control, the computer must constantly compute the current values of control. The value of the control depends on the state of the controlled object (called plant in control theory). So, to get a high quality control, we must measure as many characteristics x 1 , . . . , x n of the current state as we can. The more characteristics we measure, the more numbers we have to process, so, the more computation steps we must perform. The results of these computations must be ready in no time, before we start the next round of measurements. So, automatic control, especially high-quality automatic control, is a real-time computation problem with a serious time pressure.
III. PARALLEL COMPUTING IS AN ANSWER
A natural way to increase the speed of the computations is to perform computations in parallel on several processors.
To make the computations really fast, we must divide the algorithm into parallelizable steps, each of which requires a small amount of time.
What are these steps?
IV. DESCRIPTION OF THE FASTEST POSSIBLE CONTROL-ORIENTED PARALLEL COMPUTER
A. The fewer variables, the faster As we have already mentioned, the main reason why control algorithms are computationally complicated is that we must process many inputs. For example, controlling a car is easier than controlling a plane, because the plane (as a 3-D object) has more characteristics to take care of, more characteristics to measure and hence, more characteristics to process. Controlling a space shuttle, especially during the lift-off and landing, is even a more complicated task, usually performed by several groups of people who control the trajectory, temperature, rotation, etc. In short, the more numbers we need to process, the more complicated the algorithm. Therefore, if we want to decompose our algorithm into fastest possible modules, we must make each module to process as few numbers as possible. • Division is done by successive multiplication, comparison and subtraction (basically, in the same way as we do it manually), so, it is a much slower operation than −.
• Multiplication is implemented as a sequence of additions (again, basically in the same manner as we do it manually), so it is much slower than +.
• − and + are usually implemented in the same way. To add two n-bit binary numbers, we need n bit additions, and also potentially, n bit additions for carries. Totally, we need about 2n bit operations.
• min of two n-bit binary numbers can be done in n binary operations: we compare the bits from the highest to the lowest, and as soon as they differ, the number that has 0 as opposed to 1 is the desired minimum: e.g., the minimum of 0.10101 and 0.10011 is 0.10011, because in the third bit, this number has 0 as opposed to 1.
• Similarly, max is an n-bit operation. So, the fastest possible functions of two variables are min and max. Similarly fast is computing the minimum and maximum of several (more than two) real numbers. Therefore, we will choose these functions for our control-oriented computer.
Summarizing the above-given analysis, we can conclude that our computer will contain modules of two type:
• modules that compute functions of one variable;
• modules that compute min and max of two or several numbers.
D. How to combine these modules?
We want to combine these modules in such a way that the resulting computations are as fast as possible. The time that is required for an algorithm is crudely proportional to the number of sequential steps that it takes. We can describe this number of steps in clear geometric terms:
• at the beginning, the input numbers are processed by some processors; these processors form the rst layer of computations;
• the results of this processing may then go into different processors, that form the second layer;
• the results of the second layer of processing go into the third layer,
In these terms, the fewer layers the computer has, the faster it is.
So, we would like to combine the processors into the smallest possible number of layers. De nition.
• We say that a function f (x 1 , . . . , x n ) is computable by a 1-layer computer if either n = 1, or the function f coincides with min or with max.
• Let k ≥ 1 be an integer. We say that a function f (x 1 , . . . , x n ) is computable by a (k + 1)-layer computer if one of the following three statements is true: 
where all functions g i are computed by a k-layer show that not every function can be computed on a 2-layer computer, but that 3 layers are already suf cient.
Proposition. There exist real numbers T and ε > 0, and a continuous function f :
n can be computed on a 2-layer computer.
Comment. To make the text more readable, we present both proofs in the last section. However, we will make one comment here. The function that will be proved to be not computable on a 2-layer computer is not exotic at all: it is f (x 1 , x 2 ) = x 1 +x 2 on the domain [−1, 1]
2 , and the Proposition is true for ε = 0.4. Relation to fuzzy control. As we will see from the proof, the approximating function f is of the type max (A 1 , . . . , A m ) , where A j = min(f j1 (x 1 ) , . . . , f jn (x n ). These functions correspond the so-called fuzzy control [2] , [3] , [10] : Indeed, let
Let us now assume that the rules base that describes the expert recommendations for control consists of exactly two rules:
• if one of the conditions C j is true, then u = U ;
where each condition C j means that the following n conditions are satis ed:
• x 1 satis es the property C j1 (described by a membership function µ j1 (x 1 )); • x 2 satis es the property C j2 (described by a membership function µ j2 (x 2 ));
• x n satis es the property C jn (described by a membership function µ jn (x n )). In logical terms, the condition C for u = U has the form
If we use min for &, and max for ∨ (these are the simplest choices in fuzzy control methodology), then the degree µ C with which we believe in a condition C = C 1 ∨ . . . ∨ C k can be expressed as:
Correspondingly, the degree of belief in a condition for u = −U is 1 − µ C . According to fuzzy control methodology, we must use a defuzzi cation to determine the actual control, which in this case leads to the choice of
Because of our choice of µ ji , one can easily see that this expression coincides exactly with the function
So, we get exactly the expressions that stem from the fuzzy control methodology.
Conclusion. Since our 3-layer expression describes the fastest possible computation tool, we can conclude that for control problems, the fastest possible universal computation scheme corresponds to using fuzzy methodology.
This result explains why fuzzy methodology is sometimes used (and used successfully) without any expert knowledge being present, as an extrapolation tool for the (unknown) function.
Comment. We have considered digital parallel computers. If we use analog processors instead, then min and max stop being the simplest functions. Instead, the sum is the simplest:
if we just join the two wires together, then the resulting current is equal to the sum of the two input currents. In this case, if we use a sum (and more general, linear combination)
instead of min and max, 3-layer computers are also universal approximators; the corresponding computers correspond to neural networks [5] . want to look for a control which is smoother or which is more robust or which is more stable.
In some practical situations, fuzzy controllers do have these advantages: e.g., in many cases, a fuzzy controller is more robust than the traditional one. However, in most case, fuzzy controller is also computationally simpler and thus, its computations are much faster. For example, for non-linear systems, computing a fuzzy control requires an explicit use of simple functions, while, e.g., to apply a more traditional nonlinear controller we may need to solve systems of equations.
We provide a theoretical explanation for this empirical phenomenon. In this paper, we explain that fuzzy controllers are indeed, in some reasonable sense, faster. This result explains the above empirical fact that fuzzy controllers often enables us to compute control faster.
There may be other classes of fast controllers. The fact that fuzzy controllers are among the fastest does not necessarily mean that the class of fuzzy controllers is the only fastest class: there may be other non-fuzzy controllers which are also computable by a 3-layer computers.
In our proof of the theorem, we use 3-layer computers corresponding to fuzzy control, but there could be different proofs of the universal approximation property of 3-layer computers, proofs which would use different types of controllers.
In other words, while we prove that fuzzy controllers are a reasonable class, there may be other classes of controllers which are as reasonable (and as fast).
For example, in our proof similarly to most proofs that fuzzy systems are universal approximators the construction fuzzy system is based on the values of the function 
2 , then f cannot be computed on a 2-layer computer.
Indeed, suppose that it is. Then, according to the De nition, the function f (x 1 , x 2 ) is of one of the following three forms:
• g(h(x 1 , x 2 )), where h is computable on a 1-layer computer;
• min(g 1 ( x 1 , x 2 ) , . . . , g m (x 1 , x 2 )), where all the functions g i are computable on a 1-layer computer; • max (g 1 (x 1 , x 2 ), . . . , g m (x 1 , x 2 ) ), where all the functions g i are computable on a 1-layer computer.
Let us show case-by-case that all these three cases are impossible. Let us consider all these three sub-cases.
, then the function f depends only on x 1 . In particular,
But since f is ε-close to f (x 1 + x 2 ) = x 1 + x 2 , we get
which contradicts to (1). So, this sub-case is impossible.
Similarly, it is impossible to have h depending only on x 2 .
1.2
• . Let us consider the sub-case when
In this sub-case, (2) is also impossible.
1.3
• . Let us now consider the sub-case f (x 1 , x 2 ) = g(max(x 1 , x 2 )). 
i , g (2) i , g i+1 , . . . , g m ),
where g (i) (x 1 , x 2 ) = x i is a function that is clearly computable on a 1-layer computer. After we make such transformations, we get an expression for f that only contains max and functions of one variable.
2.2
• . Let us show that this expression cannot contain max.
Indeed, if it does, then
f (x 1 , x 2 ) = min(. . . , max(x 1 , x 2 )) ≤ max(x 1 , x 2 ). 
