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FUNDAMENTAL INVARIANTS OF SYSTEMS OF
ODES OF HIGHER ORDER
BORIS DOUBROV AND ALEXANDR MEDVEDEV
Abstract. We find the complete set of fundamental invariants
for systems of ordinary differential equations of order ≥ 4 under
the group of point transformations generalizing similar results for
contact invariants of a single ODE and point invariants of systems
of the second and the third order.
It turns out that starting from systems of order (k+1) ≥ 4, the
complete set of fundamental invariants is formed by k generalized
Wilczynski invariants coming from the linearized system and an
additional invariant of degree 2.
1. Introduction
1.1. Notion of invariants of differential equation. The geometry
and local equivalence of ordinary differential equations has a long his-
tory. It starts with pioneer works of Sophus Lie who introduced the no-
tion of Lie pseudogroups and suggested a method of finding invariants
of various geometric objects under the action of a certain pseudogroup.
In this paper we consider systems of ordinary differential equations
viewed up to so-called pseudogroup of point transformations. In co-
ordinate notation this means we treat systems of m ≥ 2 equations of
order k + 1 ≥ 4:
(1)
(
yi
)(k+1)
= f i
((
yj
)(s)
, x
)
, s = 0, . . . , k,
up to arbitrary locally invertible changes of independent variable x and
dependent variables yi, 1 ≤ i ≤ m. The reason for denoting the order
of the system of ODEs by (k+1) is purely technical and is linked with
the standard notation for irreducible sl(2,R)-modules.
By a (point) invariant of order r of system (1) we mean a function
depending on the right hand side of (1) and its partial derivatives up
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to order r that is not changed under the action of the pseudogroup of
point transformations. In the current paper we shall outline a method
to construct (all) point invariants of (1), but will not actually compute
them explicitly. Instead we shall work with so-called relative invariants
and find the minimal set of them that generates all other invariants
(absolute and relative) via operation of invariant differentiation. We
call such set of relative invariants fundamental invariants.
Naturally, all non-constant invariants constructed in this paper will
vanish for the trivial system of equations, i.e., the system of form (1)
with vanishing right hand side. As an immediate application, we get an
explicit characterization of the class of trivializable systems of ODEs,
i.e., the systems that are equivalent to the trivial equation under point
transformations. So, fundamental system of invariants can be thought
as a minimal set of differential relations describing the orbit of the
trivial equation.
The notions of relative and absolute invariants can be formalized in a
rigorous way using the language of jet spaces. Namely, first we consider
the jets Jk+1(R,Rm) of maps from R to Rm along with natural projec-
tions πk+1,l : J
k+1(R,Rm) → J l(R,Rm) for any k ≥ l ≥ 0. Then the
system of ODEs of order (k+1) is a submanifold E of codimension k+1
in Jk+1(R,Rm) transversal to fibers of the projection πk+1,k. Locally
this is equivalent to defining the section s : Jk(R,Rm) → Jk+1(R,Rm)
of the projection πk+1,k, and equations (1) are just coordinate ex-
pressions of this section. A solution of the equation E is an arbi-
trary map y : R ⊃ U → Rm such that its (k + 1)-st prolongation
y(k+1) = {[y]k+1x | x ∈ U} belongs to E . Here by [y]
k+1
x we denote the
(k + 1)-jet of map y at x ∈ R.
Recall that we can identify J0(R,Rm) with R × Rm = Rm+1, and
any local diffeomorphism φ : Rm+1 → Rm+1 has a unique prolongation
φ(k+1) : Jk+1(R,Rm)→ Jk+1(R,Rm) compatible with prolongation op-
eration as well as with projections πk+1,l. The family of all prolonga-
tions φ(k+1) is exactly the Lie pseudogroup of point transformations
Dk+1(R,Rm) acting on submanifolds E ⊂ Jk+1(R,Rm) corresponding
to the systems of ODEs of order (k + 1).
Denote by Jk+1,r the space of r-jets of all equation submanifolds E
in Jk+1(R,Rm). It is an open subset in the manifold of r-jets of all
submanifolds of codimension k + 1 in Jk+1(R,Rm). The action of the
pseudogroup Dk+1 = Dk+1(R,Rm) is naturally prolonged to Jk+1,r.
Definition 1. An (absolute) invariant of order r for the systems of
ODEs of order (k+1) is a function on Jk+1,r (or on an open dense Dk+1-
invariant subset therein) which is preserved by the prolonged action
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of Dk+1. A relative invariant of order r is a Dk+1 equivariant map
I : Jk+1,r → V taking values in a finite-dimensional representation of
the pseudogroup Dk+1.
Let us list a number of known invariants for ODEs and systems of
ODEs.
Example 1. Wilczynski invariants were first introduced by Wilczyn-
ski [27] as a fundamental set of invariants for linear scalar ODEs on
one function y(x) viewed up to Lie preudogroup (x, y) 7→ (λ(x), µ(x)y).
The generalization of Wilczynski invariants to systems of linear ODEs
was obtained by Se-ashi [21].
Consider an arbitrary system of linear ordinary differential equations
of order k + 1:
y(k+1) + Pk(x)y
(k) + · · ·+ P0(x)y(x) = 0,
where y(x) is an Rm-valued vector function. It can always be brought
to the so-called canonical Laguerre–Forsyth form of these equations
defined by conditions Pk = 0 and trPk−1 = 0. Then the following
expressions:
(2)
Θr =
r−1∑
j=1
(−1)j+1
(2r − j − 1)!(k − r + j)!
(r − j)!(j − 1)!
P
(j−1)
k−r+j, r = 2, . . . , k + 1.
are the End(Rm)-valued relative invariants of the initial system, where
each invariant Θr has a degree r. Note that the first non-trivial Wilczyn-
ski invariant has degree 2 and is trace-free. In particular, it vanishes
identically in the scalar case, but is a non-trivial invariant in case of
systems of m ≥ 2 linear equations.
Generalized Wilczysnki invariants Wr, r = 2, . . . , k+1 of system (1)
are defined as invariants Θr evaluated at the linearization of the system.
Formally they are obtained from (2) by substituting Pr(x) by matrices
−
(
∂f i
∂(yj)(r)
)
and the usual derivative by the total derivative:
d
dx
=
∂
∂x
+ y(1)
∂
∂y
+ · · ·+ y(k−1)
∂
∂y(k−2)
+ f
∂
∂y(k−1)
.
They turn out to be relative invariants of the non-linear system of
ODEs in the sense of Definition 1. See [8] for more details.
Example 2. One of the simplest cases, when the complete set of
fundamental invariants is known, is the class of second order ODEs
y′′ = f(x, y, y′) viewed up to the pseudogroup of all point transfor-
mations. The fundamental invariants in this case was computed by
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Tresse [26] at the end of the 19-th century. The simplest non-trivial
relative invariants appear only at order 4:
I1 = f1111 =
∂4f
(∂y′)4
;
I2 =
1
6
f11xx −
1
6
f1f11x −
2
3
f01x +
2
3
f1f01 + f00 −
1
2
f0f11.
Here we use the standard classical notation used in case of a single ODE
of order k: the subscript i = 0, . . . , k − 1 means the partial derivative
with respect to y(i) and the subscript x means the total derivative.
The geometry lying behind this equation was explored by E. Car-
tan [2], who associated the the canonical coframe with this equation
and proved that all its invariants can be derived by covariant differenti-
ation from the above two relative invariants. In particular, the general
equation is equivalent to the trivial one if and only if I1 = I2 = 0.
See also [17] for the interpretation of these invariants in terms of the
associated Fefferman metric.
Example 3. In the case of a single ODE of the order ≥ 3 there are
two kinds of pseudogroups (and invariants) typically considered in the
applications. Namely, the largest pseudogroup acting on ODEs of the
fixed order (and preserving this order) is a so-called pseudogroup of
contact transformations. These are the transformations of Jk(R,R) of
the form φ(k−1), where φ is a local transformation of J1(R,R) preserving
the natural contact structure on it.
The equivalence problem of the 3rd order ODEs y′′′ = f(x, y, y′, y′′)
up to contact transformations was studied by S.-S. Chern [5], who
found the following set of fundamental invariants in this case:
I1 = f2222 =
∂4f
(∂y′′)4
;
W = −f0 −
1
3
f1f2 −
2
27
f 32 +
1
2
f1x +
1
3
f2f2x −
1
6
f2xx.
The second of these invariants was first found by Wu¨nschmann [28]
back in 1905 and is usually called Wu¨nschmann invariant in his honor.
The point geometry of the 3rd order ODEs is quite different and was
studied by Elie Cartan [3]. It turns out that a given equation y′′′ =
f(x, y, y′, y′′) is equivalent to the trivial one up to point transformations
if and only if the following conditions are satisfied:
W = f222 = f
2
22 + 6f122 + 2f2f222 = 0;
C = f11 + 2W2 − 2f02 +
2
3
f2f12 + 2f22
(
1
3
f2x −
2
9
f 22 − f1
)
= 0,
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where W is the above Wu¨nschmann invariant and C is a so-called
Cartan invariant [3].
Note that the Wu¨nschmann invariant W for scalar 3rd order ODE
is exactly the lowest degree generalized Wilczynski invariant in case of
scalar ODEs.
In the following examples and further in the paper we follow the
Einstein summation convention and denote by trfp the trace free part
of an arbitrary tensor.
Example 4. Systems of the second order were studied in the work of
Mark Fels [10]. Starting from an arbitrary system of the 2nd order
ODEs:
(yi)′′ = f i(x, yj, (yk)′), i = 1, . . . , m,
he constructs an absolute parallelism solving the equivalence problem
as well as two fundamental invariants. They appear in the degree 2
and 3 and are equal to the following tensors:
(W2)
i
j = trfp
(
∂f i
∂yj
−
1
2
d
dx
(
∂f i
∂pj
)
+
1
4
∂f i
∂pr
∂f r
∂pj
)
;
(I3)
i
jkl = trfp
(
∂3f i
∂pj∂pk∂pl
)
,
where by pi we denote (yi)′ , i = 1, . . . , m, which together with x and
yj form local coordinates on J1(R,Rm), and, as above, d
dx
denotes the
operator of total derivative with respect to x.
Note that the above invariant W2 is the simplest non-trivial example
of a generalized Wilczynski invariant in case of systems of ODEs.
We note that in case of systems of ordinary differential equations
the classes of point and contact transformations coincide and we shall
always consider the pseudogroup of point transformations in case of
systems of ODEs without mentioning this explicitly.
Example 5. Fundamental invariants for systems of the third order
were computed in the works of Alexandr Medvedev [13]. Then for the
systems of m ODEs of the 3rd order the following tensors form the
minimal set of fundamental invariants:
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(1) two generalized Wilczynski invariants W2 and W3:
(W2)
i
j = trfp
(
∂f i
∂pj
−
d
dx
∂f i
∂qj
+
1
3
∂f i
∂qk
∂fk
∂qj
)
,
(W3)
i
j =
∂f i
∂yj
+
1
3
∂f i
∂qk
∂fk
∂pj
−
d
dx
∂f i
∂pj
+
2
3
d2
dx2
∂f i
∂qj
+
2
27
(
∂f i
∂qj
)3
−
4
9
∂f i
∂qk
d
dx
∂fk
∂qj
−
2
9
d
dx
(
∂f i
∂qk
)
∂fk
∂qj
− 2δij
d
dx
Hx;
(2) two additional invariants of the degree 2 and 4:
(I2)
i
jk = trfp
(
∂2f i
∂qj∂qk
)
,
(I4)jk =−
∂H−1k
∂pj
+
∂
∂qj
∂
∂qk
Hx −
∂
∂qk
d
dx
H−1j
−
∂
∂qk
(
H−1l
∂f l
∂qj
)
+ 2H−1j H
−1
k ,
where
H−1j =
1
6(m+ 1)
(
∂2f i
∂qi∂qj
)
,
Hx = −
1
4m
(
∂f i
∂pi
−
d
dx
∂f i
∂qi
+
1
3
∂f i
∂qk
∂fk
∂qi
)
.
Example 6. Fundamental invariants for scalar ODEs of order 4 where
computed by Robert Bryant [1] and for orders≥ 5 by Boris Doubrov [7].
It turns out that apart from generalized Wilczynski invariants there
are only 2 additional invariants for ODEs of order 4, 5, 6 and three
additional invariants for orders ≥ 7. They are given by:
• invariant I3 = f333 for 4th order ODE and invariant I2 = fk,k
for (k + 1)-th order ODE, k + 1 ≥ 5;
• extra invariants:
k + 1 = 4: J4 = f233 +
1
6
f 233 +
9
8
f3f333 +
3
4
f333x;
k + 1 = 5: J6 = f234 −
2
3
f333 −
1
2
f 234 mod I2,W3;
k + 1 ≥ 6: J3 = fk,k−1 mod I2;
k + 1 ≥ 7: J4 = fk−1,k−1 mod I2, J3,W3.
To summarize the above examples, we see that the fundamental in-
variants of ODEs were computed up to now for a single ODE of an
arbitrary order (under the pseudogroup of contact transformations)
and for systems of ODEs of order 2 and 3. For systems of ODEs of
higher order only a part of invariants (namely, generalized Wilczynski
invariants) was known.
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This paper closes this gap and computes the complete set of funda-
mental invariants in all remaining cases, namely for systems of ODEs
of order ≥ 4.
Theorem. The following relative invariants form a fundamental set
for systems of m ≥ 2 ODEs of order k + 1 ≥ 4:
(1) generalized Wilczynski invariants Wr of the degree r, 2 ≤ r ≤
k + 1;
(2) one additional invariant I2 of the degree 2:
(I2)
i
jl =
∂2f i
∂yjk∂y
l
k
.
The paper is organized as follows. In Section 2 we recall the con-
struction of the normal Cartan connection from [6] and show that the
fundamental set of invariants is described by the cohomology space
H2+(g−, g), where g is a symmetry algebra of the trivial system of ODEs
equipped with an appropriate grading. It is defined in Subsection 2.2.
We compute this cohomology space in Section 3 using the Serre–
Hochschild spectral sequence. However, not all non-zero elements of
this cohomology space lead to non-trivial fundamental invariants. It
turns out that some of the corresponding fundamental invariants vanish
identically. This can be explained as follows. A part ofH2+(g−, g) corre-
sponds to the invariants of the underlying non-holonomic distribution.
In our case this non-holonomic distribution is a contact distribution on
the jet space Jk(R,Rm). It is a flat distribution of type g−, where g−
can also be viewed as the Tanaka symbol of the contact distribution.
To find out which fundamental invariants are non-trivial, we per-
form explicit coordinate computation of a part of the normal Cartan
connection in Section 4 and show that its curvature satisfies certain
additional linear relations. Projecting these relations to H2+(g−, g), we
find out that a large part of this cohomology space produces identically
vanishing invariants. This way we are also able to show that the above
invariant of degree 2 is the only additional fundamental invariant that,
together with generalized Wilczynski invariants, forms the complete set
of fundamental invariants.
Note that this phenomenon, that part of the positive cohomology
corresponds to trivial invariants, does not happen in the theory of
parabolic geometries [4]. But is was already observed in earlier papers
on the invariants of differential equations [7, 13], where only a part of
the cohomology space H2+(g−, g) corresponds to non-trivial invariants.
Finally, in Section 5 we show that the effective part (i.e., the part cor-
responding to non-trivial invariants) of the cohomology spaceH2+(g−, g)
8 BORIS DOUBROV AND ALEXANDR MEDVEDEV
coincides with the kernel of the natural linear map
γ : H2(g−, g)→ H
2(g−, g¯),
where g¯ is the (infinite-dimensional) Tanaka prolongation of g−. The
latter cohomology space was computed by T. Morimoto [14], and the
map γ is well-defined, since g is a finite-dimensional subalgebra of g¯.
However, we do not give any conceptual proof of this fact in this paper
and consider it merely as a hint that helps us identifying the effective
part of the 2nd cohomology space.
2. Normal Cartan connection for systems of ODEs
One of the main techniques for computing the fundamental invari-
ants for differential equations is Cartan’s equivalence method and its
further generalization of N. Tanaka in the context of so-called nilpotent
differential geometry. The main advantage of Tanaka’s approach is the
adaptation of all constructions to the underlying non-holonomic vector
distribution (the contact distribution on the jet spaces), the powerful
algebraic techniques for constructing a normal Cartan connection (in-
stead of much weaker absolute parallelism structures) and the way to
describe the principal part of the curvature (in our terminology this
is exactly the set of fundamental invariants) via cohomology of finite-
dimensional graded Lie algebras. In this section we outline how the
geometry of systems of ODEs fits into the framework of nilpotent dif-
ferential geometry. Further details and references can be found in [6].
2.1. System of ODEs as a filtered manifold. Let us briefly de-
scribe the geometric structures defined by system (1). Consider a
smooth manifoldM = Rm+1 with coordinates (x, yi), where i = 1, . . . , m.
Let Jk+1 = Jk+1(R,Rm) be the space of (k + 1)-jets of smooth maps
fromR toRm. We use the standard local coordinate system in Jk+1(R,Rm):
(x, yir), 0 ≤ r ≤ k + 1, 1 ≤ i ≤ m,
where we assume that yia has the meaning of a-th derivative of y
i(x).
System of ODEs (1) defines a submanifold E in Jk+1(R,Rm) by:
yik+1 = f
i
(
yjr, x
)
, i = 1, . . . , m, r = 0, . . . , k.
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The projection πk+1,k : J
k+1 → Jk establishes a (local) diffeomorphism
E with Jk. With every system of ODEs we associate a pair of distri-
butions on E :
E =
〈
∂
∂x
+
k∑
r=1
yir
∂
∂yir−1
+ f i
∂
∂yik
〉
,
V =
〈
∂
∂yik
〉
,
where i = 1, . . . , m. The distribution C−1 = E ⊕ V is mapped to
the standard contact distribution on Jk under local diffeomorphism
πk+1,k : E → J
k. In particular, it is bracket generating, and its weak
derived series defines a filtration of the tangent bundle TE :
C−1 ⊂ C−2 ⊂ · · · ⊂ C−k−1 = TE ,
where C−i−1 = C−i + [C−i, C−1].
We call an arbitrary coframe ωx, ω
i
−r, 1 ≤ i ≤ m, 1 ≤ r ≤ k + 1, on
E adapted to the equation (1), if
(a) the annihilator of forms ωi−r−1, . . . , ω
i
−k−1 is equal to C
−r for all
r = 1, . . . , k;
(b) the annihilator of forms ωi−1, . . . , ω
i
−k−1 is equal to E;
(c) the annihilator of ωx, ω
i
−2, . . . , ω
i
−k−1 is equal to F .
We call an adapted coframe regular, if in addition it satisfies the
condition:
(d) dωi−r+ωx∧ω
i
−r+1 = 0 mod 〈ω
j
−r, . . . , ω
j
−1〉 for all 2 ≤ r ≤ k+1.
2.2. Adapted Cartan connections. Let g be the symmetry algebra
of the trivial system of m ODEs of order (k + 1). In the sequel we
assume that k ≥ 3, m ≥ 2, that is we consider only systems of ordinary
differential equations of an order ≥ 4. Under these conditions the Lie
algebra g is isomorphic to the semidirect product of a reductive Lie
algebra a = sl(2,R) × gl(m,R) and an abelian ideal V = Vk ⊗ W ,
where Vk is an irreducible sl(2,R)-module isomorphic to S
k(R2) and
W = Rm is the standard gl(m,R)-module.
Let us fix a basis of g. Let:
x =
(
0 0
1 0
)
, y =
(
0 1
0 0
)
, h =
(
−1 0
0 1
)
be a basis for sl(2,R). Fix a basis of sl(2,R)-module Vk consisting of
elements vi = fk−i2 f
i
1/i!, where f1, f2 is the standard basis in R
2. We
denote by {e1, . . . , em} and {e
i
j} the standard bases of R
m and gl(m,R)
respectively. (That is we have eijek = δikej .)
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The degrees of elements in the Lie algebra g are defined as follows:
g1 = Ry,
g0 = Rh⊕ gl(m,R),
g−1 = Rx⊕ Rv
k ⊗W,
g−i = Rv
k+1−i ⊗W, i = 2, . . . , k + 1,
and gn = {0} for all other n ∈ Z. As we see, the negative part g−
of g is equal to Rx ⊕ V . We denote the non-negative part of the Lie
algebra g by h.
Globally, we can define a Lie group G as a semidirect product of
SL(2,R)× GL(m,R) and the commutative group V = Vk ⊗ R
m. Let
H be the direct product of subgroup ST (2,R) of all lower-triangular
matrices in SL(2,R) and GL(m,R). Then G/H can be identified with
the trivial equation E0 ⊂ J
k+1(R,Rm).
Our next goal is to construct a Cartan connection on E , modeled on
the homogeneous space G/H , that will be naturally associated with the
equation (1). Such Cartan connection consists of a principal H-bundle
π : G → E and the g-valued differential form ω on G such that
(1) ω(X∗) = X for all fundamental vector fields X∗ on G, X ∈ h;
(2) R∗hω = Ad h
−1ω for all h ∈ H ;
(3) ω defines an absolute parallelism on G.
Any g-valued form ω can be written as
ω =
k+1∑
r=1
ωi−r(v
k+1−r ⊗ ei) + ωxx+ ωhh + ω
i
je
j
i + ωyy,
where ωi−r, ω
i
j, ωx, ωh, ωy are 1-fomrs on G.
We say that a Cartan connection ω on a principal H-bundle π : G →
E is adapted to the equation (1), if for any local section s of π the set
{s∗ωx, s
∗ωi−r} is an adapted coframe on E . The Cartan connection ω
is said to be regular, if the above coframe is also regular. It is easy
to see that this definition does not depend on the choice of the local
section s.
Denote by Cq(g−, g) the space of all q-cochains on g− with values
in g. Any Cartan connection ω modeled by the homogeneous space
G/H determines the curvature tensor Ω = dω+1/2[ω, ω] on G and the
curvature function c : G → C2(g−, g), where
cp(u, v) = Ωp(ω
−1
p (u), ω
−1
p (v)) for all u, v ∈ g−, p ∈ G.
This function satisfies the condition
(3) c(ph) = h−1.c(p) for all h ∈ H, p ∈ G,
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where H acts on C2(g−, g) in the natural way.
Since g− and g are graded, all spaces C
q(g−, g) inherit the gradation
Cq(g−, g) =
∑
r
Cqr (g−, g),
where
Cqr (g−, g) = {α ∈ C
q(g−, g) | α(gi1, . . . , giq) ⊂ gi1+···+iq+r}.
The standard cochain differential
∂ : Cq(g−, g)→ C
q+1(g−, g)
preserves this gradation. Decompose the curvature function c to the
sum c =
∑
r cr, where each cr takes values in C
2
r (g−, g). It is easy to
see that regularity of the Cartan connection implies that cr = 0 for
all r ≤ 0. In other words, the curvature function of a regular Cartan
connection takes values in C2+(g−, g).
The space C2(g−, g) admits also another h-invariant decomposition
coming from the decomposition of g into the sum of the reductive part
a = sl(2,R)× gl(m,R) and the abelian ideal V . We note that
∧2g− = ∧
2(Rx+ V ) ∼= Rx⊗ V + ∧2V.
Therefore, C2(g−, g) is naturally decomposed into four subspaces:
C2(g−, g) = Hom(Rx⊗ V, a) + Hom(Rx⊗ V, V )
+ Hom(∧2V, a) + Hom(∧2V, V ).
It is easy to see that this decomposition is h-invariant and is compatible
with the above grading.
The curvature function c of a regular Cartan connection is decom-
posed accordingly into four summands. We shall be mainly interested
in the second and fourth components in this decomposition and shall
call them the Hom(Rx⊗V, V ) and Hom(∧2V, V ) parts of the curvature
(function).
2.3. Harmonic theory on on the cochain complex of the symbol
algebra. Generally speaking, there are many regular Cartan connec-
tions adapted to a given equation (1). The basic idea of choosing a
unique one among them is to add linear conditions on structure func-
tion. Finding these conditions is not easy since they should guarantee
the existence and uniqueness of the required Cartan connection and at
the same time they must be invariant with respect to the action of H
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on C2(g−, g) because of property (3) of the curvature function c. For-
tunately, as it was shown by T. Morimoto [15, 16], they can be derived
from the “harmonic theory” on our symbol Lie algebra g.
First, we fix a scalar product (, ) on g such that vectors x, y, h, vi ⊗
ej, e
i
j form an orthogonal basis and
〈eij, e
i
j〉 = 1, (v
i ⊗ ej , v
i ⊗ ej) = (k − i)!/i!, 0 ≤ i ≤ k;
(x, x) = (y, y) = 1, (h, h) = 2.
This metric (, ) is chosen in such a way that
(1) all spaces gi are mutually orthogonal;
(2) (S, T ) = tr tST for all S, T ∈ sl(2,R)× gl(m,R);
(3) (Su, v) = (u, tSv) for all S ∈ sl(2,R) × gl(m,R), u, v ∈ V , so
that the transposition with respect to this metric on V agrees
with standard matrix transpositions in sl(2,R) and gl(m,R).
Then we extend this metric to the spaces Cq(g−, g) in the standard
way and denote by
∂∗ : Cq+1(g−, g)→ C
q(g−, g)
the operator adjoint to the cochain differential ∂.
Finally, we add one more condition on our Cartan connection adapted
to equation (1).
Proposition 1 ([6, 15]). Among all Cartan connections adapted to
equation (1) there exists a unique (up to isomorphism) Cartan connec-
tion whose structure function is co-closed, i.e., ∂∗c = 0.
In the sequel we call this Cartan connection a normal Cartan con-
nection associated with equation (1) and denote it by ωE .
2.4. Fundamental invariants. Normal Cartan connections give also
an algorithm of constructing invariants of ordinary differential equa-
tions. Let ωE : TG → g be the normal Cartan connection associated
with the equation E . Since ωE defines an absolute parallelism on G,
we see that the algebra of its invariants is generated by coefficients of
its structure function and their covariant derivatives. Using the spe-
cial properties of the canonical Cartan connection and in particular its
deep relation with harmonic theory on the symbol algebra g, we may
reduce the number of generators of the algebra of invariants of ωE .
Proposition 2 ([6]). The algebra of invariants of the canonical Cartan
connection ωE is generated by the coefficients of the harmonic part of
the structure function c of ωE and its covariant derivatives. In partic-
ular, the curvature function c vanishes if and only if its harmonic part
vanishes.
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As the harmonic part of the cochain complex C(g−, g) is naturally
isomorphic to the corresponding Lie algebra cohomology H(g−, g), the
number of fundamental invariants and their degrees can be determined
by computing the cohomology spaces H2+(g−, g). This will be done in
the next section.
3. Lie algebra cohomology related to systems of ODEs
of higher order
Consider the cohomology spaces Hq(g−, g). They can be naturally
supplied with the grading:
Hq(g−, g) =
⊕
r∈Z
Hqr (g−, g),
where
Hqr (g−, g) = {[c] ∈ H
q(g−, g) | c(gi1 , . . . , giq) ⊂ gi1+···+iq+r}.
As mentioned above, the fundamental invariants of a system of the
(k+1)-th order ODEs are described by the positive part of the second
cohomology space H2(g−, g). Below we compute this space by means of
the Serre–Hochschild spectral sequence, determined by the subalgebra
V of g−.
Recall (see [11, 9]) that the Serre–Hochschild spectral sequence is
one of the main technical tools for computing cohomology H(l, A) of
an arbitrary Lie algebra l with coefficients in an l-module A in case
when the Lie algebra l has a non-trivial ideal l0. In this case the second
term E2 of this spectral sequence is equal to E
p,q
2 = H
p(l/l0, H
q(l0, A)).
In our case we can build the Serre-Hochschild spectral sequence
taking V as an ideal of g−. Then the second term E2 of the Serre-
Hochschild spectral sequence computing H(g−, g) has the form: E2 =⊕
p,q E
p,q
2 , where
Ep,q2 = H
p(Rx,Hq(V, g)), p, q ≥ 0.
We immediately get the following result regarding the structure of
H2(g−, g):
Proposition 3. The second cohomology space H2(g−, g) is naturally
isomorphic with the subspace E1,12 ⊕E
0,2
2 of the Serre-Hochschild spectral
sequence determined by the ideal V ⊂ g−.
Moreover, we have
E1,12 = H
1(Rx,H1(V, g)),
E0,22 = H
0(Rx,H2(V, g)) = InvxH
2(V, g).
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Proof. Since the Lie algebra Rx is one-dimensional, we see that Ep,q2 =
{0} for all p > 1. Therefore, the differential
dp,q2 : E
p,q
2 → E
p+2,q−1
2
is trivial and the spectral sequence stabilizes in the second term. 
Using the following observation, the computation ofH2(g−, g) can be
reduced essentially to the decomposition of sl(2,R)-modules H1(V, g)
and H2(V, g) into sums of irreducible submodules.
Lemma 1. Let Vq be a (q+1)-dimensional irreducible sl(2,R)-module.
The space Hp(Rx, Vq) is trivial for p ≥ 2 and is one-dimensional for
p = 0, 1.
Let v0 and vq be the highest and the lowest weight vectors of Vq (that
is h.v0 = qv0 and h.vq = −qvp). Then H
0(Rx, Vq) is generated by v0,
and H1(Rx, Vp) is generated by [α : x→ vp].
Proof. Immediately follows from the explicit description of the struc-
ture of irreducible sl(2,R)-modules. 
Let us identify a with the subalgebra of gl(V ) corresponding to
the action of sl(2,R) × gl(m,R) on V . Then the cohomology spaces
Hq(V, g) can be described via the classical Spencer cohomology spaces
determined by the subalgebra a ⊂ gl(V ). Recall that the Spencer
operator Sq is defined as:
Sq : Hom(∧qV, a)→ Hom(∧q+1V, V ),
Sq(φ)(v1 ∧ v2 ∧ · · · ∧ vq+1) =
q+1∑
i=1
(−1)iφ(v1 ∧ · · · ∧ vˆi ∧ · · · ∧ vq+1)vi.
Lemma 2. We have H0(V, g) = V and
Hq(V, g) = kerSq ⊕ Hom(∧qV, V )/ imSq−1
for all q ≥ 1.
Proof. Indeed, let us represent an arbitrary cocycle c ∈ Cq(V, g) as
c = ca + cV , where ca ∈ Hom(∧
qV, a) and cV ∈ Hom(∧
qV, V ). Since V
is commutative Lie algebra, we have
(∂c) = Sq(ca) ∈ Hom(∧
q+1V, V ).
This immediately implies the statement of the lemma. 
For q = 1, 2 the mappings Sq can be described explicitly.
Lemma 3.
The operator S1 is injective if m ≥ 2 and k ≥ 3 .
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Proof. Let us note that kerS1 is precisely the first prolongation a(1) of
the subalgebra a ⊂ gl(V ). Suppose that a(1) 6= {0}. Then the algebra
V + a +
∑∞
i=1 a
(i) is an irreducible graded Lie algebra of depth ≥ 2
(see [12]). Then from [12, Lemma 7.3] it follows that the difference
between the highest and the lowest weights of a-module V is equal
to the sum of the highest roots of sl(2,R) and gl(m,R). This is not
possible under the assumptions of the lemma. Therefore, ker S1 =
a(1) = {0}. 
Lemma 4. The operator S2 is injective for m ≥ 3, k ≥ 3 and m =
2, k ≥ 4.
Proof. First we prove that ker S2 = 0 for m ≥ 3, k ≥ 3.
Let α be an arbitrary element of kerS2. Put
αij(w1, w2) = α(v
i ⊗ w1, v
j ⊗ w2) ∈ a.
Let us show that αij = 0 for all i, j ≥ 2. Indeed, we have
αij(w1, w2)v
0 ⊗ w3 − α0j(w3, w2)v
i ⊗ w1 + α0i(w3, w1)v
j ⊗ w2 = 0.
But for any element X ∈ a
Xvi ⊗ w ∈ 〈vi−1 ⊗ w, vi ⊗W, vi+1 ⊗ w〉.
Hence, αij(w1, w2)v
0⊗w3 = 0 for every vector w3 which is not lying in
the linear span of w1 and w2. Therefore
(4) αij(w1, w2) ∈ 〈x, h, z〉,
where z lies in the center of gl(m,R). Similarly,
αij(w1, w2)v
1 ⊗ w3 − α1j(w3, w2)v
i ⊗ w1 + α1i(w3, w1)v
j ⊗ w2 = 0.
But from (4) we see that
αij(w1, w2)v
1 ⊗ w3 ∈ (Rv
0 ⊕ Rv1)⊗ w3.
Therefore, αij(w1, w2)v
1⊗w3 = 0 for every vector w3 which is not lying
in the linear span of w1 and w2. This is possible only if αij = 0. In the
same way we can prove that αij = 0 for all i, j ≤ k − 2.
Consider now the following subspace Q ⊂ ∧2V :
Q = {w ∈ ∧2V | α(w) = 0, α ∈ ker S2}.
It is clear that Q is a submodule of the sl(2,R)×gl(m,R)-module ∧2V .
As we have just proved, (vi⊗W )∧ (vj⊗W ) ⊂ Q for all pairs of i and j
such that i, j ≥ 2 or i, j ≤ k−2. Hence, Q contains also the submodule
generated by these elements.
We claim that these elements generate whole ∧2V . It is sufficient to
prove that if (vi ⊗W ) ∧ (vj ⊗W ) ⊂ Q for all pairs of i and j such
that i, j ≥ l + 1 and i, j ≤ l then (vi ⊗W ) ∧ (vj ⊗W ) ⊂ Q for all
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pairs of i and j such that i, j ≥ l − 1 and i, j ≤ l + 1. First, consider
an element vl+1 ⊗m1 ∧ v
l+j ⊗m2 where j ≥ 2. Then after the action
of x on this element we get that vl ⊗ m1 ∧ v
l+j ⊗ m2 ∈ Q. Similarly,
using the action of the element y on vl ⊗ m1 ∧ v
l−j+1 ⊗ m2 we get
vl+1 ⊗m1 ∧ v
l−j+1 ⊗m2 ∈ Q.
The only one type of elements for which we don’t know yet if they
belong to Q are elements of the form vl ⊗w1 ∧ v
l+1 ⊗w2. If we act by
the element x on vl ⊗ w1 ∧ v
l+2 ⊗ w2 we obtain
vl−1 ⊗ w1 ∧ v
l+2 ⊗ w2 + v
l ⊗ w1 ∧ v
l+1 ⊗ w2 ∈ Q.
On the other hand, after the action of the element y on vl−1 ⊗ m1 ∧
vl+1 ⊗ w2 we get
(k − i− 1)vl−1 ⊗m1 ∧ v
l+2 ⊗ w2 + (k − i+ 1)v
l ⊗ w1 ∧ v
l+1 ⊗ w2 ∈ Q.
Therefore elements vl−1⊗w1∧ v
l+2⊗w2 and v
l⊗w1∧ v
l−1⊗w2 belong
to Q.
Now, consider the case m = 2. Using the same reasoning with the
maps αij one can show that αij = 0 if i, j ≥ 3 or i, j ≤ k−3. Therefore
if k ≥ 6 the map S2 is injective. Similar computation shows that
kerS2 = 0 also for k = 5 and k = 4. 
Lemma 5. If m = 2, k = 3 then a kernel of the operator S2 is a
1-dimensional space.
Proof. Similar to above, we can show that ker S2 is at most 1-dimensional.
To complete the proof we need to find a non-zero element in ker S2.
This can be done by using the split real form of the exceptional Lie
algebra G2. Namely, mark the root system of G2 as follows:
γ10 γ11 γ12 γ13
γ20 γ21 γ22 γ23
α
−α
β −β
Associate an element vj⊗ei, i = 1, 2, j = 0, . . . , 3, with a basis element
of the root space G2(γij), elements x, y ∈ sl(2,R) with basis elements
of G2(β), G2(−β) and elements e
2
1, e
1
2 ∈ gl(2,R) with basis elements of
G2(α), G2(−α). This correspondence can be prolonged to elements h
FUNDAMENTAL INVARIANTS OF SYSTEMS OF ODES OF HIGHER ORDER17
and e11 − e
2
2 by the formula:
h = [x, y] ∈ [G2(β), G2(−β)], e
1
1 − e
2
2 = [e
1
2, e
2
1] ∈ [G2(α), G2(−α)].
Then a non-zero element Φ ∈ ker S2 corresponds to the restriction of
the Lie bracket of G2 to the space
∑2
i=1
∑3
j=0G2(γij). The fact that
the map Φ lies in the kernel of S2 follows immediately from Jacobi
identities. 
Note that in this case ker S2 is a trivial sl(2,R)-module, and, hence,
all its elements are automatically x-invariant.
3.1. Effective part of the space E0,22 . The previous subsection gives
the full description of the subspace E0,22 ⊂ H
2(g−, g). Namely, we have
E0,22 = Invx
(
Hom(∧2V, V )
imS1
)
⊕ ker S2,
where the second summand is non-trivial only for m = 2, k = 3.
However, not all elements of this subspace correspond to non-vanishing
fundamental invariants of the normal Cartan connection. First of all,
we need to consider only the elements of positive degree, as regularity
condition of the normal Cartan connection implies that the structure
function is concentrated in positive degree. However, this is not suffi-
cient in order to guarantee that the corresponding invariants are non-
trivial. For example, in the next section we show that the fundamental
invariant corresponding to ker S2 (for a system of two 4-th order ODEs)
always vanishes.
On top of it, computing a part of the normal Cartan connection ex-
plicitly, we find additional linear conditions on the structure function.
Below we compute the space of all elements of Invx(Hom(∧
2V, V )/ imS1),
which satisfy these additional conditions.
Let, as above, h =
∑
i≥0 gi be a non-negative part of g. Let F be
the following h-invariant subspace of V :
F = 〈v1, . . . , vk〉 ⊗W.
Define an operator
(5) δ : Hom(∧pF,Rx)→ Hom(∧p+1F, V/F ) = Hom(∧p+1F,W )
as
(δω)(A1, . . . , Ap+1) =
(
p+1∑
i=1
(−1)iω(A1, . . . , Aˆi, . . . , Ap+1).Ai
)
mod F.
This operator plays a crucial role in identifying an effective part of E0,22 .
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Identify V/F withW and define the h-invariant morphisms iF : F →
V , i∧2F : ∧
2 F → ∧2V , πW : V → V/F . Further, define
α : Hom(∧2V, V )→ Hom(∧2F, V/F )
by composition of i∗
∧2F with πW . The map α sends every morphism
c ∈ Hom(∧2V, V ) to a morphism
α(c) = c|∧2F mod F.
Since α is h-invariant, so is kerα.
In the next section we explicitly compute coordinate representation
of a part of the normal Cartan connection and, in particular, prove the
following result.
Proposition 4. Let ω be a normal Cartan connection associated with
a system of m ≥ 2 ODEs of order k + 1 ≥ 4 and let c be a part of
its structure function taking values in Hom(∧2V, V ). Then α(c) lies in
im δ.
Let α¯ : Hom(V, sl(2,R)) → Hom(F, sl(2,R)/〈h, y〉) ∼= Hom(F,Rx)
be the canonical projection. Then the following diagram is commuta-
tive:
(6)
Hom(V, sl(2,R))
S1
−−−→ Hom(∧2V, V )yα¯ yα
Hom(F,Rx)
δ
−−−→ Hom(∧2F,W ).
In particular, we see that the elements from imS1 ⊂ Hom(∧2V, V )
automatically satisfy the condition from Proposition 4.
Let us now describe all elements of Invx(Hom(∧
2V, V )/ imS1) whose
representatives c ∈ Hom(∧2V, V ) satisfy the condition from Proposi-
tion 4.
Theorem 1. For k ≥ 3 the the space
{[c] ∈ Invx(Hom+(∧
2V, V )/ imS1) | α(c) ∈ im δ}
is concentrated in degree 2 and is isomorphic (as a gl(m,R)-module)
to S2(W ∗)⊗W .
Proof. We shall need the following additonal result.
Lemma 6. The restriction πxW of the map πW to InvxHom(∧
2V, V ) is
injective. Moreover the image of the map πxW is equal to
ker xk+1|Hom(∧2V,W ).
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Proof. Indeed, suppose c ∈ InvxHom(∧
2V, V ). Decompose c as
c =
k∑
i=0
ciei,
where ci ∈ Hom(∧
2V, vi ⊗W ). Then we have
x.c =
k∑
i=0
(x.ci)ei +
k−1∑
i=0
ci+1ei = 0.
Hence, ci = −x.ci−1 for all i = 1, . . . , k. Therefore, c0 = 0 implies that
ci = 0 for all i > 0 and, thus, c = 0.
The second part of the lemma follows directly from the equality
x.ck = (−1)
k+1xk+1.c0 = 0.

From (6) it follows that for any [c] ∈ Invx(Hom(∧
2V, V )/ imS1)
satisfying α(c) ∈ im δ we can assume that α(c) = 0 and x.c = 0.
By Lemma 6 we need to compute the space:
T = Invxk+1 πW (kerα)
= Invxk+1
(
Hom(∧2W +W ⊗ F,W )
)
modulo πW (Invx imS
1 ∩ kerα).
All elements from Hom(∧2W +W ⊗ F,W ) have the following form:
v = v0
∗
e∗i1 ∧ v
i∗e∗i2 ⊗ A
i1,i2
i + v
1∗e∗i1 ∧ v
i−1∗e∗i2 ⊗ β
i2
i ei1 .
Then the action of xk+1 on v is
xk+1.v = (−1)k+1
k+1∑
j=0
Cjk+1v
j∗e∗i1 ∧ v
i+k+1−j∗e∗i2 ⊗ A
i1,i2
i
+
k+1∑
j=1
Cj−1k+1v
j∗e∗i1 ∧ v
i+k+1−j∗e∗i2 ⊗ β
i2
i ei1
Decompose the right hand side in the standard basis of ∧2V ∗. Then
from xk+1.v = 0 we get:
• for i < j < i+k+1
2
a coefficient at vj
∗
e∗i1 ∧ v
i+k+1−j∗e∗i2 gives:
(7) Cjk+1A
i1,i2
i − C
i+k+1−j
k+1 A
i2,i1
i + C
j−1
k+1β
i2
i ei1 − C
i+k−j
k+1 β
i1
i ei2 = 0;
• for j = i+k+1
2
a coefficient at vj
∗
e∗i1 ∧ v
j∗e∗i2 gives:
(8) Cjk+1(A
i1,i2
i − A
i2,i1
i ) + C
j−1
k+1(β
i2
i ei1 − β
i1
i ei2) = 0;
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Equations (7-8) imply that for every βi, i < k − 1 there exists at
most one tensor Ai which satisfies equations (7-8). Moreover if βi = 0
then Ai should be zero. Using equation (8) we conclude the same for
βk−1 and for the antisymmetric part of the tensor Ak−1.
This can be reformulated as follows. The space ∧2V ∗ is decomposed
into the direct sum
∧2V ∗ = ∧2V ∗k ⊗ S
2(W ∗) + S2(V ∗k )⊗ ∧
2W ∗.
Using this decomposition, we can check directly that elements from
v0
∗
⊗ vk
∗
⊗W ∗ ⊗W ∗ ⊗W and 〈v0 ∧ vk−1〉∗ ⊗ S2W ∗ ⊗W are xk+1-
invariant and belong to kerα. Then the space Invxk+1 πW (kerα) is
equal to
T = v0
∗
⊗ vk
∗
⊗W ∗ ⊗W ∗ ⊗W + 〈v0 ∧ vk−1〉∗ ⊗ S2W ∗ ⊗W.
It remains to factor the space T by elements from πW (Invx imS
1)
lying in kerα. Note that πWS
1
(
〈vk
∗
〉 ⊗W ∗ ⊗ gl(m,R)
)
is x-invariant,
belongs to kerα and is equal to:
v0
∗
⊗ vk
∗
⊗W ∗ ⊗W ∗ ⊗W.
Therefore, we can assume that
T ⊂ 〈v0 ∧ vk−1〉∗ ⊗ S2W ∗ ⊗W
and is concentrated in degree 2. The space of all degree 2 elements in
InvxHom(V, sl(2,R)) is generated by
ωi = 2(v
k−2⊗ ei)
∗⊗x+(k− 1)(vk−1⊗ ei)
∗⊗h+ k(k− 1)(vk⊗ ei)
∗⊗ y.
i = 1, . . . , m. However, for k ≥ 3 any non-zero linear combination of
πWS
1(ωi) does not lie in kerα. 
The explicit formulas for the corresponding fundamental invariant
are computed in the next section and given in Theorem 3.
3.2. The structure of the space E1,12 . As shown in [7] for the case of
a scalar ODE, this part of the cohomology space corresponds to gener-
alized Wilczynski invariants for the systems of ODEs. For completeness
we provide a purely algebraic description of this space.
According to the Proposition 3, the space E1,12 is isomorphic to
H1(Rx,Hom(V, V )/ imS0),
where S0 is an inclusion of Lie algebra a into gl(V ). Lemma 2 im-
plies that we should describe the set of y-invariant elements in sl(2,R)-
module gl(V )/a.
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The a-module gl(V ) is isomorphic to gl(Vk) ⊗ gl(W ). Let’s identify
Lie algebra a with its image in gl(V ). In particular, we denote as y the
image of y ∈ sl(2,R) in gl(V ).
Theorem 2. The space of y-invariant elements in the a-module gl(V )/a
is the sum of the following gl(m,R)-modules:
A2 = Ry ⊗ sl(W )
Ai+1 = Ry
i ⊗ gl(W ), i = 2, . . . , k
For every element φ ∈ Ai the corresponding element cφ ∈ E
1,1
2 of the
form cφ : x→ φ has degree i.
Proof. The decomposition of the sl(2,R)-module gl(Vk) is well known:
gl(Vk) = V0 ⊕ V2 ⊕ · · · ⊕ V2k.
Note that all endomorphisms yi, i = 0, . . . , k are y-invariant and lin-
early independent. Therefore the space of y-invariant elements is the
sum of submodules Ryi ⊗ gl(W ) for i = 0, . . . , k.
The space of y-invariant elements in a is nothing else but Ry ⊕
gl(m,R). It is not hard to see that under the natural inclusion a →֒
gl(V ) the space gl(m,R) goes to Ry0 ⊗ gl(W ) and Ry goes to Ry ⊗
IdW . Finally, we can identify the space Ry ⊗ gl(W )/Ry ⊗ IdW with
Ry ⊗ sl(W ). 
Each of the submodules Ai, i = 2, . . . , k corresponds to the general-
ized Wilczynski invariant Wi of degree i.
4. Parametric computation of the normal Cartan
connection
In this section we provide an explicit formula for the invariant I2,
which is described by Theorem 1, give the proof to Proposition 4 and
show that the part ker S2 of E0,22 in case m = 2, k = 3 does not produce
any non-trivial invariants.
For every regular Cartan connection adapted to the equation (1) we
can choose a section s : E → G such that the pullback of the connection
form to E is:
ω =
k+1∑
r=1
ωi−rv
k+1−r ⊗ ei + ωxx+ ωhh+ ω
i
je
j
i + ωyy,
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where
ωi−r = θ
i
−r +
k+1∑
s=r+1
Ai,−sj,−rθ
j
−s,
ωx = −θx +
k+1∑
s=2
B−sj θ
j
−s,
ωh =
k+1∑
s=1
C−sj θ
j
−s,
ωij = D
i,x
j θx +
k+1∑
s=1
Di,−sj,l θ
l
−s,
ωy = E
xθx +
k+1∑
s=1
E−sj θ
j
−s.
and the forms θx, θ
i
−r are given by:
θx = dx,
θi−1 = dy
i
k − f
i dx,
θi−r = dy
i
k+1−r − y
i
k+2−r dx, 2 ≤ r ≤ k + 1.
Let Ω be the curvature tensor of ω. We use the following notation:
Ω =
k+1∑
r=1
Ωi−rv
k+1−r ⊗ ei + Ωxx+ Ωhh+ Ω
j
ie
i
j + Ωyy
4.1. Proof of Proposition 4. The Hom(∧2F,W ) part of the curva-
ture function c corresponds to the coefficients of Ωi−k−1 at ω
j1
−s1
∧ ωj2−s2,
s1, s2 = 2, . . . , k + 1. We have:
Ωi−k−1 = dω
i
−k−1 + ωx ∧ ω
i
−k + kωh ∧ ω
i
−k−1 + ω
i
j ∧ ω
j
−k−1 =
dωi−k−1 + ωx ∧ ω
i
−k mod 〈ω
p
−k−1〉 =
dθi−k−1 + ωx ∧ ω
i
−k = θx ∧ θ
i
−k + ωx ∧ ω
i
−k mod 〈ω
p
−k−1〉.
Using the fact that ωi−k = θ
i
−k mod 〈ω
p
−k−1〉 and that
θx = −ωx +
k+1∑
s=2
B¯−sj ω
j
−s
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for some functions B¯−sj (expressed polynomially throughB
−s
j andA
i,−s
j,−r),
we further get:
(9) Ωi−k−1 = (−ωx +
k+1∑
s=2
B¯−sj ω
j
−s) ∧ ω
i
−k + ωx ∧ ω
i
−k =
k∑
s=2
B¯−sj ω
j
−s ∧ ω
i
−k mod 〈ω
p
−k−1〉.
Define the map α ∈ Hom(F, U) by:
α : vk+1−s ⊗ ej 7→ −B¯
−s
j x, s = 2, . . . , k.
Then equation (9) means that the Hom(∧2F,W )-part of the structure
function c is equal exactly to δ(α). In particular, we see that the compo-
nent of γ(c) lying in Hom(∧2F,W )/δ (Hom(F, U)) vanishes identically
for any regular Cartan connection associated with system (1).
4.2. Computation of I2. To find the explicit expression for the fun-
damental invariant prescribed by Theorem 1 it is sufficient to compute
the curvature of the normal Cartan connection up to degree 2.
There are no fundamental invariants in degree 1. So, all coefficients
of Ω in this degree should vanish. We have:
Ωx = dωx + 2ωh ∧ ωx ≡ B
−2
j θx ∧ θ
j
−1
+ 2C−2j θ
j
−1 ∧ θx mod
〈
ωp−2, . . . , ω
p
−k−1
〉
,
Ωi−1 = dω
i
−1 − kωh ∧ ω
i
−1 + kωy ∧ ω
i
−2 + ω
i
j ∧ ω
j
−1
≡
∂f i
∂yjk
θx ∧ θ
j
−1 + A
i,−2
j,−1θx ∧ θ
j
−1 − kC
−1
l θ
l
−1 ∧ θ
i
−1
+Di,xj θx ∧ θ
j
−1 +D
i,−1
j,l θ
l
−1 ∧ θ
j
−1 mod
〈
ωp−2, . . . , ω
p
−k−1
〉
,
Ωi−r = dω
i
−r + ωx ∧ ω
i
−r+1 + (2r − k − 2)ωh ∧ ω
i
−r
+ (k + 1− r)r ωy ∧ ω
i
−r−1 + ω
i
j ∧ ω
j
−r
≡ (Ai,−r−1j,−r −A
i,−r
j,−r+1 +D
i,x
j )θx ∧ θ
j
−r
+ (2r − k − 2)C−1l θ
l
−1 ∧ θ
i
−r +D
i,−1
j,l θ
l
−1 ∧ θ
j
−r
mod
〈
ωp1−s1 ∧ ω
p1
−s1
| s1 + s2 > r + 1
〉
, r = 2, . . . , k,
Ωi−k−1 = dω
i
−k−1 + ωx ∧ ω
i
−k + kωh ∧ ω
i
−k−1 + ω
i
j ∧ ω
j
−k−1
≡ (−Ai,−k−1j,−k +D
i,x
j )θx ∧ θ
j
−k−1 + kC
−1
l θ
l
−1 ∧ θ
i
−k−1+
Di,−1j,l θ
l
−1 ∧ θ
j
−k−1 mod
〈
ωp1−s1 ∧ ω
p1
−s1
| s1 + s2 > k + 2
〉
.
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Setting the terms above equal to 0 we get:
C−1j = B
−2
j = D
i,−1
j,l = 0,
Di,xj = −
1
k + 1
∂f i
∂yjk
, Ai,−r−1j,−r = −
(k + 1− r)
k + 1
∂f i
∂yjk
,
where r = 1, . . . , k.
Now proceed to the second degree. We consider only Hom(∧2V, V )
part of the curvature. This means that we want to compute only the co-
efficients of Ωi−r at ω
i
−r1
∧ωj−r2 .Modulo
〈
ωx, ω
p1
−s1 ∧ ω
p1
−s1 | s1 + s2 > k + 2
〉
we have:
Ωi−1 ≡
(
−kC−2l δ
i
j +D
i,−2
j,l −
∂Ai,−2l,−1
∂yjk
− kδilE
−1
j
)
θl−2 ∧ θ
j
−1,
Ωi−2 ≡
(
−(k − 2)(C−2l δ
i
j − C
−2
j δ
i
l) +D
i,−2
j,l −D
i,−2
l,
)
θl−2 ∧ θ
j
−2
+
(
∂Ai,−3j,−2
∂ylk
+ 2(k − 1)δijE
−1
l − δ
i
lB
−3
j
)
θl−1 ∧ θ
j
−3
Ωi−3 ≡
(
−(k − 4)C−2l δ
i
j +D
i,−2
j,l − δ
i
lB
−3
j
)
θl−2 ∧ θ
j
−3
+
(
∂Ai,−4j,−3
∂ylk
+ 3(k − 2)δijE
−1
l
)
θl−1 ∧ θ
j
−4
Ωi−r ≡ B
−3
l θ
l
−3 ∧ θ
i
−r+1 +
(
(2r − k − 2)C−2l δ
i
j +D
i,−2
j,l
)
θl−2 ∧ θ
j
−r
+
(
∂Ai,−r−1j,−r
∂ylk
+ r(k + 1− r)δijE
−1
l
)
θl−1 ∧ θ
j
−r−1, r = 4, . . . , k,
Ωi−k−1 ≡ B
−3
l θ
l
−3 ∧ θ
i
−k +
(
kC−2l δ
i
j +D
i,−2
j,l
)
θl−2 ∧ θ
j
−k−1.
Denote coefficients of the curvature function at ωi−r∧ω
j
−s and ω
i
−r∧ωx
by Ω[ωi−r ∧ω
j
−s] and Ω[ω
i
−r ∧ωx] respectively. Canonical normalization
conditions in the second degree are given by:∑
i;r=2..k+1
Ωi−r+1[ω
l
−1 ∧ ω
i
−r]− 2Ωh[ω
l
−1 ∧ ωx] = 0,(10)
∑
i;r=1..k+1
Ωi−r[ω
l
−2 ∧ ω
i
−r]− kΩ
j
i [ω
l
−1 ∧ ωx] = 0,(11)
∑
i;r=1..k+1
(2r − k − 2)Ωi−r[ω
l
−2 ∧ ω
i
−r]+
+2kΩh[ω
l
−1 ∧ ωx] + 2Ωx[ω
l
−2 ∧ ωx] = 0,
(12)
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∑
i;r=1..k
r(k − r − 1)Ωi−r−1[ω
l
−3 ∧ ω
i
−r] + 2(k − 1)Ωx[ω
l
−2 ∧ ωx] = 0,
(13)
1
(k − r)(r + 1)
Ωi−r−1[ωx ∧ ω
j
−r−2]−
1
(k + 1− r)r
Ωi−r[ωx ∧ ω
j
−r−1] = 0,
(14)
∑
i;r=2..k+1
Ωi−r+1[ω
i
−r ∧ ωx] = 0.(15)
where
Ωij [ω
l
−1 ∧ ωx] = D
i,−2
j,k −
∂Di,xj
∂ylk
,
Ωh[ω
l
−1 ∧ ωx] = C
−2
l −E
−1
l ,
Ωx[ω
l
−2 ∧ ωx] = B
−3
l + 2C
−2
l .
The solution of equations (10)-(13) is:
Di,−2j,l = −
1
k + 1
∂2f i
∂yjk∂y
l
k
(16)
E−1l = C
−2
l = −
1
2
B−3l =
3(k − 1)
(k2m+ km+ 6)(k + 1)
∂
∂ylk
m∑
i=1
∂f i
∂yjk
(17)
From solutions above we can conclude that Hom(∧2V, V ) part of the
curvature function depends only on coefficients of tensor
(18)
∂2f i
∂yjk∂y
l
k
.
Moreover, the whole tensor (18) is a relative invariant of the structure
since:
Ωi−1[ω
l
−2 ∧ ω
j
−1] + Ω
i
−k−1[ω
j
−2 ∧ ω
l
−k−1] + Ω
i
−k−1[ω
l
−2 ∧ ω
j
−k−1]
= 2Di,−2j,l = −
2
k + 1
∂2f i
∂yjk∂y
l
k
.
We summarize the computations of this section in the following the-
orem.
Theorem 3. For the system of ODEs (1) of the order ≥ 3 the following
symmetric tensor is a relative differential invariant of degree 2:
(I2)
i
jl =
∂2f i
∂yjk∂y
l
k
.
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4.3. Vanishing of the invariant corresponding to kerS2 for sys-
tems of two ODEs of 4-th order. According to the proof of Lemma 5,
the fundamental invariant I corresponding to ker S2 appears in the
component Ωx[ω
1
−3 ∧ ω
2
−3] of the curvature function function. Namely,
this coefficient is equal to I modulo fundamental invariants of lower
order and their covariant derivatives.
We are going to show that Ωx[ω
1
−3 ∧ ω
2
−3] for the normal Cartan
connection belongs to differential ideal generated by I2 and, therefore,
the generator of ker S2 does not corresponds to any new fundamental
invariants. We have:
Ωx = dωx + 2ωh ∧ ωx ≡ d(−θx +B
−3
j θ
j
−3 +B
−4
j θ
j
−4) mod 〈ωx〉 .
Modulo
〈
ωx, ω
s
−1, ω
s
−2, ω
s
−4
〉
we get:
d(B−3j θ
j
−3) =
∂B−3j
∂ωi−r
ωi−r ∧ θ
j
−3 +
∂B−3j
∂ωx
ωx ∧ θ
j
−3 +B
−3
j θx ∧ θ
j
−2
≡
(
∂B−32
∂ω1−3
−
∂B−31
∂ω2−3
)
ω1−3 ∧ ω
2
−3 +B
−3
j A
j,−3
i,−2B
−3
l ω
i
−3 ∧ ω
l
−3,
where ∂
∂ωi
−r
are covariant derivatives along fundamental vector fields
dual to ωi−r.
From (17) it follows that B−3j is expressed linearly in terms of compo-
nents of the fundamental invariant I2. Therefore Ωx[ω
1
−3∧ω
2
−3] belongs
to differential ideal generated by I2, and the generator of ker S
2 does
not lead to any new fundamental invariants.
5. Cohomology of contact Lie algebras of higher order
As shown in [14, 6], the Tanaka symbol of the contact distribution on
Jk(R,Rm), can be identified with the Lie algebra of polynomial vector
fields on Rm+1, equipped with a grading that depends on k. More
precisely, let U be a one-dimensional vector space spanned by x and W
be an m-dimensional vector space spanned by v0⊗ ei, i = 1, . . . , m. In
particular, U has degree −1, and elements of W have degree −k − 1.
Then the symbol algebra of the contact distribution on Jk(R,Rm) is
g¯ = S(U∗ ⊕W ∗)⊗ (U ⊕W ).
The Lie algebra g is, obviously, included into the Lie algebra g¯.
Additionally we should note that g− = g¯−. The inclusion above induces
the map between cohomologies. We are going to study this map in more
detail.
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Let V = ⊕ki=0S
i(U∗)⊗W = Vk ⊗W and
F = ⊕ki=1S
i(U∗)⊗W = 〈v1, . . . , vk〉 ⊗W.
Similar to (5) we define the linear operator
δ : Hom(∧pF, U)→ Hom(∧p+1F, V/F ) = Hom(∧p+1F,W )
(19)
(δω)(A1, . . . , Ap+1) =
(
p+1∑
i=1
(−1)iω(A1, . . . , Aˆi, . . . , Ap+1).Ai
)
/F.
In this setting the structure of the cohomology space H(g¯−, g¯) is de-
scribed by the following result of Morimoto [14].
Theorem (Morimoto). One has the following long exact sequence:
· · · → Hom(∧pF,W )→ Hp(g¯−, g¯)
→ Hom(∧pF, U)
δ
→ Hom(∧p+1F,W )→ · · · .
As an immediate corollary of this theorem we obtain thatH1(g¯−, g¯) =
0 for m ≥ 2. Thus, we have the following exact sequence:
0→ Hom(F, U)
δ
→ Hom(∧2F,W )→ H2(g¯−, g¯)
→ Hom(∧2F, U)
δ
→ Hom(∧3F,W ).
We see that H2(g¯−, g¯) consists of 2 parts:
Hom(∧2F,W )/δHom(F, U)
and
ker
(
δ : Hom(∧2F, U)→ Hom(∧3F,W )
)
.
Consider now a map
γ : H2(g−, g)→ H
2(g¯−, g¯)
which is induced by the inclusion of Lie algebras g →֒ g¯.
Theorem 4. The invariants of the normal Cartan connection cor-
responding to the part of curvature function taking values in ker γ ∩
H2+(g−, g) ⊂ H
2(g−, g) form the complete system of fundamental in-
variants.
Proof. From the above description of H2(g−, g¯) it follows immediately
that γ vanishes identically on the space E1,12 , which corresponds to gen-
eralized Wilczynski invariants. Indeed, we can choose representatives
of E1,12 from elements of Hom(Rx ⊗ V, V ). But all these elements are
mapped to 0 by γ.
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So, we need to consider only the restriction of the map γ to the
space E0,22 = InvxH
2(V, g). By Theorem 1, the effective part of E0,22
corresponds to elements [c] ∈ Invx(Hom+(∧
2V, V )/ imS1) satisfying
the inclusion α(c) ∈ im δ (see Proposition 4). But it is exactly the
reformulation of the statement that γ([c]) = 0.
It is also easy to see that the restriction of γ to kerS2 ⊂ E0,22 for
m = 2, k = 3 is non-zero. Indeed, Hom(∧2F, U) component of this
map sends v1 ⊗ e1 ∧ v
1 ⊗ e2 to Rx and this part belongs to the ker δ.
Therefore, γ(Φ) 6= 0 for any non-zero element Φ ∈ kerS2. 
We note that the condition α(c) ∈ im δ comes from Proposition 4,
which is based on parametric computation of the normal Cartan con-
nection. It would be natural to expect that there is also a coordinate-
free proof of the above Theorem. But this requires the development
of the theory of (normal) Cartan connections with infinite-dimensional
structure group and lies beyond the scope of this paper.
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