Abstract-This paper presents a cost-effective framework for the prototyping of vision-based quadrotor multi-robot systems, which core characteristics are: modularity, compatibility with different platforms and being flight-proven. The framework is fully operative, which is shown in the paper through simulations and real flight tests of up to 5 drones, and was demonstrated with the participation in an international micro-aerial vehicles competition 3 where it was awarded with the First Prize in the Indoors Autonomy Challenge. The motivation of this framework is to allow the developers to focus on their own research by decoupling the development of dependent modules, leading to a more cost-effective progress in the project. The basic instance of the framework that we propose, which is flight-proven with the cost-efficient and reliable platform Parrot AR Drone 2.0 and is open-source, includes several modules that can be reused and modified, such as: a basic sequential mission planner, a basic 2D trajectory planner, an odometry state estimator, localization and mapping modules which obtain absolute position measurements using visual markers, a trajectory controller and a visualization module.
I. INTRODUCTION
This paper presents a framework designed to accelerate the prototyping of successful multi-aerial-robot behaviors for the research and development of civilian applications of small Unmanned Aerial Vehicles (sUAVs). The motivation of this framework is to allow the developers to focus on their own research by decoupling the development of dependent modules, leading to a more cost-effective progress in the project. In order to achieve this, the framework has been made public and open-source, and the basic instance of the framework offers several open-ended modules required for experimental multi-aerial-robot navigation.
The basic instance of the framework was designed to ease some of the main issues related to working with aerial multirobot systems, such as: localization, obstacle avoidance and partner detection. Our focus is to allow the team to work in parallel so that it is possible to advance in late stages of the project without depending on the development of the initial stages, such as: hardware platform, state estimation, flight controllers, etc. It is possible to test new multi-robot behaviors first in simulation and, afterwards, *The authors would like to thank the Consejo Superior de Investigaciones Cientificas (CSIC) of Spain for the JAE-Predoctoral scholarships of two of the authors, and the Spanish Ministry of Science MICYT DPI2010-20751-C02-01 for project funding.
1 Computer Vision Group, Centre for Automation and Robotics, CSIC-UPM. {jesus.pestana, jl.sanchez, pascual.campoy}@upm.es, ramon.suarez.fernandez@alumnos.upm.es. www.vision4uav.com 2 Institut of Automation and Control, Vienna University of Technology. pdelapuente@acin.tuwien.ac.at 3 2013 International Micro Air Vehicle Indoor Flight Competition, see [3] . Experimental flight of the basic instance of the framework, which is characterized by swarm behavior, using 5 AR Drones. The row of columns represents a virtual wall with a single 1.5 m opening in the middle. In order to simplify the localization problems the columns are marked using ArUco visual markers [2] . In this flight the mission of the swarm is to cross from one side to the other, each swarm agent also has to avoid collision with the columns or the other drones. This test was designed to showcase the capabilities of the basic instance of the framework.
on experimental flights based on the cost-effective testbed Parrot AR Drone 2.0. Experimental flights using another desired quadrotor platform can be executed once an interface compatible with the framework has been implemented. This way the advantages of novel strategies can be experimentally demonstrated on early stages of the project development. In order to achieve the discussed interchangeability among hardware platforms, and in order to avoid the costly acquisition of a motion capture systems such as Vicon 4 , the following design decisions were made: first, the localization problem is simplified by means of visual markers; second, each robotic agent broadcasts its current estimated pose; and third, the basic instance of the architecture can fly the AR Drones 2.0 with full obstacle avoidance capability. Note that the framework was designed to work with quadrotor UAVs.
The second motivation to design this framework is to test the use of aerial visual multi-robot system for civilian applications. There exist a large variety of applications which require a robotic system to densely navigate a wide area. Such applications can benefit from a swarming approach for the required data gathering. For instance, such an approach could be applied to search and rescue solutions.
This paper is intended to present and describe the designed open-source framework. The layout of the paper is the following. First, a description of the characteristics of the framework is discussed in section II. Second, a thorough description of the basic instance of the framework is done in section III. Third, In order to showcase the practical capabilities of the architecture, several simulation results are presented in section IV, followed by corresponding experimental flights presented in section V. And lastly, the future work and the conclusions are discussed respectively in the sections VI & VII.
II. SYSTEM DESCRIPTION This paper presents a fully-functional framework designed to ease the development of multi-sUAV autonomous systems, with an special emphasis on vision-based quadrotor swarms. The main design specifications of the system are the following:
• Modularity, to allow code reuse for different solutions.
For this reason, the Robot Operating System (ROS) is used as middleware between modules and across computers. To better understand the characteristics of ROS, see [15] , [12] .
• Compatibility with various quadrotor platforms through the usage of a well specified interface. The use of visual markers and the choice of AR Drone 2.0 as first compatible platform were done to obtain cost-effective solution.
• Capability of realizing multi-aerial-robot missions. The robots would be connected through WLAN, see figure 2, and they would communicate under the ROS middleware.
• Flight-proven and capability of running simulations on big parts of the developed architectures.
• Open-source, so that we can share our works and other developers can reuse any part of the architecture in their own projects. Our framework uses the Robot Operative System (ROS) [5] , a worldwide used API that eases the management of communication between the software modules of our system. The framework modules were programmed in C++ using the most recent version of the standard of the C++ programming language, C++11. In general, the ROS communication interface has been separated from the main functionality of the modules by means of wrappers.
The key characteristic of our framework is modularity. This allows to create independent modules with specific functionalities but that can be exploited once connected to the rest of the architecture. This modularity allows the individual testing of modules easing the project progress. Also, understanding the modules as input-output systems permits to test in simulation the compatibility of their interfaces with the full system instance at hand.
The compatibility with various quadrotor platforms is achieved thanks to the modularity requirement. Since each module is defined by its interface, different platforms can be used with the only requirement of respecting the specified interface. However, if a platform is heterogeneous with respect to every supported platform (i.e. it uses different sensors), the developer can leverage from the modularity requirement to minimize the required work of interfacing The multi-robot system is composed by robotic agents, which consist of a quadrotor platform and an specific instance of the software architecture. The drone is either commanded via WiFi from a ground station or from an on-board computer. All the computers can communicate with each other through a Wireless Local Area Network (LAN). The communications between modules and robotic agents is implemented creating a single ROS network.
it with the rest of the architecture. To achieve this goal, the interface between modules has been specified and each robot agent uses its own configuration files. Each module can be executed in an on-board computer or in ground computers. However, all the computers have to be connected in a local area network (LAN) or in a wireless local area network (WLAN), see figure 2.
The framework is fully operative, which is shown in the paper through simulations and real flight tests of up to 5 drones, and was demonstrated with the participation in an international micro-aerial vehicles competition. Since we trust in our system and we believe in sharing with the scientific community, we decided to make our framework open-source. This way, anyone interested in working with multi-robot aerial applications can use our framework as a starting point of their research and as a tool to test their own algorithms. The link to the framework's code Git repository is specified in the following website: http: //www.vision4uav.com/?q=quadrotor_stack.
III. MODULES
As said in section II, the proposed system framework has the main characteristic of being modular and every person interested in working with this system is able to create new modules and have it functioning easily. In this section, our particular module's implementation is defined. Previous works of the authors in this framework are described in [25] .
In figure 3 , our modules of each agent of the swarm, and the way that they are connected are represented. The modules are divided in five big groups, described in the following subsections:
• Drone and Low-Level Control, section III-A.
• Localization and Mapping, section III-B.
• Mid-level Control, section III-C.
• High-level Control and Intelligence, section III-D.
• Human-Robots Interface, section III-E. Our Implementation of the Modules of the Framework. The architecture is modular and is built using the Robot Operating System (ROS) framework. Each white box represents a module, and the green text inside it are configuration parameters. The localization module fuses the odometry based estimation with the visual markers feedback. This module broadcasts the estimated pose to the mission and trajectory planning modules, to the controller module, to the obstacle detector, and to the other robotic agents. The trajectory planner gives free-collision trajectories to the trajectory controller which also receives yaw commands given by the yaw commander. The trajectory controller generates commands to the drone. The mission planner module monitors the mission given mission points to the trajectory planner. The hypothalamus module receives the estimated position of the other robots and communicates it to the trajectory planner.
A. Drone and Low-Level Control
This module represents the real drone used in the presented system. The drone is formed, not only by the mechanical and electrical components, but also by a set of sensors and lowlevel controllers:
• Low-level controller that allows the trajectory controller (section III-C) to send commands of yaw, pitch and roll.
• Altitude controller that allows the trajectory controller to send height commands instead thrust commands.
• Take-off, landing and hover controllers that allows the hypothalamus (section III-D.4) to send this kind of highlevel commands.
• IMU measurements (accelerometers, magnetometers, gyroscopes) and ground speed measurement, that allow the Odometry Pose Estimator (section III-B.1) to calculate the pose of the drone using the odometry measurements.
• A front camera that allows the Visual Markers Detector (section III-B.2) to see the visual marks that the environment has. There are no limitations in the multirotor platforms used as long as the requirements cited above are fulfilled. In our particular implementation, we used the cost-effective Parrot AR-Drone 2.0 [4] as the robotic platform. The characteristics of this platform are thoroughly explained in [6] and satisfy all the requirements. The ground computer communicates with the drone via Wi-Fi using the ardrone autonomy ROS package [1].
B. Localization and Mapping
Localization in indoor environments is a challenging task for UAVs, especially if a low cost and very lightweight solution is required [20] , [24] , [17] , [14] . In the absence of GPS and laser sensors, visual approaches are very popular [24] , [17] , [14] .
In the proposed system, the global localization of each drone is based on IMU and optical flow data for the pose estimation, calculated by the Pose Estimator module. However, this measure has some drift which may be significant, so it should be corrected with more reliable information from the environment when available. Visual markers (see section III-B.2) are used for this purpose to recover the 3D pose of the front camera of the drone with respect to each visual marker.
Since the environment can be partially known in advance, some fixed landmarks are employed. This previously known landmark can be also attached to the previously-known pose and shape obstacles. Other visual markers have to be added to the previously-unknown obstacles. The only requirement is to know which visual markers are attached to each obstacle.
Localization with visual external aids for UAVs has been recently proposed in other works [24] , [17] , [14] . The method presented by Jayatilleke and Zhang [17] requires all the landmark poses to be known a priori and only works in limited areas, making use of quite a simple approach without filtering of any kind. The work by Faig et al. presents an interesting approach for local relative localization in swarms of micro UAVs, that requires to keep external markers always visible. Our method was mainly inspired by the work by Rudol [24] , but our models and formulation are quite different from those proposed by Conte [7] .
1) Odometry Pose Estimation: The "Pose Estimator" is explained in the following article and Master's Thesis [23] , [22] .
2) Visual Markers Detector: To correct the drift that the Odometry Pose Estimator module has, absolute measures provided by visual markers are used. Our system employs ArUco visual markers, which are shown in figure 1. These visual markers are open-source and the software library can be downloaded from [2] . This library allows to compute the current 3D pose of the camera with respect to the ArUco markers that are visible in the current frame. The visual markers help us solve two problems at the same time in quite a straight forward manner: the problem of sensing the various obstacles, which is a very hard task using only computer vision techniques, and we also avoid the visual localization problem in a general environment, which has not been entirely solved yet. A remarkable work where visual localization is achieved using AR Drones is [13] .
3) Localization and Visual Markers Mapping: The inputs of this localization module are hence the pose estimation result (similar to odometry) and the relative observations of the visual markers.
We designed and implemented an Extended Kalman Filter (EKF) that allows the complete 6 DOF pose of the drone to be corrected by integrating the odometry data and the information from the visual external aids detection. The localization method benefits from the existence of known landmarks, but it also incorporates unknown detected features, using a Maximum Incremental Probability approach for building a map of 6 DOF poses corresponding to visual markers positioned in the environment. Similar methods for ground mobile robots were developed in previous work by de la Puente et al., initially based on the observation of 2D point features with a laser scanner [9] and later based on the extraction of planar features from 3D point clouds generated by a tilting laser scanner [11] , [10] .
In this work, the data association problem does not have to be addressed, since the visual markers readings provide unique ids for the observations and the landmarks. This way, loop closure is facilitated and enhanced robustness can be achieved with a not very cumbersome algorithm which showed nice empirical results in our initial tests.
Non linear state and observation models are used. At each iteration k, the prediction of the pose state x (6 DOF) is given by:
where the ⊕ operator corresponds to the composition of relative transformations in the 6D space. The noise in the odometry measurements is considered as Gaussian white noise (as required to apply the EKF), and the odometry increment u is represented as u ∼ N (û, Q).
The observation model is defined by the following innovation vector for an association of observation o i and map landmark l j :
The correction of the pose state is obtained by the update equation:x
where W is the Kalman gain matrix of the system. The covariance matrices are updated at each stage of the filter as required [26] .
The environment is assumed to be static except for the presence of other drones. The accumulation of drift error if the drone is not able to detect visual markers all the time may require the incorporation of a forgetting mechanism so that the drone can navigate safely with local maps. In our tests thus far this has not been necessary due to the addition of extra visual markers over the floor, but this should be further investigated.
The input parameters of the algorithm (initial pose, covariance values, global poses and ids of the known landmarks) are read from an XML file, by means of the pugixml library [18] . The corrected absolute pose of the drone and the list of global poses of the landmarks belonging to the map are obtained as output of this module.
4) Obstacle Processor using Visual Markers: Once the position of the unknown visual landmarks is obtained, they are processed in order to obtain higher level geometrical features in 2D to be used as obstacles by the trajectory planner. The map of obstacles is rebuilt at every iteration.
To do so, some prior information is required. Each of the obstacles is given a unique id and the ids of the visual markers belonging to it are provided. The poles are modeled with circles given by the coordinates of their center and the radius c(x c , y c , r), while the walls are modeled with rectangles given by the coordinates of the center, the width and the length R(x c , y c , w, l).
Given the observation of a landmark l j belonging to pole i, an initial estimate of the circle i is very easily obtained:
with dir = (cos(yaw), sin(yaw)). This initial estimate is further refined by the mean value of incorporating subsequent landmarks belonging to the same pole. A similar algorithm is used to obtain the rectangle models of the wall.
C. Mid-level Control: Trajectory Controller
The responsibility of this module is the transformation of the trajectory references given by the trajectory planner, and the yaw references given by yaw commander in low-level commands of the drone, that allows the drone to follow these references appropriately.
The "Trajectory Controller" module is explained in the following article and Master's Thesis [23] , [22] . The controller is able to follow yaw commands while executing a trajectory.
D. High-level Control and Intelligence
In this section, the high-level control and the basic intelligence that each drone has is described. This high-level control is formed by a trajectory planner that creates collision free trajectories, a yaw commander that generates yaw reference to look to the points of the map with more information, and a sequential mission planner that allows the drone to follow a user-predefined mission. The basic intelligence that the drone has is concentrated in the hypothalamus that monitors the state of the drone and its modules, and manage the basic functionalities of the drone.
1) Trajectory Planner and Collision Avoidance:
The objective of this module is the computation of a free collision 2D trajectory (horizontal coordinates x and y) to achieve a mission.
This module works as follows: a free of obstacles Probabilistic Road Map (PRM) [8] of the 2D map is generated offline. The advantage of using a PRM instead of a fixed-cell decomposition is that you can select the number of nodes in the graph and their neighborhood. Also, if the robot is moving through a zone with a lot of obstacles, new nodes can be added.
Once the free of obstacle graph is created, an A-Star algorithm [21] searches the path using a potential field map function as cost of the algorithm. This potential field map is built as a sum of one component that attracts the drone to the end of the obstacle zone and another component that repels the drone from any obstacle. The usage of a search algorithm (A-Star) instead of the potential field map alone [19] , avoids the problem of the local minimum blockage.
Three kinds of obstacles are considered. The first type of obstacles are the fixed and previously known obstacles which are set during the module startup and are obstacles and never change their previously known position. The second type are the fixed and unknown obstacles that are received from the obstacle generator whose position could change over time, depending on how precisely are the visual markers pose is determined by the localization module. The last type are the unknown and moving obstacles that are other drones and are only considered in the path planning if they are close to the drone. Other drones' positions are received through the hypothalamus module.
Once the path is calculated using the A-Star algorithm, it is post-processed in order to obtain a shorter and more direct path, avoiding the noise produced by moving the robot from node to node of the PRM. The post-processing is done using the value of the potential field map.
When new drones' poses or new obstacles' positions are received, the planner checks if the new obstacles are outside the planned trajectory and if the drone is following the path. Otherwise, the trajectory is re-planned.
With this algorithm we solve the problem of the path planning and the collision avoidance, being able to navigate safely in the map using the Trajectory Controller module.
An important work in this field is described in [16] .
2) Yaw Commander: The "yaw commander" module, see Fig. 3 , calculates de yaw reference depending on the current swarm agent's mission. This module could potentially decide in which direction to look in order to explore or to get the most localization information from the environment. These possibilities will be explored in future work.
3) Mission Planner: The mission planner allows the operator to define a mission as a set of separate tasks; which are, in turn, fully described by a set of numeric parameters. The mission definition requires a xml file where the mission is defined. It has different available tasks such as: take off, land, hover, sleep or move.
This module interacts with the trajectory planner module, the localization module when moving and with the hypothalamus module. 4) Basic Intelligence -Hypothalamus: This module implements low-level intelligence such as: monitoring the state of the other modules of the swarm agent and presenting a simple interface between the mission planner and other modules. Some of the commands that the mission planner can achieve through the hypothalamus module are: setting up the whole system to an active flying behavior (including the start-up of all other modules and the trajectory controller); and also simpler commands such as take-off, land or hover.
This module also implements the communication between its swarm agent and the rest of the swarm. Currently the communication is limited to sharing each drone's current pose.
E. Human-Robots Interface
A Human-Robot Interface was implemented in order to have a better understanding of the flight dynamics and the response of the drones in each mission. It can be used in real-time flight tests as well as simulated environments. The intended purposes of the interface are:
• To visualize and keep track of the progress of the drones in real-time during missions and send commands, if necessary.
• To verify that the modeled behavior and the expected performance of the different modules are adequate for executing the assigned mission in a simulated environment.
• To extend the assessment behavior and expected performance on types of missions that cannot be tested.
• To extrapolate to scenarios not currently available due to hardware or equipment limitations (higher number of drones). The interface developed, shown in figure 4, is based on the 3D visualization tool for ROS, Rviz. Communication is done in real time between all the ROS nodes. The 6D poses of the drones and the position of the obstacles are received via ROS topics as well as being able to send velocity, position and trajectory commands in real-time. The data collected during simulations has the purpose of validating the developed trajectory controller and mission planner in different scenarios.
IV. SIMULATION RESULTS
Before a multi-aerial-robot flight all the hardware needs to be checked and set up, including not only the quadrotor platforms but also the test environment, the external visualization and processing computers, the WLAN, etc. Another very important requirement, for security reasons, is to have one emergency pilot per quadrotor. All this means that a lot of time and people are required to set up everything for an experimental test, which also means that every test has a significant cost. Since preparing a multi-aerial-robot system for a flight is costly, real tests should preferably be carried out after the system is tested in simulation.
Thanks to the modularity of our proposed system, it is possible to replace actual modules with simulated counterparts, since they only need to somewhat mimic the original module's interface. Then, except maybe for the modules that directly interface with the drone or the environment, the rest of the system can be tested in simulation. The value of such simulations is that they allow to test sets of modules of the actual flight architecture, easing the testing and debugging software development processes.
In order to simulate the basic instance of the framework, described in section III, two simulator modules were developed. The first one replaces the interface and approximates the flight dynamics of the quadrotor, which corresponds to the drone interface module described in subsection III-A. Since the Visual Marker Detector module implementation uses an external open-source library, instead of obtaining simulated images that could be processed by the Visual Marker Detector module, it was decided that the best option was to develop a simple simulated version of the whole module with a comparable marker detection and position estimation capabilities.
The following sections of the paper present the execution of a mission called: "The Pinball". It is noted that these two simulator modules were not designed to provide an accurate behavior compared to their real counterparts' behavior. The goal was to test the rest of the system in order to debug it and improve it, and also to check the mission specifications before experimental flights. The reader is invited to visit the research group's webpage to watch videos of these simulations and the corresponding experimental flights: http: //www.vision4uav.com/?q=quadrotor_stack.
In order to interpret the simulation and experimental flight figures, the modules specifications have to be taken into account, which are described in the Arhictecture Software Modules section (Sec. II). From them, the overall expected behavior of the drones is:
• Each drone follows a sequence of waypoints given by its mission specification. The mission planner executes it sequentially.
• During execution, the planner will attempt to find trajectories that are collision-free. If it fails, the drone will be controlled to stay in the current position.
• If other swarm agents enter the current trajectory, the planner will detect it and will stop the drone and attempt to find a collision-free trajectory.
• If another swarm agent is on the current goal waypoint, the drone is commanded to stay in the current position. A new trajectory is planned when the goal position is again free.
A. Mission: The Pinball
This mission is carried out in a volleyball court (dimensions: 9 m x 18 m). Twelve poles (four of them with a diameter of 40 cm; and the other eight of 30 cm) are spread in the court with a distribution 1-3-4-3-1, shown in figures 5 and 6. These poles act like obstacles in the same way that the pins in the pinball. Five drones execute a navigation mission that consist on crossing the obstacles zone from one side of the court to the other. The mission specification consists on the following sequence of tasks: 1) Start the architecture operation and take-off, 2) Move to a goal landing location, 3) Land and stop the architecture.
In figures 5 and 6, the trajectories followed by each drone in two simulations of the same mission are displayed. As there is no high-level intelligence that synchronizes the swarm their behaviors are not deterministic and, thus, are different in every simulation execution:
• Simulation 1, Fig. 5 : each drone followed a short and direct path, with very small rectifications, to its goal landing location.
• Simulation 2, Fig. 6 : some drones followed a short and direct path, but others accomplished a very long path to avoid the other drones in the court. Since the swarm agents plan their trajectories with no interaction with a global synchronization intelligence, the different executed paths are a demonstration of a low-intelligence swarm behavior.
V. EXPERIMENTAL RESULTS
Once the system has been tested in simulation, the following step is to test it in a real experiment.
As the simulations were not an accurate representation of the reality, in the real tests, some issues that are not present in simulation appeared, such as: In this simulation, all the trajectories followed by the drones are direct and short. Some drones needed to create a longer path to avoid a collision. For example, the drone plotted in green had to go to the left of the map at the beginning of the simulation to avoid a collision with the drone in cyan. Once the collision was avoided, the drone replanned its trajectory again in order to avoid a collision with the red drone.
Those inaccuracies involve localization and control errors that the system has to minimize and deal with.
In this section, real tests of the mission simulated in section IV are achieved.
A. Mission: The Pinball
This is the same mission defined in section IV-A. Figure 7 shows the trajectories followed by each drone. These trajectories are more noisy that the one achieved through the simulations due to the problems and inaccuracies cited above. However, the system keeps working correctly and completes the mission. In this case, all the drones followed a short and direct path except the green one, which had to fly a very long path to avoid several collisions: first, with the cyan drone; and later with the magenta and red ones.
VI. FUTURE WORK
There are many possible ways to research in multi-aerialrobot based on the presented architecture. Thanks to the modularity of the system, specialists in different robotics fields can contribute to specific modules of the architecture. Since the system is open-source and it is fully working both in simulation and in reality, each specialist can download it and develop a module for the system that attracts their interest and, afterwards, he will be able to test it against the rest of the system in simulation or in experimental flights. Some possible work lines are described in the following paragraphs:
One possibility is to use the described modules to research in the fields of swarming and multi-robot systems. More complex behaviours could be added to the agents of the swarm in order to accomplish more complex missions that The black circles are the poles. Some of the drones followed a direct and short path (blue, magenta, and cyan) and others a longer one (red and green). The experimental trajectories are noisier than the simulated ones, due to limitations in the simulator.
require a higher level of coordination. Or, putting behind the swarming aspect, a central unit that coordinates the robots can be added in order to improve their synchronization. Another possibility is to research in the field of fault tolerant systems, creating a module that is able to detect events such as component failures (i.e. one of our modules), and after its occurrence attempt to rearrange the module architecture excluding the malfunctioning module.
Other future work that we have in mind is to work with heterogeneous swarm of drones. That means that the system could be composed of some cheap drones, which are able to achieve simple tasks, and other more expensive drones, which are in change of more demanding tasks. This alternative is feasible thanks to the modularity and the multiplatform orientation of the system. Although the system works correctly, it can only perform navigation tasks and it still requires to fly in an structured environment. This means that the mission planner could be redesigned in order to obtain a more versatile swarm behaviour. Better perception, localization and mapping algorithms and sense and avoid algorithms that do not rely on visual markers are needed to move the experiments out of the laboratory.
VII. CONCLUSIONS
This paper presented a fully functional framework for the research of multirotor swarms and of multi-aerial-robot systems. Thanks to the modularity in the design of the system, its modules could be easily replaced by new ones with other features. The system is also multiplatform, allowing the use of diverse robotic platforms that use different modules depending on their characteristics. The framework has been developed in C++, under the standard C++11, and using the worldwide utilized ROS to execute and communicate the different modules of the system. This paper also presented a fully working instance of the framework that allows the autonomous navigation of a swarm of the cost-effective platform ARDrone 2.0 in structured environments. Our system has a mid-level controller that lets the drone to follow the free-collision trajectories given by the trajectory planner included in the high-level control. This high-level control also consists of a basic mission planner and a basic intelligence that we call hypothalamus. For the localization and mapping task, the system relies on the drone's odometry and on a several visual markers named ArUcos. The system counts also with a simulator to test the functionality of the system in a less time consuming way.
In order to contribute with the scientific development, we made the framework and our module's implementation opensource, giving anyone interested in the field of the aerial robotics system a fully-operative starting point to develop their own algorithms. The code can be downloaded from the research group webpage: http://www.vision4uav. com/?q=quadrotor_stack.
We are aware that our module's implementation is quite basic, but a huge number possible future works are open and easily achievable thanks to the design of the framework. Our main interests are the developing of heterogeneous swarms and the improvement of our modules such as the localization and mapping that allow the navigation of unstructured environments without visual markers.
The presented implementation of the system has not only been tested under simulation or in real tests, but also, it was awarded the First Prize in the category Indoors Autonomy of the International Micro Air Vehicle Indoor Flight Competition (IMAV 2013) [3] .
