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Abstract –The S4 symmetric microscopic model with two iso-spin components has been studied
via constrained-path quantum Monte Carlo simulation. Our results demonstrate a stable (π, 0) or
(0, π) magnetic order which is significantly enhanced on increasing both the Coulomb repulsion U
and Hund’s coupling strength J . Also, our simulation indicates that the magnetic order tends to
be in an orthomagnetic one, in which the nearest-neighbour magnetic moment are orthogonal to
each other, rather than in a collinear antiferromagnetic state. Interestingly, when the system is
doped away from half filling, the magnetic order is obviously elevated in the low doping density,
and then significantly suppressed when more electrons are introduced. Meanwhile, we find that
an A1g s±-wave pairing dominates all the singlet nearest-neighbour pairings, and is significantly
enhanced via electron doping.
Introduction. – Iron-based superconductors (IB-1
SCs) have triggered lots of attentions since they were2
discovered in 2008. Through years of intensive studies,3
it is widely believed that the sign-reversing s-wave, so4
called s±-wave pairing state [1, 2], is the most proba-5
ble pairing symmetry for IBSCs. However, some argues6
that d-wave [3, 4] or p-wave [5, 6] pairings are also pos-7
sible candidates. It seems to be a reasonable strategy8
to find out more evidences of the exact pairing symme-9
try through theoretical models, and indeed several initial10
multi-orbital models [3, 7, 8], constructed with 2 to 5 or-11
bitals, have been proposed to understand IBSCs. How-12
ever, most researchers presuppose that models without13
considering all active orbitals in IBSCs are insufficient [9],14
which means at least 5 orbitals should be included for a15
“proper” model. Obviously, it is very hard for current16
theoretical approaches to make reliable predictions.17
Interestingly, with proper considerations of the S4 sym-18
metry in FeX (X refers As or Se) trilayers, the building19
blocks of IBSCs, an effective two-orbital model has been20
established and proven to essentially capture the under-21
lying low-energy physics of IBSCs [10]. Compared with22
other multi-orbital models for IBSCs, the S4 model not23
only builds possible connections between the IBSCs and24
cuprates [10,11], but also offers a comprehensive and novel 25
picture describing the complex kinematics in IBSCs: Fe 26
3dxz/yz-orbitals are divided into two nearly degenerate 27
and weakly coupled groups (so called S4 iso-spins), which 28
are properly linked with S4 transformation. The kine- 29
matics of each group and the hybridization between them 30
constitute the S4 model. 31
Considering the weak coupling between the two compo- 32
nents, it is argued that the physics of only one S4 iso-spin 33
may capture the main features of the model. So as a first 34
order approximation, the S4 model can be further reduced 35
to a single iso-spin one described by an extended one- 36
orbital Hubbard model near half filling [10, 11]. Because 37
of its relative simplification, most previous researches on 38
S4 model focus on the single iso-spin case. Using a finite- 39
temperature quantumMonte Carlo (QMC) method, Ma et 40
al. [11] have simulated the model on square lattices and 41
demonstrated a stable (π, 0) or (0, π) antiferromagnetic 42
correlation at half filling and a dominant extended-s-wave 43
pairing over other pairings at low temperatures; while an- 44
other ground-state QMC study has also confirmed this 45
pairing symmetry in various lattices and wide range of 46
parameters [12]. 47
Few works concentrate on the full S4 model with two 48
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Fig. 1: A sketch of the dx′z and dy′z orbitals and schematic
showing of hopping parameters for each S4 iso-spin compo-
nents. Empty and hatched circles represent different sublattice
A and B, respectively. In reality, the two iso-spins overlap com-
pletely as shown in fig. 3 of ref. [10], we plot them separately
for a better view of the hopping parameters in each iso-spin.
It is noted that the sign of the hopping parameters are not
reflected in the figure.
iso-spins, however, it would be of interest and importance49
to investigate how the multi-orbital interactions, such as50
Hund’s coupling and pairing hopping, could influence the51
magnetic and pairing properties. In this letter, using our52
recently improved constrained-path quantum Monte Carlo53
(CPQMC) method for multi-orbital models [13], we sys-54
tematically studied the magnetic order and the pairing55
correlation of the two-orbital S4 symmetric microscopic56
model. We find a stable (π, 0) or (0, π) magnetic order at57
half filling for various Coulomb repulsion U and Hund’s58
strength J , which are consistent with other multi-orbital59
models for IBSCs [13–16]. The magnetic order is obvi-60
ously favoured at low electron doping and then sharply61
suppressed when we keep on increasing the doping density,62
which also agrees well with our previous QMC simulations63
of another two-orbital model [13]. Finally, we find that a64
doping-assistant s±-wave pairing symmetry dominates all65
the pairing channels.66
Model and numerical approach. – Band calcula-67
tions indicate strong hybridizations between Fe 3d- and As68
(Se) p-orbitals near the Fermi surface, and obviously dx′z69
and dy′z have the largest overlaps with p
′
x and p
′
y orbitals70
along the sublattice directions x′ and y′ [10] (see fig. 1).71
Meanwhile, considering that the two As (Se) layers are72
separated apart along the c axis, the Fe 3d-orbitals can be73
divided into two single-orbital groups [10,17,18], as shown74
in fig. 1: One is consisted of dx′z on sublattice A and dy′z75
on sublattice B, and these two obitals strongly couple to76
the p-orbitals of the upper As (Se) layer. Comparatively,77
the other group has dy′z on sublattice A and dx′z on sub-78
lattice B, but couple to the lower As (Se) layer. These two79
iso-spins are degenerate and weakly coupled, and can be80
mapped into each other via S4 transformation.81
Based on these assumptions, the S4 symmetric micro-82
scopic model can be constructed as a combination of the83
kinematics of the two iso-spins and the hybridization be- 84
tween them. Specifically, the kinetic Hamiltonian of the 85
S4 model can be expressed as [10] 86
Hkin = H
1
kin +H
2
kin +H
c
kin, (1)
H1kin = t1
∑
iσ
(a†i,1,σbi+xˆ,1,σ + h.c.) (2)
+t′1
∑
iσ
(a†i,1,σbi+yˆ,1,σ + h.c.)
+t2
∑
iσ
(a†i,1,σai±(xˆ+yˆ),1,σ + b
†
i,1,σbi±(xˆ−yˆ),1,σ)
+t′2
∑
iσ
(a†i,1,σai±(xˆ−yˆ),1,σ + b
†
i,1,σbi±(xˆ+yˆ),1,σ)
+t3
∑
iσ
(a†i,1,σai±2xˆ,1,σ + b
†
i,1,σbi±2xˆ,1,σ)
+t′3
∑
iσ
(a†i,1,σai±2yˆ,1,σ + b
†
i,1,σbi±2yˆ,1,σ)
H2kin = −t
′
1
∑
iσ
(a†i,2,σbi+xˆ,2,σ + h.c.) (3)
−t1
∑
iσ
(a†i,2,σbi+yˆ,2,σ + h.c.)
−t′2
∑
iσ
(a†i,2,σai±(xˆ+yˆ),2,σ + b
†
i,2,σbi±(xˆ−yˆ),2,σ)
−t2
∑
iσ
(a†i,2,σai±(xˆ−yˆ),2,σ + b
†
i,2,σbi±(xˆ+yˆ),2,σ)
+t′3
∑
iσ
(a†i,2,σai±2xˆ,2,σ + b
†
i,2,σbi±2xˆ,2,σ)
+t3
∑
iσ
(a†i,2,σai±2yˆ,2,σ + b
†
i,2,σbi±2yˆ,2,σ)
Hckin = tc
∑
iησ
(a†i,1,σbi+η,2,σ + h.c.), (4)
where a†i,α,σ (ai,α,σ) creates (annihilates) an electron with 87
spin-σ at site Ri on the sublattice A for the iso-spin α (α = 88
1, 2), and similarly b†i,α,σ (bi,α,σ) acts on sublattice B. The 89
index η = xˆ or yˆ denotes a unit vector linking the nearest- 90
neighbour sites. Following ref. [10], the typical hopping 91
parameters for iron pnictides will always be chosen as t1 = 92
0.37, t′1 = 0.43, t2 = 0.90, t
′
2 = −0.3, t3 = 0.0, t
′
3 = 0.1 93
and tc = 0.02 in our simulations. 94
The interaction Hamiltonian Hint, containing a Hub- 95
bard repulsion U within the same iso-spin, a repulsion U ′ 96
for different iso-spins, a ferromagnetic Hund’s coupling J 97
and pair-hopping terms, can be written as 98
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Fig. 2: Magnetic structure factor S(k) at half filling on a 6×6
lattice versus various (a) U and (b) Hund’s coupling J .
Hint =J
∑
i,α6=α′
(d†iα↑d
†
iα′↓diα↓diα′↑
+ d†iα↑d
†
iα↓diα′↓diα′↑)
+ (U ′ − J)
∑
i,σ
ni,1,σni,2,σ
+ U
∑
i,α
niα↑niα↓ + U
′
∑
i,σ
ni,1,σni,2,−σ,
(5)
where d†i,α,σ (di,α,σ) creates (annihilates) a spin-σ electron99
at site Ri (sublattice A or B) for iso-spin α (α = 1, 2),100
and U ′ satisfies the constraint U ′ = U − 2J due to the101
rotational invariance [19].102
We employ the CPQMC method [20] to study the sys-103
tem. In the CPQMC method, like other projector ground104
state QMC method, the ground state, represented by a105
Slater determinant |φg〉, can be projected iteratively from106
any non-orthogonal, initial state |φt〉 via branching ran-107
dom walks in the overcomplete Slater determinant space108
— |φn+1〉 = e−∆τH|φn〉 with |φ0〉 ≡ |φt〉 and H be-109
ing the Hamiltonian. Differently, CPQMC requires ev-110
ery random walker |φn〉 in the iterations obey the re-111
striction 〈φt|φ
n〉 > 0. If the initial state happened to112
be the ground state of the system, |φt〉 = |φg〉, no sign113
problem would ever appear under 〈φt|φ
n〉 > 0 [20]. Ob-114
viously, such an ideal situation never occurs in practical115
simulations. But even under the approximate restriction116
〈φt|φ
n〉 > 0, CPQMC still efficiently eliminates the infa-117
mous Fermi sign problem and obtains very high accurate118
results [20, 21].119
In the usual CPQMC algorithm, before the project-120
ing iteration |φn+1〉 = e−∆τH|φn〉, we often trans-121
form e−∆τH into combinations of simple items that can122
be easily handled with, for example, we decouple the123
e−∆τUni↑ni↓ into e−∆τU(ni↑+ni↓)/2
∑
σ=±1 e
γσ(ni↑−ni↓) via124
discrete Hubbard-Stranovich (HS) transformation [22].125
However, considering the much more complex interac-126
tion items in the two-orbital system, such as H1 =127
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Fig. 3: (a) Magnetic structure factor S(k) of (a) 6× 6 and (b)
8× 8 lattices on three typical electron doping densities.
J
∑
α6=α′(d
†
iα↑d
†
iα′↓diα↓diα′↑ + d
†
iα↑d
†
iα↓diα′↓diα′↑), it is 128
rather difficult to implement the HS transformation in 129
QMC simulation, since it would induce a rather severe 130
sign problem even for CPQMC method. 131
In order to solve this problem, we adopt a new trans- 132
formation for e−∆τH1, which can sufficiently suppress the 133
sign problem in a wide regime of parameters [23], and de- 134
velop the two-orbital CPQMC algorithm for the S4 model. 135
In our simulations, e−∆τH1 is decoupled as, 136
e−∆τH1 =
1
2
∑
γ=±1
eλγ(fi↑−fi↓)ea(Ni↑+Ni↓)+bNi↑Ni↓ (6)
with 137
fi,σ = d
†
i,x,σdi,y,σ + d
†
i,y,σdi,x,σ, (7)
Ni,σ = ni,x,σ + ni,y,σ − 2ni,x,σni,y,σ, (8)
where a, b and λ are functions of J and ∆τ , and γ = 138
±1 is the newly introduced auxiliary field [23]. For more 139
CPQMC calculation details for the two-orbital model, see 140
ref. [13]. 141
Results. – We first investigate the magnetic proper- 142
ties of the model at half filling. In fig. 2, the magnetic 143
structure factor, S(k) = 1N
∑
ij e
ik·(ri−rj)〈(ni↑−ni↓)(nj↑− 144
nj↓)〉 with niσ being the number operator, is illustrated 145
for various Coulomb repulsion U and the Hund’s cou- 146
pling J . From fig.2(a), we can see that S(π, 0) takes a 147
maximum over all the high-symmetry k-points along the 148
(0, 0)–(π, 0)–(π, π)–(0, 0), and such a maximum is signifi- 149
cantly enhanced on increasing U with a fixed J = 0.25U . 150
Similarly, with a given U , as shown in fig.2(b), the Hund’s 151
coupling J also slightly strengthens this (π, 0) or (0, π) 152
magnetic order. The property is consistent with previ- 153
ous Lanczos and QMC studies [13,16,24] for another two- 154
orbital model [7]. 155
Next we calculate the magnetic structure factor at var- 156
ious electron dopings. In fig. 3, three typical doping cases 157
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Fig. 4: Four-spin-operators F1 = 〈~S
2
i 〉
2 − 〈(~Si · ~Si+xˆ)
2〉 and
F2 = 〈(~Si · ~Si+xˆ+yˆ)
2〉 − 〈(~Si · ~Si+xˆ)
2〉 versus Coulomb repulsion
U on 6× 6 and 8× 8 lattices in half filling with J = 0.25U .
are plotted for 6 × 6 and 8 × 8 lattices: the undoped ρ0,158
the doping density ρ1 at which the system reaches the159
strongest magnetic order, and the doping density ρ2 near160
30%. Interestingly, when the system is doped away from161
half filling, in both the 6×6 and 8×8 lattices we find that162
the (π, 0) or (0, π) magnetic order is manifestly favoured in163
the low doping regime (ρ0, ρ1), and then significantly sup-164
pressed when more electrons are doped into the system.165
These results also qualitatively agree with the previous166
QMC study [13] of the two-orbital model [7].167
Considering the rich magnetic orders at half filling168
for IBSCs, we examine the competition between or-169
thomagnetic (OM) [26] and collinear antiferromagnetic170
(AFM) [27] orders at half filling in the S4 model. How-171
ever, the OM order, which has the nearest-neighbour mag-172
netic moments mutually-perpendicular with each other,173
behaves so similarly with the collinear AFM order in the174
numerical way [24]: They have similar magnetic struc-175
tures, almost the same expected values of the nearest-176
neighbour and next-nearest-neighbour spin-spin correla-177
tions. In order to distinguish these two magnetic orders,178
two four-spin-quantities, F1 = 〈~S
2
i 〉
2 − 〈(~Si · ~Si+xˆ)
2〉 and179
F2 = 〈(~Si · ~Si+xˆ+yˆ)
2〉 − 〈(~Si · ~Si+xˆ)
2〉, are introduced and180
computed. It is argued that if the system prefers the OM181
phase when increasing the Coulomb repulsion U , both F1182
and F2 would go up monotonously with U [13].183
In fig. 4, F1 and F2 are shown for various Coulomb repul-184
sion U on different lattices. It is obvious that on both the185
6×6 and 8×8 lattices, F1 and F2 are elevated significantly186
when U increases, which indicts that the system tends to187
be in the OM phase rather than the collinear AFM order188
when the electron correlation becomes stronger. Similar189
results are observed in previous QMC [13] and density190
matrix renormalization group [28] studies.191
Lastly, we discuss the pairing properties of the system.192
Given that the pairing correlations within the first few dis-193
tances dominate over the long-range ones and only reflect194
local correlations among spin and charge [29, 30], partial195
average of the pairing correlations with distances longer196
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Fig. 5: Average of long-range pairing correlation Pave versus
various doping ρ on (a) a 6 × 6 lattice with U = 1.2 and J =
0.25U and (b) an 8×8 lattice with U = 1.0 and J = 0.25U . We
follow the classification of pairings in ref. [25] with the same
meaning for the numbering.
than 2 lattice spacing, Pave =
1
M
∑
r>2 P (r) with M be- 197
ing the number of pairs and P (r = |i− j|) = 〈∆†(i)∆(j)〉, 198
would be an appropriate quantity to capture the long- 199
range pairing properties of the system. We mainly use Pave 200
to describe the pairing tendency of the system, and for the 201
detailed definition of ∆†(i) for the two-orbital model, see 202
the discussions in refs. [13, 14, 24, 25]. 203
All the possible nearest-neighbour singlet pairings [13, 204
25] and an s± channel with next-nearest-neighbour pair- 205
ing [13, 24] are calculated on 6 × 6 and 8 × 8 lattices at 206
various dopings and Coulomb repulsions. In fig. 5, we can 207
see that the s±-wave pairing dominates all the pairings for 208
both the 6× 6 and 8× 8 lattices under various dopings. 209
In addition, we find that almost all the pairings are 210
enhanced as more electrons are doped into the system, 211
especially for the s± channel. This result is different from 212
our previous Monte Carlo study of another two-orbital 213
model in which the electron doping slightly suppresses all 214
the pairing channels [13]. 215
Combined with the pictures of the magnetic (fig. 3) and 216
pairing (fig. 5) properties, we can hardly find an obvi- 217
ous connection between the magnetic order and pairing 218
behaviours, since the pairing correlations are simply en- 219
hanced in the whole doping regime, no matter whether the 220
magnetic order is strengthened or weakened after doping. 221
Conclusion. – In summary, we have systemically 222
studied the two-orbital S4 symmetric microscopic model 223
using the CPQMC method. Our simulations demonstrate 224
a stable (π, 0) or (0, π) magnetic order at half filling. 225
Such a magnetic order is stably enhanced on increasing 226
the Coulomb repulsion U and Hund’s coupling strength 227
J , which is consistent with previous works on other two- 228
orbital models. 229
Interestingly, when the system is doped away from half 230
filling, the magnetic order is obviously enhanced at low 231
doping densities and then sharply suppressed as more elec- 232
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trons are introduced. We also find that the system tends233
to be in the OM order upon increasing Coulomb repulsion234
U . As for the pairing properties, our simulations strongly235
suggest that the s±-wave pairing is the most probable can-236
didate.237
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