Principal Poincaré–Pontryagin function associated to polynomial perturbations of a product of (d+1) straight lines  by Uribe, Marco
J. Differential Equations 246 (2009) 1313–1341Contents lists available at ScienceDirect
Journal of Differential Equations
www.elsevier.com/locate/jde
Principal Poincaré–Pontryagin function associated to
polynomial perturbations of a product of (d + 1) straight
lines
Marco Uribe
Departamento de Matemática y Física Aplicadas, Facultad de Ingeniería, Universidad Católica de la Ssma. Concepción, Casilla 297,
Concepción, Chile
a r t i c l e i n f o a b s t r a c t
Article history:
Received 5 October 2005
Revised 2 November 2008
Available online 17 December 2008
MSC:
34M35
34C08
14D05
Keywords:
Abelian integrals
Poincaré–Pontryagin functions
Asymptotic development
In this paper, we study small polynomial perturbations of a
Hamiltonian vector ﬁeld with Hamiltonian F formed by a product
of (d + 1) real linear functions in two variables. We assume that
the corresponding lines are in a general position in R2. That
is, the lines are distinct, non-parallel, no three of them have
a common point and all critical values not corresponding to
intersections of lines are distinct. We prove in this paper that the
principal Poincaré–Pontryagin function Mk(t), associated to such
a perturbation and to any family of ovals surrounding a singular
point of center type, belongs to the C[t,1/t]-module generated
by Abelian integrals and some integrals I∗i, j(t), with 1 i < j  d
deﬁned in the paper. Moreover, I∗i, j(t) are not Abelian integrals.
They are iterated integrals of length two.
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1. Introduction
Let F , P , Q ∈ R[x, y] be a real polynomial functions in the variables x, y. Let ω be the differential
form:
ω = P (x, y)dx+ Q (x, y)dy. (1)
We consider a small polynomial perturbation of the Hamiltonian vector ﬁeld associated to the func-
tion F :
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where ε is a small real parameter. We choose some regular value t of F and let δ(t) be a continuous
family of periodic orbits around a singular point of center type. This family of ovals is deﬁned for
t belonging to a (maximal) open interval (a,b), where (a,b) is a transversal section to each of the
periodic orbits δ(t). Using the level t = F (x, y) as a parameter, we can express the ﬁrst return map ρ
associated to the period annulus A =⋃t∈(a,b) δ(t) and to the perturbation (2) in terms of the variables
t and ε. The corresponding displacement function deﬁned by D(t, ε) = ρ(t, ε)− t has a representation
as a power series in the variable ε,
D(t, ε) = εM1(t) + ε2M2(t) + ε3M3(t) + · · · , (3)
which is convergent for small ε. We will call the functions M(t), obtained in (3) the Poincaré–
Pontryagin functions of order  with  = 1,2, . . . . Assume that the function D(t, ε) is not identically
zero. Then there exists a positive integer k such that M1(t) = · · · = Mk−1(t) = 0 and Mk(t) = 0. We
will call Mk(t) the principal Poincaré–Pontryagin function and say that k is its order. It is also called the
generating function in [3,6], Melnikov function in [8–10] and variation function in [14].
If k = 1, then the ﬁrst Poincaré–Pontryagin function M1(t) is an Abelian integral given by
M1(t) = −
∫
δ(t)
P (x, y)dx+ Q (x, y)dy. (4)
If k > 1, then the higher order principal Poincaré–Pontryagin functions are not necessarily Abelian
integrals. For the quadratic case the Poincaré–Pontryagin functions were ﬁrst calculated in [15] by
Z˙ola¸dek, but in a slightly different form.
In [2], Françoise gives an algorithm for calculating the principal Poincaré–Pontryagin function
Mk(t) associated to (2) (see also [13]). This algorithm assumes the following hypothesis: Let δ(t)
be a continuous family of ovals. Then
∀ω polynomial
( ∫
δ(t)
ω ≡ 0 ⇒ ω = A dF + dB
)
, (5)
where A and B are polynomial functions in C[x, y].
The condition given by (5) is known as Françoise’s condition (∗). This algorithm shows in particular
that in this case the principal Poincaré–Pontryagin function Mk(t) of order k is an Abelian integral.
This paper is a follow-up of [12] in which we study the Hamiltonian triangle F (x, y) = x[y2 − (x−
3)2] and we show that if the principal Poincaré–Pontryagin function is of order two, then generically
it is not an Abelian integral. We used a generalization of Françoise’s algorithm to an extension of the
polynomial space C[x, y] and showed that the principal Poincaré–Pontryagin function Mk(t) belongs
to the C[t,1/t]-module generated by the Abelian integrals Ii(t) =
∫
δ(t) x
i y dx for i = 0,2, and by the
function I∗(t) = ∫
δ(t) ln xd(ln
y−x+3
y+x−3 ), which is not an Abelian integral.
We generalize the results obtained in [12], for small perturbations of a Hamiltonian triangle to
results on small perturbation of a Hamiltonian given by a product of (d+1) lines in a general position.
See [12] also for some related results.
We recall brieﬂy the deﬁnition of an Abelian integral, which is used through the paper.
Deﬁnition 1. Given a rational function F , a rational form ω and a locally constant section δ(t) of
the ﬁrst homology group of the generic ﬁber of F (see [12]). Then we call the function deﬁned by
I(t) = ∫
δ(t) ω an Abelian integral associated to F , ω and δ(t).
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function F by
F (x, y) = f0(x, y) f1(x, y) · · · fd(x, y). (6)
The zero level of the function F is formed by the union of the (d + 1) lines,
k =
{
(x, y) ∈ R2: fk(x, y) = 0
}
, k = 0, . . . ,d. (7)
We suppose that the lines k are in general position in R2. That is, they are distinct, non-parallel
and no three of them have a common intersection point. First, note that all the critical points of F
lie on the real plane and are of Morse type. The total number of critical points of F is d2, where
a1 = d(d−1)2 are critical points of center type and a2 = d(d+1)2 are critical points of saddle type. Next,
any compact component has only one center point of F . We suppose moreover by a genericity condi-
tion that all nonzero critical values of F are different.
The Hamiltonian triangle is the ﬁrst such example. The Hamiltonian triangle and their perturbation
were also studied by Z˙ola¸dek, Gavrilov, Iliev, see [6,8,12,15].
The main result of the paper is the following
Theorem 1 (Structure theorem). The principal Poincaré–Pontryagin function Mk(t) associated to a family of
ovals δ(t) surrounding a critical point of center type and associated to a small polynomial perturbation of the
Hamiltonian formed by a product of (d+1) lines in general position, belongs to theC[t,1/t]-module generated
by Abelian integrals Ii(t), with i = 1, . . . ,2a1 and special transcendental integrals of type I∗i, j(t) =
∫
δ(t) ϕi dϕ j ,
with 1 i < j  d.
Remark 1. In the structure theorem the functions Ii(t) are integrals of polynomial forms ωi and
obtained of the study of the relative cohomology and the multivalued functions ϕ j for j = 0, . . . ,d
will be deﬁned in Deﬁnition 3.
2. Product of (d + 1) linear functions and relative homology
Let ΔF be the set of critical values of the function F . Due to the regularity of F at inﬁnity, it
follows that the application
F :C2 \ F−1(ΔF ) → C \ ΔF (8)
is a locally trivial ﬁbration.
Let t ∈ C \ΔF be a regular value. The generic ﬁber Ft = F−1(t) is a genus-g Riemann surface with
g = d(d−1)2 and (d+1) removed points at inﬁnity. The ﬁrst homology group H1(Ft ,Q) is of dimension
μ = a1 + a2 where
μ = dim C[x, y]
(Fx, F y)
. (9)
Let ΔF = {t0, t1, t2, . . . , ta1 } be the set of critical values of the function F . Note that t0 = 0 is a
critical value of F corresponding to all the saddle points of F and ti = 0 correspond to center points.
Denoting by δi(t), i = 1, . . . ,a1, the continuous family of vanishing cycles at the values ti = 0 and
γ j(t), with j = 1, . . . ,a2, the continuous family of vanishing cycles at the critical value t0 = 0, we
have that the set {δ1, . . . , δa1 , γ1, . . . , γa2 } is a basis of the ﬁrst homology group H1(Ft ,Q). We denote
by (α ◦ β) the intersection number between the cycles α and β . We choose the orientation of the
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π1(C \ ΔF , t) acts on H1(Ft ,Q) by the monodromy:
m :π1(C \ ΔF , t) × H1(Ft ,Q) → H1(Ft ,Q). (10)
By the “monodromy around a critical value ti” we mean the monodromy associated to a simple
loop i ∈ π1(C \ ΔF , t) which turns once around the critical value ti counterclockwise.
Let m0 be the monodromy around a critical value t0 = 0 and let mti be the monodromy around a
critical value ti with ti = 0. From the Picard–Lefschetz formula, we have that the monodromy m0 is
given by
m0(σ ) = σ −
a2∑
i=1
(σ ◦ γi)γi, (11)
where γi are the cycles in H1(Ft ,Q) vanishing at t0. The monodromy mti is given by
mti (σ ) = σ − (σ ◦ δi)δi, (12)
where δi is a cycle in H1(Ft ,Q) vanishing for the critical values ti .
In the following, we will give a more convenient basis of H1(Ft ,Q).
Now, we consider a vanishing cycle δ(t) around a critical point of center type. We denote
Vc = Orbm
(
δ(t)
)
, (13)
where Orbm(δ(t)) is the minimal complex vector space containing the orbit of δ(t) by monodromy.
The space Vc generates the homology of the closure of the generic ﬁber Ft (see Theorem 2).
We deﬁne the space V∞ as follows
V∞ =
{
δ′(t) ∈ H1(Ft ,Q)/
(
δ′(t) ◦ δ′′(t))= 0; ∀δ′′(t) ∈ H1(Ft ,Q)}. (14)
Remark 2.
1. We see that all the elements of V∞ are invariant under the action of the monodromies mti with
i = 0,1, . . . ,a1.
2. We call the cycles belonging to Vc (respectively V∞), the cycles at ﬁnite (respectively inﬁnite)
distance.
For a regular value t , we consider the compactiﬁcation Ft of Ft . The surface Ft is the surface of
genus g = d(d−1)2 and we have the following result that has been proved by Movasati.
Theorem 2. (See [11].) The orbit of a vanishing cycle δ(t) around a critical point of center type, by the action
of the monodromy generates the ﬁrst homology group H1(Ft ,Q) of the closure Ft of the generic ﬁber Ft .
As an immediate consequence of Theorem 2 and from (13) and (14), we have the following corol-
laries:
Corollary 1. dim Vc = 2a1 .
Corollary 2. H1(Ft ,Q) = Vc ⊕ V∞ .
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variation is Varti ≡mti − Id. We deﬁne by δi(t) the variation of the cycle δi(t) by the monodromy m0
around the critical value t0. The cycle δi(t) is equal to
∑n
i=1 γi , where the cycles γi are vanishing in
the vertices of Ui and n is the number the vertices of Ui .
We denote by σ∞p , p = 0, . . . ,d, the cycles that turn once positively around the points at inﬁn-
ity p∞i . We observe that
d∑
p=0
σ∞p = 0. (15)
Remark 3.
1. The cycles γi vanishing at saddle points are generated by the cycles δi(t) and the cycles σ∞p
(see [11]).
2. The set of cycles {δi, δi, σ∞p : 1 i  a1; 1 p  d} is a basis of H1(Ft ,Q).
3. The relative cohomology and Petrov’s module
We consider the polynomial function F as in (6). The differential dF veriﬁes
dF
F
=
d∑
k=0
dfk
fk
. (16)
We denote by
ηk = F dfkfk , k = 0, . . . ,d. (17)
The 1-forms deﬁned in (17) are polynomial in C[x, y], but they are not exact.
Deﬁnition 2. A function ϕ is a univalued function on a loop δ(t), if the image by δ(t) of the function
ϕ is closed. That is if
∫
δ(t) dϕ = 0.
Deﬁnition 3. For the linear functions f0, . . . , fd given in (6), we deﬁned ϕ0,ϕ1, . . . , ϕd by
ϕk(x, y) =
(x,y)∫
ak
1
fk
dfk = log fk, k = 0, . . . ,d, (18)
where the points ak and (x, y) are arbitrary points belonging to C2 \⋃dk=0 k , and the lines k are
deﬁned as in (7). The points ak are ﬁxed, whereas the point (x, y) varies. Each function ϕk is a
multivalued function in C2 \⋃dk=0 k , univalued in the universal covering of C2 \⋃dk=0 k .
By abuse, we do not take into account the dependence on ak in this notation. This will be justiﬁed
in Deﬁnition 9.
Let δ(t) be a vanishing cycle that turns around a singular point of center type. The determination
of the functions ϕk does not change along the cycle δ(t), because this cycle does not turn around the
lines k , with k = 0, . . . ,d. Hence ∫
δ(t)
dϕk = 0, k = 0, . . . ,d, (19)
and the functions ϕk are univalued along the cycle δ(t) in the sense of Deﬁnition 2.
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Proposition 1. H1(Ft ,Q) = V ∗c ⊕ V ∗∞ , where V ∗c and V ∗∞ denote the dual space to Vc and V∞ , respectively.
A basis of V ∗∞ is given by the forms ηk = F dϕk, with k = 1, . . . ,d.
Proof. Let t be a regular value in C\ΔF and let δ(t) be the continuous family of vanishing cycles that
turn around a center point. From Corollary 2, we have that H1(Ft ,Q) = Vc ⊕ V∞ , where the spaces
Vc and V∞ are deﬁned in (13) and (14). If we consider the basis of cycles {σ∞1 , . . . , σ∞d } of V∞ and
the polynomial forms
ηk = F dϕk, k = 1, . . . ,d, (20)
then we have from (19) that ∫
δ(t)
ηk = 0, k = 1, . . . ,d, (21)
and moreover ∫
σ∞l (t)
ηl = 0,
∫
σ∞p (t)
ηk = 0, p = k. (22)
Therefore the set {η1, . . . , ηd} of polynomial 1-forms generates the dual space V ∗∞ . Now, we com-
plete the basis {η1, . . . , ηd} of V ∗∞ to a basis of H1(Ft ,Q). Recall that the dimension of the space
H1(Ft ,Q) is μ = a1+a2. By the algebraic De Rham Theorem [7], the ﬁrst cohomology group H1(Ft ,Q)
is generated by polynomial 1-forms. In particular, the dual space V ∗c , complementary to V ∗∞ in
H1(Ft ,Q) is generated by polynomial 1-forms ω˜1, . . . , ω˜2a1 . Therefore the dual space H
1(Ft ,Q) splits
in H1(Ft ,Q) = V ∗c ⊕ V ∗∞ . 
Corollary 3. The set of forms {ω˜1, . . . , ω˜2a1 , η1, . . . , ηd} is a basis of the ﬁrst cohomology group H1(Ft ,Q).
Deﬁnition 4. A polynomial 1-form ω is relatively exact (modulo F ) in C[x, y], if there exist polynomial
functions Q and R in C[x, y] such that
ω = Q dF + dR. (23)
Let Ω1 be the set of polynomial 1-forms in C[x, y]. We denote by B1 the set of the 1-forms of Ω1
that are relatively exacts in C[x, y]. That is B1 = C[x, y]dF +d(C[x, y]). The ﬁrst relative cohomology
group H1rel(Ω1) is the quotient
H1rel
(
Ω1
)= Ω1B1 .
H1rel(Ω1) has the structure of a C[t]-module.
Corollary 4 (Relative cohomology). Let ω be a polynomial 1-form in C[x, y]. The form ω can be written
ω =
2a1∑
i=1
P1i (F )ωi +
d∑
k=1
P2k (F )ηk + Q (x, y)dF + dR(x, y), (24)
where Q and R are polynomial functions in C[x, y] and the functions P1i , P2k are polynomial in the variable F .
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F is a semiweighted homogeneous (swh) of weighted degree equal to (d + 1). By Gavrilov [5], the
quotient vector space of polynomial 1-forms ω = p(x, y)dx + q(x, y)dy, modulo 1-forms Q dF + dR ,
where Q , R are polynomials in C[x, y], is a C[t]-module free and ﬁnitely generated by μ polynomial
1-forms, ω1, . . . ,ωμ , here μ = d2. Each one-form ωk , can be deﬁned by the condition
dωk = gk dx∧ dy,
where g1, . . . , gμ is a monomial basis of the quotient ring
C[x,y]
(Fx,F y)
.
The polynomial 1-forms ηk = F dϕk , where k = 1, . . . ,d, deﬁned in (20) are C[t]-independent
forms (see Theorem 3). Therefore, they can be expanded to a base of the C[t]-module H1rel(Ω1).
Let {ω1, . . . ,ω2a1 , η1, . . . , ηd} be the expanded base. For every polynomial 1-form ω of C[x, y], there
exist P1i (F ), with i = 1, . . . ,2a1, P2k (F ), with k = 1, . . . ,d polynomial functions in F and polynomials
Q , R in C[x, y] such that in C[t]-module H1rel(Ω1), we have
ω =
2a1∑
i=1
P1i (F )ωi +
d∑
k=1
P2k (F )ηk + Q (x, y)dF + dR(x, y). 
Deﬁnition 5. Let Pδ(t) be the space of all integrals of polynomial 1-forms ω along the cycle δ(t). That
is
Pδ(t) =
{ ∫
δ(t)
ω: ω is a polynomial 1-form in C[x, y]
}
. (25)
Pδ(t) is a C[t]-module, with the multiplication
A(t)
∫
δ(t)
ω =
∫
δ(t)
A(F )ω.
The module Pδ(t) is called Petrov’s module. We observe that the application H1rel(Ω1) → Pδ(t) is a
homomorphism of C[t]-modules.
Proposition 2. The C[t]-module Pδ(t) space is of dimension μ1 = 2a1 and generated by the Abelian integrals
Ii(t) =
∫
δ(t) ωi , with i = 1, . . . ,2a1 .
Proof. Let ω be a polynomial 1-form in C[x, y]. From (24), we have that
ω =
2a1∑
i=1
P1i (F )ωi +
d∑
k=1
P2k (F )ηk + Q (x, y)dF + dR(x, y).
Recall that by (21) we have that ∫
δ(t)
ηk = 0, k = 1, . . . ,d.
Therefore, we obtain that
∫
δ(t)
ω =
2a1∑
i=1
P1i (t)
∫
δ(t)
ωi .
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∫
δ(t) ωi . Therefore, we have that
∫
δ(t)
ω =
2a1∑
i=1
P1i (t)Ii(t) (26)
and hence, from (26), we can conclude that
∫
δ(t) ω is a linear combination of the integrals
I1(t), . . . , I2a1 (t). Indeed, as Pδ(t) is free, ﬁnitely generated and of rank equal to dim Vc = 2a1 (see
[4, Theorem 2]), the integrals {I1(t), . . . , I2a1 (t)} are linearly independent and generate the space
Pδ(t) . 
Proposition 3. Let ω be a polynomial 1-form in C[x, y]. The condition ∫
δ(t) ω ≡ 0 is veriﬁed if and only if
there exist polynomial functions P1, P2, . . . , Pd in the variable F , such that the form ω −∑dk=1 Pk(F )ηk is
relatively exact in C[x, y].
Proof. Let ω be a polynomial form in C[x, y]. We write ω in the form (24) and under the condition
that
∫
δ(t) ω ≡ 0, we obtain that
2a1∑
i=1
P1i (t)
∫
δ(t)
ωi = 0.
But, as the integrals
∫
δ(t) ωi are C[t]-independent, therefore
P1i (t) = 0, 1 i  2a1. (27)
Now, from (24) and (27), ω can be written as
ω =
d∑
k=1
P2k (F )ηk + Q 1(x, y)dF + dR1(x, y) (28)
and therefore the form ω −∑dk=1 P2k (F )ηk is relatively exact in C[x, y]. The converse is evident. 
From Proposition 3, we have that Françoise’s condition (∗) is not veriﬁed. We use a generalization
of Françoise’s algorithm and prove that the principal Poincaré–Pontryagin function of order k belongs
to an extension of the C[t,1/t]-module generated by Abelian integrals and by functions that we will
precise. As in [9,10,12], we will introduce an extension F of the ring C[x, y] in order to have an
analogue of Françoise’s condition (∗) in this extension.
Note that in the algorithm, we will integrate forms whose coeﬃcients are multivalued (belonging
to F ). The integral does not depend only on the homology class of a cycle δ(t), but on its free
homotopy class (see [6]). In the sequel we hence work in free homotopy.
Deﬁnition 6. Let F be the ring deﬁned by
F = C[x, y, F ,1/F ,ϕ1,ϕ2, . . . , ϕd]. (29)
We say that a polynomial 1-form ω is relatively exact in F , if it can be written ω = Q dF + dR , with
Q , R ∈ F .
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Ω˜1 that are relatively exact in F . The ﬁrst relative cohomology group with coeﬃcients in F is
H˜1rel
(
Ω˜1
)= Ω˜1
B˜1
.
Proposition 4. Let ω be a polynomial 1-form in C[x, y]. The form ω veriﬁes condition ∫
δ(t) ω ≡ 0, if and only
if ω is relatively exact in F .
Proof. Let ω be a polynomial 1-form in C[x, y], such that ∫
δ(t) ω ≡ 0. From Proposition 3, there exist
polynomial functions Q 1 and R1 in C[x, y] and polynomial functions Pk in C[F ] such that ω can be
written in the form (24). That is,
ω =
d∑
k=1
Pk(F )ηk + Q 1(x, y)dF + dR1(x, y),
or
ω =
d∑
k=1
F Pk(F )dϕk + Q 1(x, y)dF + dR1(x, y).
We put P˜k(F ) = F Pk(F ) and by integration by parts,
P˜k(F )dϕk = d
(
P˜k(F )ϕk
)− P˜ ′k(F )ϕk dF ,
we obtain that
ω =
(
Q 1 −
d∑
k=1
P˜ ′k(F )ϕk
)
dF + d
(
R1 +
d∑
k=1
P˜k(F )ϕk
)
.
Therefore,
ω = Q dF + dR, (30)
where
Q = Q 1 −
d∑
k=1
P˜ ′k(F )ϕk,
R = R1 +
d∑
k=1
P˜k(F )ϕk.
We can see easily that the functions Q and R obtained in (30) are polynomial in the variables
x, y, F ,1/F ,ϕ1, . . . , ϕd . Therefore, these functions belongs to F and ﬁnally the form ω is relatively
exact in F . The converse is evident. 
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It is well known that the principal Poincaré–Pontryagin function of order one, associated to a small
polynomial perturbation deﬁned as in (2) is given by M1(t) = −
∫
δ(t) ω. This integral is an Abelian
integral.
If now M1(t) = 0, then we generalize Françoise’s algorithm to the space F in order to calculate
the principal Poincaré–Pontryagin function of order two. It follows from Proposition 4 that the form
ω is relatively exact in F . That is, there exist polynomial functions Q and R belonging to F such
that ω = Q df + dR . Moreover, simple calculations give
(1− εQ )(df + εω) = d( f + εR) − ε2Q ω.
Therefore ∫
δ(t)
d( f + εR) = ε2M2(t) + o
(
ε3
)
and
M2(t) =
∫
δ(t)
Q ω. (31)
In [12], we gave the genericity theorem for the Hamiltonian triangle and proved that generically
in the space of polynomial forms of degree n with n  5 and under the condition M1 ≡ 0, we have
that the principal Poincaré–Pontryagin function M2(t) of order two is not an Abelian integral. We
prove however that it belongs to the C[t,1/t]-module generated by the integrals I0(t), I2(t) and
I∗(t), where I0(t), I2(t) are Abelian integrals and I∗(t) is not an Abelian integral.
Now, we consider the functions ϕk as deﬁned in (18) and we denote by
η∗i, j = ϕi dϕ j, i, j = 1, . . . ,d, (32)
the 1-forms in the variables x, y. The integrals I∗i, j(t) =
∫
δ(t) ϕi dϕ j , with 1 i < j  d, appear naturally
in our calculations.
First, we observe that the cycles σ∞p , p = 0, . . . ,d, deﬁned in Proposition 1 and turning around
the inﬁnity points, verify that
∑d
p=0 σ∞p = 0 and the set {σ∞1 , . . . , σ∞d } is a basis of V∞ . This is the
reason of only considering p = 1, . . . ,d, in the following deﬁnition of the function ϕp .
Deﬁnition 7. For the functions ϕk , given in (18), we deﬁne the integrals
I∗i, j(t) =
∫
δ(t)
ϕi dϕ j, 1 i < j  d. (33)
The proposition that follows gives the fundamental property of the integrals I∗i, j(t). Before dealing
with the general case we prove the claim for a triangle.
Proposition 5. In the case of three lines (Hamiltonian triangle), the second variation of the integral
∫
δ(t) ϕ1 dϕ2
is nonzero and the third variation is zero.
Proof. Let U be the triangular compact region formed by the lines 1, 2 and 3. Let δ(t) be a contin-
uous family of periodic orbits surrounding the critical point p0 of center type and let γ1, γ2 and γ3
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Fig. 2. Dehn twist of a loop σ along a closed loop γ .
be the closed loops that turn around the vertices of U . We choose the orientation of the loops δ(t),
γ1, γ2 and γ3 so that the intersection numbers verify (δ(t) ◦ γi) = −1 (see Fig. 1).
In (18), we ﬁx a determination for the functions ϕ1 and ϕ2 along δ(t), with t ∈ (−4,0). The func-
tions ϕk are univalued along the loops δ(t) and γi which do not turn around k and multivalued
along γi which turn around k . Recall that the determination of ϕk is changed by ±2iπ after turning
once around k .
The variation is not deﬁned on free loops. It is deﬁned on the group Hδ1 deﬁned by Gavrilov and
Iliev in [6]. We consider only variation on the level of integrals. Here Var0 ≡ m0 − Id. As the function
ϕ1 is univalued along δ(t), we have that
∫
δ(t) dϕ1 = 0. Therefore the ﬁrst variation Var0(
∫
δ(t) dϕ1) = 0.
This implies that
∫
γ3
dϕ1 = 2iπ = −
∫
γ2
dϕ1.
We will be interested in the ﬁrst, second and third variation of the integral
∫
δ(t) ϕ1 dϕ2. First, we
observe that the monodromy m0 around the critical value 0 of the closed loop δ(t) is the composition
of Dehn twists of the closed loop δ(t) along the closed loops γ1, γ2 and γ3. Recall that a Dehn twist of
a loop σ along a closed loop γ , denoted by Dγ (σ ), is a diffeomorphism which is the identity, except
in a neighborhood of the closed loop γ . The diffeomorphism is shown in Fig. 2 in a neighborhood of
the closed loop γ .
Denoting by Dγ1γ2 = Dγ2 ◦ Dγ1 the composition of two Dehn twists, in the triangle case, we have
that m0(δ(t)) = Dγ3γ2γ1 (δ(t)), as is show in Fig. 3.
We decompose the closed loop δ(t) into paths ρ1, ρ2 and ρ3, as shown in Fig. 1. The image by
monodromy m0 around the critical value 0 of the loop δ(t) is the class represented by the closed
loop ρ1γ3ρ2γ2ρ3γ1, where composition is read from left to right. Taking into account
∫
γ3
dϕk = 2iπ ,
with k = 1,2. It follows
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m0
( ∫
δ(t)
ϕ1 dϕ2
)
=
∫
ρ1
ϕ1 dϕ2 +
∫
γ3
ϕ1 dϕ2 +
∫
ρ2
(ϕ1 + 2iπ)dϕ2
+
∫
γ2
(ϕ1 + 2iπ)dϕ2 +
∫
ρ3
ϕ1 dϕ2 +
∫
γ1
ϕ1 dϕ2.
Here the function ϕ1 on the loop γ1 and γ2 is calculated following the paths (ρ1)−1γ1ρ1 and
ρ2γ2(ρ2)
−1 respectively. We always use as reference determination of ϕi its determination along the
real loop δ(t), with t ∈ (−4,0). Therefore
Var0
( ∫
δ(t)
ϕ1 dϕ2
)
=
∫
γ1
ϕ1 dϕ2 +
∫
γ32
ϕ1 dϕ2, (34)
where γ32 is the closed loop γ3ρ2γ2(ρ2)−1, taken from the intersection of the loops δ(t) and γ3. We
observed in (34) that the integrals
∫
δ(t) ϕ1 dϕ2 and its variation Var0(
∫
δ(t) ϕ1 dϕ2) do not depend on
the choice of the base points ak in the deﬁnition of the function ϕk in (18) (see also Deﬁnition 9).
This is not the case for each of the terms
∫
γ1
ϕ1 dϕ2 and
∫
γ32
ϕ1 dϕ2.
Now, we calculate the second variation of
∫
δ(t) ϕ1 dϕ2. The only contribution to the second varia-
tion of
∫
δ(t) ϕ1 dϕ2 is the integral
∫
γ32
ϕ1 dϕ2, since Var0(
∫
γ1
ϕ1 dϕ2) = 0.
We consider the closed loop γ32 ∈ π1(Ft , x3). This loop is represented by the closed loop
γ3ρ2γ2(ρ2)
−1. Therefore∫
γ32
ϕ1 dϕ2 =
∫
γ3
ϕ1 dϕ2 +
∫
ρ2
(ϕ1 + 2iπ)dϕ2 +
∫
γ2
(ϕ1 + 2iπ)dϕ2 −
∫
ρ2
ϕ1 dϕ2.
We decompose the closed loop γ2 in γ
+
2 and γ
−
2 and the closed loop γ3 in γ
+
3 and γ
−
3 (see
Fig. 1), so that
∫
γ +k
dϕ1 = iπ and
∫
γ −k
dϕ1 = −iπ , k = 2,3.
The monodromy M0 around the critical value 0 transforms the loop γ32 into the loop
γ3γ
−
3 ρ2γ
+
2 γ2(γ
+
2 )
−1ρ−12 (γ
−
3 )
−1. Here the loops γ2 and γ3 are transformed by half a twist. We ob-
serve that the homology class of the closed loop γ32 is γ2 + γ3. Moreover
m0
( ∫
γ32
ϕ1 dϕ2
)
=
∫
γ3
(ϕ1 − iπ)dϕ2 +
∫
γ −3
(ϕ1 + iπ)dϕ2 +
∫
ρ2
(ϕ1 + iπ)dϕ2
+
∫
γ2
(ϕ1 + iπ)dϕ2 −
∫
ρ2
(ϕ1 − iπ)dϕ2 −
∫
γ −3
(ϕ1 − iπ)dϕ2
and the variation is
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( ∫
γ32
ϕ1 dϕ2
)
= iπ
(∫
γ3
dϕ2
)
= −2π2.
Finally, we have that
Var20
( ∫
δ(t)
ϕ1 dϕ2
)
= −2π2. (35)
This yields
Var30
( ∫
δ(t)
ϕ1 dϕ2
)
= 0. 
Corollary 5. The integral
∫
δ(t) ϕ1 dϕ2 is not Abelian integral along F .
If the integral
∫
δ(t) ϕ1 dϕ2 was an Abelian integral along F , then its second variation
Var20(
∫
δ(t) ϕ1 dϕ2) would vanish identically. From (35), we see that the integral
∫
δ(t) ϕ1 dϕ2 is not
Abelian.
Remark 5. Let the orientation of the loops δ(t) and γi be such that the intersection number (δ(t) ◦
γi) = 1. Then Var20(
∫
δ(t) ϕi dϕ j) = 2π2.
We consider now the general case. Let Uk , k = 1, . . . ,a1, be all the bounded connected components
of the complement R2 \⋃di=0 i . In each region Uk there is a center point pk and the region is ﬁlled by
a family of cycles δk(t) vanishing at pk . We consider the integrals
∫
δk(t)
ϕi dϕ j . We have the following
proposition.
Proposition 6.
1. If the intersection point between the lines i and  j belongs to ∂Uk, then the second variation at 0 of the
integral
∫
δk(t)
ϕi dϕ j is nonzero and the third variation is zero.
2. If the intersection point between the lines i and  j does not belong to ∂Uk, then the second variation of
the integral
∫
δk(t)
ϕi dϕ j is zero.
Proof. Let si, j be the intersection point of the lines i and  j . First, assume that si, j ∈ ∂Uk . The
compact region Uk contains the closed loop δk and the point si, j as a vertex. We observe that two
consecutive sides of the polygon Uk are in the lines i and  j (see Fig. 4). Let s1, . . . , sr be the vertices
of Uk . We suppose that s1 = si, j . Let γ1, . . . , γr be the vanishing free loops that turn once around the
vertices s1, . . . , sr of the polygon respectively. We choose the orientation of the loops γ j so that the
intersection number is (δk ◦ γ j) = −1. We observe that the function ϕi is univalued along the loops
δk and γ j which do not turn around i and multivalued along the loops γ j which turn around i . The
determination of ϕi changes by ±2iπ after turning once around i , according to the orientation γi
and γ j+1.
In the same way as in the proof of Proposition 5, we decompose the loop δk into paths
ρ1,ρ2, . . . , ρr as shown in Fig. 4.
1. ρ1 is the path on the loop δk between the points xr and x1.
2. ρ2 is the path on the loop δk between the points x1 and x2, etc.
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With the notations given previously, we identify up to homotopy the loops γ j and (ρ1ρ2 · · ·
ρ j)γ j(ρ1ρ2 · · ·ρ j)−1, with j  3. Therefore, we have that
Var0
(∫
δk
ϕi dϕ j
)
=
r∑
k=3
∫
γk
ϕi dϕ j +
∫
γ12
ϕi dϕ j, (36)
where the closed loop γ12 is the closed loop deﬁned by γ1ρ2γ2(ρ2)−1, taken from the intersection
of the closed loop δk and γ1. Note that the closed loop γ1 turns once anticlockwise and γ2 turns
once clockwise around the line i . We observe also that in (36) the integrals
∫
γk
ϕi dϕ j and
∫
γ12
ϕi dϕ j
are not base point independent (see Deﬁnition 9), but
∫
δk
ϕi dϕ j and Var0(
∫
δk
ϕi dϕ j) are base point
independent. Now, we calculate the second variation of
∫
δk
ϕi dϕ j . The only contribution to the second
variation of
∫
δk
ϕi dϕ j is the integral
∫
γ12
ϕi dϕ j , since Var0(
∫
γk
ϕi dϕ j) = 0, with k = 3, . . . , r.
We decompose the closed loop γ1 in γ
+
1 and γ
−
1 and the closed loop γ2 in γ
+
2 and γ
−
2 (see
Fig. 4), so that
∫
γ +k
dϕ j = iπ and
∫
γ −k
dϕ j = −iπ , for k = 1,2.
By monodromy M0 around the critical value 0, we have that the loop γ12 is transformed into the
loop γ1γ
−
1 ρ2γ
+
2 γ2(γ
+
2 )
−1ρ−12 (γ
−
1 )
−1, where composition is read from left to right. Here the loops
γ1 and γ2 are transformed by half a twist. Hence the variation of
∫
γ12
ϕi dϕ j is
Var0
( ∫
γ12
ϕi dϕ j
)
= iπ
(∫
γ1
dϕ j
)
= −2π2.
Finally, we have that
Var20
(∫
δk
ϕi dϕ j
)
= −2π2, (37)
and
Var30
(∫
δk
ϕi dϕ j
)
= 0. (38)
This completes the proof of the ﬁrst claim of the proposition.
In order to prove the second claim of this proposition, suppose that i ∩  j = si, j and si, j /∈ Uk .
Then we can distinguish the following three cases:
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(b) Exactly one edge of the polygon Uk is contained in the line i (or  j).
(c) Two edges of the polygon are contained in the lines i and  j .
In the case (a) we have that
Var0
(∫
δk
ϕi dϕ j
)
=
r∑
k=1
∫
γk
ϕi dϕ j,
where the closed loops γk do not turn around the lines i and  j . Hence Var0(
∫
γk
ϕi dϕ j) = 0 and
Var20(
∫
δk
ϕi dϕ j) = 0.
In the cases (b) and (c) we have that
Var0
(∫
δk
ϕi dϕ j
)
=
r∑
k=3
∫
γk
ϕi dϕ j +
∫
γ12
ϕi dϕ j,
where the closed loop γ12 is the closed loop deﬁned by γ1ρ2γ2(ρ2)−1, taken from the intersection
of the closed loop δk and γ1. The function ϕi is not univalued around the closed loop γ1 and γ2 but
Var0(
∫
γk
ϕi dϕ j) = 0, for k = 1,2 because γ1 and γ2 do not turn around the line  j .
Therefore
Var20
(∫
δk
ϕi dϕ j
)
= 0. 
Corollary 6. Under the condition 1 of Proposition 6, we have that the integral I∗i, j(t) =
∫
δk
ϕi dϕ j is not Abelian
along F .
Theorem 3. The system of integrals formed by Ik(t), with k = 1, . . . ,2a1 and I∗i, j(t), 1 i < j  d, with d 2
is C[t,1/t]-independent.
Proof. We will prove this theorem by an induction on the number of lines. We denote the lines by
0, . . . , d .
For d = 2, that is the triangle case, the system is formed by the integrals {I1(t), I2(t), I∗1,2(t)}. The
C[t,1/t]-independence of the system is given in [12, Proposition 3].
Now, we suppose that the C[t,1/t]-independence of the system of the integrals is true for d lines,
with d 3.
We consider (d+1) lines and the following equation in the variables αk(t), with k = 1, . . . ,d(d−1)
and β∗i, j(t), with 1 i < j  d and αk(t), β∗i, j(t) ∈ C[t,1/t]:
d(d−1)∑
k=1
αk(t)Ik(t) +
∑
1i< jd
β∗i, j(t)I
∗
i, j(t) = 0. (39)
First, we will prove that β∗i, j(t) = 0, for 1 i < j  d. Under the condition that β∗i, j(t) = 0 and the
independence of the integrals Ik(t), we have that αk(t) = 0, for k = 1, . . . ,d(d − 1), and therefore the
theorem will be proved.
We observe that the integrals Ik(t), k = 1, . . . ,d(d− 1), are Abelian. Therefore the second variation
Var20(Ik(t)) = 0.
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let δk(t) be the closed loops in the region Uk vanishing at tk . From N. A’Campo [1, Theorem 2], we
can choose an orientation of these loops, so that their intersection numbers verify
(
δki (t) ◦ δk j (t)
)= {1 if the compact regions Uki and Uk j have an edge in common,
0 in other case,
(40)
for i < j.
By the Picard Lefschetz formula, we can transport a closed loop δ(t) by monodromy around the
center critical values t to all closed loops δk . Denote by Iki (t) =
∫
δk(t)
ωi and Iki, j(t) =
∫
δk(t)
ϕi dϕ j . Then
from the condition (39) we have that
d(d−1)∑
r=1
αr(t)I
k
r (t) +
∑
1i< jd
β∗i, j(t)I
k
i, j(t) = 0, (41)
for each closed loop δk(t).
From Proposition 6, we have that
Var20
( ∫
δk(t)
ϕi dϕ j
)
=
{±2π2 if i ∩  j is a vertex of Uk,
0 if i ∩  j is not a vertex of Uk. (42)
The second variation Var20 transforms the equality (41) into the system of
d(d−1)
2 linear equations
with d(d−1)2 variables β
∗
i, j(t):
∑
1i< jd
σ ki, jβ
∗
i, j(t) = 0, (43)
where the values of σ ki, j are
σ ki, j =
⎧⎨⎩
−1 if i ∩  j is a vertex of Uk and (δk ◦ γi) = −1,
1 if i ∩  j is a vertex of Uk and (δk ◦ γi) = 1,
0 if i ∩  j is not a vertex of Uk.
(44)
We recall that the (d+ 1) lines 0, . . . , d are in general position in the real plane R2. For the line
d we can distinguish two relative positions:
Case (a) d is an exterior line, i.e., all intersection points between the lines i and  j belong to the
same half-plane deﬁned by d .
Case (b) d is an interior line, i.e., there exist intersection points between the lines i and  j on both
sides of d .
If case (a) occurs, then we observe that the system (43) is independent of the relative position of
the line d . In this case the line d does not cut the interior ovals. Therefore the system (43) with
(d + 1) lines has as subsystem
∑
1i< j(d−1)
σ ki, jβ
∗
i, j(t) = 0, (45)
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β∗i, j(t) = 0, 1 i < j  (d − 1). (46)
From (43) and (46), we have that
(d−1)∑
j=1
σ kj,dβ
∗
j,d(t) = 0. (47)
On the other hand, let sk be the intersection point between the lines k and d . We denote
by Udk , k = 1, . . . ,d − 1, the relatively compact region, such that one of the edges of the polygon
Udk is contained in the line d between the vertices sk−1 and sk . We denote by δ
d
k (t) the family of
closed loops in Udk . We can connect the closed loop δ
d
1(t) to δ
d
(d−1)(t) by a convenient chain of loops
δd1(t), . . . , δ
d
(d−1)(t) in the sense of (40). From (40) we have that
Vart(k+1)
( ∫
δdk (t)
ϕi dϕ j
)
=
∫
δd
(k+1)(t)
ϕi dϕ j . (48)
Indeed, from (42) and by a combination of ﬁrst variations and the second variation Var20, we can
always reduce the system (47) to a system of order (d − 1) × (d − 1) of the type
β∗1,d = 0,
β∗1,d + β∗2,d = 0,
β∗2,d + β∗3,d = 0,
β∗3,d + β∗4,d = 0,
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
β∗d−2,d + β∗(d−1),d = 0.
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(49)
Therefore, for j = 1, . . . , (d − 1), we have that
β∗j,d(t) = 0. (50)
From (41), (46) and (50), we have that
∑d(d−1)
r=1 αr(t)Ikr (t) = 0. Now the integrals Ikr (t) are C[t,1/t]-
independent, so we conclude that
αr(t) = 0, r = 1, . . . ,d(d − 1). (51)
Therefore, we can conclude, from (46), (50) and (51), that the system of integrals is C[t,1/t]-
independent in the case (a).
In the case (b), we can suppose that the line d divides some relatively compact region Uk of
R2 \⋃d−1i=0 i into two relatively compact regions that we denote by U1k and U2k (see Fig. 5). We observe
that all vertices of U1k and U
2
k are vertices of Uk except for the vertices that are on the line d . We
1330 M. Uribe / J. Differential Equations 246 (2009) 1313–1341Fig. 5. The region Uk decomposed in the regions U 1k and U
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denote by δk , δ1k and δ
2
k the families of closed loops in Uk , U
1
k and U
2
k respectively. Moreover, we put
Iki (t) =
∫
δk(t)
ωi and Iki, j(t) =
∫
δk(t)
ϕi dϕ j . Then, condition (39) implies, in particular that
d(d−1)∑
r=1
αr(t)I
δ1k
r (t) +
∑
1i< jd
β∗i, j(t)I
δ1k
i, j(t) = 0, (52)
and
d(d−1)∑
r=1
αr(t)I
δ2k
r (t) +
∑
1i< jd
β∗i, j(t)I
δ2k
i, j(t) = 0. (53)
The second variation Var20 transforms the systems (52) and (53) into the systems
∑
1i< jd
σ
k1
i, jβ
∗
i, j(t) = 0, (54)
and
∑
1i< jd
σ
k2
i, jβ
∗
i, j(t) = 0, (55)
respectively, where σ kmi, j , m = 1,2, are deﬁned as in (44), for the loops δmk .
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k , we have that
Var20
( ∫
δk(t)
ϕi dϕ j
)
= −Var20
( ∫
δ1k (t)
ϕi dϕ j
)
.
Therefore the difference between Eqs. (54) and (55) is equal to Eq. (45) obtained for d lines. That is∑
1i< j(d−1)
σ ki, jβ
∗
i, j(t) = 0.
Now, by the induction hypothesis, we have that β∗i, j = 0, for 1 i < j  (d − 1). Finally, it remains
to prove that β∗i,d = 0, for 1  j  (d − 1). The proof runs as in case (a). Next the independence of
Abelian integrals implies that αr = 0 for r = 1, . . . ,d(d − 1). 
Proposition 7 (Poincaré–Pontryagin function of order two). We consider the displacement function along a
loop δ(t) of a polynomial perturbation of a polynomial Hamiltonian vector ﬁeld as in (2). If its ﬁrst Poincaré–
Pontryagin function M1(t) vanishes, then the second Poincaré–Pontryagin function M2(t) belongs to the
C[t,1/t]-module generated by the Abelian integrals {I1(t), . . . , I2a1 (t)} and the non-Abelian integrals I∗i, j(t),
1 i < j  d.
Proof. The proof of this proposition in the Hamiltonian triangle case is given in [12].
Let ω be a polynomial 1-form with coeﬃcients in C[x, y]. Therefore ω can be written as in (24).
Under the condition that the ﬁrst Poincaré–Pontryagin function M1(t) is zero, we have, from Proposi-
tion 4, that ω is of the form
ω =
(
Q 1 −
d∑
k=1
P˜
′
k(F )ϕk
)
︸ ︷︷ ︸
Q
dF + d
(
R1 +
d∑
k=1
P˜k(F )ϕk
)
︸ ︷︷ ︸
R
. (56)
From Françoise’s algorithm and from (31), we have then that the Poincaré–Pontryagin function of
order two is given by M2(t) =
∫
δ(t) Q ω. Indeed,
M2(t) =
∫
δ(t)
Q dR. (57)
From (56), we have that
Q dR =
[
Q 1 −
d∑
k=1
P˜ ′k(F )ϕk
]
d
[
R1 +
d∑
k=1
P˜k(F )ϕk
]
.
In order to simplify the notations, we write α ∼ β , for ∫
δ(t) α ≡
∫
δ(t) β . Now
Q dR ∼ Q 1 dR1 +
d∑
k=1
(
Q 1 P˜k(F ) − R1 P˜ ′k(F )
)
dϕk
+
∑
1i< jd
(
P˜ ′i(F ) P˜ j(F ) − P˜ i(F ) P˜ ′j(F )
)
ϕi dϕ j .
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M2(t) =
∫
δ(t)
Q 1 dR1 +
d∑
k=1
∫
δ(t)
(
Q 1 P˜k(F ) − R1 P˜ ′k(F )
)
dϕk
+
∑
1i< jd
(
P˜ ′i(t) P˜ j(t) − P˜ i(t) P˜ ′j(t)
) ∫
δ(t)
ϕi dϕ j . (58)
As Q 1 dR1 and F dϕk are polynomial forms in C[x, y], we have that the integrals
∫
δ(t) Q 1 dR1 and∫
δ(t)(Q 1 P˜k(F ) − R1 P˜ ′k(F ))dϕk that appear in (58) are Abelian.
Finally, denoting by P˜∗i, j(t) the polynomial
P˜∗i, j(t) = P˜ ′i(t) P˜ j(t) − P˜ i(t) P˜ ′j(t), (59)
it follows that the coeﬃcient of I∗i, j(t) in (58) is P˜
∗
i, j(t). Hence, we see that generically, this coeﬃcient
is nonzero (see [12] for the Hamiltonian triangle case), and hence in (58) the function M2(t) can be
written as
M2(t) = {Abelian integrals} +
∑
1i< jd
P˜∗i, j(t)I
∗
i, j(t).  (60)
Remark 6. From (31) and (56) we have that
M2(t) =
∫
δ(t)
(
Q 1 +
d∑
k=1
P ′k(F )ϕk
)
ω =
∫
δ(t)
Q 1ω +
d∑
k=1
P ′k(t)
∫
δ(t)
ϕkω.
We can see that the principal Poincaré–Pontryagin function M2(t) of order two is a combination
of integrals of 1-forms of type ϕkω. This expression motivates the following section.
5. Higher order principal Poincaré–Pontryagin functions
Deﬁnition 8. We say that a 1-form ω˜ with coeﬃcients in F is -admissible, for some positive inte-
ger , if
ω˜ =
∑
0p1+···+pd
ϕ
p1
1 · · ·ϕpdd ωp1,...,pd . (61)
Here,  is called the degree of admissibility of the form ω˜ and all the pi , i = 1, . . . ,d, are positive
integers. The functions ϕk are deﬁned as in (18) and ωp1,...,pd are polynomial 1-forms in C[x, y]. We
denote by Ω˜1adm the F -module of all -admissible forms in F for any .
The polynomial 1-forms in the complex variables x, y are 0-admissible. The following proposition
allows us to write an -admissible form in a convenient way.
Proposition 8. Let ω˜ be an -admissible 1-form in F . Then the form ω˜ can be written as
ω˜ =
∑
i=1,...,2a1
0p +···+p 
ϕ
p1
1 · · ·ϕpdd
F −(p1+···+pd)
P1p1,...,pd,i(F )ωi1 d
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∑
k=1,...,d
0p1+···+pd
ϕ
p1
1 · · ·ϕpdd
F −(p1+···+pd)
P2p1,...,pd,k(F )ηk
+
∑
0p1+···+pd
ϕ
p1
1 · · ·ϕpdd
F −(p1+···+pd)
Q p1,...,pd (x, y)dF
+ dR(x, y, F ,1/F ,ϕ1, . . . , ϕd). (62)
Proof. We prove Proposition 8 by induction on the degree of admissibility .
For  = 0, we have that ω˜ is a polynomial 1-form with coeﬃcients in C[x, y]. Therefore, from
Corollary 4 (relative cohomology corollary), we have that the form ω˜ is written as in (62).
Now, we suppose that (62) is true for the d-admissible forms with d < . Since the form ωp1,...,pd
is polynomial in C[x, y], we have from (28) that
ϕ
p1
1 · · ·ϕpdd ωp1,...,pd =
2a1∑
i=1
ϕ
p1
1 · · ·ϕpdd P1p1,...,pd,i(F )ωi
+
d∑
k=1
ϕ
p1
1 · · ·ϕpdd P2p1,...,pd,k(F )ηk
+ ϕp11 · · ·ϕpdd Q p1,...,pd (x, y)dF + ϕp11 · · ·ϕpdd dRp1,...,pd (x, y). (63)
The last term in (63) is not exact. Therefore, we transform it by integration by parts
ϕ
p1
1 · · ·ϕpdd dRp1,...,pd = d
(
ϕ
p1
1 · · ·ϕpdd Rp1,...,pd
)− d∑
k=1
pkϕ
p1
1 · · ·ϕpk−1k · · ·ϕpdd Rp1,...,pd dϕk.
From Remark 4 the forms F dϕk are polynomial in C[x, y] and therefore the form pkRp1,...,pd F dϕk is
also polynomial in C[x, y]. We put Rp1,...,pd (x, y, F ,ϕk) = pkRp1,...,pd (x, y)F dϕk . We have that
ϕ
p1
1 · · ·ϕpdd dRp1,...,pd = d
(
ϕ
p1
1 · · ·ϕpdd Rp1,...,pd
)− 1
F
d∑
k=1
ϕ
p1
1 · · ·ϕpk−1k · · ·ϕpdd Rp1,...,pd ,
where in the last expression, the function Rp1,...,pd is polynomial in the variables x, y, F ,ϕ1, . . . , ϕd .
Applying Corollary 4 and beginning by ϕp11 · · ·ϕpdd dRp1,...,pd such that p1 + · · · + pd = , we write
ϕ
p1
1 · · ·ϕpdd dRp1,...,pd = d
(
ϕ
p1
1 · · ·ϕpdd Rp1,...,pd
)− 1
F
∑
1q1+···+qd(−1)
ϕ
q1
i · · ·ϕqdd Rq1,...,qd .
Using the inductive hypothesis, for each term ϕq11 · · ·ϕqdd ωq1,...,qd in (63) and considering all the terms,
we have that
ϕ
q1
1 · · ·ϕqdd ωq1,...,qd =
∑
i=1,...,2a1
0q1+···+qdr
ϕ
q1
1 · · ·ϕqdd
F −(q1+···+qd)
P1q1,q2,...,qd,i(F )ωi
+
∑
k=1,...,d
0q +···+q r
ϕ
q1
1 · · ·ϕqdd
F −(q1+···+qd)
P2q1,q2,...,qd,k(F )ηk1 d
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∑
0q1+···+qdr
ϕ
q1
1 · · ·ϕqdd
F −(q1+···+qd)
Qq1,...,qd (x, y)dF
+ dRr(x, y, F ,1/F ,ϕ1, . . . , ϕd).
Finally, ω˜ is written in the form (62). 
Corollary 7. If ω˜ is an -admissible form in F , then
∫
δ(t)
ω˜ =
∑
0p1+···+pd
∫
δ(t)
ϕ
p1
1 · · ·ϕpdd νp1,...,pd , (64)
where the form νp1,...,pd is a form in C[x, y] with rational coeﬃcients in the variable F .
Proof. Let ω˜ be an -admissible form. We can write ω˜ under the form (62). We put
ν1p1,...,pd =
∑
i=1,...,2a1
1
F −(p1+···+pd)
P1p1,p2,...,pd,i(F )ωi, (65)
ν2p1,...,pd =
∑
k=1,...,d
1
F −(p1+···+pd)
P2p1,p2,...,pd,k(F )ηk, (66)
where the polynomial functions P1, P2 and the 1-forms ωi and ηk are given by Proposition 8. We
put
νp1,...,pd = ν1p1,...,pd + ν2p1,...,pd . (67)
It has rational coeﬃcient in the variable F . Note that
∫
δ(t) ω˜ is given by the integral of the ﬁrst two
terms in (62). From (67) we have that
∫
δ(t)
ω˜ =
∑
0p1+···+pd
∫
δ(t)
ϕ
p1
1 · · ·ϕpdd νp1,...,pd . 
Lemma 1. Let p1, . . . , pd be ﬁxed such that p1 + · · · + pd  . We consider νp1,...,pd , as in (67). If∫
δ(t) νp1,...,pd ≡ 0, then
νp1,...,pd =
d∑
k=1
Ap1,...,pd,k(F )ηk, (68)
where the functions Ap1,...,pd,k are rational in the variable F .
Proof. Let the integral
∫
δ(t) νp1,...,pd vanish identically. From (67), we have that
2a1∑
i=1
1
t−(p1+···+pd)
P1p1,...,pd,i(t)
∫
δ(t)
ωi +
d∑
k=1
1
t−(p1+···+pd)
P2p1,...,pd,k(t)
∫
δ(t)
ηk = 0.
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∫
δ(t) ηk = 0, with k = 1, . . . ,d, and hence
2a1∑
i=1
1
t−(p1+···+pd)
P1p1,...,pd,i(t)
∫
δ(t)
ωi = 0.
Moreover, from Proposition 2, the integrals
∫
δ(t) ωi are C[t,1/t]-independent. Therefore
P1p1,p2,...,pd,i(t) = 0, i = 1, . . . ,2a1.
Finally, if we denote by
Ap1,...,pd,k (F ) =
1
F −(p1+···+pd)
P2p1,...,pd,k(F ),
we have that
νp1,...,pd =
d∑
k=1
Ap1,...,pd,k (F )ηk. 
In the sequel, we calculate the principal Poincaré–Pontryagin function Mk(t), for k > 1. It is in-
dependent of the choice of base points ak in the deﬁnition (18) of the functions ϕ1, . . . , ϕd entering
in its calculation. More precisely, it depends only of the free homotopy class of the closed loop δ(t)
(see [6]). This motivates the following deﬁnition.
Deﬁnition 9 (Base point independence). Let ω˜ be an -admissible 1-form. We say that ω˜ is a base point
independent form, if the integral of ω˜ along the free homotopy class δ(t) is independent of the choice
of the determinations of the functions ϕ1, . . . , ϕd . That is if
∑
0p1+···+pd
∫
δ(t)
(ϕ1 + c1)p1 · · · (ϕd + cd)pdνp1,...,pd
=
∑
0p1+···+pd
∫
δ(t)
ϕ
p1
1 · · ·ϕpdd νp1,...,pd (69)
for all values of c1, . . . , cd .
Let Ω˜1ind be the space of all admissible 1-forms that are base point independent.
Let B˜1ind be the submodule of base point independent forms that are relatively exact in F .
We deﬁne the base point independent relative cohomology by
H˜1ind =
Ω˜1ind
B˜1ind
. (70)
Example 1. The polynomial forms in C[x, y] are base point independent.
Example 2. The forms η∗i, j = ϕi dϕ j are base point independent.
Example 3. The forms η∗i, j,k = ϕiϕ j dϕk are not base point independent.
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F dϕ j and the forms η∗i, j = ϕi dϕ j . We have the following theorem.
Theorem 4. The C[t,1/t]-module H˜1ind of base point independent relative cohomology is generated by the
polynomial forms ωk, η j and η∗i, j , with k = 1, . . . ,2a1 and 1 i, j  d.
Proof. We proceed by induction on the admissibility degree , using also the C[t,1/t]-independence
of the integrals I j(t) and I∗i, j(t).
Let ω˜ be an admissible base point independent form with admissibility degree equal to . From
Corollary 7, we have that ∫
δ(t)
ω˜ =
∑
0p1+···+pd
∫
δ(t)
ϕ
p1
1 · · ·ϕpdd νp1,...,pd .
For  = 0, we have that ω˜ is a polynomial form in C[x, y] and from Corollary 4, this form is
generated by the polynomial forms ωk and η j , with k = 1, . . . ,2a1 and j = 1, . . . ,d.
For  = 1, we have from the deﬁnition of admissible forms, that ω˜ is written as
ω˜ = ω˜0 +
∑
p1+···+pd=1
ϕ
p1
1 · · ·ϕpdd νp1,...,pd , (71)
where ω˜0 is a polynomial 1-form in the variables x, y.
We denote by νi = ν0,...,1,...,0 the form νp1,...,pd in (71), with pi = 1, and pk = 0, for k = i. Therefore,
we write ω˜ as
ω˜ = ω˜0 +
d∑
i=1
ϕiνi . (72)
The condition that ω˜ is a base point independent form, implies that ϕiνi is also base point indepen-
dent and therefore
∫
δ(t) νi = 0. From Lemma 1, we have that
νi =
d∑
j=1
Ai, j(F )dϕ j . (73)
Finally, by (72) and (73), we have that
ω˜ = ω˜0 +
∑
1i, jd
Ai, j(F )ϕi dϕ j .
We conclude that in the case  = 1, we have that the form ω˜ is a linear combination of polynomial
forms ωk , k = 1, . . . ,2a1, the forms η j , j = 1, . . . ,d, and the forms η∗i, j , 1 i < j  d, with coeﬃcients
in F .
Now, we suppose that the condition is true for the admissible forms of degree less than or equal
to . From the deﬁnition of admissibility of ω˜, we have that
ω˜ = ω˜−1 +
∑
p1+···+pd=
ϕ
p1
1 · · ·ϕpdd νp1,...,pd , (74)
where ω˜−1 is an ( − 1)-admissible form.
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∏d
i=1 pi = 0.
Claim (2). νp1,...,pd = 0, if p1 + · · · + pd = , p j = 0 and
∏d
i = j pi = 0.
Claim (3). νp1,...,pd = Ap j (F )dϕ j , if p j = 0 and pk = 0 for k = j.
Note that a 1-form ω˜ is base point independent, if and only if the polynomial function in the
variables c1, . . . , cd deﬁned by
P (c1, . . . , cd) =
∑
0p1+···+pd
∫
δ(t)
(ϕ1 + c1)p1 · · · (ϕd + cd)pdνp1,...,pd
−
∑
0p1+···+pd
∫
δ(t)
ϕ
p1
1 · · ·ϕpdd νp1,...,pd (75)
is identically zero.
We will use the usual expansion of (75) as a polynomial in the variables cp11 · · · cpdd .
In order to prove Claim (1), we consider in (75) the terms of degree  in (c1 · · · cd) and two of the
terms of degree  − 1 in (c1 · · · cd).
If p1 +· · ·+ pd =  and p1 · · · pd = 0, then the coeﬃcient of cp11 · · · cpdd in (75) is
∫
δ(t) νp1,...,pd . Thus∫
δ(t) νp1,...,pd = 0. From Lemma 1, we have that
νp1,...,pd =
d∑
j=1
A j,p1,...,pd (F )dϕ j, (76)
and the component of admissibility degree  is
d∑
j=1
A j,p1,...,pd (F )ϕ
p1
1 · · ·ϕpdd dϕ j .
In order to prove that the coeﬃcient A j,p1,...,pd (F ) in (76) is zero, we can consider for some i, for
example, the coeﬃcient of cp11 · · · cpi−1i · · · cpdd in (75) and the coeﬃcient cp11 · · · cpd−1d .
The coeﬃcient of cp11 · · · cpi−1i · · · cpdd is
∫
δ(t)(νp1,...,pi−1,...,pd + piϕiνp1,...,pd ) and therefore, from (75),
we have that ∫
δ(t)
(νp1,...,pi−1,...,pd + piϕiνp1,...,pd ) = 0
implies that
∫
δ(t)
νp1,...,pi−1,...,pd + pi
d∑
j=1
A j,p1,...,pd (t)
∫
δ(t)
ϕi dϕ j = 0, j = i.
From Theorem 3, the system formed by the integrals Ik(t) =
∫
δ(t) ωk and the integrals I
∗
i, j(t) =
∫
δ(t) η
∗
i, j
is C[t,1/t]-independent and therefore we have that∫
δ(t)
νp1,...,pi−1,...,pd = 0, A j,p1,...,pd (t) = 0, j = i. (77)
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δ(t)(νp1,...,pd−1 + pdϕdνp1,...,pd ). Similarly as before, we obtain that∫
δ(t)
νp1,...,pd−1 = 0, Ai,p1,...,pd (t) = 0. (78)
This proves Claim (1).
Claim (2) is proved in the same way as Claim (1), with one variable less in the polynomial function
P deﬁned in (75).
We will prove now Claim (3). Put νp j = νp1,...,pd with p j = 0 and pk = 0, for k = j. If we consider
the polynomial given by (75), then we have that
P (c j) =
∑
0
∫
δ(t)
(ϕ j + c j)p jνp j − ϕ j p jνp j . (79)
Therefore, as ω˜ is a base point independent form and P (c j) = 0, then the coeﬃcient of cj is
∫
δ(t) νp j .
This coeﬃcient is equal to zero. From Lemma 1, we have that
νp j =
d∑
k=1
Ak, j(F )dϕk.
Now, the coeﬃcient of c−1j is
∫
δ(t)(νp j−1 + ϕ jνp j ) and therefore
∫
δ(t)
(νp j−1 + ϕ jνp j ) =
∫
δ(t)
(
νp j−1 + ϕ j
d∑
k=1
Ak, j(F )dϕk
)
= 0.
From the C[t,1/t]-independence of the Abelian integrals Ik(t) and the integrals I∗i, j(t), we have that∫
δ(t) νp j−1 = 0 and Ak, j(t) = 0, for k = j. Therefore we have that
νp j = Ap j (F )dϕ j .
This ﬁnishes the proof of Claim (3).
From Claims (1)–(3), the relation (74) is now written as
ω˜ = ω˜0 + ω˜1 +
d∑
i, j=1
ϕ
pi
i Ai, j( f )dϕi, (80)
where ω˜i , i = 0,1, are admissible forms of order i. Indeed, we have that∫
δ(t)
ω˜ =
∫
δ(t)
ω˜−1. (81)
This implies that ω˜−1 is a base point independent form and we use the induction hypothesis. 
Corollary 8. Let ω˜ be an admissible form. If ω˜ is a base point independent form, then
∫
δ(t) ω˜ belongs to the
C[t,1/t]-module generated by the Abelian integrals Ik(t), with k = 1, . . . ,2a1 and the integrals I∗i, j(t), with
1 i < j  d.
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integrals of all base point independent forms along the cycle δ:
Pind =
{
I ind: I ind =
∫
δ
ω˜
}
. (82)
From Theorem 4, we have that ω˜ is a linear combination of polynomial forms in C[x, y] and the
forms of type η∗i, j , 1 i < j  d. Therefore we have that
∫
δ(t) ω˜ belongs to the C[t,1/t]-module gen-
erated by the Abelian integrals Ik(t), with k = 1, . . . ,2a1 and integrals I∗i, j(t), with 1 i < j  d. 
Now, we are able to prove that we can use Françoise’s algorithm in F .
Theorem 5. Let ω˜ be an -admissible base point independent form in F . If moreover∫
δ(t)
ω˜ ≡ 0,
then there exist functions Q˜ and R˜ in F such that
ω˜ = Q˜ dF + dR˜.
Proof. Let ω˜ be an admissible 1-form. From Theorem 4, the form ω˜ can be written
ω˜ =
2a1∑
k1=1
ak1 (F )ωk1 +
d∑
k2=1
ak2 (F )ηk2 +
d∑
i, j=1
a∗i, j(F )η
∗
i, j + Q˜ dF + dR˜, (83)
where ak1 , ak2 and a
∗
i, j are functions in the variable F and Q˜ , R˜ are polynomial functions in F . By
the condition
∫
δ(t) ω˜ ≡ 0, we have that
2a1∑
k=1
ak(t)
∫
δ(t)
ωk +
d∑
i, j=1
a∗i, j(t)
∫
δ(t)
η∗i, j = 0.
Indeed, by the C[t,1/t]-independence of the integrals Ik(t) =
∫
δ(t) ωk and I
∗
i, j(t), we have that
ak(t) = a∗i, j(t) = 0.
Therefore
ω˜ =
d∑
k=1
a˜k(F )dϕk + Q˜ dF + dR˜,
where a˜k(t) = tak(t).
Finally, as in Proposition 4, we can write
ω˜ = Q˜ dF + dR˜,
where the functions Q˜ and R˜ are polynomial functions in the variables x, y, F , 1/F , ϕ1, . . . , ϕd and
hence this function belongs to F . 
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Proof of Theorem 1. Let ω be a polynomial form in the variables x, y. We suppose that M1(t) = 0.
Therefore, from Proposition 4 the form ω is relatively exact in F . This means that there exist functions
Q˜ 1 and R˜1 in F , such that
ω = Q˜ 1 dF + dR˜1.
From Françoise’s algorithm in [2], the principal Poincaré–Pontryagin function M2(t) of order two is
given by
M2(t) =
∫
δ(t)
Q˜ 1ω.
If M2(t) = 0, we can use Theorem 5 and hence there exist Q˜ 2 and R˜2 in F such that
Q˜ 1ω = Q˜ 2 dF + dR˜2,
and
M3(t) = −
∫
δ(t)
Q˜ 2ω.
Suppose now that there exists an integer  such that
M1(t) = · · · = M(t) = 0, M+1(t) = 0.
Then, from Françoise’s algorithm and using Theorem 5, we can conclude that there exist functions
Q˜ 1, Q˜ 2, . . . , Q˜  and R˜1, R˜2, . . . , R˜ that belong to F , such that
Q˜ −1ω = Q˜  dF + dR˜.
Therefore, the principal Poincaré–Pontryagin function is
M+1(t) = (−1)
∫
δ(t)
Q˜ ω.
From Theorem 5, we have that M+1(t) belongs to the C[t,1/t]-module generated by the Abelian
integrals Ik(t) and the integrals of type I∗i, j(t). 
Corollary 9. The principal Poincaré–Pontryagin function Mk(t) is an iterated integral of length two.
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