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Kivonat: Fontos cél, hogy egyre több televíziós műsor legyen akadálymentesen 
hozzáférhető siket- és nagyothalló nézők számára is. Az élő labdarúgó-mérkőzé-
sek kiemelten nagy népszerűségnek örvendenek, így feliratozásuk sok ember éle-
tét könnyíti meg. A jelenleg alkalmazott kézi feliratozásnál azonban sok infor-
máció elveszik a kommentárból. Erre nyújthat megoldást a gépi feliratozás, mely 
képes lépést tartani az élő beszéd tempójával. Technikai szempontból azonban 
problémát jelent az idegennyelvű személynevek felismerése, melyek gyakoriak 
a labdarúgó-közvetítésekben, így nagyban befolyásolják a feliratozás minőségét. 
Cikkünkben különböző szótárbővítési eljárások hatékonyságát vetjük össze. 
Ezen módszerek előnye, hogy segítségükkel egy már betanított felismerő modell 
szótárát a kívánt feladathoz lehet adaptálni. Bemutatunk környezetfüggetlen és 
környezetfüggő megoldásokat is a labdarúgó-mérkőzéseken elforduló személy-
nevek felismerésére. Kísérleteink során azt találtuk, hogy az egyszerűbb, környe-
zetfüggetlen szótárbővítés jó választás lehet, ha nem várjuk el a feliratozó rend-
szertől, hogy az esetragokat is felismerje. Amennyiben pontos ragozással szeret-
nénk visszaadni a személyneveket, szükség lehet a komplex, környezetfüggő mo-
dellezésre. 
1   Bevezetés 
Televíziós műsorok feliratozása során nagy kihívás jelent az élő műsorok feldolgo-
zása. Élő adás esetén a feliratnak is élőben kell születnie, nincs idő az alapos szerkesz-
tésre. A tavalyi Magyar Számítógépes Nyelvészeti (MSZNY) konferencián  bemutat-
tunk egy közéleti- és hírműsorok gépi úton történő, élő feliratozásához fejlesztett rend-
szert, melyet egy a Médiaszolgáltatás-támogató és Vagyonkezelő Alap (MTVA) által 
támogatott kutatás keretében hoztunk létre [1]. A közéleti- és hírműsorokon túl a leg-
nagyobb közérdeklődére a sportműsorok, azon belül is a labdarúgó-mérkőzések szá-
mítanak. Kutatásunk célja, hogy ennél a műsortípusnál is ki tudjuk váltani a költséges 
és gyakran hiányos feliratot eredményező gépelést, automatikus beszédfelismerő rend-
szerre épülő megoldással. 
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Az élő feliratozás sosem könnyű feladat, de míg a közéleti- és hírműsorok döntően 
stúdióban rögzített tervezett és olvasott beszédet tartalmaznak, addig a sportkommen-
tárok tipikusan zajos környezetben születnek és a nehezebben modellezhető spontán 
beszédhez állnak közelebb. Ezeken felül a legnagyobb problémát az idegen személy-
nevek jelentik. Méréseink szerint a labdarúgó kommentárokban átlagosan minden he-
tedik szó egy személynév, melyek kiejtése sem feltétlenül követi a magyar nyelv sza-
bályait. Kijelenthetjük tehát, hogy a jó minőségű sportfeliratozás egyik kulcsa a sze-
mélynevek minél pontosabb felismerése. 
Cikkünkben több lehetséges módszert is ismertetünk, melyek segítségével egy már 
betanított beszédfelismerő modellbe utólag is elhelyezhetők személynevek, abban az 
esetben is, ha az eredeti modell nem tartalmazott rájuk mintát. Elsőként bemutatjuk a 
legegyszerűbb, környezetfüggetlen megoldásokat, melyeknél a nyelvi modellbe ön-
álló szavakként helyezzük el az új személyneveket. Ezután megmutatjuk, hogy hogyan 
lehetséges az új személyneveket az előfordulásuk lehetséges kontextusa alapján kör-
nyezetfüggő módon modellezni. Mindkét modellezési megközelítést kipróbáltuk 
alanyesetben álló és esetragokkal ellátott személynevekkel is. Kiértékeléshez egy a 
2016-os labdarúgó-Európa-bajnokság alatt rögzített kétórás tesztfelvételt használtunk, 
melyen a szokásos szóhiba-arányon túl a különböző modellezési módszerekkel elérhető 
személynév-visszakeresés hatékonyságát (felidézés, pontosság, F1) is mértük. 
A következő fejezetben cikkünk témaköréhez legjobban illeszkedő nemzetközi és 
hazai eredményeket mutatjuk be. Ezután a kísérleti feliratozó rendszer akusztikus mo-
delljének felépítését, valamint tanítóadatbázisait ismertetjük. A negyedik fejezetben 
mutatjuk be azokat a módszereket és adatokat, melyekkel a rendszer kezdeti nyelvi mo-
delljét tanítottuk, majd részletesen ismertetjük a használt szótárbővítési eljárásokat. A 
hatodik fejezetben a feliratozó rendszer különböző konfigurációkban mérhető szóhiba-
arányát és személynév felismerési pontosságát hasonlítjuk össze, míg végül az utolsó 
fejezetben összefoglalását adjuk vizsgálataink legfontosabb eredményeinek. 
2   Kapcsolódó eredmények 
A televíziós műsorok feliratozásnál a felirat elkészítésre rendelkezésre álló idő és erő-
források határozzák meg a felirat minőségét [2]. Ha kevés idő áll rendelkezésre (élő 
feliratozás), jó minőségű felirat csak aránylag nagy ráfordítással hozható létre. Éppen 
ezért a műsorszolgáltatók már régóta alkalmaznak gépi beszédfelismerést a kézi mód-
szerek mellett, így ugyanis adott feliratozási idő (késleltetés) mellett jobb minőségben 
(vagy kisebb költséggel) tudnak feliratozni [3, 4]. Sőt a technológia fejlődése mára le-
hetővé tette, hogy bizonyos műsortípusokat teljesen gépi úton feliratozzanak, és csak 
szükség esetén kapcsoljanak át kézi feliratozásra [2]. Mások inkább a hallottakat elis-
métlő vagy összefoglaló ún. újrabeszélők alkalmazásával találták meg az egyensúlyt 
a gépi és emberi feldolgozás között [5, 6]. Elvi lehetőségként a műsorfolyam késlelte-
tése is felmerül, hiszen így időt lehet nyerni a felirat elkészítéséhez. Ezt azonban jogi 
és tartalompolitikai megfontolásból a szolgáltatók nem preferálják. 
Korábbi magyar nyelvű sportfeliratozó rendszerről nincs tudomásunk. Magyar 
nyelvű, gépi feliratozás témakörében is csak tavalyi MSZNY cikkünkre tudunk hivat-
kozni [1], ahol azonban híradókat és közéleti témájú műsorokat feliratoztunk, melyek 
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akusztikai és nyelvi szempontból is könnyebb feladatnak számítanak. Szerencsére 
azonban más nyelveken már készültek sportműsor feliratozó rendszerek. Ezek közül 
két tanulmányt emelnénk ki, melyek a Sochiban rendezett téli olimpiai játékok cseh [5] 
illetve orosz [6] nyelvű feliratozását mutatják be. Bár mindkét kutatócsoport használt 
osztály n-gram alapú tulajdonnév modellezést, de ennek a hatékonyságát nem érté-
kelték ki, és nem vizsgálták, hogy mire képesek az egyszerűbb, a tanítószöveg előké-
szítése nélkül is alkalmazható, környezetfüggetlen módszerek. 
A fenti két rendszer szóhiba-aránya a konkrét sportágtól függően 25-45% között 
mozgott, amikor a teljesen automatikus feliratozást értékelték ki. Mivel ez a hibaarány 
a feliratozáshoz túl magas, mindkét kutatócsoport újrabeszélőket alkalmazott. Az új-
rabeszélés számos szempontból könnyebbé teszi a felismerési feladatot. Egyrészt az 
újrabeszélők csendes környezetben dolgoznak, hangjukhoz adaptált akusztikus modell 
ismeri fel a beszédüket és a kommentátorral ellentétben több hónapos képzésen sajátít-
ják el, hogyan tudnak minél érthetőbb feliratokat létrehozni gépi beszédfelismerő se-
gítségével [7]. Az újrabeszélés ugyanis egyben élő feliratszerkesztést is jelent, ahol a 
gyors tempó miatt nehezen kivitelezhető szöveghű ismétlés helyett inkább a tartalmi 
összefoglaláson van a hangsúly. A cseh rendszerben például a jégkorong-mérkőzések 
feliratozásánál csak az elhangzott kommentár 63%-át feliratozták, ugyanis az összefog-
laláshoz szükséges idő kb. 5 másodperc késleltetést jelentett a feliratban, mely értel-
metlenné tette többek között a korongot birtokló játékosok nevének újrabeszélését. Az 
orosz rendszerben webes adást feliratoztak, így a műsorfolyam késleltetésével kompen-
zálták a felirat csúszását. 
A fentiek összefoglalásaként azt mondhatjuk, hogy az újrabeszéléssel sokat egysze-
rűsödik a beszédfelismerési feladat, ezért az újrabeszélt feliratok kis hibával rendelkez-
nek (1-5% szóhiba-arány). Ellenben csak 60-80%-ban hűek az eredeti szöveghez és 
nagy (minimum 5 másodperc [8]) felirat késleltetéssel járnak. Az újrabeszélés megva-
lósítása döntően nem technológiai, hanem oktatási és szervezési kérdés. Magyar nyel-
ven összefoglaló jellegű újrabeszélés legjobb tudomásunk szerint egyelőre nincs tervbe 
véve. 
3   Akusztikai modellezés 
Ebben a fejezetben az akusztikus modell tanításához felhasznált adatbázisokat, tanítási 
módszereket valamint a kiejtésmodellezést ismertetjük. Kísérleteink során végig az itt 
bemutatott akusztikus modellt alkalmaztuk, és csak az ehhez kapcsolódó felismerő há-
lózatot változtattuk a személynevek modellezéséhez. 
3.1   Akusztikai tanító-adatbázisok 
Az akusztikus modell tanításához használt adatbázis alapját a tavalyi MSZNY-en be-
mutatott feliratozó rendszerünkben [1] is használt hanganyagok adták. Ez a közel 500 
órás adatbázis webes híradókból, közéleti hírműsorokból, az Egri Katolikus Rádió fel-
vételeiből (EKR), a magyar Speecon [9] adatbázisból és egy félig felügyelten annotált 
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MTVA adatbázisból (FF) áll. Ezt az adatbázist egészítettük ki további 26 óra M1 csa-
tornáról rögzített hírháttér műsorral (HH). Az egyes műsortípusokhoz tartozó felvételek 
időtartama az 1. táblázatban található meg. 
 






FF EKR Speecon HH ∑ 
Időtartam [óra] 64 31 100 65 228 26 514 
3.2   Akusztikus modellek tanítása 
Az akusztikus modellek tanítása Kaldi keretrendszerben [10] történt, de front-endként 
a SpeechTex Kft. dekóderének (VOXerver [11]) a lényegkiemelő modulját használtuk. 
A tanításhoz az 514 órás egyesített szélessávú korpuszunkat használtuk. A tanítás a 
state-of-the-art-nak megfelelő módon, mel-frekvenciás kepsztrális jellemzőkön 
(MFCC), trifón Gaussian mixture- és rejtett Markov-modellek (GMM/HMM) készíté-
sével indult. A jellemzővektorokat 13 dimenziós kiindulási MFCC-kből, a front-endben 
9 (aktuális ±4 keret) összefűzése után alkalmazott lineáris diszkriminancia-analízis után 
40 dimenziós keretekként kaptuk. A tanított GMM/HMM modellek 9730 osztott álla-
pottal, állapotonként átlagosan 10 Gauss-komponenssel rendelkeztek. Az ebből kiin-
dulva készített előrecsatolt neurális hálózat bemeneti rétege 360 dimenziós (aktuális 
keret ±4 keret összefűzve), 6 rejtett rétege 400 egységből, egységenként 5 neuronból 
állt (összesen 2000 neuron rejtett rétegenként), p-norm aktivációs függvényekkel. 
3.3   Kiejtésmodellezés 
A lexikai elemek fonetikus átírását szabályalapú, automatikus eljárással készítettük, 
mely megengedi, hogy a kivételes ejtésű, elsősorban nem magyar szavak átiratát kézzel 
adjuk meg. A szótárbővítési módszerek tesztelése során minél pontosabban szerettünk 
volna szimulálni egy valós helyzetet. Éppen ezért nem vettük fel a kivételes ejtésű sza-
vak közé a tesztanyagban előforduló összes névelemet, csak azokat, melyeket megíté-
lésünk szerint minden körültekintő ember felvenne a feliratozás témaköre alapján. Mi-
vel a tesztanyag a labdarúgó-Európa-bajnokság közvetítéseiből lett válogatva, úgy dön-
töttünk, hogy az EB-re nevezett játékosok, bírók és szövetségi kapitányok nevét 
(összesen 595 név) írjuk át és helyezzük el a listán. 
4   Kezdeti nyelvi modell 
Kísérleteink kiindulási alapja egy általános sport témakör alapján tanított nyelvi modell 
volt, melyhez a tanítószövegeket a 2016-os labdarúgó-Európa-bajnokság előtt gyűjtöt-
tük, így biztosítva a tanítás és tesztelés közötti függetlenséget. 
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4.1   Szöveges tanító-adatbázisok 
Kísérleti rendszerünk nyelvi modelljének betanításához három, különböző forrásból 
származó szövegkorpuszt használtunk fel (lásd 2. táblázat): 
 Sportműsor leiratok: Az MTVA által rendelkezésünkre bocsátott sportműsorok 
közül válogatott adatbázis kézi leiratai. Az adatbázis a 2016-os EB előtt rendezett 
labdarúgó-mérkőzéseket is tartalmaz. 
 Sporthír feliratok: Az MTVA csatornáin sugárzott sporthírekhez tartozó feliratok 
 Sport webkorpusz: A kisebb méretű, de feladatspecifikus tanítószövegek mellett 
kiegészítő adatbázisként egy tematikus weboldalakról gyűjtött korpuszt is felhasz-
náltunk a kísérleti rendszerben 
 









Token [millió szó] 0,380 0,668 32,2 33,2 
Type [ezer szó] 38 66 798 818 
4.2   Kezdeti nyelvi modell tanítása 
A szövegkorpuszok előkészítése során eltávolítottuk a nem lexikai elemeket (pl. szá-
mok, írásjelek, rövidítések), meghatároztuk a mondathatárokat, majd statisztikai mód-
szer segítségével átalakítottuk a mondatkezdő szavakat, oly módon, hogy csak a tulaj-
donnevek őrizzék meg a nagy kezdőbetűs írásmódot. Ezután bizonyos nem lexikai ele-
meket átírtunk kiejtett alakjukra (pl. '3', három), ezzel segítve a kiejtési modell generá-
lását. A normalizált tanítószövegek alapján minden korpuszon független, 3-gram nyelvi 
modellt tanítottunk az SRI nyelvi modellező eszköz segítségével [12]. A kezdeti sport 
feliratozó nyelvi modellje ezután úgy készült, hogy az egyes modelleket lineáris inter-
poláció segítségével a beszédfelismerési feladathoz adaptáltunk a tesztanyag paramé-
terhangolási célokra elkülönített részén. 
5   Szótárbővítési módszerek 
Kísérleteink célja az volt, hogy az általános sport témakörben tanított és az előző feje-
zetben bemutatott kezdeti nyelvi modell szótárát kibővítsük a labdarúgó EB közvetíté-
sében legnagyobb valószínűséggel elhangzó személynevekkel. A fejezet első felében 
bemutatjuk a szótárbővítéshez használt névlista összeállításánál alkalmazott módszere-
ket, majd a második felében a szótárbővítési eljárásokat ismertetjük. 
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5.1   Személynév-listák összeállítása 
Az első lista, amit összeállítottunk a szótárbővítéshez használt személynevek alany-
esetben álló alakjait tartalmazta. Ez a 3.3 fejezetben már bemutatott 595 néven alapult 
(EB résztvevő játékosok, bírók és szövetségi kapitányok), azonban a teljes neveken túl 
minden vezetéknév is még egyszer a listára került, mivel a kommentátorok gyakran így 
hivatkoznak az egyes személyekre (összesen 1190 személynév). 
Nem csak alanyesetű személyneveket szerettünk volna azonban visszaadni, így a 
listán szereplő neveket a korpuszban előforduló leggyakoribb hat főnévi esetraggal is 
elláttuk, ezek gyakorisági sorrendben a következők: részes-, tárgy-, eszközhatározói-, 
ablativus-, delativus- és allativus esetek. Méréseink szerint ezzel a hat esettel a kor-
puszban előforduló ragozott főnevek 85%-át tudjuk modellezni. Mivel a magyar nyelv-
ben a ragok egy része – mint a fentebbi hat eset is – váltakozó, tehát magánhangzó-
harmónia szerint illeszkednie kell a szótőhöz, a ragok generálása illesztés alapján tör-
tént. A szótövek magánhangzó-harmónia osztályba sorolása szabályalapú módszerrel 
zajlott: a nevek fonetikus átirataiban szereplő magánhangzók alapján. Három osztályt 
különböztettünk meg: hátulképzett (-hoz), elölképzett kerekített (-höz) és elölképzett 
kerekítetlen (-hez). A tárgyeset rag változatának kiválasztásakor nem csak a szótő ma-
gánhangzó-harmónia osztálya, hanem mássalhangzóra végződés esetén a mással-
hangzó fonetikus tulajdonságai is szerepet játszottak. A folyamat végén tehát az alany-
esetben álló neveken túl még további hat darab az 1190 név különböző főnévi eseteit 
tartalmazó lista állt rendelkezésünkre. 
5.2   Környezetfüggetlen szótárbővítés 
A környezetfüggetlen szótárbővítés lényege, hogy az új szavakat (jelen esetben sze-
mélyneveket), környezetükből kiragadva, izoláltan helyezzük el a nyelvi modellben. 
5.2.1   Elhelyezés a tanítószövegben 
Az első szótárbővítési módszer, amit vizsgálunk, az a szélsőségesen egyszerű megol-
dás, amikor az új szavak listáját egyszerűen felsoroljuk a nyelvi modell tanítószövegé-
ben. Bár ezzel minden új szó nullánál nagyobb valószínűséget kap, valódi statisztikai 
tanítás nem történik, így az új szavak valószínűsége távol fog esni a valós gyakorisá-
guktól. Ezt a módszert leginkább kíváncsiságból és csupán az alanyesetben álló név-
listával próbáltuk ki. 
5.2.2   Interpoláció unigram modellel 
A második környezetfüggetlen szótárbővítési módszer lényege az, hogy az új szavak 
listájából építünk egy unigram nyelvi modellt uniform valószínűségekkel, és ezt a mo-
dellt interpoláljuk a kezdeti rendszerben bemutatott nyelvi modellekkel. Elsőre nagyon 
hasonlónak tűnik az előző megoldáshoz, de nagy előnye, hogy az új szavak nyelvi mo-
delljéhez tartozó interpolációs súly segítségével hangolni tudjuk az új szavak valószí-
nűségét. 
Kétféle szótárbővített modellt készítettünk ezzel a módszerrel. Az első esetben az 
unigram modell az alanyesetben lévő 1190 szavas névlista alapján lett összeállítva. A 
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második esetben nem csak az alanyesetű személyneveket, hanem az 5.1 fejezetben be-
mutatott módszerrel generált egyéb ragozott alakokat is felvettük a modellbe, mely 
így összesen 8330 szótárelemmel bővült. 
5.3   Környezetfüggő szótárbővítés 
A környezetfüggő szótárbővítés lényegi gondolata, hogy azonosítjuk a tanítószövegben 
azokat a szavakat, melyek az új szótári elemekkel azonos szerepet töltenek be. Ezután 
az új szavak listáját elhelyezzük a nyelvi modellben minden olyan kontextusba, melyet 
relevánsnak azonosítottuk. Így a környezetfüggetlen modellekkel ellentétben az új sza-
vak a valóságos használatukat jól közelítő kontextussal kerülhetnek be a felismerő há-
lózatba. Ennek a technikának a lépeseit ismertetjük a következőkben. 
5.3.1   Személynevek azonosítása a kézi leiratokban 
Elsőként tehát releváns kontextussal rendelkezdő szavakat, azaz a személyneveket kell 
azonosítanunk a tanítószövegben. A rendelkezésünkre álló kézi leiratokban a személy-
nevek harmada volt kézzel felcímkézve. A korpusz 5%-át, melyben az összes személy-
nevet felcímkéztük, tesztelési célokra félretettük. A korpusz fennmaradó részét három 
iterációban címkéztük fel. Baseline modellnek azt a naiv osztályozást tekintettük, ami-
kor minden nagy kezdőbetűs szó személynév címkét kapott. Ez alacsony pontosságot 
(74%) és magas felidézési arányt (100%) jelentett (lásd 3. táblázat). 
 
3. táblázat: Személynevek szöveges visszakeresésének hatékonysága a sport leiratokban 
Modell Pontosság [%] Felidézési arány [%] F1 [%] 
Baseline 74 100 84 
SzegedNE 94 74 83 
Stanford: csak címkézett sorok 76 97 85 
Stanford: hiányos címkézés  99 47 64 
Stanford-Szeged 1. kör 96 83 88 
Stanford-Szeged 2. kör 95 88 91 
 
A statisztikai tanuláson alapuló címkézést két eszköztár segítségével végeztük, a 
Stanford-NER [13] CRF-alapú szekvencia osztályozójával, valamint a SzegedNE [14] 
magyar nyelvre tanított modelljével. Először a Stanford-NER-t tanítottuk a rendelke-
zésre álló hiányosan címkézett korpusszal. Két tanítást is végeztünk: egyet a teljes hiá-
nyosan címkézett korpusszal, egyet pedig a korpusz azon soraival, ahol minden nagy 
kezdőbetűs szó fel volt címkézve. Ez utóbbi sorokat tartalmazó részkorpusz feltevésünk 
szerint helyesen címkézettnek tekinthető. A teljes hiányosan címkézett korpuszon taní-
tott modell alacsony pontosságot (76%) és magas felidézési arányt (97%) hozott, a csak 
felcímkézett sorokon tanított modell pedig magas pontossággal (99%) és alacsony fel-
idézéssel (47%) járt. A cél a kettő közti optimális egyensúly megtalálása volt. 
Ezután felcímkéztük a korpuszt a SzegedNE osztályozójával (F1: 83%), majd az új 
címkéket egyesítettük a hiányos kézi címkézéssel, és az így keletkezett címkézéssel 
tanított új Stanford-modell már 96%-os pontosságot és lényegesen magasabb 83%-os 
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felidézést hozott. Utolsó lépésben az addigi legjobb modellel (Stanford-Szeged 1. kör) 
felcímkézett korpusszal új modellt (Stanford-Szeged 2. kör) tanítottunk, ez 95%-os 
pontosságot és 88%-os felidézést jelentett a teszthalmazon. A címkézés és kiértékelés 
IO (inside-outside) jelölési konvenció szerint történt. 
A személynevek azonosítását követően kétféle címkézett tanítószöveg hoztunk létre. 
Az elsőben az esetragtól függetlenül minden egytagú személynév NAME és minden 
többtagú COMPOUND címkét kapott. A második címkézésnél a főnévi eseteket is azo-
nosítottuk a Magyarlánc [15] eszköztár segítségével, és jelöltük is a címkékben (pl. 
NAME-ACC, COMPOUND-DAT). 
5.3.2   Címkék helyettesítése a felismerő hálózatban 
A feliratozó rendszer mögött dolgozó gépi beszédfelismerő súlyozott, véges állapotú 
átalakítókat (WFST) [16] használ a különböző szintű nyelvi információk integráció-
jához. Ez a technológia kiválóan alkalmas arra is, hogy a tanítószövegben elhelyezett 
címkéket a névlistákkal helyettesítsük. 
Először a címkékkel ellátott kézi leiratokból osztály n-gram nyelvi modellt tanítot-
tunk, melyben a személynevek helyén az esetrag nélküli vagy esetraggal ellátott címkék 
álltak. Ezután a címkéket tartalmazó nyelvi modellt interpoláltuk az összes korábban 
bemutatott nyelvi modellel (lásd 4.2 fejezet). Az immáron személynév címkéket is tar-
talmazó interpolált nyelvi modellt WFST-vé alakítottuk és az ún. kompozíció műve-
lettel [16] egyesítettük a névlistákból alkotott WFST-vel. Az így létrejött WFST már 
tartalmazta a megfelelő esetben álló személynevek listáját a címkék helyén. Ez a WFST 
képezi az alapját az új felismerő hálózatnak, mely a névlistákon található személyne-
veket a főnévi esetüknek megfelelő kontextusban képes modellezni. 
6   Eredmények 
Ez a fejezet kutatásunk eredményeit foglalja össze. Ismertetjük a kezdeti és szótárbő-
vített modellek feliratozási és személynév-felismerési hatékonyságát, valamint ezek 
meghatározáshoz használt módszereket. 
6.1   Kiértékelés 
A feliratozó rendszer tesztelésére az MTVA által sugárzott 2016-os labdarúgó-Európa-
bajnokság magyar nyelvű kommentárjait használtuk fel. Egy összesen kétórás adatbá-
zist állítottunk össze különböző nemzetek által vívott mérkőzések véletlenszerűen vá-
logatott részleteinek felhasználásával. Miután elkészítettük a pontos szöveges átiratot, 
az adatbázist két részre osztottuk: 29 percet félreraktunk a fejlesztés során felmerülő 
szabad paraméterek hangolásához, 94 percet pedig a végső kiértékeléshez használtunk. 
A korábbi fejezetekben ismertetett modellekből minden esetben súlyozott, véges ál-
lapotú átalakítókat építettünk, melyekből a SpeechTex VOXerver [11] segítségével ké-
szítettük el a tesztanyag feliratait. A feliratozási pontosság megállapításához a beszéd-
felismerő rendszerek kiértékelésénél leggyakrabban alkalmazott metrikát a szóhiba-
arányt használtuk. A személynevek felismerési hatékonyságának megállapításához 
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először elkészítettük a vizsgált felirat és a referencia leirat szószintű összerendelését, 
majd ez alapján kiszámoltuk a nevek felismerésének pontosságát és felidézési ará-
nyát. A kiértékeléshez használt névlistát az 5.3.1 fejezetben ismertetett eljárással nyer-
tük ki a tesztadatbázisból, így az természetesen olyan neveket is tartalmazhatott, melyet 
nem használtunk a szótárbővítéskor (lásd 4. táblázat). Csak teljes egyezést fogadtunk 
el találatnak, azaz például egy hibás raggal felismert név egy fals pozitív és egy fals 
negatív hibát is eredményezett. 
 
4. táblázat: A tesztadatbázis statisztikai adatai 
Teszthalmaz Hangfelvétel hossza [perc] Szavak száma Személynevek száma 
Fejlesztő  29 2189 268 
Kiértékelő 94 6975 989 
6.2   Feliratozási eredmények 
A kiértékelés első szakaszában a hagyományos beszédfelismerési metrikákat használ-
tuk a különböző szótárbővítési módszerek vizsgálatához. A perplexitást és a szótáron 
kívüli szavak arányát a kiértékelő teszthalmazon mértük, és mindkettő a nyelvi model-
lek szöveges illeszkedéséről szolgáltat információt. A szóhiba-arány a gépi felirat szö-
vegének a referenciához mért hibaarányát mutatja meg. 
 














(EB nevek kiejtése nélkül) 
630 2.3 33.8 
- Kezdeti modell 630 2.3 32.3 
EB névlista Elhelyezés a tanítósz.-ben 580 2.3 31.3 
EB névlista Unigram interpoláció 534 2.3 29.9 
EB névlista Környezetfüggő m. 490 2.3 29.6 
EB névlista 
+esetragok 
Unigram interpoláció 606 1.7 30.5 
EB névlista 
+esetragok 
Környezetfüggő m. 513 1.7 29.3 
 
Az 5. táblázat eredményeit vizsgálva azt láthatjuk, hogy az EB névlistákkal történő 
szótárbővítés önmagában nem csökkentette a szótáron kívüli szavak arányát, mivel az 
alanyesetű személynevek többségét már eleve tartalmazta a kezdeti modell. Lényeges 
csökkenést csak akkor látunk, amikor a ragozott személynevekkel is bővítjük a szótárat, 
tehát a ragozott alakokból már keveset tartalmazott az eredeti tanítószöveg. Ezzel szem-
ben a perplexitás határozottan csökken ahogy egyre komplexebb szótárbővítési tech-
nikákat vezetünk be, ami arra utal, hogy ezek a technikák valóban nagyobb pontosság-
gal becsülik a személynevek valószínűségét. 
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A feliratozás szóhiba-aránya három esetben csökkent számottevően. Az első csök-
kenés ahhoz köthető, amikor megadjuk az EB névlista szereplőinek kiejtését a modell-
ben. Másodszorra akkor csökken, amikor az EB személyneveket elhelyezzük a tanító-
szövegben, majd ezután akkor, amikor unigram modell interpolációt is alkalmazunk. A 
környezetfüggő modellezés jelentős javulást ezen felül már nem hoz. Egészen addig 
igaz ez, míg nem követeljük meg a személynevek esetragjainak visszaadását. A rago-
zott személynevek visszaadásakor a környezetfüggő modellezés egyértelmű előnyre 
tesz szert. Feltehetően az az oka ennek, hogy a ragozott személynevekkel feltöltött lis-
ták akusztikailag könnyen összetéveszthető szavakat tartalmaznak, így ezek elhelyezé-
sénél a kontextus ismerete felértékelődik. 
6.3   Személynév-felismerési eredmények 
A személynév-felismerési eredmények úgy készültek, hogy a tesztanyag összes sze-
mélynevét kigyűjtöttük és információ-visszakeresési problémaként értelmezve a fel-
adatot megvizsgáltuk, hogy milyen hatékonysággal adja vissza őket a gépi felirat. Fon-
tos megjegyezni, hogy a tesztanyag névlistája természetesen eltér a modellbővítéskor 
használt névlistától, hiszen a tesztanyag nem tartalmazza az összes lehetséges EB sze-
mélynevet, ellenben sok olyan nevet is tartalmaz, melyeket a bővítőlista nem. 
 
6. táblázat: Személynév felismerési eredmények 
Szótárbővítő  
névlista 






(EB nevek kiejtése nélkül) 
90.0 32.0 47.2 
- Kezdeti modell 91.4 39.8 55.5 
EB névlista Elhelyezés a tanítósz.-ben 91.1 44.6 59.9 
EB névlista Unigram interpoláció 90.8 51.9 66.0 
EB névlista Környezetfüggő m. 90.3 51.1 65.3 
EB névlista 
+esetragok 
Unigram interpoláció 89.3 48.1 62.6 
EB névlista 
+esetragok 
Környezetfüggő m. 91.6 52.7 66.9 
 
A személynév felismerési eredményeket vizsgálva (6. táblázat) azt vehetjük észre, 
hogy a személynévek felismerési pontossága minden módszer esetén 90% körül mo-
zog, attól csak kis mértékben tér el. Azaz a feliratozó rendszer csak kb. minden tizedik 
felismert személynevet helyettesít másik névvel, és még ezek többsége is a főnévi eset 
meghatározásához köthető hiba. 
A felidézési arányok változatosabb képet mutatnak. Látható, hogy a kezdeti rendszer 
csak minden harmadik nevet ismer fel a tesztanyagban, míg a szótárbővítés után már 
minden másodikat. A felidézés esetén is elmondható, amit már szóhiba-aránynál is ki-
fejtettünk: az EB személynevek kiejtésének megadása, a nevek elhelyezése a tanítószö-
vegben, majd az unigram interpoláció mind érdemben növeli a detektált nevek arányát. 
A környezetfüggő szótárbővítés hatására az alanyesetű nevek felidézési aránya kicsit 
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visszaesik az unigram interpolációhoz képest. Ahogy azonban a szóhiba-arány esetén 
is megfigyelhettük, ha az esetragokat is modellezzük, újra a környezetfüggő megoldás 
kerül előnybe. Összességében tehát az esetragokkal ellátott, környezetfüggő modell 
a legjobban teljesítő megoldás. 
7   Összefoglalás 
Cikkünkben egy labdarúgó-mérkőzések gépi úton történő, élő feliratozásához fejlesz-
tett rendszert mutattunk be. A labdarúgó-közvetítések kommentárjaiban sok személy-
név hangzik el, melyek modellezése nagy kihívást jelent. A probléma megoldására kü-
lönböző szótárbővítési eljárásokat használtunk, melyek két csoportra oszthatók: kör-
nyezetfüggetlen bővítésnek hívtuk, amikor az új személynevek környezet nélkül, izo-
láltan kerültek a nyelvi modellbe, környezetfüggőnek pedig azt neveztük, amikor a ne-
vek kontextusát is modelleztük. 
A rendszer kiértékeléséhez a 2016-os labdarúgó-Európa-bajnokság mérkőzéseinek 
magyar nyelvű kommentárjaiból állítottunk össze egy tesztadatbázist, melyen a felirat 
és a személynevek felismerésének pontosságát is mértük. Általános következtetésként 
azt vonhatjuk le, hogy a környezetfüggetlen szótárbővítés egy egyszerű és hatékony 
alternatíva abban az esetben, ha csak alanyesetben álló személyneveket akarunk visz-
szaadni. Amennyiben azonban ragozott személyneveket szeretnénk látni a feliratban, a 
környezetfüggő modellek alkalmazása tűnik jobb választásnak. 
A jelenleg elért 29%-os szóhiba-arány nagyjából megegyezik a sport témájú gépi 
feliratozás nemzetközi szintjével [5, 6], de még nem ajánlható egyértelműen a kézi fel-
iratozás kiváltására. Megítélésünk szerint további feladatspecifikus akusztikus és szö-
veges tanítóanyag bevonásával már a közeljövőben elérhető lehet az a feliratminő-
ség, mely részben kiválthatja a gépelést, de a nagyon zajos közvetítések esetén még 
ekkor is indokolt lehet újrabeszélők alkalmazása. 
A tanító-adatbázisok bővítésén túl, jövőbeli terveink között szerepel, hogy kipróbál-
juk a nem magyar személynevek kiejtésének gépi tanuláson alapuló automatikus gene-
rálását, a névlisták elemeihez tartozó apriori valószínűségek tanítását és a kézi leirato-
kon kívüli tanítószövegek felcímkézését is, hogy azok is hozzájárulhassanak a környe-
zetfüggő modellezésben a kontextus tanításához. 
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