This paper investigates the application of trend quantifiers of project time-cost analysis as a tool for decision-making support in the project management. Practical project management-related problems are solved under information shortages. It means that methods of statistical analysis cannot be easily used as they are based on the law of large numbers of observations. Numbers are information intensive quantifiers. The least information intensive quantifier is a trend; its values are increasing, constant, decreasing. If a derivative cannot be quantified by a trend, then nothing is known and therefore nothing can be analyzed/predicted. For this reason, the trend model M was created. The model M is based on a degraded set of differential equations or heuristics. A trend analysis of the model M is an evaluation of the relevant discrete set of solutions/scenarios S. A trend reconstruction is an evaluation of the model M if a (sub) set of scenarios S is given. The paper studies linear reconstruction, i.e. the model M is a set of linear differential equations. The trend reconstruction is partially reverse process to trend analysis. A case study has 7 variables (e.g. Project duration, Direct personnel costs, Indirect personal costs etc.) and the reconstructed set of linear differential equations has 7 equations. The set of 243 scenarios is obtained if this reconstructed set of trend linear equations is solved. Any future or past behavior of the model M can be described by a sequence of obtained scenarios.
Introduction
Knowledge is the cornerstone of project management in every project life cycle. Project management is a complex process whose success depends on many factors (Jugdev and Müller, 2005; Serrador and Pinto, 2015) . Metrics such as the scope, costs, purpose of a project or customer satisfaction are usually considered as the criteria for project success (Joslin and Müller, 2015) .
An important phase of project management is the cost analysis of a project. Many studies have analysed identif the relationship between knowledge, time and cost as factors in the success of a project. Time, cost, and quality are three important factors which tend to be in conflict.
The time estimates for the activities of a project are based on the number of resources that will be assigned to each project activity. Resources may be added to selected activities to reduce the project completion time.
Adding resources generally increases project costs, and thus decision-making to reduce activity times must take into consideration the additional project cost involved. Kelley (1961) introduces the mathematical basis of the Critical-Path Method (CPM) as a new technique for planning and coordinating complex project tasks. This technique is based on a mathematical model that involves information about the sequence, duration and cost of each component of a project. This special parametric linear program may be solved efficiently by network flow methods. Analysis of the solutions enables operating personnel to answer questions relating to budgetary requirements, procurement and design limitations and the effects of delays. Klafszky and Hajdu (1993) a new approach to the timecost trade off problem (CPM/cost). Their solution is based on the theory of network flows and makes use of the duality theorem of linear programming. The solution is simpler and easy to program. The speed of the solution depends on the speed of the algorithm used to solve the maximal flow problem.
The basic hypothesis in the original CPM/COST technique is that a typical duration and a normal cost can be determined for the typical duration of each and every activity (Kelley and Walker, 1959) . Problems may arise in relation to the graphical display of the network and poor modelling when describing logical relationships between activities. To address these limitations a new technique, Precedence Diagramming Method (PDM) was developed. The PDM technique gives more flexibility in modelling by introducing minimal and maximal precedence relationships (Hajdu, 2013; Mályusz and Hajdu, 2009) .
A project environment is a very flexible system. The basic project variables -costs and resources -change in relation to the time available (Koltai and Tamássy, 1997) . It is necessary to use dynamic modelling to describe these dynamic processes (Vanhoucke, 2013) . Several authors have applied dynamic modelling to project management. Wu et al. (2007) present a computer-based training module (CBT) for student education in software project management. The simulation component of the CBT module is implemented using system dynamics simulation modeling. Šviráková (2014) presents a new approach to teaching project managers in the creative industries. The proposed model is based on system dynamics modelling employing PRINCE2 methodology and using the principles of the EVM (Earned Value Management) method. The project plan is proposed as a system dynamic model. Project managers can compare the actual results achieved with the prior expectations. Song et al. (2015) devised a system dynamic model that includes the dynamic adjustment mechanism of resource allocation to improve the dynamic capabilities of Projectbased organizations (PBO). The model comprises three components of dynamic capabilities: adaptive capability, absorptive capability, innovative capability. The model reflects dynamic capabilities in PBO and serves as a tool for knowledge sharing in knowledge management. Knowledge sharing has effects on dynamic capabilities during the lifecycle of PBO when the external environment changes from a moderate to a high velocity dynamic.
The key requirement of all the above-mentioned methods is the definition of input data, such as normal time, normal cost, etc. Relevant and high quality input information plays a key role in the success of projects. The key problem of nearly all new realistic project models is a serious shortage of information (Dohnal and Doubravsky, 2016; Doskočil and Doubravsky, 2017) and problems related to quantifying/ measuring some of the variables such as competence and complexity, (Bosurgi et al., 2017; de Villiers et al., 2016) . If there is a clear shortage of information only qualitative results can be obtained. However, qualitative analysis can be very useful if further conventional statistical analysis is feasible and interesting. Objective and subjective methods must be synthesized to derive the obvious benefits of objective precision and semi-subjective common-sense abilities.
The main research goal of this paper is to present a new approach to support decision-making in project management when there is a shortage of information. The proposed approach is not a direct substitute for traditional methods such as CPM/COST, but is intended to facilitate time-cost analysis in the initialization and planning phase. Concrete numerical inputs about time durations and costs of project activities are not possible in this phase.
Material and methods
Previously described models which are used to study different knowledge-based model of a project time-cost analysis are based on deep knowledge information.
Deep knowledge items are laws which reflect the undisputed elements of the corresponding theory. For example, the law of gravity is an example of a deep knowledge item. The law of gravity has no exceptions. This is a typical feature of any deep knowledge item.
However, nearly all new realistic project issues are only very rarely based on deep knowledge items. A shallow knowledge item is usually a heuristic or a result of a statistical analysis of observations and typically there are (many) exceptions (Orrell and Fernandez, 2010; Orrell and McSharry, 2009) .
Many shallow knowledge items are only available as verbal descriptions based on trends which may be decreasing, constant or increasing (Yan et al., 2013) . For example, if marketing-related investments are increasing then business profits are increasing. Pairwise trend relations are a graphical representation of the verbal descriptions. Typical examples of pairwise trend relations are given in Fig. 1 .
All the pairwise relations between X and Y in the graphs Fig. 1 are trend relations. This means that nothing is numerically quantified. For example, relation No. 23 indicates that
• While the relation is increasing the first derivative dY/dX is positive. • There is a "saturated" relationship between Y and X, the second derivative is therefore negative; it means that there is a quantitatively unknown upper limit.
The variables X and Y are simply replaced by those variables which are studied as elements of a trend model. Numbers 21, 22, 23, 24, 25 and 26 are merely indicators of the pairwise trend relations for the first quadrant of a coordinate system (Dohnal, 1991) .
A new type of information non-intensive quantifier requires new algorithms for relevant model M analysis and interpretation of results. The basic relevant definitions follow.
Trend analysis
The trend analysis of the trend model M, see Eq. (1), is based on four values, see Table 1 .
The trend model M Eq. (1) is specified when all the monitored variables X 1 , X 2 , …, X n are described by triplets
where i = 1, 2, …, n, DX is the first qualitative time derivative of X and DDX is the second qualitative time derivative of the variable X. For example, the triplet is (+, +, +), abbreviated to (+ + +). This triplet can be interpreted so that the variable X is positive (X = (+)), growing in time (DX = (+)) and growth accelerates (DDX = (+)).
The trend model M can be represented by a set of differential equations (Vicha and Dohnal, 2008) . When the model Eq. (1). is solved the set of n-dimensional scenarios is obtained S(n, m). The m scenarios are:
Realistic qualitative models can involve hundreds of scenarios (Doubravsky and Dohnal, 2018) .
The qualitative shallow model, studied in this paper, is a set of w pairwise relations, see Fig. 1 :
(
This set of relations can be solved to evaluate all the scenarios Eq. (3) which satisfy the model Eq. (4). This paper does not study algorithms which are used to create trend models -see Dohnal, (1991) and Vicha and Dohnal, (2008) for further details.
For example, the following three-dimensional scenario, n = 3,
indicates that X 1 is increasing more and more rapidly, while X 2 decreases linearly, and X 3 is decreasing more and more rapidly. It is possible to introduce higher trend derivatives, e.g. the third derivative X n . However, knowledge of complex variables is usually so poor that this is rarely possible (Bredeweg et al., 2016) .
For example, the following model is studied
The model Eq. (5) is solved and 13 three-dimensional scenarios are obtained, see Table 2 .
Transitional graph
A complete set of all possible one-dimensional transitions is given in Table 3 .
The third line of Table 3 indicates that it is possible to transfer the triplet (+ + -) into the triplet (+ 0 -). Table 3 is not meant to be followed as a dogma, however (Dohnal, 1991) . It could be modified on an ad hoc basis.
A transitional graph G is the directed graph. Its nodes are the set of scenarios S and T S S ⊆ × ( ) is the set of the ordered pairs (the transitions). Elements of the set T are the transitions between scenarios S based on Table 3 .
The set of n-dimensional transitions T can easily be generated by the corresponding set of scenarios S using Table 3 . All n one-dimensional transitions must satisfy Table 3 if n-dimensional scenarios are studied.
For example, Fig. 2 represents a transitional graph G of scenarios from Table 2 while respecting transitions of  Table 3 .
Any path is a trend description of a forecast or a history. A transitional graph thus represents all possible future/past behaviors of the model. Therefore, any forecast is identical to a choice of a path through the transitional graph.
Pairwise relationships are based on experiences and observations of project team members and therefore pairwise relations do not need to describe all the relations of monitored variables.
Trend reconstruction allows additional relationships to be found between monitored variables.
Trend reconstruction
Let us suppose that a set of available scenarios is S M . The complete set of scenarios S is unknown:
The result of an analysis of trend model M is the set of scenarios S Eq. (3):
A trend reconstruction is the reverse process to the trend analysis Eq. 
An assumption concerning linearity must be made. A general nonlinear synthesis is based on the testing of all scenarios. Each scenario is either accepted or rejected. This brutal force approach requires an enormous amount of computer time and is not applicable if the number of variables is high (Dincbas et al., 1990; Harrington and Salibián-Barrera, 2010; Singhi et al., 1996) . Therefore, a linear reconstruction is studied in this paper.
The following set of t linear differential n-dimensional equations of r-th order is studied:
where s = 1, 2, …, t; C, K and O are the set of qualitative constants, see Table 1 , D ij is a j-th derivative of an i-th variable X i . The set of linear equations Eq. (12) M SL is solved and the set of scenarios S ML is obtained. There is a strong analogy between Eq. (11) and the following linear version:
The linear qualitative reconstruction is the reverse process to the trend analysis given in (Dohnal and Doubravsky, 2015; Doubravsky and Dohnal, 2018) . The trend analysis is the procedure to finding a solution of the trend model. For the trend reconstruction the model is S M and the solution is the reconstructed model M SL .
The solution M SL is a set containing triplets that meet all equations of the model S M . The trend analysis is based on the qualitative sum + and product • (Dohnal, 1991) . The definitions of these operations are given in Table 4 and Table 5 .
In Table 4 and Table 5 symbols (+), (-), (0) represent values of a qualitative variable (the quantifiers, see Table 1) . These values of the qualitative variable X can be determined using the sign function of the variable x and its derivations 
The DX and DDX values of the variable X can be determined analogously.
The easiest way to solve the trend model is to create all possible triplets for each variable and then check which of these triplets meet the equation using the qualitative sum and product and thus which of these three are the scenarios. Since only qualitative values are being employed determining all the possible triplets is a simple combinatorial task.
Since all the elements of a triplet can be replaced by the final number of qualitative values, the set M contains only the final number of scenarios. Thus, when solving the trend model, we always obtain the final set of solutions.
For example, let us consider variables X 1 and X 2 . To simplify the description of the principle of trend reconstruction, the first and second derivatives of X 1 and X 2 are not considered. The set S M of solutions consists of two scenarios, see Table 6 .
For each scenario of Table 6 using the operations of qualitative sum and product, (see (Dohnal and Doubravsky, 2015) ), the equations relevant to these scenarios can be identified.
Both scenarios have a common first equation, see Table 7 . Thus, the formula X + Y = 0 is a reconstructed linear model M SL . Table 7 Equations of the first scenario, see Table 6 The equation of the first scenario, see Table 6 The equation of the second scenarios, see Table 6 1 (+) X 1 + (+) X 2 = (0) (+) X 1 + (+) X 2 = (0) 2 (+) X 1 + (0) X 2 = (-) (+) X 1 + (0) X 2 = (+) 3 (0) X 1 + (+) X 2 = (+) (0) X 1 + (+) X 2 = (-) The following equation-less trend model M, see Table 8 , is based on pairwise trend relations Eq. (4).
There is the set of 45 scenarios (see Table 8 ) if the equation less model, is used to generate them and all variables are positive, which means that all triplets have the following general form (+, evaluate, evaluate). For example, any project duration PD is always positive by its very nature.
It is relatively easy to generate a list of all the possible transitions between the 45 scenarios, see Table 9, using  Table 3 .
There are 304 transitions in the transitional graph G M , see Fig. 3 . Its nodes are the scenarios S, see Table 9 , and oriented arcs are the transitions between the scenarios S.
Because the pairwise relationships, see Table 8 , are based on experiences and observations of project team members, these pairwise relations need not describe all relations of monitored variables.
From scenarios S ML , see Table 9 , the following trend model M SL (a set of 7 linear equations) is reconstructed.
For example, the row No. 5 of the model M SL , see Table 9 Scenarios of the trend model in Table 8   PD  PPC  PMC  IPC  IOC  TFC The set of 7 linear differential equations, Table 10 , is the trend model. The trend analysis of the reconstructed model M SL is the set S ML of 243 scenarios. A sample of a part of these scenarios is listed in Table 11 .
The set S ML (Table 11 ) contains 198 additional scenarios, Nos. 46-243.
The sets of scenarios S ML are not the only trend results. It is very easy to generate transitions between the set of these scenarios by respecting the transitions in Table 3 . There are 4 704 transitions in the transitional graph G ML , see Fig. 4 .
The dark nodes represent the transitional graph G M based on the scenarios in Table 9 . It is evident that the transitional graph is the sub-graph of the transitional graph G M , see Fig. 4 . Its nodes are the scenarios, S (Table 11 ) and the oriented arcs are the transitions between the scenarios, S. Fig. 4 shows all the possible oriented paths. Any path is a trend description of a forecast or a history. It means that the transitional graph represents all possible future/past behaviors of the equation-less trend model M, see Table 8 .
Therefore, any forecast is identical to a choice of a path through the transitional graph G ML . Table 9 Table 11 Scenarios S ML of the trend model M SL , see Table 10   PD  PPC  PMC  IPC  IOC  TFC 
Results and discussion
The case study analysed in this paper (Table 8) will be used to demonstrate interpretations of the relevant trend results. This explanation does not require a complete understanding of the theory outlined above and is based only on concepts of the first and second derivatives. The linear reconstructed model M SL allows the identification of all additional interrelationships between the monitored variables.
Let scenario 19 be the current situation, see all nodes in Fig. 4 . For example, it is possible to move from node 19 to node 113 and to node 43 and to the node 227 or from node 19 to node 52 and to node 43 and to the node 227. Let us study the sequence 19 → 113 → 43 → 227 represented by four scenarios 19, 113, 43 and 227 in Table 11 . This sequence is described by Table 12 .
Then, Fig. 5 shows the trend function PPC (t).
The trend graph of the sequence 19 → 52 → 43 → 227 represented by four scenarios 19, 52, 43 and 227, (Table 11 or Table 12 ). The numerical values of intervals, e.g. (a-c) are irrelevant. Thus, Fig. 5 and Fig. 6 represent the future behaviour of the variable PPC. Similarly, the trend graph can be determined for the other variables.
The results presented above and the approach described can be used in project management, particularly in the process of time-cost analysis. This is the initialization and project planning phase from the point of view of the project life cycle. Knowledge of the trend functions of monitored variables presented above allows project managers to better understand the relationships between these monitored variables, so that they can obtain a more accurate idea of how variable(s) can be affected by changing other variable(s). For example, the variable PPC decreases when the variables PD, PMC, IPC, IOC, TFC increase, but the No. 19 No. 113 No. 43 No. 227 scenario scenario scenario scenario , see Table 9 and 10 a b c Table 11 growth rate slows, and the variable PSC decreases but the rate of decline slows, see Table 12 . However, if the variable PPC is in state 227 it is not possible to directly get the variable PPC to state 19 (there is no transition between the nodes 227 and 19, see Fig. 4 ).
Concrete numerical inputs about time durations and costs of project activities are not permitted in this phase. According the traditional approaches based on parametric linear programming or special algorithms (e.g., Kelley's algorithm, Ford-Fulkerson's algorithm), the advantage of the approach proposed here is the fact that no numeric values are required. Also, the approach to solution, based on the experiences of project managers and common sense, is more user friendly compared to traditional and special algorithms. These algorithms are relatively complicated and computationally lengthy. The model provides project managers with basic information and knowledge about the behaviour of the system (project). This knowledge can help them by providing a time-cost analysis of the project. They also may not always provide accurate and meaningful results, because they are based on the application of mathematical and statistical means. It is also possible to experiment with the model in the form of simulations at the project execution phase. This provides project managers with a tool to support decision-making and effective project management.
The main advantage of the proposed trend reconstruction method is:
• No quantitative/numerical, fuzzy sets etc. values of constants are needed • A complete list of all possible dynamic behaviours is obtained. • The results are very easy to understand • Other variables can easily be integrated.
The most important disadvantage of trend reconstruction is its linearity. A nonlinear trend reconstruction is currently a non-achievable goal. However, let us suppose that a user knows that it makes sense to take into consideration a certain nonlinear element. This common sense conclusion is based on their knowledge of the theoretical background of the project management problem being considered using deep and/or shallow knowledge items.
Conclusion
Trend analysis and consequently trend modelling offers a partial solution. The trend model is information non-intensive as it is based merely on trends and can easily incorporate various vague heuristics generated by experts.
Trend reconstruction is the reverse processes to the trend analysis. General algorithms of the nonlinear trend reconstruction do not exist. However, the reconstruction of a set of linear differential equations based on a set of scenarios covers a relatively broad spectrum of tasks related to poorly known project management problems. In other words, if the reconstructed linear model is not accepted by project management experts then no applicable model can be developed.
Complex tasks of project management problems are related mainly to soft sciences, e.g. psychology, sociology or macroeconomics. They are usually unique, partially subjective, inconsistent, vague and multidimensional. Oversimplified and/or highly specific quantitative models are often obtained if traditional numerical analysis is employed. The key reason for this is a severe shortage of information. Therefore, models of project management in the form of linear differential equations can be more easily integrated with conventional decision making and forecasting algorithms. This integration will be the next step towards real-life studies.
Several problems of qualitative modelling remain unsolved and therefore the results of qualitative approach of some models can be problematic. For example, it is known that ineradicably spurious behaviours exist. Qualitative simulators have to include them in their scenario sets (Say and Akın, 2003) . Moreover, some interpretation tasks are not fully understood. (Šuc et al., 2004) . However, the above-mentioned approach is fully applicable. Any further steps in developing qualitative modelling will further enhance the accuracy of the results.
