Abstract. We give sufficient conditions for a tempered distribution to belong to certain modulation spaces by showing embeddings of some Besov-TriebelLizorkin spaces into modulation spaces. As a consequence we have a new proof that the Hölder-Lipschitz space C s (R d ) embeds into the modulation space M ∞,1 (R d ) when s > d. This embedding plays an important role in interpreting recent modulation space approaches to pseudodifferential operators.
Introduction
An important question in time-frequency analysis is the choice of a convenient representation together with an adequate measure of the joint time-frequency concentration of a signal or distribution. The Fourier transform provides only nonlocalized frequency information, whereas time-frequency analysis seeks a representation that simultaneously displays the time-domain and frequency-domain behaviors of a signal. The short-time Fourier transform (STFT) or windowed Fourier transform is an important joint time-frequency representation. It shares with the Fourier transform many useful mathematical properties, including linearity and continuity as operators on appropriate spaces. Moreover, properties of the STFT can be transferred to other important time-frequency representation such as the Wigner distribution or the ambiguity function [4] . To quantitatively measure the time-frequency content of a distribution, Feichtinger introduced a class of Banach spaces called the modulation spaces, denoted M p,q or (for the weighted versions) M p,q ω , by imposing a mixed L p,q norm on the STFT [1] , [8] . The modulation spaces are often the "right spaces" in which to formulate results on time-frequency analysis. We refer to [8] and the references therein for more details about these spaces.
The apparently simple definition of the modulation spaces hides the practical problem of how to decide whether or not a distribution belongs to a given modulation space. In principle one has to estimate the L p,q norm of the STFT, which can be a non-trivial task. Therefore it is important to understand the relationship between time-frequency content and other properties of distributions, e.g., smoothness properties. Such relationships may appear in the form of embeddings of certain spaces that measure smoothness and/or decay into modulation spaces. For example, Gröchenig in [7] and Hogan and Lakey in [11] [5] . Another interesting example appears in [10] . There, Heil, Ramanathan and Topiwala proved that
This embedding is particularly important in relation to pseudodifferential operator theory. It was shown in [9] that a Weyl or Kohn-Nirenberg pseudodifferential operator
. Thus this embedding recovers and extends the classical Calderon-
From these examples, we can see the need for practical and easily checked conditions implying that a distribution belongs to a given modulation space. Our goal in this paper is to provide some sufficient conditions by proving some embeddings of classical Banach spaces such as the Besov, Triebel-Lizorkin, or Sobolev spaces into the modulation spaces. As corollaries, we obtain some embeddings which generalize the embedding from [10] mentioned above, and moreover, we will give an easy sufficient condition for membership of a distribution in M 1,1 in the special case of dimension d = 1. While writing this paper, H. Feichtinger informed us of the unpublished Ph.D thesis of Gröbner [6] , which also obtains some embeddings of Besov spaces into the modulation spaces. Gröbner's results and techniques are distinct from those presented here. Gröbner constructs a continuous family of Banach spaces having the modulation spaces at one endpoint and the Besov spaces at the other.
Additionally, after our paper was completed we learned that J. Toft [14] has simultaneously obtained some embeddings of Besov spaces into the modulation spaces. Toft's techniques are again different, as he applies Young-type inequalities to derive the embeddings. Additionally, the embeddings obtained are distinct from ours. In particular, Toft does not recover the embedding from [10] , as we do.
Definitions and Background

The Short Time Fourier Transform and the Modulation Spaces.
All function spaces will be defined over
dt. The Fourier transform is an isomorphism of the Schwartz space S onto itself, and extends to the space S of tempered distributions by duality. The inverse Fourier transform isf (x) = R d f(t) e 2πit·x dt. Translation, modulation, and dilation of a function f are
The Short-Time Fourier Transform (STFT) of a function f with respect to a window g is
whenever the integral makes sense. Analogously to the Fourier transform, the STFT extends in a distributional sense to f , g ∈ S , cf. [4, Prop. 1.42].
Definition 2.1. Given 1 ≤ p, q ≤ ∞, and given a window function g ∈ S, M p,q is the space of all distributions f ∈ S for which the following norm is finite:
with the usual modifications if p or q is infinite.
This definition is independent of the choice of the window g in the sense of equivalent norms. For background and information on the basic properties of the modulation spaces we refer to [1] , [2] , [3] , [8] .
The next proposition, due to Feichtinger [1] , on complex interpolation of modulation spaces will be used in the proof of our results.
, and
The Besov and Triebel-Lizorkin Spaces
is a partition of unity, and satisfies supp(
(ii) For 1 ≤ p ≤ ∞, the Besov space B s p,q is defined by:
, the infimum being taken over all admissible representations.
(iv) For 1 ≤ p ≤ ∞, the fractional Sobolev space H s p is defined by:
We refer to [15] , [16] , [12] and [13] for background and information about the Triebel-Lizorkin, Besov, and Sobolev spaces. Because these spaces have been rediscovered (under different names) by various authors, they have a number of equivalent definitions. We collect here some of those results that will be needed in the sequel: Propositions 2.4 and 2.5 give equivalent definitions of F 
Furthermore, 
Proposition 2.5. Let 1 ≤ p, q ≤ ∞ and s >
is an equivalent norm on B 
Proof. (a) is an elementary, but tedious, calculation, so we will omit it.
. Therefore: 
Results
Discussion of the results.
There are several embeddings between the Besov or Triebel-Lizorkin and modulation spaces that can easily be derived. These include:
, [16] , [8] .
The embeddings we will prove are more difficult, and require an appropriate norm on the Besov or Triebel-Lizorkin space in consideration, along with a correct choice of the STFT. In particular, the following equivalent forms of the STFT will be useful:
Our first two main results are as follows. [15] , [16] and [12] .
The next corollary holds only in dimension one, and gives a useful sufficient condition on a function to be in M 1,1 . The corollary follows from the identification of the Bessel potential space H 2 p with the Sobolev space W 2,p obtained by imposing that f and its first two derivatives belong to L p , for p = 1 or p = ∞.
and
Note added. After completing this work, we learned that the embedding (16) had previously been conjectured by H. Feichtinger and a proof different from ours was obtained by K. Gröchenig. 
1/q , where the infimum is over all possible such representations of f . Given g ∈ S, we have using (11):
Hence by the Hausdorff-Young inequality,
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Therefore, by Minkowski's inequality,
where C is the volume of the ball of center 0 and radius 1. Substituting (19) into (18) and applying Hölder's inequality yields
The last term in (20) is finite if and only if s > d(
Proof of Theorem 3.2.
The case p = 1 is trivial, so assume 1 < p ≤ ∞. By (7) with p = q we obtain an equivalent norm for F
2 . Then, using (11),
so by Young's convolution inequality,
Hence, by Minkowski's inequality and Hölder's inequality,
, and therefore
. Now we will estimate the terms on the right-hand side of (21). Setting g k (x) = g(2 −k+1 x), we have:
the last inequality following from the independence of the definition of the modulation space with respect to the window used to compute the STFT, cf. [8, Proposition 11.3.2] . Using Proposition 2.7 with a = 2 k−1 , we have that
Combining (21), (22) and (23) Hence, by Young's convolution inequality,
and so
Using ( 
