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Abstract
In this paper I examine the location of manufacturing industries across Swedish regions,
between 1900 and 1960, using a novel dataset on manufacturing employment disaggre-
gated into eight industries and 24 (NUTS-III) regions. By means of OLS estimations
of a model where the regional share of employment in an industry is determined by
interactions between region and industry characteristics I show that factor endowments
and market potential jointly determined the regional distribution of industries. More
specifically, industries with increasing returns to scale and backward linkages located
in regions with high market potential. Conversely, industries with forward linkages lo-
cated in regions with low market potential. Regions endowed with agricultural land and
woodland attracted industries that intensively used inputs from the agricultural and
forestry sectors. The regional distribution of iron ore did not have substantial eﬀects
on the distribution of industries. In the postwar period the endowment of an educated
population became important in attracting skill-intensive industries. In sum, market
potential seems to have been a more important determinant of industry location than
factor endowments. The main results are confirmed using an instrumental variables
approach (two-step GMM) where market potential is instrumented by predetermined
and geographical instruments.
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1 Introduction
Why are some regions more industrial than others? The ongoing integration eﬀorts within
the European Union, where there has been a considerable increase in the regional concentra-
tion of industries since the 1980s, have revived interest in the eﬀects of economic integration
on the regional distribution of industrial activity (see, e.g., Amiti, 1998; Brülhart, 1998;
Brülhart and Torstensson, 2001; Puga, 2002; Midelfart-Knarvik et al., 2004). Similarly, eco-
nomic historians have recently emphasized that the integration of regional markets in the
19th century was associated with considerable regional variation in industrial activity as
central regions attracted dynamic industries whereas peripheral regions stagnated1.
Industrialization and regional integration in Sweden provides a contrasting experience
as early industrialization benefited virtually all regions (Henning et al., 2011). Increasing
foreign demand and the expansion of canals and floatways around the mid-19th century pro-
moted an export-led expansion of the forestry industries in the peripheral northern regions
(Törnlund and Östlund, 2006). Although exports of timber became less important in the
early 20th century the growth in exports of pulp and paper and the abundance of hydro-
electric power, used in the pulping processes, ensured the importance of the vast woodlands
in northern Sweden well into the 20th century (Fridlizius, 1963; Schön, 2010). Similarly,
the construction of the railways, initiated in the late 1850s, lowered transportation costs
which in combination with the introduction of the Thomas process in the 1890s promoted
an expansion of the extraction of phosphoric iron ore in the northernmost region of Nor-
rbotten (Olsson, 2007)2. The distribution of natural resources thus constituted a linchpin
of the regional diﬀusion of economic activity in Sweden around the turn of the century. In
addition, institutional changes in the mid 19th century, such as the dismantling of the Guild
Ordinance in the 1840s and the abolishment of internal passport requirements in the 1860s,
further promoted the diﬀusion of industrialization and regional migration resulting in strong
wage convergence, across regions and occupations, in the late 19th century (Lundh, 2002;
Lundh et al., 2005).
Some accounts have stressed that the major reallocation of regional production occurred
during the initial period of industrialization, from the 1870s until the outbreak of the First
World War, whereafter the regional system remained stable (Söderberg and Lundgren, 1982;
Henning et al., 2011). But around the turn of the century the Swedish manufacturing in-
dustry became increasingly sophisticated as growth gravitated toward chemical industries,
mechanical engineering, and graphical industries promoting the urbanization and concentra-
tion of industrial production (Jörberg, 1961; Schön, 2010). The modern industries were to a
larger extent dependent on domestic regional markets promoting a pull of centrality where
industries were drawn toward the dense urban regions, especially Stockholm, in the early
20th century (Schön, 1997). This gradual shift from a traditional, mainly natural resource-
based, industry to a modern industry coincided with the emergence of a distinct north-south
divide as the northern regions share in total manufacturing employment decreased from 24
1See Tirado et al. (2002) and Rosés (2003) regarding the dominance of Catalonia in early Spanish in-
dustrialization, Felice (2011) regarding the divergence between northern and southern Italy, and Klein and
Crafts (2011) regarding the concentration of industrial activity to the Manufacturing Belt in the United
States.
2The annual output of iron ore in the county of Norrbotten increased from 40 tons in the 1880s to roughly
10,000,000 tons in the mid 1930s, or from well below 1 percent to roughly 70 percent of Sweden’s total output
over the same period. (Statistical Yearbook of Sweden, 1940)
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percent in 1900 to around 16 percent in the 1940s (Berger et al., 2012). This ‘Northern
Problem’, acknowledged by contemporary public oﬃcials, was mainly interpreted as struc-
tural problems within these regions. It was argued that the growth of the metropolitan
regions, and especially the expansion of the capital Stockholm, at the expense of the north-
ern regions was intrinsic to a successful structural shift from agriculture and traditional
industries toward modern, predominately urban, manufacturing (see, e.g., Nilsson, 2006).
The emergence of this geographical divide occurred to the backdrop of the breakthrough of
industrialization in Sweden, as the share of manufacturing in total employment increased
from 21 to 36 percent between 1900 and 1960 (Krantz and Schön, 2007). But in addition
to this geographical divide industrialization also produced a salient regional distribution of
industries as the iron industry was chiefly located in the region of Bergslagen in central
Sweden, the foodstuﬀs industry located in the southernmost region of Scania, the textile
industry located in western Sweden, whereas eastern Sweden attracted the mechanical en-
gineering industry in the early 20th century (Söderberg, 1984; Olsson, 2007; Schön, 2010).
The gravitation of industries towards mid- and southern Sweden as well as the diﬀerences in
regional industrial composition during the breakthrough of industrialization raises questions
that regard the underlying determinants of industry location.
Scholarly interest in the determinants of industry location have mainly been informed
by two theoretical frameworks. In the Heckscher-Ohlin model of international trade, regions
diﬀer in their endowments of diﬀerent factors (see, e.g., Flam and Flanders (1991); Leamer
(1995)). When trade costs decrease regions will specialize in production of goods that inten-
sively uses the relatively abundant factors of each region. The distribution of industries is
then determined by the underlying pattern of comparative advantage3. On the other hand,
the New Economic Geography (Krugman, 1991a)4 has emphasized that that the location of
industries is determined by the interaction between transportation costs, increasing returns
to scale, and forward and backward linkages. If scale economies are important an industry
will locate in the region oﬀering the largest market, incurring transportation costs to supply
other regional markets from there (Krugman, 1991b). Similarly, if a large number of firms
locate in a region the demand for intermediate products will be higher there, encouraging
industries producing these intermediates to relocate to that region (Krugman and Venables,
1995). Although these theories are not mutually exclusive they emphasize two very diﬀer-
ent sets of determinants of industry location. A central question, ultimately of empirical
nature, thus concerns if factor endowments or proximity to markets is the most important
determinant of industry location.
Recent empirical work have emphasized that industry location is jointly determined by
Heckscher-Ohlin and New Economic Geography forces. Midelfart-Knarvik et al. (2000) de-
rive a general equilibrium model of industry location that nests the Heckscher-Ohlin and New
Economic Geography arguments and Midelfart-Knarvik et al. (2004) show that forward and
backward linkages and the endowment of skilled labour became increasingly important as
determinants of industry location within the European Union from the 1980s and onwards.
Building on the pioneering work of Midelfart-Knarvik et al. (2000) economic historians have
3This can be extended to a linear relationship between factor endowments and production through the
Rybczynski theorem (see, e.g., Kim (1999)). An increase in the supply of a factor will lead to an increase in
the production of goods that intensively uses that factor and a reduction in the production of other goods.
4The New Economic Geography literature is extensive, in addition see, e.g., Puga, 1999; Neary, 2001;
Head and Mayer, 2004; Ottaviano and Thisse, 2004.
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recently turned to an examination of the eﬀects of regional integration on industry location
in the late 19th and early 20th century. Crafts and Mulatu (2005, 2006) show that the distri-
bution of industries in the United Kingdom was determined both by access to markets and
factor endowments between 1870 and 1930. But whereas the importance of factor endow-
ments persisted century the role of market potential faded in the early 20th century. Wolf
(2007) examines the relocation of industries in Poland, following the reunification in 1918,
and concludes that both comparative advantage and market potential were important in
determining the distribution of industries. The most important factors were the endowment
of skilled labor and high market potential in order to attract skill-intensive industries and
industries with forward linkages. Betran (2011) and Martinez-Galarraga (2012) examine the
distribution of industries in Spain and conclude that both factor endowments and market
potential was important, with the latter increasing in importance from the mid 19th century
until the 1930s. Klein and Crafts (2011) show that, contrary to the conclusions reached by
Kim (1995, 1999), the existence of the Manufacturing Belt in the United States relied on
the superior market access of these states, whereas the importance of factor endowments,
while important in the 19th century, diminished over time.
My contribution to the literature is threefold. First, this paper will be an addition to
the emerging literature on the determinants of industry location in a historical perspective.
Second, by drawing upon a recently constructed database on the Swedish manufacturing
industry I will provide a descriptive account of the changes in the regional distribution of
manufacturing employment and regional specialization between 1900 and 1960. Third, I will
provide an econometric treatment of the relative importance of natural resources, human
capital, and market potential in determining the distribution of industries across Swedish
regions. More specifically I will answer the following questions:
· How did the regional distribution of the manufacturing industry and regional special-
ization evolve in Sweden between 1900 and 1960?
· To what extent did Heckscher-Ohlin and New Economic Geography forces shape the
regional distribution of manufacturing industries?
· Did the relative influence of these forces change over time?
The results can briefly be summarized as follows. In section 4.1 I show that the Swedish
manufacturing industry became increasingly concentrated in the interwar period whereas
the postwar period was characterized by strong convergence. Industrial concentration thus
traced out a bell-shaped evolution between 1900 and 1960, resulting in a more even regional
distribution of manufacturing employment in the 1960s than during any previous decade of
the 20th century. But an examination of eight individual industries makes clear that the
degree and trends of concentration varied considerably across industries during this period.
Regarding regional specialization, it decreased from the early 1900s, flattened out during
the interwar period, and decreased further in the postwar period such that Swedish regions
became considerably more similar in terms of industrial composition between 1900 and 1960.
In order to answer the latter two questions I estimate a version of the Midelfart-Knarvik
et al. (2000) model, in section 4.2, where the interaction between region and industry charac-
teristics determine the location of industries. OLS estimations show that the distribution of
industries across Swedish regions, between 1900 and 1960, was jointly determined by factor
endowments and market potential. More specifically, industries that intensively used inputs
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from the agricultural and forestry sectors located in regions abundant in agricultural land
and woodland, although the importance of the endowment of agricultural land diminished
from the 1930s. The distribution of iron ore did not have a substantial eﬀect in attracting
industries during this period. From the 1940s and onwards, but not before, the regional
endowment of human capital was important in attracting skill-intensive industries. Except
for in the interwar period, industries with increasing returns to scale located in regions with
high market potential. Industries where a large share of output was sold as inputs to other
industries located in regions with high market potential, this eﬀect being especially impor-
tant in the interwar period. But high market potential seems to have deterred industries
where intermediate consumption was high, although the magnitude of this negative rela-
tionship declined over time. In addition, to identify the causal eﬀects of market potential I
use an instrumental variables approach (two-step GMM) where I use predetermined levels
of market potential and the sum of distances between regional capitals as exogenous instru-
ments of market potential, confirming the results obtained by OLS. Standardized coeﬃcients
indicate that market potential was a more important determinant of industry location than
factor endowments over this period.
The rest of this paper is organized as follows: In section two I discuss the model of
Midelfart-Knarvik et al. (2000) and describe the interactions between region and industry
characteristics that constitute the core of the model. The construction of the dataset is
described in section three, with additional details provided in Appendix A. Section four deals
with the descriptive account of the regional distribution of manufacturing employment, the
dispersion of industries, and regional specialization as well as an econometric analysis of the
determinants of industry location. In section five I provide some concluding remarks.
2 A Model of Industry Location
Location theories, going back to von Thünen (1826), Christaller (1933), and Lösch (1940),
emphasize the interaction between the characteristics of diﬀerent locations and the char-
acteristics of economic activities. Consequently, in order to examine the determinants of
industry location I make use of a general equilibrium model, derived by Midelfart-Knarvik
et al. (2000), that nests interactions between region and industry characteristics derived
from the Heckscher-Ohlin and New Economic Geography theories, such that in equilibrium
the regional distribution of industries is simultaneously determined by both sets of factors5.
Regions diﬀer in their proximity to markets and their endowments of diﬀerent factors, such
as agricultural land and human capital whereas industries value proximity to markets dif-
ferently and use factors with diﬀerent intensities. As trade between regions is costly both
the supply arguments of the Heckscher-Ohlin theory and the demand argument in New Eco-
nomic Geography influence the location of industries. The general equilibrium nature of the
model implies that although all industries may want to locate in the region most proximate
to markets, this cannot be a stable equilibrium. Instead, the relative intensities in the use
of diﬀerent factors determine which industries locate where. For example, an industry with
substantial backward linkages will locate in a region with high demand and an industry that
intensively uses skilled labour will locate in a region with abundant human capital. The
5See Midelfart-Knarvik et al. (2000) or the supplementary material in Klein and Crafts (2011) for a
thorough discussion of the model. Note that the original model considers countries, not regions.
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model of Midelfart-Knarvik et al. (2000) has recently been applied by a number of economic
historians (Crafts and Mulatu, 2005, 2006; Wolf, 2007; Klein and Crafts, 2011; Betran, 2011;
Martinez-Galarraga, 2012) that all rely on slight variations of a general reduced-form of the
model that can be expressed as:
ln(Sik) = Z↵+
X
j
 j(yjk    j)(xji    j) + "ik (1)
where the share S of national employment in industry k in region i is jointly determined
by region (x ) and industry characteristics (y) after controlling for size-diﬀerences through
the vector of regional size controls Z.  j ,  j , and  j are the parameters of interest. By
expanding equation (1) I obtain an equation that lends itself to estimation:
ln(Sik) = Z↵+
X
j
⇣
 j1y
j
kx
j
i +  
j
2x
j
i +  
j
3y
j
k
⌘
+ "ik (2)
where the terms in summation are the regional characteristics, industry characteristics, and
the corresponding interactions.  1 =  j is the coeﬃcient for the interaction between region
(x ) and industry (y) characteristic j,  2 =   j j and  3 =   j j are the coeﬃcient
for region and industry characteristic j respectively, and "ik s iid(0, 2"). The relative
magnitude and significance of the coeﬃcient of the interaction between, for example, the
regional endowment of human capital and the use of skilled labor in an industry provides a
measure of how important these factors were in determining the distribution of industries
across Swedish regions.
In the time dimension there are three sources of variation in this specification. (1) The
regional endowments can change, e.g. there is an increase in the endowment of human capital
in region i (2) Over time industry characteristics may change, e.g. industry k becomes more
intensive in the use of skilled labor (3) The responsiveness of regional industry shares to
the interactions change, e.g. the interaction between the endowment of human capital
and skilled-labor intensity in shaping the spatial distribution of industries becomes more
important. To exploit the variation in the time dimension this suggests that the model
should be implemented by using time-variant characteristics and estimated for repeated
cross-sections.
As neither theory nor the model itself dictate which interactions are potentially impor-
tant determinants of industry location I proceed by describing and motivating the seven
interaction eﬀects that constitute the core of the model in the next section.
2.1 Region and Industry Characteristics
In this section I describe and motivate four interactions corresponding to the arguments
of the Heckscher-Ohlin theory and three interactions corresponding to the arguments in
the New Economic Geography. The region and industry characteristics, and corresponding
interactions are summarized in Table 1.
2.1.1 Heckscher-Ohlin Interactions
The distribution of natural resources and especially the distribution of coal has been empha-
sized as an important historical determinant of industry location as proximity to coalfields
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lowered the costs of steam power (Ross, 1896; Lee, 1971; Pollard, 1981; Stobart, 2000;
Balderston, 2010). The dearth of coal in Sweden, with only scant supplies in north-western
Scania, and the centrality of water power implies that the impact of coal on industrial lo-
cation was neglible6. Instead, as early industrialization in Sweden mainly was confined to
extraction and refinement of iron ore and wood, and exports of oat (see, e.g., Schön, 2010)
this nonetheless suggests that the distribution of natural resources constituted a potentially
important determinant of industry location. Hence I include three interactions based on
central natural resource endowments (arable land, woodland, and iron ore). From the early
1900s and onwards industries became more skill-intensive; between the 1920s and the 1960s
the average share of white-collar employment in total employment increased from roughly
9 percent to 26 percent7. Thus, the increasing importance of human capital motivates the
inclusion of an interaction based on the regional endowment of human capital.8
The first interaction regards the regional endowment of agriculture, measured as the
share of arable land in total regional area. The corresponding industry characteristic is the
share of inputs from the agricultural sector in gross output for each industry. All things
equal, an industry that intensively uses inputs from the agricultural sector should want to
locate in a region with a comparative advantage in the production of agricultural goods.
As Sweden by the early 20th century still was mainly an agrarian country, with roughly
two-thirds of the population employed in agriculture (Krantz and Schön, 2007), this suggest
that the distribution of agricultural land may have been important in attracting industries
using inputs from this sector. Indeed, historical evidence indicates that this factor may have
been important as there was considerable variation in arable land across Swedish regions due
to underlying variation in soil quality and precipitation. For example, the share of arable
land in regional area in the vast northernmost county of Norrbotten was 0.3 percent and in
the southernmost county of Malmöhus (’the Granary of Sweden’ ) arable land constituted 72
percent of the regional area. In the early 1900s the county of Norrbotten had no registered
employment in the food industry whereas the province of Malmöhus housed more than a
third of national employment in that industry9.
The second interaction considers the relative abundance of wood, measured as the share
of woodland in total regional area. The corresponding industry characteristic is inputs from
the forestry sector as a share of gross output. Forestry and wood-related industries was of
imperious importance to early industrialization in Sweden and was continually important
due to the expansion of the paper and pulp industries in the 20th century (Schön, 2010).
In addition, in an European comparison the international distribution of woodland is of
marked importance to Sweden. On average Western European countries were endowed with
roughly 0.4 hectares of wood for every inhabitant whereas Sweden had roughly 4 hectares
per inhabitant in the early 1900s. Similarly, roughly half of Sweden’s geographical area
consisted of woodland whereas the average for the Western European countries was merely
6A brief review of the international diﬀerences in coal reserves makes this point clear: In 1913 the
estimated reserves was 20 tons per head in Sweden, compared with 39,328 for the United States, 11,187 in
Germany, and 433 in Spain (Betran, 2005). Similarly, in 1910 the total consumption of coal and coke in
Sweden equaled 4,756,000 tons, out of which only 303,000 was produced domestically (Sundbärg and Åmark,
1914).
7Calculated based on data obtained from BiSOS-D 1920 and SOS: Industri 1960, see section three.
8Although one of the central factors in the original Heckscher-Ohlin model, capital is excluded based on
the assumption that regional capital markets were integrated by the early 20th century.
9Calculated based on data obtained from SMID, see Berger et al. (2012).
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Heckscher-Ohlin
Region Characteristic Industry Characteristic
Agricultural Land Agricultural Inputs
(Share of Regional Area) (Share of Gross Output)
Human Capital White-Collar
(Population Enrolled in Sec. Schooling) (Share of Total Employment)
Woodland Forestry Inputs
(Share of Regional Area) (Share of Gross Output)
Iron Ore Mining Inputs
(Gross Output of Iron Ore) (Share of Gross Output)
New Economic Geography
Region Characteristic Industry Characteristic
Market Potential Forward Linkages
(Distance-Deflated Sum of Regional GDPs) (Intermediates in Gross Output)
Market Potential Backward Linkages
(Distance-Deflated Sum of Regional GDPs) (Sales to Industry in Gross Output)
Market Potential Increasing Returns to Scale
(Distance-Deflated Sum of Regional GDPs) (Mean firm size)
Table 1: Interactions Between Region and Industry Characteristics
a quarter (Örtenblad, 1914). This suggest that the regional distribution of woodland may
have been and important determinant of industry location in Sweden.
The third interaction concerns the distribution of iron ore. With the introduction of the
Thomas process in the 1890s the deposits of phosphoric iron ore in the Mining District of
Central Sweden (Bergslagen) and in the northernmost region of Norrbotten served as the
foundation for a renewed expansion of the iron industry (Söderberg, 1984; Olsson, 2007).
To account for the endowment of iron ore I include the regional production of iron ore for
each benchmark year which is interacted with the share of inputs from the mining industry
in gross output for each industry.
The fourth interaction considers the regional endowment of human capital and the skill
intensity, proxied by the share of white-collar employees in total employment, in each indus-
try. Owing to the early introduction of compulsory public schooling, in 1842, the literacy
rate in the late 19th century exceeded 90 percent (see, Ljungberg and Nilsson, 2009 and
Schön, 2010). This seemingly invalidates the use of literacy rates as a measure of regional
diﬀerences in human capital10. The regional human capital stock is therefore, similar to
Betran (2011), proxied by the population enrolled in secondary schooling.
10Literacy rates are commonly used as a proxy for human capital in the literature, see, e.g., Martinez-
Galarraga (2012). Also, note that recent attempts to estimate regional levels of human capital using age-
heaping methods are unfeasible for Sweden as individuals did not themselves state their age in the censuses
(Hippe and Baten, 2011).
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2.1.2 New Economic Geography Interactions
The regional characteristic considered in all New Economic Geography interactions is mar-
ket potential, i.e. the economic centrality of each region, measured as the distance-deflated
sum of regional GDPs (see section 3.1). As Swedish regions are separated by vast distances
the peripheral regions were potentially disadvantaged due to lower market potentials. In
addition, recent findings suggest that smaller distances to large urban markets encouraged
industrialization in rural areas during the late 19th century (Jonsson et al., 2009). This
suggest that diﬀerences in market potential thus constitutes a potentially important deter-
minant of industry location across Swedish regions.
The first New Economic Geography interaction regards market potential and increasing
returns to scale, proxied by the mean firm size in each industry. The mean firm size should
in this context be interpreted as the minimum eﬃcient scale (Crafts and Mulatu, 2005).
An industry with increasing returns to scale faces a trade-oﬀ between exhausting scale
economies by locating in proximity to a large market and operating at an ineﬃcient scale in
order to supply smaller markets locally (Krugman, 1991a). Jörberg (1961) argues that poor
communications and high distribution costs promoted the growth of small firms serving local
markets in late 19th century Sweden. The consequent expansion of infrastructure led to an
increased growth for larger firms in the first decade of the 20th century. The importance of
scale economies in conjunction with market potential thus potentially became increasingly
important during the breakthrough of industrialization in the early 20th century.
The other two New Economic Geography interactions considers market potential in con-
junction with forward and backward linkages (Krugman and Venables, 1995). The interac-
tion between market potential and forward linkages, measured as the share of intermediates
in gross output, are based on the notion that firms will locate as to minimize inter-industry
transportation costs. An industry where intermediates comprise a large share of gross out-
put should tend to locate in a region where market potential, and the supply of intermediate
goods, is high. Similarly, the importance of backwards linkages depend on the extent that
an industry supplies other industries with intermediate goods. Backward linkages is mea-
sured as the sales to industry as a share of gross output. An industry where sales to industry
constitute a large share of output should localize as to minimize transport costs with respect
to its industrial customers. The growth of the Swedish manufacturing industry in the early
20th century produced an industrial structure with higher degree of linkages as exemplified
by the growth of the mechanical workshops, mainly producing machines for other industries
(Jörberg (1961)). This suggest that the importance of linkages may have been increasing
from the early 20th century and onwards.
3 Data
In order to examine the determinants of industry location across Swedish regions I have
constructed a unique dataset for the 24 Swedish NUTS-III regions11, eight industries12, and
for the seven benchmark years 1900, 1910, 1920, 1930, 1940, 1950, and 1960. Additional
11Corresponding to counties or ’län’.
12The industries are: (1) Metals & Machinery (2) Stone & Earthenware (3) Wood (4) Paper, Pulp, and
Graphical (5) Food (6) Textiles & Clothing (7) Leatherware & Rubber (8) Chemicals.
11
information on sources and considerations taken when constructing the dataset is provided
in Appendix A.
3.1 Region Characteristics
Data on regional employment was obtained from the recently constructed Swedish Manufac-
turing Industry Database (SMID), which in turn is based on the oﬃcial industrial statistics
published by Statistics Sweden13 (see, Berger et al. 2012). The dependent variable S is
the share of employment in industry k located in region i which is simply calculated as:
Sik = eik/
P
i eik, where e denotes employment.
I have digitalized the regional characteristics by hand from various publications from
Statistics Sweden. Data on regional population for each benchmark year has been collected
from the population censuses, obtained from Statistics Sweden. Enrollment rates in sec-
ondary schooling has been obtained from BiSOS-P: Undervisningsväsendet. Arable land per
region was obtained from the agricultural census, in BiSOS-N: Jordbruk och Boskapsskötsel
and the Statistical Yearbook of Sweden, and has been divided by total regional area for each
benchmark year. Similarly, the share of woodland is calculated analogously based on data
obtained from the forestry statistics, in BiSOS-Q: Skogsväsendet and the Statistical Yearbook
of Sweden. Data on the output of iron ore in each region was obtained from the Statistical
Yearbook of Sweden, 1940. Each regional characteristic, with some minor exceptions (see
Appendix A), has been obtained for each of the seven benchmark years.
Regional market potential can primarily be estimated in two ways. Redding and Venables
(2004) have shown that market potential can be estimated using inter-regional trade data
and a general gravity model. As data on inter-regional trade flows is not available for Sweden
for the period at hand the estimation of market potential follows the classical approach in
Harris (1954) where market potential is estimated as the inverse distance-weighted sum of
regional GDPs14. Market potential M for region i is estimated as:
Mi = D
  
ii GDPi +
nX
j=1
D  ij GDPj (3)
where D is the bilateral geodesic distance, i.e. as the crow flies, in kilometers between
provincial capitals of region i and j and   is a distance-decay parameter. Following Klein
and Crafts (2011) own-region distance is approximated by:
D  ii =
h
2/3
p
Ai/⇡
i  
(4)
where A is the area of region i. Geodesic distances between the regional capitals of Sweden
were obtained from an electronic atlas (see Appendix A). In addition, in order to calculate
market potentials for the Swedish regions I need an estimate of  . Here I follow the traditional
assumption in the literature that   = 1 which is motivated by gravity estimates obtained
from contemporary and modern trade flows (see, e.g., Head and Mayer, 2004). Recent
13For the years 1900 and 1910 the industrial statistics was published in Bidrag till Sveriges Oﬀentliga
Statistik D: Fabriker och Manufakturer, henceforth referred to as BiSOS -D, and for the years 1920-1960 in
Sveriges Oﬃciella Statistik: Industri henceforth referred to as SOS: Industri.
14For recent applications of this methodology see, e.g., Crafts (2005) and Schulze (2007). Regarding
market potential estimated directly from regional trade flows see Wolf (2007).
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Notes: The regions correspond to NUTS-III regions or counties (län) as defined by Statistics Sweden prior to 1997.
Figure 1: The Regions of Sweden
estimates of GDP for the 24 (NUTS-III) regions of Sweden was obtained from Enflo et al.
(2010), estimated according to the Geary and Stark (2002) methodology. I only include
domestic regional GDPs in the empirical analysis due to the diﬃculties associated with
proper weighting of foreign GDPs (see Schulze, 2007). In Appendix B I provide estimates
based on market potential that include foreign markets and show that the main econometric
results are similar although not identical. Foreign GDPs enter equation (3) in the same way
as domestic regional GDPs and are deflated by the geodesic distances between each regional
capital and the node (in parentheses) in Germany (Berlin), Poland (Warsaw), Norway (Oslo),
Finland (Helsinki), France (Paris), Denmark (Copenhagen), the Netherlands (Amsterdam),
the Czech Republic (Prague), Austria (Vienna), United Kingdom (London), and Belgium
(Brussels). Geodesic distances were again obtained from an electronic atlas and GDP for
foreign countries, in 1990 $GK, were obtained from Maddison (2003).
Figure 1 provides the names and locations of the 24 Swedish (NUTS-III) regions and
Table 2 presents the estimated market potentials for each region normalized to the market
potential of Stockholm, for each benchmark year. The county of Stockholm had the highest
market potential in all benchmark years. In addition, the market potential of Stockholm
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Region 1900 1910 1920 1930 1940 1950 1960
Blekinge 0.66 0.67 0.59 0.56 0.48 0.49 0.46
Gävleborg 0.65 0.61 0.58 0.55 0.49 0.51 0.49
Gothenburg & Bohus 0.86 0.81 0.84 0.84 0.73 0.77 0.70
Gotland 0.52 0.51 0.47 0.45 0.41 0.43 0.40
Halland 0.65 0.65 0.60 0.58 0.50 0.54 0.49
Jämtland 0.32 0.30 0.28 0.27 0.24 0.25 0.24
Jönköping 0.72 0.72 0.66 0.63 0.56 0.61 0.56
Kalmar 0.60 0.59 0.53 0.51 0.44 0.46 0.43
Kopparberg 0.61 0.58 0.54 0.52 0.46 0.49 0.47
Kristianstad 0.68 0.70 0.62 0.59 0.51 0.54 0.49
Kronoberg 0.65 0.66 0.59 0.56 0.49 0.52 0.49
Malmöhus 0.83 0.87 0.77 0.74 0.64 0.66 0.60
Norrbotten 0.21 0.20 0.19 0.18 0.16 0.17 0.16
Skaraborg 0.78 0.77 0.70 0.67 0.60 0.65 0.60
Södermanland 0.81 0.81 0.76 0.73 0.69 0.71 0.69
Stockholm 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Uppsala 0.85 0.82 0.80 0.78 0.74 0.76 0.74
Värmland 0.66 0.64 0.60 0.58 0.51 0.55 0.51
Västerbotten 0.29 0.27 0.26 0.25 0.21 0.23 0.22
Västernorrland 0.42 0.38 0.36 0.35 0.30 0.31 0.30
Västmanland 0.84 0.81 0.77 0.74 0.69 0.72 0.71
Älvsborg 0.70 0.68 0.66 0.65 0.57 0.62 0.57
Örebro 0.79 0.77 0.73 0.69 0.63 0.66 0.63
Östergötland 0.79 0.79 0.72 0.69 0.62 0.66 0.62
Coeﬃcient of Variation 0.29 0.31 0.32 0.32 0.35 0.34 0.35
Sources and notes: Regional nominal GDPs were obtained from Enflo et al. (2010) and geodesic distances between
regional capitals were obtained from an electronic atlas, see text and Appendix A for more information. Regional
market potentials are normalized to the market potential of Stockholm for each benchmark year.
Table 2: Market Potential of Swedish Regions, 1900-1960
was increasing relative to other regions which corresponds to the increasing importance of
Stockholm in the national economy during this period (see, Enflo et al., 2010). Looking
at each cross-section it is apparent that the northern regions (Norrbotten, Västernorrland,
Jämtland, and Västerbotten) had low market potentials, due to low regional GDPs and
to the vast distances to the central markets of Gothenburg and Stockholm. Conversely,
the regions located in proximity to Stockholm and Gothenburg (Uppsala, Södermanland,
Västmanland, and Älvsborg) generally had high market potentials. Turning to the coeﬃcient
of variation, presented in the bottom row of Table 2, there is an indication that there was
an increasing dispersion of market potentials between 1900 and 1960 suggesting that this
factor may be important in explaining the emerging divide between northern and southern
Sweden.
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Agricultural Wood Iron White Firm Intermed. Sales to
Industry Inputs Inputs Inputs Collar Size Inputs industry
Metals & Machinery 0.00 0.00 0.42 0.17 51 0.58 0.43
Stone & Earthenware 0.00 0.01 0.00 0.10 40 0.27 0.11
Wood Industries 0.00 0.39 0.00 0.09 28 0.63 0.16
Paper, Pulp, and Graphical 0.00 0.25 0.00 0.16 62 0.60 0.20
Food Industries 0.49 0.00 0.00 0.17 39 0.78 0.20
Textiles & Clothing 0.04 0.00 0.00 0.12 76 0.64 0.38
Leatherware & Rubber 0.00 0.00 0.00 0.13 51 0.75 0.43
Chemical Industries 0.00 0.06 0.00 0.25 49 0.49 0.34
Sources and notes: Agricultural inputs, wood inputs, and iron inputs are all calculated as shares of gross output
in each industry. White-collar is the average share of white-collar employees in total employment, 1900-1960. Firm
size is the average mean firm size between 1900 and 1960. Intermediate inputs and sales to industry are calculated as
shares in gross output. All characteristics, except firm size and white-collar, are based on the technical coeﬃcients
in 1913 from Bohlin (2007). Mean firm size is calculated based on data in SMID (see Appendix A) and white-collar
is calculated based on data obtained from BiSOS-D and SOS: Industri.
Table 3: Industry Characteristics
3.2 Industry Characteristics
Industry characteristics are primarily based on Bohlin (2007) who derives an input-output
table for the Swedish manufacturing industry disaggregated into nine industries15 based on
the technical coeﬃcients in 1913. The intensity in use of agricultural inputs is calculated as
domestically produced agricultural goods as a share of gross output in each industry. The
intensity in use of inputs from the forestry sector is similarly calculated as the inputs from
this sector as a share of gross output in each industry. Since only one industry (Metals
& Machinery) used iron ore as an input in production, and data on consumption of ore
is not readily available, the use of iron ore is approximated by the share of own-industry
inputs for this industry. As time-variant data is not available regarding the input-output
relationships these industry characteristics are solely based on the technical coeﬃcients in
1913. To proxy for the skill-intensity of each industry I have obtained data on the number of
white-collar employees and total employment in each industry from the industrial statistics
(BiSOS-D and SOS: Industri). The skill-intensity is proxied by the share of white-collar
employment in total employment for each industry. Time-varying data is available from 1920
and onwards (see Appendix A). Regarding the industry characteristics derived from the New
Economic Geography, forward linkages is calculated as the gross output net value added in
each industry based on the technical coeﬃcients in Bohlin (2007). Backward linkages are
similarly calculated as the share of output used as inputs in other industries. To proxy
for increasing returns to scale at the industry level I have calculated the mean firm size,
corresponding to the minimum eﬃcient scale, for each industry and benchmark year based
on data obtained from SMID (see, Berger et al., 2012).
Table 3 summarizes the industry characteristics for the eight industries. In the first
column it is evident that only the food, textiles, and clothing industries used inputs from
the agricultural sector. But the former dwarfs the latter in terms of quantities as almost
15In addition to the eight industries included in this paper Bohlin (2007) also include the power industry.
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half of the gross output of the food industry consisted of agricultural inputs. Wood inputs
was primarily used by the wood, paper, and pulp industries, whereas these inputs were
of marginal importance in the stone, earthenware, and chemical industries. As previously
mentioned metals and machinery was the only industry that used iron ore as an input in
production. The most skill-intensive industry was the chemical industry where white-collar
employment on average constituted 25 percent of total employment, whereas the least skill-
intensive were the stone, earthenware, and wood industries where white-collar employment
constituted roughly 10 percent of total employment. The textiles and clothing industries had
the largest average firm size of 76 employees, whereas the average firm size was considerably
smaller in the wood industries with an average size of 28 employees per firm. The food
industry had the highest share of intermediate inputs where the bulk of inputs was sourced
from the agricultural sector. The metals, machinery, textiles, clothing, leatherware, rubber,
and chemical industries all sold a large share of gross output as inputs, as the sales to
industry as a share of gross output ranged between 34 and 43 percent for these industries.
Given the manifest variation in these industry characteristics it is likely that industries
valued regional characteristics diﬀerently thus encouraging diﬀerent localization patterns.
4 Empirical Analysis
I take an unabashedly descriptive approach in the first part (4.1) of the empirical analysis,
motivated by the fact that I am working with a novel dataset, to provide an account of
the changes in regional specialization and industry location across Swedish regions between
1900 and 1960. In the second part (4.2) I proceed with an econometric treatment of the
determinants of industry location for each of the seven benchmark years by estimation of
the model put forth in section two.
4.1 The Regional Distribution of the Manufacturing Industry
In this section I begin by documenting the correspondence between the five regional char-
acteristics (arable land, woodland, iron ore, human capital, and market potential) and the
distribution of regional manufacturing employment for the benchmark year 1930. I then
proceed with an examination of the trends in the regional distribution of manufacturing
employment, industrial concentration, and regional specialization respectively.
4.1.1 Endowments, Markets, and Manufacturing in 1930
To provide a broad-brush impression of the extent to which regional manufacturing employ-
ment coincided with the regional characteristics Figure 2 projects these variables, divided
into quintiles, for the benchmark year 1930. The northern regions were evidently disadvan-
taged as measured by all regional characteristics except for those capturing natural resource
endowments (wood and iron). Human capital, market potential, agricultural land, and man-
ufacturing employment were all at considerably lower levels than in the regions of mid- and
southern Sweden. This constitutes a potential source of the north-south divide, in terms
of manufacturing employment, that emerged during this period. Regions with an appar-
ent comparative advantage in agriculture, e.g. the counties of Uppsala, Kristianstad, and
Skaraborg were among the least industrial regions although they were located in proximity
16
Manufacturing Employment Arable Land Secondary Enrollment Rate
Production of Iron Ore Market Potential Woodland
Sources: Data on manufacturing employment was obtained from the Swedish Manufacturing Industry Database
(SMID), see text for further information, and is normalized by regional population. Market potential is based
on regional GDPs obtained from Enflo et al. (2010) and regional characteristics are based on data obtained from
various publications from Statistics Sweden, see text for further information.
Notes: All variables are presented for the benchmark year 1930. Each variable is divided into quintiles and is
increasing from light to dark.
Figure 2: Quintiles of Regional Characteristics & Manufacturing Employment, 1930
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to the large urban markets of Stockholm, Malmö, and Gothenburg respectively. The major
exception to this apparent negative relationship between the share of arable land and the
level of industrial activity was the region of Malmöhus, richly endowed with both industry
and agriculture. Both market potential and human capital, as proxied by the enrollment
rate in secondary schooling, coincided with high levels of manufacturing employment. The
most well-endowed regions in terms of human capital are the metropolitan regions (Stock-
holm, Gothenburg & Bohus, and Malmöhus), these regions also had the highest levels of
industrial activity. The one major exception to this relationship seems to have been the
region of Älsvborg where human capital levels were low although the level of industrial ac-
tivity was on par with that in the metropolitan regions. The dominance of the textiles and
clothing industry with modest usage of human capital (Table 3) in this region may partly
explain this anomaly. The endowment of iron ore and woodland does not seem to have been
associated with high levels of manufacturing employment. Instead, the regions that were
well-endowed with these natural resources were less industrial than other regions.
But these broad-brush impressions are limited in that they only consider one cross-
section. Consequently, I proceed by examining the distribution of regional manufacturing
employment for the seven benchmark years in the next section.
4.1.2 How Concentrated Was Manufacturing Employment?
To examine the regional distribution of manufacturing employment between 1900 and 1960 I
make use of two traditional measures of inequality, namely the Gini coeﬃcient and the Theil
index. The Gini (1912) coeﬃcient is a traditional measure of inequality where a coeﬃcient
of zero corresponds to an even regional distribution whereas a coeﬃcient of one means that
all manufacturing employment is concentrated in one region. Following Deaton (1994) the
Gini coeﬃcient (G) can be calculated as:
G =
N + 1
N   1  
2
N(N   1)µ
NX
i=1
riei (5)
where N is the number of regions, µ is the average employment, and r and e are the
rank and employment of region i respectively. The Theil (1967) index is a measure of
inequality, derived from a general entropy measure, where an index of zero corresponds to
an even distribution and the upper bound, corresponding to perfect inequality, is the natural
logarithm of the number of regions (i.e. ln(24) = 3.18). The Theil index (T ), using the
same notation as in (5), is calculated as:
T = 1/N
NX
i=1
ei
µ
ln
✓
ei
µ
◆
(6)
These two measures and their corresponding bootstrapped standard errors, using 100
replications, are presented in Table 3. The regional distribution of manufacturing em-
ployment became slightly more equal between 1900 and 1920 as both the Gini and Theil
decreased marginally. But during the interwar period the manufacturing industry became
increasingly concentrated as the Gini and Theil increased from 0.41 and 0.28 to 0.44 and
0.33 respectively. Conversely, in the postwar period there was rapid convergence in employ-
ment levels as the Gini and Theil decreased from 0.33 and 0.44 to 0.39 and 0.26 respectively
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Index 1900 1910 1920 1930 1940 1950 1960
Gini Coeﬃcient 0.42 0.41 0.41 0.43 0.44 0.42 0.39
(0.05) (0.04) (0.05) (0.05) (0.05) (0.05) (0.06)
Theil Index 0.29 0.28 0.28 0.31 0.33 0.29 0.26
(0.06) (0.06) (0.07) (0.07) (0.08) (0.07) (0.07)
Sources: Data on regional employment was obtained from the Swedish Manufacturing Industry Database (SMID),
based on the oﬃcial industrial statistics published by Statistics Sweden, see section three and Appendix A for
details.
Notes: The Gini coeﬃcient and Theil index are calculated based on the 24 (NUTS-III) regions of Sweden. Boot-
strapped standard errors, using 100 replications, are in parentheses.
Table 4: Regional Distribution of Manufacturing Employment, 1900-1960
between 1940 and 1960. This gives rise to a bell-shaped pattern of industry concentration
as previously found, for example, in the United States (Kim, 1995) and France (Combes
et al., 2011). It should be noted that these indices are associated with relatively high stan-
dard errors such that the indices in 1900 and 1960 are within the limits of the degree of
concentration in 1940 ± one standard error that suggests that the degree of concentration
was of a rather small magnitude.
What explains the evolution of industry concentration? One peculiarity of industri-
alization in Sweden was its rural character that promoted a dispersion of industries, as
evident in column two of Table 4 (Söderberg and Lundgren, 1982). The electrification of
the manufacturing industry, initiated during the First World War, undermined the relative
advantage of rural localization and promoted a relocation to urban areas that could bear
the large fixed costs invoked by electrification (Schön, 2010). By the early 1920s electricity
constituted roughly three-quarters of the aggregate motive power in manufacturing and the
hedonic price of electrical motors decreased by roughly 13 percent over this decade, pro-
moting a deeper penetration of electrification (Schön, 2000; Edquist, 2010). Industries that
were chiefly located in rural areas, such as the sawing mills in the northern regions, lagged
in electrification, which was achieved only by the 1950s (Schön, 2000)16. This promoted a
drift in the location of industries toward the metropolitan regions that increased their share
of manufacturing employment by roughly 7 percentage units between 1900 and 1940 (Berger
et al., 2012), corresponding to the increased inequality in the interwar period in Table 4.
The diﬀusion of manufacturing from the 1940s and onwards occurred as employment was
shifted from the metropolitan regions of Gothenburg and Stockholm to adjacent regions in
mid-central Sweden. The dispersion of employment in the postwar period resulted in a re-
gional distribution of the manufacturing industry that was more equal, in terms of the Gini
coeﬃcient and Theil index, in the 1960s than during any previous decade of the 20th cen-
tury. These aggregate trends in the distribution of manufacturing employment also closely
corresponds to the evolution of regional income per capita where there was a slowdown in
the long-run trend of convergence in the first half of the 20th century, with slightly increas-
ing dispersion in the interwar period, and strong convergence following the Second World
War (Henning et al., 2011).
16It is significant that manufacturing employment was roughly five times as urban in southern Sweden as
in the north in 1940, with ratios of urban to rural employment of 0.5 and 2.5 respectively (calculated based
on data obtained from SMID, see Appendix A for more information).
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But the aggregate trends may obscure diﬀerent concentration patterns across industries.
As the concentration trends of individual industries likely varied over this period I proceed
by an examination of the dispersion of the eight included industries in the next section.
4.1.3 How Concentrated Were Industries?
In order to examine the dispersion of individual industries I have calculated the coeﬃcient of
variation of regional manufacturing employment for each industry17, where an increase in the
coeﬃcient of variation corresponds to an increase in the dispersion of regional employment
in an industry. Figure 3 presents the coeﬃcient of variation for the eight industries and
for each benchmark year. Here both the level, i.e. the degree of concentration, and its
evolution over time are of interest. Apparently, comparing the industries in Figure 3, there
was considerable variation in both concentration levels and trends, although four broadly
diﬀerent trajectories seem to stand out.
The regional distribution of the paper, pulp, textiles, and clothing industries remained
remarkably stable between 1900 and 1960. Thus, the increasing demand for paper in the
modern industrial society that led to an expansion and consolidation of the paper and
pulp mills in the 1920s in the northern regions seems to have had neglible eﬀects on the
concentration of these industries (Schön, 2010). The textiles and clothing industry was
considerably concentrated, although the apparent stability cloaks the rise of the county of
Älsvborg as the most prominent producer of textiles.
Metals, machinery, stone, earthenware, and the wood industries became gradually more
dispersed over the period. But whereas the metals and machinery industries became more
dispersed mainly from the 1940s and onwards the stone, earthenware, and wood industries
appear to primarily have diﬀused in the early 1900s. The diﬀusion of the metals and ma-
chinery industries was mainly due to an even distribution of the mechanical workshops, a
central industry in the Second Industrial Revolution in Sweden (Berger et al., 2012). The
diﬀusion could have been driven by the need to locate in proximity to industrial customers
as this industry primarily produced inputs, such as machines and tools, for other industries
(Jörberg, 1961). The stone, earthenware, and wood industries were to a large extent depen-
dent on natural resources suggesting that the diﬀusion may have been related more to the
decreases in transportation costs and expansion of infrastructure over this period.
The most radical changes occurred in the degree of concentration of the food, leather-
ware, and rubber industries that were the most concentrated in the early 1900s but became
considerably dispersed during the first half of the 20th century. These industries depended
on substantial intermediate consumption (Table 3) suggesting that this dependence on inter-
mediate products became less of a constraint on localization over time as the food industry
became increasingly focused on domestic regional markets.
The chemical industry followed a somewhat idiosyncratic trend, mirroring the evolution
of aggregate manufacturing employment documented in the previous section, as the degree
of concentration traced out a bell-shaped evolution between 1900 and 1960. This industry
was the most skill-intensive industry, as proxied by the share of white-collar employment
(Table 3), and quite dispersed in the early 1900s but became increasingly concentrated to
the region of Stockholm, well endowed with human capital and with an abundant supply of
17The coeﬃcient of variation is calculated as the unweighted standard deviation of employment for the 24
(NUTS-III) regions of Sweden divided by the average regional employment in each year
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Sources: Data on regional employment was obtained from the Swedish Manufacturing Industry Database (SMID),
based on the oﬃcial industrial statistics published by Statistics Sweden, see section three and Appendix A for
details.
Notes: The coeﬃcient of variation is calculated as the unweighted standard deviation of regional manufacturing
employment divided by average manufacturing employment for each benchmark year.
Figure 3: Concentration of Industries (CV), 1900-1960
producer services, during the interwar period. From the 1940s and onwards the dispersion
coincided with the relative decline of manufacturing in the largest cities and metropolitan
regions (Berger et al., 2012). The trajectory of this industry is also broadly consistent with
recent evidence regarding the diﬀerent needs over the industrial life-cycle where early growth
occurs in diverse large urban regions and then diﬀuse to specialized low-cost areas (Neﬀke
et al., 2011).
As the degree of concentration diﬀered across industries this suggests that regions were
specialized. In addition, the diﬀerent trends in industry concentration further suggest that
regional specialization changed between 1900 and 1960, which I turn to in the next section.
4.1.4 How Specialized Were Regions?
In this section I examine the degree of regional specialization by means of calculating Krug-
man (1991a) specialization indices. Let E denote the level of employment in industry i in
region j and k, then the Krugman specialization index (KSI ) is calculated as:
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KSIjk =
nX
i=1
| Eij
Ej
  Eik
Ek
|, KSI 2 [0, 2] (7)
If the index is equal to zero the regions j and k are completely de-specialized, and conversely,
if the index equals two, the regions are completely specialized. The indices are calculated
based on 24 (NUTS-III) regions and eight manufacturing industries. The unweighted and
weighted average of the Krugman indices are presented in Table 5.
Evidently Swedish regions became considerably less specialized between 1900 and 1960,
as both the unweighted and weighted Krugman indices decrease from 0.80 and 0.73 to 0.50
and 0.48, or by roughly 35 and 40 percent respectively. But there are divergent intra-
period dynamics. From the early 1900s, regional specialization decreased until the interwar
period, implied both by the unweighted and weighted Krugman index. In the interwar
period regional specialization flattened out, and even increased slightly when focusing on the
weighted index. In the postwar period there is again convergence in industrial composition
such that the level of regional specialization is lower in 1960 than during any previous decade
of the 20th century. Seen over the entire period Swedish regions thus became increasingly
more alike in terms of industrial composition.
In terms of geographic specialization there was an evident north-south divide where the
northern regions were the most specialized throughout the period18. The average Krugman
specialization index of the northern regions of 1.28 in 1900 imply that 64 percent of total
employment in these regions would have to be shifted to other industries to converge with
the the average industry composition. This relates to the uneven distribution of natural
resources such as wood and iron ore (see Figure 2) where the industrial composition of
the northern regions was biased toward traditional industries less prevalent in the southern
regions. This also potentially constitutes a source of regional lock-in into industrial trajecto-
ries with little scope for branching out into more dynamic industries, promoting the relative
stagnation in these regions (Neﬀke et al., 2011).
The evolution of regional specialization can readily be compared with the experience
in other countries. In the United States, Kim (1995) shows that regional specialization
increased from the mid 19th century until the outbreak of the First World War, flattened
out in the interwar period, and continued to decrease in the postwar period. In Spain,
regional specialization increased until the outbreak of the First World War, increased during
during the interwar period, and decreased after the Second World War (Betran, 2011)19.
Thus, although the trends as seen over the entire period are similar (convergence) there
seems to have been somewhat diﬀerent subtleties to the national trajectories of regional
specialization.
Summing up the descriptive section on the regional distribution of the manufacturing
industry across Swedish regions it is evident that the distribution of employment followed
a bell-shaped pattern with rising inequality in the interwar period, that industries diﬀered
both in their levels of concentration as well as in their trends over the period, and that
18The unweighted average KSI, of the northern regions of Norrbotten, Jämtland, Västerbotten, and Väster-
norrland was 1.28, 1.09, and 0.66 in 1900, 1930, and 1960 respectively.
19The Krugman specialization index in the United States, calculated based on two-digit SIC industries
was 0.66 in 1958 (Kim, 1995), 0.67 for Spain in 1955 (Betran (2011)), whereas it was 0.50 in Sweden in 1960.
Corresponding figures for 1900 are 0.75 for the US, 0.60 (1893) for Spain (Martinez-Galarraga (2012)), and
0.80 for Sweden.
22
1900 1910 1920 1930 1940 1950 1960
Unweighted Average 0.80 0.78 0.72 0.72 0.65 0.54 0.50
Weighted Average 0.73 0.70 0.62 0.64 0.58 0.51 0.48
Sources: Data on regional employment was obtained from the Swedish Manufacturing Industry Database (SMID),
based on the oﬃcial industrial statistics published by Statistics Sweden, see section three and Appendix A for
details.
Notes: The Krugman indices are calculated for the 24 Swedish (NUTS-III) regions and eight industries. The
weighted average index is weighted by regional employment.
Table 5: Krugman’s Index of Regional Specialization, 1900-1960
regions were specialized, although there was strong convergence between 1900 and 1960.
What accounts for these changes? In the next section I proceed with estimations of the
model of Midelfart-Knarvik et al. (2000), discussed in section two, that explains industry
location and regional specialization based on the interactions between region and industry
characteristics presented in Table 3.
4.2 Econometric Results
In this section I provide a brief discussion of the appropriate estimation techniques when
estimating the model of Midelfart-Knarvik et al. (2000), as described in section two. In
section 4.2.2 and 4.2.3 I present the results of OLS and two-step GMM estimations respec-
tively. These sections also provide a discussion of the statistical results. Since the estimated
parameters cannot be compared directly, as the variables are measured in diﬀerent units,
I standardize the coeﬃcients from the two-step GMM estimations to evaluate the relative
importance of each interaction in section 4.3. In this section I also provide a discussion of
the economic results in their historical context.
4.2.1 Estimation Techniques
Estimation of equation (2) can either be performed by including the region and industry
characteristics (Crafts and Mulatu, 2005; Martinez-Galarraga, 2012), or by using region and
industry dummies as controls (Wolf, 2007; Klein and Crafts, 2011). All results in the rest of
this paper was estimated using both characteristics and dummies, with similar results (see
Appendix B). Thus, I focus on the following version of equation (2) where dummies replace
the size controls and the region and industry characteristics:
ln(Sik) = ↵+  i + ✓k +
X
j
 jxjiy
j
k + "ik (8)
where S is the share of industry k located in region i,  i and ✓k are a set of region and
industry dummies that replace the size controls and characteristics in equation (2), xjiy
j
k is
the interaction between region and industry characteristic j and  jt is the set of parameters
to estimate (see Table 1).
Klein and Crafts (2011) emphasize that there are three potential problems when esti-
mating equation (8) where the latter two has not been taken into account in the previous
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literature. First, there may be a problem of heteroscedasticity across regions and indus-
tries. Second, since the sample is constructed for regions, there may be an unobserved
cluster-eﬀect within regions. Third, market potential and the associated interactions are
likely endogenous which implies that the estimates of these interactions are inconsistent.
The solutions to the first two problems are straightforward following White (1980) and by
estimating the equation using cluster-robust errors. The problem of endogeneity calls for an
instrumental variables approach, described in detail in section 4.2.3.20
4.2.2 Baseline Estimations (OLS)
Equation (8) is estimated by OLS using the White (1980) correction to account for het-
eroscedastic errors21. The results are presented in Table 6. The estimated models explains
roughly 60 percent of the variation in regional shares of manufacturing employment, with
slightly increasing R-squared over the period which is very similar to that obtained when
using the same methodology based on data for other European countries (see, e.g., Crafts
and Mulatu (2005); Martinez-Galarraga (2012)).
In the top panel the three interactions corresponding to the New Economic Geography
are presented. The mean firm size-interaction is only significant in 1900 and 1910. Forward
linkages are similarly most significant in the early 20th century but still significant in 1940
and 1950. The estimated coeﬃcient is negative throughout the whole period which suggests
that industries with high intermediate consumption were drawn toward regions with low
market potential. The interaction capturing backward linkages is significant throughout the
entire period and becomes increasingly significant in the interwar period. This suggests that
industries that sold a large share of output as inputs to other industries tended to locate in
regions with high market potential.
In the bottom panel of Table 6 the interactions corresponding to the Heckscher-Ohlin
theory are presented. The regional endowment of wood seems to have been important in
determining the location of industries intensive in the usage of inputs from the forestry sec-
tor as the interaction is strongly significant throughout the period. Whereas wood seems to
have remained an important determinant of localization the regional endowment of agricul-
tural land seems to have declined in importance over time. The interaction between arable
land and agricultural inputs is significant in the early 20th century but from the 1930s it
is insignificant. To the contrary the endowment of human capital seems to have become
important only in the latter part of the period. From the 1940s the endowment of human
capital seems to have been important in attracting industries intensive in white-collar labor
as the estimated coeﬃcient is significant. The iron ore-interaction is significant in the inter-
war and postwar periods, suggesting that industries were drawn toward regions rich in iron
ore during these decades.
But since these estimates may be biased due to the presence of endogeneity I proceed in
the next section with an instrumental variables approach.
20One option would be to use panel data techniques, but pooling data is not desirable since this would
amount to assuming constant parameters over time. Something that is unlikely given the changes in industry
location over this period (see section 4.1).
21This is motivated by a Breusch-Pagan test that leads to rejection of the null of homoscedastic errors
at a 95 percent significance level for all years. OLS estimates using cluster-robust errors are provided in
Appendix B.
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4.2.3 Instrumenting for Market Potential (Two-step GMM)
If market potential is endogenous, such that the OLS estimations have failed to identify the
causal eﬀect of market potential on regional shares of industry employment, the estimates
of the market potential-interactions are biased since the regressors are correlated with the
error term. Market potentials are likely endogenous as the relocation of firms to a region
with high market potential in turn increases the market potential of that region, thus giving
rise to a process of circular causation (see, e.g., Head and Mayer (2004)). To account for the
potential endogeneity problems I adopt an instrumental variables approach, where I consider
two sets of instruments. First, following Wolf (2007) and Martinez-Galarraga (2012) I use
the predetermined market potentials, i.e. lagged one decade, as an instrument for current
market potential. This eﬀectively eliminates the simultaneity problem as lagged market
potentials are not aﬀected by contemporaneous location decisions. Second, following Klein
and Crafts (2011) I use the sum of distances between all regional capitals as an additional
instrument for market potential. Geographical distances between regional capitals can be
considered exogenous as the cities were founded prior to industrialization. All instruments
are created for the three New Economic Geography interactions respectively yielding a total
of six instruments and three endogenous variables for each benchmark year. Since it is
likely that the errors are heteroscedastic a GMM estimator is preferable to IV/2SLS, since
the latter is, although unbiased, ineﬃcient in the presence of arbitrary heteroscedasticity
(Baum et al., 2003).
Consequently, equation (8) is estimated using two-step GMM simultaneously using the
two sets of instrument. There are two problems to deal with. First, if the instruments
are weak in the sense that they are not strongly correlated with the endogenous regressors
the results may be even more biased than when using OLS. Second, the instruments may
be endogenous. In the first stage regression I reject that instruments are weak based on
the heteroscedasticity-robust F-statistic, at the 99 percent level, using the critical values in
Stock and Yogo (2005), for all years. In addition, the instruments perform well in the first
stage with Shea’s (1997) partial R-squared generally above 98 percent (Table 7) suggesting
that the instruments are strong. Since I have more instruments than the required moment
conditions to estimate the three parameters in the model this provides the overidentification
restrictions that allows me to test for the exogeneity of the instruments using Hansen’s J-test.
For all decades, aside from 1950 and 1960, I do not reject the null of valid instruments (Table
7). For 1950 and 1960 I reject the null of valid instruments at the 95 percent level which
indicates that the instruments are not exogenous. I proceeded by backward elimination
of instruments. When excluding the sum of distances for the increasing returns to scale-
interaction I can no longer reject the null of valid instruments, while all coeﬃcients remain
essentially unchanged which suggests that the problem of weak instruments does not have
important eﬀects on inference for these years.
In the top panel of Table 7 the New Economic Geography interactions are presented. Ex-
cept for the interwar period the interaction between increasing returns to scale and market
potential is significant. The interactions capturing forward and backward linkages are sig-
nificant throughout the period, where the former is more significant in the first two decades
of the 20th century and the latter increases in significance in the interwar period. As in the
OLS estimations the estimated parameter of the forward linkages is negative suggesting that
industries where intermediates constituted a large share of gross output located in regions
with low market potential.
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Turning to the Heckscher-Ohlin interactions in Table 7 the interaction capturing the
endowment of iron ore is significant in the interwar period and in the postwar period.
Human capital is not significant except for 1950 and 1960. Except for arable land in 1950
both interactions capturing agricultural and forestry inputs are highly significant throughout
the period, suggesting that industries that used inputs from these sectors were drawn to
regions with abundant arable land and woodland.
But these results may be sensitive to diﬀerent estimation techniques. Therefore, I proceed
in the next section with a brief discussion of various robustness checks that I have performed.
Since the coeﬃcients are not comparable across interactions and across time, since they are
measured in diﬀerent units, I then proceed with standardizing the coeﬃcients to evaluate
the relative importance of the Heckscher-Ohlin and New Economic Geography determinants
of industry location.
4.2.4 Robustness Checks
I have performed a number of robustness checks, presented and discussed in Appendix B
and briefly reviewed here. First, I have estimated market potentials including foreign GDPs
(see section 3.1) and reestimated the model using OLS with White (1980) errors. The
results remain similar although not identical to the results obtained when using market
potentials only based on domestic regional GDPs. Second, I have estimated the model
by OLS using clustered errors to take into account the potential unobserved cluster-eﬀect
arising from the fact that the sample is constructed for regions. These results are similar to
the results obtained using OLS and the method of White (1980). Third, I have estimated the
model by OLS including the full set of size controls, regional characteristics, and industry
characteristics. The interactions considering increasing returns to scale and intermediate
consumption becomes considerably less prevalent although the overall results are similar to
the ones obtained using the dummy-variable approach. Fourth, I have estimated the model
by two-step GMM using only the sum of distances between regional capitals as instruments.
The increasing returns to scale and human capital interactions loses their significance but the
overall results are again similar to the ones obtained when including all available instruments.
4.3 Discussion: Markets or Endowments?
Since the estimated parameters does not lend themselves to comparison across interactions
and years, as the variables are measured in diﬀerent units and vary over time, I proceed by
standardizing the coeﬃcients in order to discuss the relative importance of factor endow-
ments and market potential as determinants of industry location across Swedish regions.
The coeﬃcients are standardized such that  jt = b(xjt)
⇥
 xjt/ 
y
t
⇤
where b is the estimated
coeﬃcient for interaction xjt and  xjt and  
y
t are the standard deviations of the interaction
and dependent variable respectively. As the standardized coeﬃcients are measured in the
same units (standard deviations) they can readily be compared across variables and time.
The standardized coeﬃcients are presented for the seven interactions for all years in Table
8.
The eﬀect of increasing returns to scale seems to have been the individually most impor-
tant determinant in the first two decades of the 20th century implying that industries with
increasing returns to scale were drawn toward regions with high market potential. This
squares well with the the location of the industries with the highest degree of increasing
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Variable 1900 1910 1920 1930 1940 1950 1960
Increasing Returns to Scale 1 .08 1 .07 0.11 0.10 0 .41 0 .29 0 .70
Forward Linkages -0 .93 -0 .99 -0 .82 -0 .71 -0 .64 -0 .69 -0 .58
Backward Linkages 0 .62 0 .59 0 .85 0 .74 0 .45 0 .53 0 .63
Iron Ore 0.00 0.00 0 .00 0 .05 0.02 0 .06 0 .06
Human Capital 0.04 0.13 0.22 0.03 0.20 0 .26 0 .17
Arable Land 0 .29 0 .41 0 .28 0 .28 0 .15 0.09 0 .09
Woodland 0 .41 0 .41 0 .48 0 .66 0 .81 0 .67 0 .70
Total New Economic Geography 2.63 2.65 1.67 1.45 1.50 1.51 1.91
Total Heckscher-Ohlin 0.70 0.82 0.76 0.99 0.96 0.99 1.02
Sources and notes: The standardized coeﬃcients are based on the two-step GMM estimates provided in Table
7 and the standard deviation of each interaction and the dependent variable for each benchmark year. See text
for calculations. Significance at the 90 percent level is denoted by italics. The total eﬀect of the New Economic
Geography and Heckscher-Ohlin interactions are calculated as the sum of the absolute standardized coeﬃcients of
all significant interactions.
Table 8: Standardized  -Coeﬃcients, 1900-1960
returns , i.e. the textiles and clothing industries (Table 3), that were mainly located in the
metropolitan regions and the cities of Borås and Norrköping, proximate to the metropolitan
markets of Stockholm and Gothenburg (Schön, 2010). These findings are also consistent with
the more general pull of centrality observed for the modern manufacturing industries in the
early 20th century (Schön, 1997). In the interwar period this eﬀect seems to have become
less prevalent at the same time as the importance of backward linkages rose in importance.
This squares well with recent findings regarding industry location in the United Kingdom
(Crafts and Mulatu, 2005) where the role of increasing returns diminished considerably from
interwar period and onwards22. Thus, in the interwar period the pull of centrality seems to
mainly have aﬀected industries that sold a large share of output to other industries. From
the outbreak of the Second World War the role of increasing returns increased again at the
same time as the role of backward linkages decreased. Over the entire period industries
where intermediate consumption was high located in regions with low market potential.
This could be related to the fact that industries such as the food industry that relied on
primary products as inputs in production (Table 3) were more sensitive to the congestion
costs in the regions with high market potential. The negative eﬀect seems to have decreased
throughout the period, suggesting that the centrifugal forces became less prevalent.
Turning to the Heckscher-Ohlin determinants of industry location it is evident that most
important factors in the early 1900s were the endowments of arable land and woodland. This
is not surprising given the weight attached to the exports of agricultural goods and tim-
ber during early Swedish industrialization (Schön, 2010). Although the role of arable land
diminished significantly throughout the period the distribution of woodland seems to have
become more important in the interwar period. This relates to the expansion of the paper
and pulp industries during this period where employment seems to have been drawn to the
22In Spain the eﬀects of increasing returns persisted throughout the interwar period although with a
slightly decreasing magnitude (Martinez-Galarraga, 2012).
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regions most well endowed with wood. The results indicate that the distribution of iron did
not aﬀect the distribution of manufacturing employment as the standardized coeﬃcients,
although sporadically significant, are very small (Table 8). Regions producing iron ore, such
as the counties of Norrbotten and Kopparberg, contained roughly 1-2 percent of employ-
ment in the metals and machinery industry. This suggests that these regions, although
endowed with a central natural resource, failed to attract industrial activity that extended
beyond basic extraction and refinement. Regional diﬀerences in human capital does not
seem to have influenced industry location prior to the 1940s. This can be interpreted in two
ways. First, as emphasized in the previous literature the early introduction of compulsory
schooling promoted an even distribution and high level of human capital across Swedish
regions (see, e.g., Sandberg, 1979; Ljungberg and Nilsson, 2009). Thus, marginal diﬀerences
in human capital levels did not results in important advantages for some regions. Second, as
emphasized by Goldin and Katz (1998) the role of skilled labor may have increased during
this period due to increasingly capital-intensive production methods and electrification. But
regional diﬀerences in human capital seems to have become important only in the latter part
of the period (Table 8). This squares well with the general expansion and increased impor-
tance of administrative and managerial employment from the interwar period (Schön, 2010),
but less so with an explanation based on capital- or technology-skill complementarities in
the early 20th century. An example of this eﬀect is provided by the chemical industry, the
most human capital-intensive (Table 3), that was relatively dispersed in the early 1900s but
became increasingly concentrated to the metropolitan regions of Stockholm and Malmöhus,
well endowed with human capital and producer services, over this period.
Was Heckscher-Ohlin or New Economic Geography forces the most important determi-
nant of industry location over this period? The bottom two rows in Table 8 presents the
sum of a one standard deviation change in each significant New Economic Geography and
Heckscher-Ohlin interaction respectively23. Clearly, market potential and the corresponding
interactions seems to have constituted a more important determination of industry location
than the interactions based on factor endowments. In 1900 the sum of the New Economic
Geography and Heckscher-Ohlin interactions are 2.6 and 0.7 respectively, although this dif-
ference decreased over time.
5 Conclusions
In this paper I have shown, in terms of Gini coeﬃcients and Theil indices, that the Swedish
manufacturing industry became increasingly concentrated in the interwar period whereas the
period from the outbreak of the Second World War was characterized by strong diﬀusion of
employment. This bell-shaped evolution resulted in a regional distribution of manufacturing
that was more equal in the 1960s than during any previous decade of the 20th century. I
then proceeded by showing that the concentration patterns, in terms of the coeﬃcient of
variation, diﬀered across industries. The overall trend, except for the chemical industry,
was one of diﬀusion during the first two-thirds of the 20th century. To examine the degree
of regional specialization I calculated Krugman specialization indices that showed that the
industrial composition of Swedish regions became considerably more similar between 1900
23This sum is the sum of the absolute value of the significant interactions such that the coeﬃcient of the
interaction between market potential and intermediates in gross output enters with a positive sign.
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and 1960.
In order to examine the determinants of industry location I then estimated a version
of the Midelfart-Knarvik et al. (2000) model where the interaction between region and
industry characteristics determine the location of industries. OLS estimations showed that
the distribution of industries across Swedish regions, between 1900 and 1960, were jointly
determined by factor endowments and market potential. More specifically, industries that
intensively used inputs from the agricultural and forestry sectors located in regions abundant
in agricultural land and woodland, although the importance of agricultural land diminished
from the 1930s. The distribution of iron ore did not have a substantial eﬀect in attracting
industries during this period. From the 1940s and onwards, but not before, the regional
endowment of human capital was important in attracting skill-intensive industries. Except
for in the interwar period, there seems to have been a pull of centrality as industries with
increasing returns to scale located in regions with high market potential. Industries where
a large share of output was sold as inputs to other industries located in regions with high
market potential, this eﬀect being especially important in the interwar period. But high
market potential seems to have deterred industries where intermediate consumption was
high, although this eﬀect declined over time. In addition, to identify the causal eﬀects of
market potential I used an instrumental variables approach (two-step GMM) where I used
predetermined levels of market potential and the sum of distances between regional capitals
as exogenous instruments of market potential, that confirmed the results obtained by OLS.
Using standardized coeﬃcients I then showed that New Economic Geography forces was the
most important determinant of industry location across Swedish regions between 1900 and
1960.
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A Data Appendix
In this appendix I provide some additional details regarding the construction of the dataset
(see section three).
Regional Manufacturing Employment
Data on regional manufacturing employment was obtained from the recently constructed
Swedish Manufacturing Industry Database (SMID), which in turn is based on the oﬃcial in-
dustrial statistics (BiSOS-D and SOS: Industri) published by Statistics Sweden (see Berger
et al., 2012). I have excluded the mining industries as these were not included in the in-
dustrial statistics prior to 1913. Similarly, the power industry is excluded since it is not
included in the industrial statistics from the 1960s and onwards.
Human Capital
Data on enrollment rates in secondary schooling (BiSOS-P), 1870-1940, was kindly provided
by Kerstin Enflo. For the benchmark years 1950 and 1960 I have used the enrollment rates
for 1940. Regarding the skill-intensity of industries, the industrial statistics (BiSOS-D and
SOS: Industri) did not report white-collar employment prior to the 1920s. Therefore I have
used the share of white-collar employment for each industry in the year 1920 for 1900 and
1910.
Regional Production of Iron Ore
As data on iron ore production was not readily available for the year 1960 I have used the
output for 1950. Given the relative stability of regional shares of production of iron ore this
should have neglible eﬀects on the results.
Market Potential
The geodesic distances between domestic regional capitals, and foreign nodes, was obtained
from an electronic atlas (http://www.distancefromto.net/). Since Maddison (2003) does
not provide GDP data for Poland in 1920 and 1940 and the Czech Republic in 1940 I have
interpolated these years based on the GDP per capita in adjacent years and the population
figures provided by Maddison. When calculating market potential including foreign markets
the regional GDPs provided by Enflo et al. (2010) was converted into 1990 $GK using the
GDP figures for Sweden provided in Maddison (2003). Following the suggestion of Crafts
(2005) I have used nominal regional GDPs when constructing market potentials solely based
on regional markets as these were the prices that contemporary agents responded to.
Data Sources
Statistics Sweden. Bidrag till Sveriges Oﬃciella Statistik: Fabriker och Manufakturer 1900/10
Statistics Sweden. Bidrag till Sveriges Oﬀ. Statistik: Jordbruk och Boskapsskötsel, 1900/10
Statistics Sweden. Bidrag till Sveriges Oﬃciella Statistik: Skogsväsendet, 1900/10
Statistics Sweden. Bidrag till Sveriges Oﬃciella Statistik: Undervisningsväsendet, 1900/10
Statistics Sweden. Sveriges Oﬃciella Statistik: Industri, 1920/30/40/50/60
Statistics Sweden. Statistical Yearbook of Sweden, 1920/30/40/50/60/90
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B Robustness Checks
In this section I present various robustness checks of the main results in section four.
B.1 OLS With Market Potential Including Foreign GDPs
Including foreign GDPs in the measure of regional market potential is not a trivial task (see
Schulze, 2007). Foreign markets are often weighted by the distance-equivalent to tariﬀs,
obtained from gravity estimates, and actual tariﬀ rates (Crafts, 2005; Martinez-Galarraga,
2012), but this data is not readily available for Sweden. Therefore I have calculated market
potentials of Swedish regions where foreign GDPs are weighted by the geodesic distances
between regional capitals and foreign nodes (see section three). In Table 9 I present the
estimations of equation (8) by OLS, where I include foreign GDPs in the market potential
interactions. Although the results are similar to the ones presented in Table 7 these estimates
seem to suggest that the Swedish manufacturing industry was more responsive to domestic
rather than foreign markets.
B.2 OLS With Size Controls, Region-, and Industry Characteris-
tics
I have estimated equation (2) by OLS using the method of White (1980), including size
controls, region, and industry characteristics. The interactions are presented in Table 10.
The interactions capturing increasing returns to scale and forward linkages become less
significant suggesting that the pull of centrality mainly worked through backward linkages.
The other interactions remain very similar to the ones presented in Table 7.
B.3 OLS With Cluster-Robust Errors
I have estimated equation (2) by OLS using cluster-robust errors, thus taking into account
the potentially unobserved cluster-eﬀect arising from the fact that the sample is constructed
for regions. The results are presented in Table 11. Although the New Economic Geography
interactions become less prevalent the overall results are very similar to the ones presented
in Table 7.
B.4 Two-Step GMM With Sum of Distances as Instruments
I have estimated equation (8) by two-step GMM solely using the geographical distances
between regional capitals as an instrument for market potential. The results are presented
in Table 12. Except for the fact that the increasing returns to scale interaction loses its
significance the results remain very similar to the ones presented in Table 7.
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