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Einleitung
Auf vielen Gebieten der Physik sieht man sich mit der Aufgabe konfrontiert, die stati-
schen und dynamischen Eigenschaften eines Vielteilchensystems im Rahmen der Quan-
tentheorie zu beschreiben. Einige Beispiele sind der Atomkern mit bis zu 200 Teilchen,
atomare Cluster mit bis zu 1000 Teilchen, atomare Gase in externen Feldern bestehend
aus einigen Millionen Teilchen bis hin zu homogener Kernmaterie oder Heliumflu¨ssig-
keiten.
Bei der Lo¨sung des quantenmechanischen Vielteilchenproblems ist man von vornher-
ein auf eine Reihe von Na¨herungen angewiesen. Ein mo¨glicher Ausgangspunkt ist die
Annahme eines nicht-relativistischen Systems inerter Teilchen, die mittels eines Zwei-
oder Mehrteilchenpotentials wechselwirken.
Mit Ausnahme der Coulombwechselwirkung handelt es sich bei den relevanten nicht-
relativistischen Wechselwirkungen nicht um elementare Kra¨fte, sondern um eine effekti-
ve Beschreibung der Dynamik fundamentalerer Freiheitsgrade. So sind z.B. Nukleonen
keine elementaren Teilchen ohne intrinsische Struktur, sondern aus Quarks und Gluo-
nen zusammengesetzte Objekte. Die Wechselwirkung zwischen zwei Nukleonen ist von
der komplexen Dynamik dieser Quarks und Gluonen — beschrieben durch die Quan-
tenchromodynamik (QCD) — bestimmt. A¨hnlich wird im Falle eines atomaren Vielteil-
chensystems die Wechselwirkung zwischen zwei neutralen Atomen von der Coulomb-
wechselwirkung der Elektronen und Kerne beider Atome und den daraus resultierenden
Polarisationseffekten bestimmt. Die Behandlung des Vielteilchenproblems auf Basis die-
ser Freiheitsgrade ist aussichtslos. Daher geht man zu einem effektiven Modell u¨ber, in
dem die Konstituenten des Vielteilchensystems als inerte Teilchen behandelt werden,
die vermittels eines effektiven Zwei- oder Mehrteilchenpotentials wechselwirken.
Das Potential kann entweder pha¨nomenologisch oder anhand eines an den fundamen-
taleren Freiheitsgraden orientierten Modells konstruiert werden. Im Fall der Nukleon-
Nukleon-Wechselwirkung hat sich die sog. Mesonenaustauschtheorie als hilfreich erwei-
sen. Sie basiert auf den Konzepten der QCD und beschreibt die Wechselwirkung durch
den Austausch massiver Mesonen zwischen den Nukleonen. Aus ihr kann zwar keine
parameterfreie Form der Nukleon-Nukleon-Wechselwirkung konstruiert werden, aber
sie liefert die Operatorstruktur und die Radialabha¨ngigkeiten bei großen Teilchenab-
sta¨nden. Bei kleinen Absta¨nden kommen wiederum QCD-Freiheitsgrade zum tragen,
die nicht in dem effektiven Modell des Mesonenaustausch enthalten sind. Die freien
Parameter und das kurzreichweitige Verhalten der Wechselwirkung mu¨ssen durch An-
passung an experimentelle Daten, wie Streuphasen und Eigenschaften des Deuterons,
bestimmt werden.
Ein charakteristisches Merkmal vieler mikroskopischer Wechselwirkungen ist das Auf-
treten einer starken Abstoßung fu¨r kleine Teilchenabsta¨nde, die sich durch ein rapides
Anwachsen des Potentials — den sogenannten Core — manifestiert. Die kurzreichwei-
tige Abstoßung bewirkt, daß die Wahrscheinlichkeit, zwei Teilchen eines Vielteilchen-
systems in einem Abstand kleiner dem Radius des Cores vorzufinden, verschwindend
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gering ist. Der Core verursacht starke kurzreichweitige Korrelationen im Vielteilchen-
system.
Diese Korrelationen stellen eines der Hauptprobleme bei der na¨herungsweisen Lo¨sung
des Vielteilchenproblems auf Basis eines realistischen Potentials dar. Die verschiede-
nen Na¨herungsverfahren beruhen im allgemeinen auf der Lo¨sung des Vielteilchenpro-
blems in einem eingeschra¨nkten Modellraum, der nur einen sehr kleinen Teil des vollen
Vielteilchen-Hilbertraumes abdeckt. Oft wird dieser Modellraum von symmetrisierten
oder antisymmetrisierten Produktzusta¨nden oder einer Superposition einer endlichen
(numerisch handhabbaren) Zahl dieser Produktzusta¨nde gebildet. Ein Beispiel ist das
Hartree-Fock-Modell, das den Vielteilchenzustand durch ein antisymmetrisiertes Pro-
dukt aus selbstkonsistent bestimmten Einteilchenzusta¨nden beschreibt. In derartigen
Modellra¨umen sind die kurzreichweitigen, vom Core der Wechselwirkung induzierten
Korrelationen nicht enthalten. Daher sind die Matrixelemente der Wechselwirkung, be-
rechnet mit Zusta¨nden aus dem Modellraum, unphysikalisch groß oder gar divergent.
Diesem Problem kann auf zwei Wegen begegnet werden: Zum einen kann der Mo-
dellraum so vera¨ndert werden, daß kurzreichweitige Korrelationen enthalten sind. Zum
anderen kann die volle Wechselwirkung durch eine effektive, dem Modellraum angepaß-
te Wechselwirkung ersetzt werden. Es existieren eine Reihe etablierter Methoden, die
einen der beiden Wege realisieren. Die Anpassung des Modellraums kann z.B. mit der
Methode der Jastrow-Korrelationsfunktionen [Clar79, Jast55] erfolgen. Hierbei werden
dem Vielteilchenzustand kurzreichweitige Korrelationen durch Multiplikation mit einem
Produkt aus abstandsabha¨ngigen Korrelationsfunktionen fu¨r jedes Teilchenpaar aufge-
pra¨gt. Auf Seiten der effektiven Wechselwirkungen ist insbesondere die Bruecknersche-
G-Matrix [Day67] zu nennen. Es ha¨ngt von den Eigenschaften des untersuchten Systems
ab, ob und welche der verschiedenen Methoden zur Behandlung der Korrelationen ge-
eignet ist.
Diese Arbeit bescha¨ftigt sich mit zwei verschiedenen Klassen von Vielteilchensyste-
men. Im ersten Teil werden stark wechselwirkende Systeme hoher Dichte, z.B. Kern-
und Neutronenmaterie bzw. 4He-Flu¨ssigkeiten, behandelt. Der mittlere Teilchenabstand
liegt in diesen Systemen nur wenig u¨ber dem Radius der Cores der Zweiteilchenwechsel-
wirkung: Fu¨r Kernmaterie betra¨gt das Verha¨ltnis von mittlerem Teilchenabstand zum
Coreradius etwa 3, im Falle der 4He-Flu¨ssigkeit sogar nur 1.4. Damit spielen kurzreich-
weitige Korrelationen in diesen Systemen eine dominante Rolle.
Zur Behandlung der starken kurzreichweitigen Korrelationen wird die Methode der
unita¨ren Korrelatoren [UCOM98, Roth97, Rist67] aufgegriffen und erweitert. Sie ba-
siert auf einer unita¨ren Transformation bezu¨glich der Relativkoordinate zweier Teilchen,
die durch einen unita¨ren Korrelationsoperator beschrieben wird. Durch Anwendung des
Korrelationsoperators auf einen Zustand des Modellraumes, z.B. einen Produktzustand,
ergibt sich ein korrelierter Zustand, der dem Core der Wechselwirkung angepaßt ist.
Umgekehrt liefert die Transformation des Hamiltonoperators eine
”
geza¨hmte” effekti-
ve Wechselwirkung, die den Modellraumzusta¨nden angepaßt ist. Die kurzreichweitige
Abstoßung ist dadurch praktisch vollkommen eliminiert; an ihre Stelle tritt eine Im-
pulsabha¨ngigkeit mit tensorieller effektiver Masse, so daß die effektive Wechselwirkung
streuphasena¨quivalent zum urspru¨nglichen Potential ist. Fu¨r die Berechnung physikali-
scher Observablen sind beide Wege — korrelierte Zusta¨nde bzw. effektive Wechselwir-
kung — vollkommen a¨quivalent. Im Rahmen der sog. Zweiteilchenna¨herung, die einem
Bild unabha¨ngiger Teilchenpaare entspricht, kann der Operator der effektiven Wechsel-
wirkung in geschlossener Form angegeben werden. Das erlaubt, im Gegensatz zu vielen
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anderen effektiven Wechselwirkungen (z.B. der Bruecknerschen-G-Matrix), effiziente
Rechnungen zur Struktur und Dynamik des Vielteilchensystems auf Basis realistischer
Wechselwirkungen.
Im zweiten Teil der Arbeit werden verdu¨nnte, schwach wechselwirkende Systeme,
insbesondere ultrakalte Gase fermionischer Atome in externen Potentialen, betrachtet.
Im Gegensatz zu den im ersten Teil behandelten Systemen hoher Dichte wirken die
kurzreichweitigen Korrelationen auf Skalen, die sehr viel kleiner als die Wellenla¨nge der
Relativbewegung sind. Der mittlere Teilchenabstand ist 100 bis 1000 mal gro¨ßer als die
Reichweite der Wechselwirkung. Zusammen mit den niedrigen Relativimpulsen hat das
zur Folge, daß die detaillierte Radialabha¨ngigkeit des Potentials nicht aufgelo¨st wird,
die Wechselwirkung geht nur in integralem Sinne ein. Damit bietet sich die Ersetzung
des vollen Potentials durch eine effektive Kontaktwechselwirkung [RoFe00b] an, die
im Zweiteilchen-Modellraum das gleiche Energiespektrum zeigt, wie das urspru¨ngliche
Potential im vollen Hilbertraum. Die effektive Kontaktwechselwirkung entha¨lt somit
implizit alle Korrelationseffekte auf Zweiteilchenniveau und ist gleichzeitig optimal auf
die Verwendung mit Produktzusta¨nden angepaßt, da alle relevanten Matrixelemente
analytisch berechnet werden ko¨nnen.
An dieser Stelle sei auf die Einleitungen zu den beiden Teilen dieser Arbeit auf den
Seiten 3 bzw. 127 verwiesen. Sie diskutieren die Eigenschaften der betrachteten Systeme
und die verwendeten Methoden im Detail.
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Zusammenfassung und Ausblick
Diese Arbeit befaßt sich mit zwei verschiedenen Klassen quantenmechanischer Vielteil-
chensysteme: zum einen stark wechselwirkende Systeme hoher Dichte, z.B. Kernmaterie
und homogene 4He-Flu¨ssigkeiten bzw. endliche Kerne und kleine 4He-Tro¨pfchen, zum
anderen verdu¨nnte Systeme, z.B. atomare Gase in externen Potentialen. Der Schwer-
punkt liegt auf der Entwicklung von Methoden zur Konstruktion einer dem Problem an-
gepaßten effektiven Wechselwirkung auf Basis realistischer Zweiteilchenpotentiale und
deren Anwendung zur Beschreibung der relevanten physikalischen Observablen in den
jeweiligen Systemen.
Teil I · Der erste Teil dieser Arbeit ist der Methode der unita¨ren Korrelatoren ge-
widmet, deren Grundlagen bereits in vorangehenden Vero¨ffentlichungen [UCOM98,
Roth97, Schn96] dargestellt wurden. Diese Methode zur Behandlung der Korrelatio-
nen im Vielteilchensystem basiert auf einem unita¨ren Korrelationsoperator C, der die
Wirkung der kurzreichweitigen Abstoßung des Potentials durch eine abstandsabha¨n-
gige radiale Verschiebung in der Relativkoordinate des Zweiteilchensystems simuliert.
Die Anwendung des Korrelationsoperators auf einen Vielteilchenzustand — z.B. einen
symmetrisierten oder antisymmetrisierten Produktzustand — liefert einen korrelierten
Zustand, der die kurzreichweitigen Korrelationen entha¨lt. Alternativ kann der Hamil-
tonoperator mit Hilfe des Korrelationsoperators unita¨r transformiert werden, woraus
eine
”
geza¨hmte” korrelierte Wechselwirkung resultiert. Die unita¨re Transformation ent-
fernt den Core der urspru¨nglichen Wechselwirkung und erzeugt eine Impulsabha¨ngig-
keit mit tensorieller effektiver Masse, derart daß die effektive Wechselwirkung per Con-
structionem streuphasena¨quivalent zum urspru¨nglichen Potential ist. Analog ko¨nnen
die Effekte der kurzreichweitigen Korrelationen auf beliebige andere Observablen, z.B.
rms-Radien und Dichten, durch unita¨re Transformation des entsprechenden Operators
mit dem Korrelationsoperator beschreiben werden. Die praktische Anwendung im Viel-
teilchensystem erfordert die Zerlegung der korrelierten Operatoren nach irreduziblen
Teilchenzahlen im Sinne der sog. Clusterentwicklung. Fu¨r Systeme moderater Dichte
kann diese Entwicklung nach der Zweiteilchenordnung abgebrochen werden, d.h. man
geht von einem Bild unabha¨ngiger Teilchenpaare aus. Bei ho¨heren Dichten ist diese
Zweiteilchenna¨herung nur noch bedingt geeignet und Dreiteilchen- und ho¨here Ord-
nungen gewinnen an Bedeutung. Im ersten Kapitel dieser Arbeit werden daher, neben
den formalen Grundlagen, Konzepte zur Behandlung von Drei- und Mehrteilchenkor-
relationen im Rahmen der Methode der unita¨ren Korrelatoren entwickelt.
Im zweiten Kapitel wird der formale Apparat auf dichte, stark wechselwirkende Fer-
migase, insbesondere Kern- und Neutronenmaterie, angewendet. Es werden geschlossene
Ausdru¨cke fu¨r die Zustandsgleichung — korrelierte Energie pro Teilchen als Funktion
der Dichte — und korrelierte Ein- und Zweiteilchendichten in Mean-Field-Na¨herung
abgeleitet. Neben der expliziten Berechnung in Zwei- und Dreiteilchenna¨herung werden
effektive Beschreibungen der Korrelationseffekte jenseits der Zweiteilchenordnung durch
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dichteabha¨ngige Korrelatoren bzw. effektive Dreiteilchen-Kontaktwechselwirkungen dis-
kutiert.
Darauf aufbauend werden in den Kapiteln 3 und 4 die Grundzustandseigenschaften
von Kern- und Neutronenmaterie fu¨r verschiedene Modellpotentiale untersucht. Zu-
erst werden die sog. Homework-Potentiale [Clar79] aufgegriffen, die im wesentlichen
aus einem rein abstoßenden Yukawa-Core bestehen, um den Effekt der kurzreichweit-
gen Korrelationen zu untersuchen. Bereits in Zweiteilchenna¨herung ergeben sich Zu-
standsgleichungen fu¨r Neutronenmaterie, die bei niedrigen Dichten gut mit den Er-
gebnissen einiger wesentlich aufwendigerer Methoden, wie Fermi-Hypernetted-Chain-
oder Variational-Monte-Carlo-Rechnungen, u¨bereinstimmen. Bei hohen Dichten wird
der Beitrag der na¨chsten Ordnung der Clusterentwicklung relevant. Durch numerische
Berechnung der Dreiteilchenbeitra¨ge wird gezeigt, daß sich auch bei den ho¨chsten Dich-
ten eine recht gute U¨bereinstimmung mit den Vergleichsrechnungen ergibt. Eine Al-
ternative zur sehr aufwendigen numerischen Behandlung der ho¨heren Ordnungen der
Clusterentwicklung stellen dichteabha¨ngige Korrelatoren dar. Dabei wird der Effekt der
umgebenden Teilchen auf ein wechselwirkendens Paar durch eine dichteabha¨ngige Ab-
schwa¨chung des Korrelators effektiv beru¨cksichtigt. Die Wahl einer Dichteabha¨ngigkeit
mit lediglich einem Parameter, der am Ergebnis der Dreiteilchenna¨herung oder einer
Vergleichsrechnung bei einer beliebigen Dichte fixiert wird, erlaubt eine hervorragende
Beschreibung der Zustandsgleichung im gesamten Dichteintervall.
Auch die Untersuchung der korrelierten Zweiteilchendichte sowie der Besetzungs-
zahlen im Impulsraum besta¨tigt, daß der unita¨re Korrelator das geeignete Mittel zur
Beschreibung wechselwirkungsinduzierter Korrelationen ist. Die Diagonalelemente der
korrelierten Zweiteilchendichte zeigen ein charateristisches Korrelationsloch im Bereich
des Cores, in dem die Dichte auf Null reduziert ist. Die Besetzungszahlen im Impuls-
raum weisen eine Bevo¨lkerung von Zusta¨nden oberhalb der Fermikante und eine ent-
sprechende Entvo¨lkerung unterhalb der Fermikante auf, die ein durch den Korrelator
vermittelter Effekt der Wechselwirkung ist.
Im Kapitel 4 wird die Zustandsgleichung von Kernmaterie mit pha¨nomenologischen,
spin-isospinabha¨ngigen Nukleon-Nukleon-Potentialen, den sog. Gammel-Thaler-Poten-
tialen, untersucht. Hier steht der Vergleich mit der Methode der Jastrow-Korrelations-
funktionen im Vordergrund. Es zeigt sich, daß der unita¨re Korrelator bereits im Rahmen
der Zweiteilchenna¨herung den Jastrow-Korrelationen in Zwei- und Dreiteilchenna¨he-
rung u¨berlegen ist. Im Gegensatz zu diesen erlaubt der unita¨re Korrelator wegen der
Impulsabha¨ngigkeit der korrelierten Wechselwirkung bereits in Zweiteilchenna¨herung
eine Beschreibung der Sa¨ttigungseigenschaften.
Eine andere Gruppe korrelationsdominierter Systeme sind 4He-Flu¨ssigkeiten bzw.
kleine 4He-Tro¨pfchen, die in den Kapiteln 5 bzw. 6 behandelt werden. Die Wechselwir-
kung zwischen den 4He-Atomen wird in guter U¨bereinstimmung mit experimentellen
Befunden durch das Lennard-Jones-6-12-Potential beschrieben. Die kurzreichweitigen
Korrelationen spielen in diesen Systemen noch eine weit dominantere Rolle, da der Co-
re der Wechselwirkung viel sta¨rker und, bezogen auf den mittleren Teilchenabstand,
viel weiter ausgedehnt ist als bei der Nukleon-Nukleon-Wechselwirkung. Zuna¨chst wird
der Fall einer homogenen 4He-Flu¨ssigkeit im Grundzustand, in dem ein reines Bose-
Einstein-Kondensat vorliegt, diskutiert. Der Versuchszustand ist in diesem Fall ein di-
rektes Produkt von identischen, ra¨umlich konstanten Einteilchenzusta¨nden, so daß die
impulsabha¨ngigen Terme der effektiven Wechselwirkung keinen Beitrag liefern. Das hat
zur Folge, daß die Zustandsgleichung in Zweiteilchenna¨herung eine lineare Funktion der
xiv
Dichte ist und die Sa¨ttigungeigenschaften des Systems nicht beschrieben werden. Dies
wird erst durch Hinzunahme der Dreiteilchenbeitra¨ge bzw. Verwendung eines dichte-
abha¨ngigen Korrelators mo¨glich. Unter Verwendung des in Zweiteilchenna¨herung op-
timierten Korrelators liefert die Dreiteilchenna¨herung eine zu niedrige Dichte und zu
geringe Bindungsenergie fu¨r den Sa¨ttigungspunkt. Eine Optimierung des Korrelators
in Dreiteilchenna¨herung wu¨rde in diesem Punkt eine Verbesserung bringen, ist aller-
dings mit sehr großem numerischen Aufwand verbunden. Mit Hilfe eines dichteabha¨n-
gigen Korrelators in Zweiteilchenna¨herung ist es jedoch in einfacher Weise mo¨glich, die
Ergebnisse einer quasi-exakten Green’s-Function-Monte-Carlo-Rechnung in der Umge-
bung des Sa¨ttigungspunktes mit hoher Genauigkeit zu reproduzieren, wobei lediglich
ein Parameter der Dichteabha¨ngigkeit anzupassen ist.
Mit dem im homogenen System fixierten Korrelator ohne und mit Dichteabha¨ngig-
keit ko¨nnen auch die Eigenschaften endlicher Cluster von 4He-Atomen, sog. Tro¨pfchen,
beschrieben werden. In Kapitel 6 wird eine einfaches Variationsmodell mit einem ein-
parametrigen gaußfo¨rmigen Versuchzustand benutzt, um Bindungenergien und Radien
von Tro¨pfchen mit bis zu 70 Teilchen zu berechnen. Die Energieminimierung in Zwei-
teilchenna¨herung fu¨hrt zu einer deutlichen U¨berbindung und zu unphysikalisch hohen
Dreiteilchenbeitra¨gen. Dagegen liefert der in Materie fixierte dichteabha¨ngige Korrela-
tor eine ausgezeichnete Beschreibung der Energien und eine gute U¨bereinstimmung der
Radien im Vergleich zu quasi-exakten Monte-Carlo-Rechnungen.
Die diskutierten Systeme zeigen, daß die Methode der unita¨ren Korrelatoren ein
sehr ma¨chtiges und universelles Werkzeug zur Beschreibung wechselwirkungsinduzier-
ter kurzreichweitiger Korrelationen in Vielteilchensystemen ist. Mit Hilfe der Zweiteil-
chenna¨herung, bei hohen Dichten gegebenfalls um eine effektive Dichteabha¨ngigkeit
erweitert, werden Ergebnisse erzielt, die sich durchaus mit denen sehr komplexer, mas-
siv numerischer Methoden vergleichen lassen. Das gilt unabha¨ngig von der Gro¨ße des
Systems oder dem bosonischen oder fermionischen Charakter der Teilchen.
Aus den Untersuchungen ergibt sich eine allgemeine Vorschrift zur Anwendung der
Methode der unita¨ren Korrelatoren: Zuerst wird ein optimaler Korrelator im Zwei- oder
Vielteilchensystem durch Energieminimierung in Zweiteilchenna¨herung festgelegt. Bei
moderaten Dichten ρ, d.h. wenn der Kleinheitsparameter unter der empirischen Schran-
ke κ = ρVC . 0.3 liegt, liefert die Zweiteilchenna¨herung bereits eine befriedigende
Beschreibung der kurzreichweitigen Korrelationen im Vielteilchensystem (VC bezeich-
net das Korrelationsvolumen). Bei ho¨heren Dichten kann eine Dichteabha¨ngigkeit, die
an einem oder zwei experimentellen Datenpunkten oder komplexeren Rechnungen fi-
xiert wird, zur effektiven Beschreibung der Beitra¨ge jenseits der Zweiteilchenna¨herung
verwendet werden. Auf diese Weise ergibt sich eine einfach anzuwendende und wir-
kungsvolle Methode, die kurzreichweitigen Korrelationen im Vielteilchensystem u¨ber
einen großen Bereich von Dichten zu beschreiben.
Da die effektive Wechselwirkung in geschlossener Form gegeben ist, kann sie ohne
weiteres in Modellen eingesetzt werden, die mit unkorrelierten Produktzusta¨nden als
Vielteilchenbasis arbeiten, z.B. das Schalenmodell mit Konfigurationsmischung. Da-
mit sind Kernstrukturrechnungen [Neff98, Schn96] sowie die dynamische Simulation
von Kern-Kern-Kollisionen auf Basis realistischer Nukleon-Nukleon-Potentiale mo¨glich
[FMD00, FMD97a, FMD95].
In der bisherigen Formulierung beschra¨nkt sich der unita¨re Korrelator auf die vom
Zentralteil der Wechselwirkung induzierten Korrelationen. Realistische Wechselwirkung-
en — wie das Bonn- oder Argonne-Potential [Mach89, WiSt95] — induzieren daru¨ber
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hinaus durch ihren Tensoranteil Korrelationen zwischen den Spins und der Relativko-
ordinate der Teilchen. Um diese Verknu¨pfung zwischen dem Winkelteil des Ortsraums
und dem Spinraum auf gleicher Basis wie die Zentralkorrelationen zu behandeln, wa¨-
re die Formulierung einer entsprechenden Transformation im Orts- und Spinraum und
des zugeho¨rigen unita¨ren Operators erforderlich. Ein Problem ergibt sich jedoch aus
der großen Reichweite der Tensorkorrelationen, die eine Verwendung der Zweiteilchen-
na¨herung fragwu¨rdig erscheinen la¨ßt.
Teil II · Fu¨r die im zweiten Teil der Arbeit behandelten, stark verdu¨nnten atoma-
ren Gase ist die Methode der unita¨ren Korrelatoren
”
u¨berdimensioniert”. Der mittlere
Teilchenabstand und typische Wellenla¨ngen der Relativbewegung sind im Vergleich zur
Wechselwirkungsreichweite so groß, daß die Teilchen nur eine gemittelte Wechselwir-
kung erfahren. Die detailierte Form der Radialabha¨ngigkeit des Potentials ist nicht
relevant. Fu¨r eine Mean-Field-Beschreibung des Problems bietet es sich an, die volle
Atom-Atom-Wechselwirkung durch eine effektive Kontaktwechselwirkung zu ersetzen
[RoFe00b, RoFe00a]. Sie wird so konstruiert, daß der Erwartungswert des effektiven
Hamiltonoperators im Zweiteilchensystem gebildet mit Zusta¨nden, die keine Korre-
lationen enthalten, das exakte Zweiteilchenspektrum reproduziert. In Kapitel 7 wird
gezeigt, daß diese Forderung auf eine energieabha¨ngige Kontaktwechselwirkung fu¨hrt,
deren Sta¨rke in den einzelnen Partialwellen proportional zur entsprechenden Streupha-
se ist. Anhand eines anziehenden Kastenpotentials wird demonstriert, daß die effektive
Kontaktwechselwirkung das exakte Zweiteilchenspektrum mit hoher Genauigkeit re-
poduziert. Eine Vereinfachung ergibt sich, wenn man die Streuphasen in niedrigster
Ordnung des Relativimpulses durch die Streula¨ngen ausdru¨ckt. Dies fu¨hrt zu energie-
unabha¨ngigen Wechselwirkungssta¨rken, bedeutet jedoch auch eine Einschra¨nkung des
Gu¨ltigkeitsbereichs.
Im achten Kapitel wird der s- und p-Wellenbeitrag der effektiven Kontaktwechselwir-
kung benutzt, um die Energiedichte eines verdu¨nnten mehrkomponentigen Fermigases
in einem a¨ußeren Potential bei Temperatur Null abzuleiten. Dazu wird zuna¨chst die
Energiedichte des homogenen Fermigases in einer Mean-Field-Rechnung als Funkti-
on der Fermiimpulse der einzelnen Komponenten bestimmt. Im Rahmen der Thomas-
Fermi-Na¨herung wird daraus die Energiedichte des inhomogenen Systems im a¨ußeren
Potential als Funktional der lokalen Fermiimpulse gebildet. Der Grundzustand des Viel-
teilchensystems wird im Sinne des Hohenberg-Kohn-Theorems durch Funktionalvaria-
tion der Dichte bzw. der lokalen Fermiimpulse bestimmt.
Darauf aufbauend werden im neunten Kapitel die Eigenschaften ein- und zweikom-
ponentiger ultrakalter Fermigase in externen Potentialen untersucht. Im Mittelpunkt
steht der Einfluß der s- und p-Wellenwechselwirkung, deren Sta¨rke durch die entspre-
chenden Streula¨ngen charakterisiert ist, auf die Struktur und Stabilita¨t der Gase. Im
einkomponentigen System ist der p-Wellenterm der fu¨hrende Wechselwirkungsbeitrag,
da die s-Wellenwechselwirkung aufgrund des Pauliprinzips unterdru¨ckt ist. Es wird
gezeigt, daß die p-Wellenwechselwirkung bei typischen Teilchenzahlen (N = 106) deut-
lichen Einfluß auf die Form der Dichteprofils haben kann. Ferner tritt fu¨r effektiv an-
ziehende p-Wellenwechselwirkungen, d.h. negative p-Wellenstreula¨ngen, oberhalb einer
kritischen Dichte bzw. Teilchenzahl eine Instabilita¨t auf: Der metastabile Zustand des
verdu¨nnten Fermigases kollabiert in einen gebundenen Zustand hoher Dichte. Es werden
explizite Stabilita¨tsbedingungen als Funktion der p-Wellenstreula¨nge und des kritischen
Fermiimpulses bzw. der Teilchenzahl abgeleitet.
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Im zweikomponentigen Fermigas tragen sowohl die s- als auch die p-Wellenwech-
selwirkung bei und fu¨hren zu verschiedenen neuartigen Pha¨nomenen. Wie im ein-
komponentigen System rufen anziehende Wechselwirkungen, d.h. negative s- oder p-
Wellenstreula¨ngen, eine Instabilita¨t des verdu¨nnten Fermigases gegen Kollaps in einen
Hochdichtezustand hervor. Wiederum werden explizite Stabilita¨tsbedingungen als Funk-
tion der beiden Streula¨ngen und des Fermiimpulses bzw. der Teilchenzahl abgeleitet.
Aus dem Zusammenspiel der beiden Wechselwirkungskomponenten ergeben sich eini-
ge Besonderheiten: Ist eine der Komponenten anziehend und die andere abstoßend, so
fu¨hrt letztere zu einer Stabiliserung des Systems gegen den vom anziehenden Wechsel-
wirkungsterm induzierten Kollaps, d.h. die kritische Teilchenzahl erho¨ht sich. Im Falle
anziehender s-Wellen- und abstoßender p-Wellenwechselwirkung kommt es sogar zur
absoluten Stabilisierung des System sofern die p-Wellenstreula¨nge rund ein Drittel des
Betrages der s-Wellenstreula¨nge erreicht. Trotz der s-Wellenanziehung bleibt das Sy-
stem fu¨r beliebige Teilchenzahlen metastabil. Bei Werten der p-Wellenstreula¨ngen an
der unteren Grenze zur absoluten Stabiliserung tritt eine neuartige p-wellenstabilisierte
Hochdichtephase auf. Bei U¨berschreiten einer kritischen Teilchenzahl entsteht im Zen-
trum der Falle eine Region, in der die Dichte sehr schnell oder sogar sprunghaft um
etwa eine Gro¨ßenordnung anwa¨chst.
Neben dem Kollaps des zweikomponentigen Gases kann es infolge abstoßender s-
Wellenwechselwirkungen auch zu einer ra¨umlichen Separation der beiden Komponenten
kommen. Abstoßende p-Wellenwechselwirkung bewirken hier wiederum eine Erho¨hung
der kritischen Teilchenzahl bzw. jenseits einer gewissen Streula¨nge eine absolute Stabili-
sierung gegen Komponentenseparation. Im Falle negativer p-Wellenstreula¨ngen kommt
es zu einer U¨berlagerung zwischen Komponentenseparation infolge der s-Wellenabsto-
ßung und Kollaps induziert durch die p-Wellenanziehung1.
Die Untersuchungen zeigen, daß die p-Wellenwechselwirkung, entgegen der ha¨ufig
vertretenen Meinung, von großer Bedeutung fu¨r Struktur und Stabilita¨t der ultra-
kalten Fermigase sein kann. In Abha¨ngigkeit von der relativen Sta¨rke von s- und p-
Wellenwechselwkirung ko¨nnen vollkommen neuartige Pha¨nomene auftreten, die insbe-
sondere im Hinblick auf die Suche nach einer superfluiden Phase in diesen Systemen
von Bedeutung sind. Es ist daher nicht gerechtfertigt, die p-Wellenwechselwirkung von
vornherein zu vernachla¨ssigen.
An das hier durchgefu¨hrte Studium der statischen Eigenschaften schließt sich unmit-
telbar die Frage nach dem Einfluß der s- und p-Wellenwechselwirkung auf die Dynamik
des ultrakalten Fermigases an. Im ersten Schritt wa¨re ein Studium kollektiver Anregun-
gen, wie z.B. Schwingungen der Gases im a¨ußeren Fallenpotential oder kollektive Moden
innerhalb des Gases, denkbar. Ein weiterer Themenkomplex ist die mo¨gliche Bildung
von Cooperpaaren und der U¨bergang zu einer superfluiden Phase sowie insbesondere
der Einfluß der p-Wellenwechselwirkung auf diese Prozesse.
1Als Erga¨nzung zum zweiten Teil dieser Arbeit ist eine Webseite (http://theory.gsi.de/˜trap/) ent-
standen, die einige der in Kapitel 9 diskutierten Pha¨nomene in ultrakalten Fermigasen mit multime-
dialen Mitteln veranschaulicht.
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Teil I
Die Methode der unita¨ren Korrelatoren
in Anwendung auf
stark wechselwirkende Quantenflu¨ssigkeiten
1
2
Einleitung zu Teil I
Eine generische Eigenschaft vieler mikroskopischer Wechselwirkungen ist das Auftreten
einer sehr starken Abstoßung zwischen zwei Teilchen, wenn deren Abstand klein wird.
Zwei Beispiele von großer Bedeutung sind die Wechselwirkung zweier Nukleonen und
die van-der-Waals-Wechselwirkung zweier Atome. Im Bild eines Zentralpotentials spie-
gelt sich diese kurzreichweitige Abstoßung in einem steilen Anstieg des Potentials zu
kleinen Teilchenabsta¨nden hin wider, es bildet sich der sog. Core2. Bereits aus energe-
tischen Erwa¨gungen wird klar, das sich die Teilchen eines Vielteilchensystems nicht in
Absta¨nden kleiner dem Radius des Cores aufhalten, d.h. die Wahrscheinlichkeit zwei
Teilchen in einem Abstand kleiner dem Coreradius zu finden, ist verschwindend. Formal
wird diese Wahrscheinlichkeit durch die Diagonalelemente der Zweiteilchendichtematrix
in Ortsdarstellung beschrieben, sie zeigt bei kleinen Absta¨nden ein charakteristisches
Loch, in dem die Dichte praktisch auf Null reduziert ist. Die Wechselwirkung induziert
somit eine spezielle Korrelation der Orte der einzelnen Teilchen.
Die kurzreichweitigen Korrelationen stellen eine Herausforderung bei der theoreti-
schen Behandlung des wechselwirkenden Vielteilchenproblems dar. Viele Methoden,
das quantenmechanische Vielteilchenproblem na¨herungsweise zu lo¨sen, stu¨tzen sich auf
die Annahme unabha¨ngiger Teilchen, die die Wechselwirkung mit den anderen Teilchen
des Systems nur durch ein mittleres Einteilchenpotential erfahren. Derartige Mean-
Field -Modelle sind zwar numerisch besonders einfach, ko¨nnen aber kurzreichweitige
Korrelationen nicht beschreiben. Das verhindert die Anwendung solcher Modelle auf
realistische Wechselwirkungen, die starke kurzreichweitige Abstoßungen enthalten und
damit Korrelationen erzwingen. Ein Ausweg aus diesem Dilemma besteht im U¨bergang
von der realistischen zu einer effektiven Wechselwirkung, die den Fa¨higkeiten des Mo-
dells angepaßt ist. Diese muß so konstruiert sein, daß die fu¨r die Anwendung relevanten
Eigenschaften der vollen Wechselwirkung reproduziert werden.
In der Kernphysik werden eine Reihe von Methoden zur Ableitung der effektiven
Wechselwirkung verwendet. Die bekannteste darunter ist die Bruecknersche G-Matrix
[Day67, RiSc80]. Die G-Matrix beschreibt eine energieabha¨ngige effektive Wechselwir-
kung, die dadurch definiert ist, daß G angewendet auf einen Zweiteilchenzustand ohne
Korrelationen gleich der vollen Wechselwirkung angewendet auf den exakten Zustand
ist. Die Lo¨sung des nuklearen Vielteilchenproblems mit der G-Matrix erfordert komple-
xe selbstkonsistente Verfahren (z.B. Brueckner-Hartree-Fock), in denen sowohl die Zu-
sta¨nde als auch die G-Matrix iterativ zu bestimmen sind. Ein anderer weitverbreiteter
Ansatz sind die Jastrow-Korrelationsfunktionen [Jast55, Clar79]. Sie beru¨cksichtigen
kurzreichweitige Korrelationen durch Multiplikation der unkorrelierten Zweiteilchen-
wellenfunktion mit einer abstandsabha¨ngigen Funktion f(r), die dem Profil des Kor-
relationslochs entspricht. Diese Multiplikation vera¨ndert die Norm der Wellenfunktion,
2Die speziellere Bezeichnung
”
Hard-Core” wird hier nur fu¨r Potentiale, die innerhalb des Coreradius
auf Unendlich springen, benutzt. Potentiale, die mit großer aber endlicher Steigung anwachsen, werden
im Gegensatz dazu als
”
Soft-Core”-Potentiale bezeichnet.
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so daß die korrelierte Wellenfunktion explizit renormiert werden muß. Dies macht die
Definition einer zustandsunabha¨ngigen effektiven Wechselwirkung problematisch. Auf
der Basis der Jastrow-Korrelationen wurden sehr ma¨chtige aber komplexe Methoden,
wie z.B. die (Fermi-)Hypernetted-Chain-Summation, zur Behandlung des Vielteilchen-
problems unter Einwirkung von Korrelationen entwickelt. Sie za¨hlen zusammen mit
verschiedenen Monte-Carlo-Rechnungen zu den verla¨ßlichsten Werkzeugen der moder-
nen nicht-relativistischen Vielteilchenphysik.
Dieser Teil der Arbeit bescha¨ftigt sich mit einem alternativen Zugang, der sog. Me-
thode der unita¨ren Korrelatoren. Die kurzreichweitigen Korrelationen werden durch eine
unita¨re Transformation der Wechselwirkung oder der Vielteilchenzusta¨nde behandelt.
Der unita¨re Korrelationsoperator ist so konstruiert, daß er, angewendet auf eine Zwei-
teilchenwellenfunktion, die Sta¨rke aus dem Bereich der kurzreichweitigen Abstoßung
der Wechselwirkung
”
herausschiebt” und so das Korrelationsloch erzeugt. Der forma-
le Apparat und einige Anwendungen dieser neuen Methode wurden bereits in einer
Diplom- und einer Doktorarbeit [Roth97, Schn96] und der darauffolgenden Vero¨ffent-
lichung [UCOM98] entwickelt. Im ersten Kapitel dieser Arbeit werden die Grundlagen
kurz zusammengefaßt und bezu¨glich der Mehrteilchenkorrelationen erweitert. Die wei-
teren Kapitel des ersten Teils befassen sich mit der Anwendung der Methode der uni-
ta¨ren Korrelatoren auf bosonische und fermionische Quantenflu¨ssigkeiten hoher Dichte.
Im zweiten Kapitel werden analytische Ausdru¨cke fu¨r die Zustandsgleichung und die
Dichten eines stark wechselwirkenden Fermigases unter Verwendung der unita¨ren Kor-
relatoren abgeleitet. Damit werden in den Kapiteln 3 und 4 die Eigenschaften von
Neutronenmaterie unter Verwendung der sogenannten Homework-Potentiale bzw. von
Kernmaterie mit pha¨nomenologischen Nukleon-Nukleon-Wechselwirkungen untersucht
und mit den Ergebnissen von Fermi-Hypernetted-Chain- und Variational-Monte-Carlo-
Rechnungen verglichen. In den Kapiteln 5 und 6 wird der unita¨re Korrelator auf das
bosonische 4He-System angewendet. Das verwendete Lennard-Jones-Potential besitzt
einen weit dominanteren Core als typische Nukleon-Nukleon-Wechselwirkungen. Ins-
besondere werden die Zustandsgleichung der homogenen 4He-Flu¨ssigkeit und die Bin-
dungsenergien und Radien kleiner 4He-Tro¨pfchen berechnet. Fu¨r all diese Systeme exi-
stieren eine Reihe von Rechnungen mit elaborierten Methoden, die im Vergleich eine
Beurteilung der Qualita¨t der wesentlich einfacheren Methode der unita¨ren Korrelatoren
ermo¨glichen.
4
Kapitel 1
Die Methode der unita¨ren Korrelatoren
Dieses Kapitel umreißt die Grundelemente der Methode der unita¨ren Korrelatoren,
wie sie bereits in vorangehenden Arbeiten [UCOM98, Roth97] dargestellt wurden und
diskutiert einige neue Entwicklungen bezu¨glich der Behandlung von Korrelationen im
Vielteilchenraum. Es bildet die konzeptionelle Grundlage aller weiteren Untersuchungen
im ersten Teil dieser Arbeit.
1.1 Konzept
Die Methode der unita¨ren Korrelatoren (kurz UCOM fu¨r
”
Unitary Correlation Opera-
tor Method”) versucht eine Bru¨cke zwischen realistischen Wechselwirkungen und einem
einfachen Na¨herungsverfahren zur Lo¨sung des Vielteilchenproblems, z.B. einem Mean-
Field-Modell, zu schlagen. Das Spektrum der zu untersuchenden Systeme reicht vom
Zweiteilchensystem u¨ber Systeme endlicher Teilchenzahl (3-1000) bis hin zur unend-
lichen homogenen Materie. Dabei beschra¨nkt man sich auf eine nicht-relativistische
Behandlung und geht der Einfachheit halber von einem reinen Zweiteilchenpotential
zur Beschreibung der Wechselwirkung aus. Formal kann die Methode jedoch auf Mehr-
teilchenwechselwirkungen verallgemeinert werden.
Der Graben, der sich zwischen einem realistischen Potential und der Behandlung des
Vielteilchenproblems auf Basis von antisymmetrisierten oder symmetrisierten Produkt-
zusta¨nden o¨ffnet, wird von den kurzreichweitigen, wechselwirkungsinduzierten Korrela-
tionen verursacht. Der abstoßende Core typischer Nukleon-Nukleon- oder Atom-Atom-
Wechselwirkungen bewirkt, daß alle Teilchenpaare des Vielteilchensystems im wesent-
lichen bei Absta¨nden gro¨ßer dem Radius des Cores vorzufinden sind. In den Diago-
nalelementen der Zweiteilchendichtematrix in Ortsdarstellung zeigt sich ein charakteri-
stisches Korrelationsloch (das deutlich ausgepra¨gter ist als das Austauschloch fu¨r Fer-
mionen). In einem Modell, dessen Modellraum durch (anti-)symmetrisierte Einteilchen-
Produktzusta¨nde aufgespannt wird, ko¨nnen derartige Strukturen nicht beschrieben wer-
den. Der Versuch, Matrixelemente der vollen Wechselwirkung mit Produktzusta¨nden
zu berechnen, fu¨hrt unweigerlich auf Divergenzen.
Es gibt prinzipiell zwei Wege, dieses Problem zu beheben: Erstens, die Erweiterung
des Modellraums, d.h. der U¨bergang von Einteilchen-Produktzusta¨nden des einfach-
sten Mean-Field-Modells zu einer Basis, die kurzreichweitige Korrelationen beschreiben
5
Kapitel 1 · Die Methode der unita¨ren Korrelatoren
kann. Zweitens, die Verwendung einer effektiven Wechselwirkung, deren Core in geeig-
neter Weise
”
geza¨hmt” ist. Mit der Methode der unita¨ren Korrelatoren werden beide
Wege simultan beschritten. Das Verfahren erlaubt es, je nach den Erfordernissen der
Anwendung, entweder den Modellraum zu transformieren oder die Wechselwirkung zu
za¨hmen.
Eine derartige Transformation soll durch den unita¨ren Korrelationsoperator oder kurz
Korrelator
C†C = 1 (1.1)
beschrieben werden. Die Anwendung dieses Korrelationsoperators auf einen Vielteil-
chenzustand des Modellraumes definiert einen korrelierten Zustand∣∣Ψ˜〉 := C ∣∣Ψ〉. (1.2)
Die Tilden kennzeichnen hier und im folgenden korrelierte Gro¨ßen. Aufgrund der Uni-
tarita¨t des Korrelators hat der korrelierte Zustand dieselbe Norm wie der unkorrelierte:〈
Ψ˜
∣∣Ψ˜〉 = 〈Ψ∣∣Ψ〉. Berechnet man das Matrixelement eines beliebigen Operators O mit
korrelierten Zusta¨nden〈
Ψ˜
∣∣O ∣∣Ψ˜′〉 = 〈Ψ∣∣C†O C ∣∣Ψ′〉 = 〈Ψ∣∣ O˜ ∣∣Ψ′〉, (1.3)
dann wird die Definition des korrelierten Operators offensichtlich
O˜ := C†O C = C−1O C. (1.4)
Physikalische Observablen, wie Erwartungswerte oder Matrixelemente, sind also per
Constructionem unabha¨ngig davon, welche der beiden Beschreibungen gewa¨hlt wird.
Es bleibt die Frage, wie der unita¨re Korrelationsoperator C konkret zu konstru-
ieren ist. Besonders nu¨tzlich ist eine Form, die es erlaubt, korrelierte Zusta¨nde und
korrelierte Operatoren, wenigstens in den einfachsten Fa¨llen, z.B. dem Zweiteilchensy-
stem, in geschlossener analytischer Form darzustellen. Eine Mo¨glichkeit hierzu zeigt das
anschauliche Bild des Korrelationslochs einer Relativwellenfunktion im Zweiteilchen-
system: Die starke kurzreichweitige Abstoßung
”
verschiebt” Sta¨rke aus dem Bereich
des Cores radial zu gro¨ßeren Absta¨nden. Dementsprechend kann ein unita¨rer Korre-
lationsoperator definiert werden, der ebendiese abstandsabha¨ngige Radialverschiebung
in der Relativkoordinate des Zweiteilchensystems generiert. Die Korrelationen werden
dem Vielteilchenzustand durch eine spezielle Koordinatentransformation, die in Form
eines unita¨ren Operators formuliert werden kann, aufgepra¨gt. Dieser Ansatz bildet die
Grundlage der Methode der unita¨ren Korrelatoren, die im folgenden entwickelt wird.
1.2 Korrelator im Zweiteilchenraum
In diesem Abschnitt wird die Konstruktion des unita¨ren Korrelationsoperators im Zwei-
teilchenraum, sowie die Struktur korrelierter Zusta¨nde und korrelierter Operatoren zu-
sammengefaßt. Eine detailliertere Diskussion der formalen Eigenschaften und eine Rei-
he aufschlußreicher Beispiele findet sich in der Diplomarbeit [Roth97] und der daraus
hervorgegangenen Vero¨ffentlichung [UCOM98].
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1.2.1 Unita¨rer Korrelationsoperator
Dem Konzept der Methode der unita¨ren Korrelatoren folgend, ist ein Korrelationsope-
rator c zu konstruieren, der erstens unita¨r ist und zweitens eine abstandsabha¨ngige
Verschiebung in der Relativkoordinate des Zweiteilchensystems beschreibt. Der kleine
Buchstabe c kennzeichnet hier speziell den Korrelator im Zweiteilchenraum. Im Sinne
der Unitarita¨t c†c = 1 la¨ßt sich der Korrelationsoperator als Exponential eines hermi-
teschen Generators g = g† ausdru¨cken
c = exp(−ig). (1.5)
Die Struktur des Generators richtet sich nach der Art der Transformation, die der
Korrelationsoperator beschreiben soll. Fu¨r Translationen in der Relativkoordinate eines
Teilchenpaares ist der Relativimpuls
~q =
1
2
[
~p(1)− ~p(2)] (1.6)
der geeignete Generator. Translationen entlang der Verbindungsachse zweier Teilchen
werden insbesondere durch dessen Projektion auf den Abstandsvektor ~r = ~x(1)− ~x(2)
beschrieben, das fu¨hrt auf den sog. Radialimpulsoperator
qr =
~r
r
~q = ~nr ~q. (1.7)
Der Operator ~nr = ~r/r bezeichnet einen Einheitsvektor in Richtung der Relativkoor-
dinate. An dieser Stelle sei auf die Zusammenstellung der verwendeten Notationen auf
Seite 220 verwiesen.
Der hermitesche Generator einer abstandsabha¨ngigen Radialverschiebung la¨ßt sich
damit folgendermaßen formulieren:
g =
1
2
[
s(r)qr + qr s(r)
]
= s(r)qr −
i
2
s′(r). (1.8)
Die Funktion s(r) definiert die Radialabha¨ngigkeit der Translation. Sie kann na¨he-
rungsweise mit der Distanz, um die zwei Teilchen im Abstand r verschoben werden,
identifiziert werden. Ihre Form ist aus den Eigenschaften der durch das exakte Zwei-
teilchenpotential induzierten Korrelationen zu bestimmen.
Der so konstruierte Korrelator wirkt nur im Orts-Impulsteil des Zweiteilchen-Hilbert-
raumes und da wiederum nur auf den Radialteil. Somit kommutiert der Generator g
und damit auch der Korrelationsoperator c mit den Operatoren des Schwerpunktsortes
~X, des Schwerpunktsimpulses ~P sowie des Drehimpulses ~L = ~r× ~q
[c, ~X] = 0 , [c, ~P] = 0 , [c, ~L] = 0. (1.9)
Nichtverschwindende Kommutatoren ergeben sich nur fu¨r Operatoren, die den Betrag
der Relativkoordinate r oder den Radialimpuls qr enthalten. In allen u¨brigen Teilen des
Zweiteilchen-Hilbertraumes, z.B. dem Spin- und Isospinraum, entspricht der Korrelator
dem Einsoperator.
Diese Eigenschaft kann genutzt werden, um den Ansatz des Korrelators zu verall-
gemeinern. Gegeben sei ein Satz orthogonaler Projektionsoperatoren Πi, die mit dem
Korrelationsoperator bzw. dem Generator vertauschen
Πi Πj = Πi δij und [c,Πi] = [g,Πi] = 0. (1.10)
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Damit kann der Generator in eine Summe von Generatoren gi in den durch die Pro-
jektoren definierten orthogonalen Unterra¨ume zerlegt werden
gˆ =
∑
i
gi Πi mit gi =
1
2
[
si(r)qr + qr si(r)
]
. (1.11)
In jedem der Teilra¨ume kann eine andere Radialverschiebung si(r) angesetzt werden.
Da die Projektoren nach Voraussetzung mit den Generatoren gi vertauschen, ist die-
ser verallgemeinerte Generator weiterhin hermitesch. Wie sich zeigt, nimmt der damit
konstruierte unita¨re Korrelationsoperator folgende Gestalt an:
cˆ =
∑
i
ci Πi mit ci = exp(−igi). (1.12)
In dieser Formulierung ist es leicht mo¨glich, spin- und isospinabha¨ngige Korrelatoren
zu konstruieren, die im Hinblick auf die Anwendung in Kernstrukturrechnungen wich-
tig sind. Dazu werden vier Projektoren ΠST auf die Quantenzahlen des gekoppelten
Spins und Isospins im Zweinukleonensystem definiert. Der Korrelator kann vermo¨ge der
Verschiebefunktionen sST (r) in jedem Spin-Isospinkanal unterschiedliche Korrelatio-
nen induzieren und so der Spin-Isospinstruktur der Nukleon-Nukleon-Wechselwirkung
Rechnung tragen.
1.2.2 Korrelierte Wellenfunktion
Unter Verwendung des Ansatzes fu¨r den unita¨ren Korrelationsoperator lassen sich ge-
schlossene Ausdru¨cke fu¨r korrelierte Zweiteilchenwellenfunktionen in Ortsdarstellung
ableiten. Der Korrelationsoperator wirkt per Constructionem nur auf den Relativan-
teil
∣∣φ〉 eines Zweiteilchenzustandes ∣∣ψ〉 = ∣∣Φ〉⊗ ∣∣φ〉. Der korrelierte Relativanteil ist
formal durch ∣∣φ˜〉 = c ∣∣φ〉 (1.13)
definiert. Wiederum kennzeichnen die Tilden korrelierte Gro¨ßen. Der Schwerpunktsan-
teil
∣∣Φ〉 des Zustandes ist invariant gegenu¨ber Anwendung des Korrelationsoperators,
so daß der korrelierte Zweiteilchenzustand durch
∣∣ψ˜〉 = ∣∣Φ〉⊗ ∣∣φ˜〉 gegeben ist.
Einsetzen des Korrelationsoperators nach (1.5) und (1.8) fu¨hrt nach kurzer Rechnung
auf folgende Formen fu¨r die korrelierte Relativwellenfunktion in Ortsdarstellung〈
~r
∣∣ c ∣∣φ〉 = R−(r) 〈~R−(~r)∣∣φ〉〈
~r
∣∣c†∣∣φ〉 = R+(r) 〈~R+(~r)∣∣φ〉 (1.14)
mit
~R±(~r) = R±(r) ~nr und R±(r) = R±(r)
r
√
R′±(r). (1.15)
Die Funktionen R+(r) bzw. R−(r) werden als Korrelationsfunktionen bezeichnet. Sie
geben an, auf welchen Abstand zwei Teilchen mit urspru¨nglichem Abstand r durch
Anwendung des Korrelationsoperators verschoben werden. Die Funktionen R±(r) be-
schreiben einen Metrikfaktor, der die Normerhaltung bei Transformation der Radialko-
ordinate mit R±(r) sichert. Beide Korrelationsfunktionen sind invers zueinander
R±[R∓(r)] = r, (1.16)
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positiv definit, streng monoton, stetig differenzierbar und verschwinden im Ursprung.
Ferner sind sie mit der Funktion s(r), die im Exponenten des Korrelationsoperators
auftritt, durch die implizite Integralgleichung∫ R±
r
dξ
s(ξ)
= ±1 (1.17)
verknu¨pft. Unter der Annahme, daß die Funktion s(r) nur schwach vera¨nderlich ist,
ergibt sich R±(r) ≈ r ± s(r). In dieser Na¨herung kann die Funktion s(r) demnach als
Distanz der Radialverschiebung fu¨r zwei Teilchen im Abstand r interpretiert werden.
Die Wirkung des Korrelationsoperators im Zweiteilchensystem ist durch die Korre-
lationsfunktion R+(r) bzw. R−(r) vollsta¨ndig bestimmt, die Funktion s(r) wird nicht
explizit beno¨tigt. In der Anwendung genu¨gt es daher, die durch die Zweiteilchenwechsel-
wirkung induzierten kurzreichweitigen Korrelationen durch einen geeigneten Ansatz fu¨r
eine der beiden Korrelationsfunktionen zu parametrisieren, die andere ergibt sich dar-
aus als Inverse. Wie diese optimale Korrelationsfunktion fu¨r eine konkrete Anwendung
zu bestimmen ist, wird in den folgenden Kapiteln diskutiert.
Eine zur Charakterisierung der Eigenschaften einer gegebenen Korrelationsfunktion
nu¨tzliche Gro¨ße ist das sog. Korrelationsvolumen
VC =
∫
d3r [R−(r)− 1]2 =
∫
d3r [1−R+(r)]2. (1.18)
Es beschreibt die Norm der Defektwellenfunktion, die als Differenz zwischen korrelier-
ter und unkorrelierter konstanter Wellenfunktion definiert ist. Anschaulich kann VC
als Volumen des Korrelationslochs interpretiert werden. Ein anderes Maß, das ha¨u-
fig im Zusammenhang mit der Bruecknerschen G-Matrix verwendet wird, ist die sog.
Ausheilla¨nge rh. Sie ist durch den Schnittpunkt der korrelierten mit der unkorrelier-
ten konstanten Wellenfunktion definiert, d.h. durch die erste Nullstelle der Funktion
[R−(r)− 1].
1.2.3 Korrelierte Operatoren
Der große Vorteil eines unita¨ren Korrelationsoperators ist, daß er a¨quivalent auf Zu-
sta¨nde und auf Operatoren angewendet werden kann, um ein korreliertes Matrixelement
zu berechnen. Formal ist ein korrelierter Operator O˜ durch die A¨hnlichkeitstransfor-
mation
O˜ = c†Oc (1.19)
definiert. Mit Hilfe der korrelierten Wellenfunktionen (1.14) lassen sich die Ortsraumma-
trixelemente einiger elementarer Operatoren im Zweiteilchenraum explizit berechnen.
Fu¨r die Behandlung korrelierter Ortsoperatoren im Zweiteilchensystem bietet sich
eine Darstellung in Schwerpunkts- ~X und Relativkoordinate ~r an. Fu¨r die zugeordneten
Operatoren ergibt eine einfache Rechnung folgende Beziehungen
c† ~Xc = ~X , c† ~r c = ~R+(~r). (1.20)
Der Operator der Relativkoordinate wird durch Anwendung des Korrelationsoperators
auf die mit der Korrelationsfunktion R+ transformierte Relativkoordinate abgebildet.
Dagegen ist der Schwerpunktsoperator invariant.
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Eine entsprechende Rechnung la¨ßt sich fu¨r die Impulsoperatoren im Zweiteilchensy-
stem durchfu¨hren. Neben der Darstellung als Schwerpunktsimpuls ~P und Relativimpuls
~q bietet sich die Zerlegung des Relativimpulses in Radialimpuls qr = ~nr~q und Drehim-
puls ~L = ~r× ~q an. Fu¨r diese Operatoren gilt
c† ~P c = ~P , c† ~L c = ~L , c† qr c =
1
r
√
R′+(r)
qr
r√
R′+(r)
. (1.21)
Sowohl der Schwerpunktsimpuls als auch der Drehimpuls bleiben bei Transformation
mit dem Korrelationsoperator unvera¨ndert. Der Radialimpuls dagegen zeigt eine Ab-
ha¨ngigkeit von der Ableitung der Korrelationsfunktion R+(r).
Aufgrund des unita¨ren Charakters der Transformation la¨ßt sich leicht auf das Trans-
formationsverhalten von Operatorfunktionen schließen
F˜ (O) = c† F (O) c = F (c†O c) = F (O˜), (1.22)
d.h. die korrelierte Operatorfunktion ist durch die unkorrelierte Funktion mit korrelier-
tem Argument gegeben. Diese Relation kann durch Darstellung der Operatorfunktion
als Potenzreihe und Ausnutzen der Unitarita¨t des Korrelationsoperators bewiesen wer-
den. Damit lassen sich die Eigenschaften der korrelierten elementaren Operatoren auf
komplexere Operatorfunktionen u¨bertragen.
Von besonderem Interesse ist der Hamiltonoperator des Zweiteilchensystems, beste-
hend aus kinetischer Energie und einem Zweiteilchenpotential
H = T + v(r). (1.23)
Der korrelierte Hamiltonoperator
H˜ = c†H c = c†T c + c† v(r) c (1.24)
ist dementsprechend aus korrelierter kinetischer Energie und korreliertem Zweiteilchen-
potential zusammengesetzt. Da letzteres nur eine Funktion des Abstands sein soll, gilt
entsprechend dem Transformationsverhalten des Operators r
v˜(r) = c† v(r) c = v(R+(r)). (1.25)
Das korrelierte Zentralpotential ist durch das unkorrelierte Potential mit transformier-
ter Radialabha¨ngigkeit r → R+(r) gegeben.
Fu¨r die Berechnung der korrelierten kinetischen Energie bietet sich eine Zerlegung
in Schwerpunkts- und Relativanteil an, letzterer kann wiederum in einen Radial- und
einen Winkelteil aufgespalten werden
T = t(1) + t(2) = tcm + trel = tcm + tr + tΩ. (1.26)
Fu¨r die einzelnen Komponenten gilt
tcm =
1
2M
~P
2
, trel =
1
2µ
~q2 , (1.27)
tr =
1
2µ
q†rqr , tΩ =
1
2µ
~L
2
r2
,
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wobei M = m1 +m2 die Gesamtmasse und µ = m1m2/M die reduzierte Masse bezeich-
nen. Durch Einsetzten der korrelierten Impulsoperatoren (1.21) lassen sich die korre-
lierten Formen der einzelnen Komponenten der kinetischen Energie darstellen. Nach
einigen Umformungen folgt fu¨r den korrelierten Relativanteil
t˜rel = c
† trel c = trel + q†r
1
2µ˜r∗(r)
qr +
1
2µ˜(r)
~L
2
r2
+ u˜(r)
= trel + q
†
r
1
2µ˜r(r)
qr + ~q
† 1
2µ˜(r)
~q + u˜(r).
(1.28)
Neben dem unkorrelierten Relativanteil der kinetischen Energie treten auf der rechten
Seite abstandsabha¨ngige effektive Massenkorrekturen fu¨r die Radial- und die Winkel-
komponente sowie ein zusa¨tzliches Zentralpotential auf. Die zweite Zeile unterscheidet
sich von der ersten lediglich bezu¨glich der Zerlegung der effektiven Massenkorrektu-
ren, wobei die Form mit Radial- und Gradientenkomponente in der Anwendung meist
gu¨nstiger ist. Die funktionale Form der Radialabha¨ngigkeiten der drei Zusatzterme ist
nur durch die Korrelationsfunktion R+(r) und deren Ableitungen bestimmt. Fu¨r die
effektiven Massenkorrekturen gilt
µ
µ˜r∗(r)
=
1
R′+2(r)
− 1 , µ
µ˜r(r)
=
1
R′+2(r)
− r
2
R+2(r)
, (1.29)
µ
µ˜(r)
=
r2
R+2(r)
− 1
und fu¨r das zusa¨tzliche Zentralpotential
u˜(r) =
1
2µ
1
R′+2(r)
[
2
R′′+(r)
r R′+(r)
− 5
4
(
R′′+(r)
R′+(r)
)2
+
1
2
R′′′+(r)
R′+(r)
]
. (1.30)
Der Schwerpunktsanteil tcm der kinetischen Energie ist invariant gegenu¨ber Transfor-
mation mit dem Korrelator.
Damit ist der korrelierte Hamiltonoperator als analytisches Funktional der Korrela-
tionsfunktion R+(r) bestimmt
H˜ = T + q†r
1
2µ˜r(r)
qr + ~q
† 1
2µ˜(r)
~q + u˜(r) + v˜(r)
= T + t˜r + t˜∇ + u˜(r) + v˜(r) = T + w˜.
(1.31)
Im Vergleich zum unkorrelierten Hamiltonoperator treten zusa¨tzliche Impulsabha¨ngig-
keiten in Form der effektiven Massenkorrekturen sowie ein modifiziertes Zentralpoten-
tial auf. Alle Terme außer der unkorrelierten kinetischen Energie lassen sich zu einer
effektiven impulsabha¨ngigen Zweiteilchenwechselwirkung w˜ zusammenfassen.
Die effektive Wechselwirkung w˜ besitzt zwei herausragende Eigenschaften:
• Fu¨r Korrelationsfunktionen endlicher Reichweite ist sie streuphasena¨quivalent zum
urspru¨nglichen Potential.
• Mit geeignet gewa¨hltem R+(r) kann die starke kurzreichweitige Abstoßung des ur-
spru¨nglichen Potentials im lokalen Teil der effektiven Wechselwirkung vollkommen
neutralisiert werden. An ihre Stelle treten die impulsabha¨ngigen Terme.
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Stark vereinfachend ko¨nnte man die Methode der unita¨ren Korrelatoren in Anwendung
auf das Zweiteilchensystem als Algorithmus zur Erzeugung einer ganzen Schar streupha-
sena¨quivalenter Potentiale charakterisieren: Jede Korrelationfunktion endlicher Reich-
weite generiert ein anderes streuphasena¨quivalentes impulsabha¨ngiges Potential. Aus
dieser Schar kann die Wechselwirkung ausgewa¨hlt werden, die dem bei der Behandlung
des Vielteilchenproblems beru¨cksichtigten Modellraum angemessen ist.
1.3 Korrelator im Vielteilchenraum
Die Formulierung des unita¨ren Korrelationsoperators im Vielteilchenraum in Analogie
zum Zweiteilchensystem ist auf formalem Niveau trivial. Dagegen bedarf dessen An-
wendung im Vielteilchenraum weiterer Na¨herungen, die durch ein systematisches Ent-
wicklungschema, die sog. Clusterentwicklung, generiert werden ko¨nnen. Die einfachste
daraus resultierende Na¨herung ist die sog. Zweiteilchenna¨herung.
1.3.1 Unita¨rer Korrelationsoperator
Die formale Definition des unita¨ren Korrelationsoperators la¨ßt sich direkt auf den Viel-
teilchenraum u¨bertragen. Der Korrelationsoperator C im Vielteilchenraum ist als Ex-
ponential eines hermiteschen Generators G definiert
C = exp(−iG). (1.32)
Der Generator kann zuna¨chst ein allgemeiner Vielteilchenoperator sein, der sich in eine
Summe aus irreduziblen Beitra¨gen zu Teilchenzahlen n ≥ 2 zerlegen la¨ßt
G = G[2] + G[3] + G[4] + . . . mit G[k] =
A∑
i1<···<ik
g[k](i1 . . . ik). (1.33)
Der hochgestellte Index in eckigen Klammern bezeichnet die den Operator charakte-
risierende irreduzible Teilchenzahl. Ein Einteilchenanteil wu¨rde lediglich eine unita¨re
Drehung der Einteilchenzusta¨nde bewirken und spielt bei der Diskussion von Korrela-
tionen keine Rolle. Der irreduzible Zweiteilchenanteil entspricht dem Generator g im
Zweiteilchenraum (1.8)
G[2] =
A∑
i<j
g(ij). (1.34)
Der irreduzible Dreiteilchenanteil G[3] wa¨re fu¨r die Beschreibung genuiner Dreiteilchen-
korrelationen no¨tig, entsprechendes gilt fu¨r die Beitra¨ge zu ho¨heren Teilchenzahlen.
Vorerst beschra¨nkt sich die Diskussion auf Generatoren, die allein durch einen ir-
reduziblen Zweiteilchenanteil gebildet werden, d.h. G = G[2]. Diese Einschra¨nkung ist
gerechtfertigt, solange die betrachteten Dichten hinreichend niedrig sind, um die Effekte
genuiner Vielteilchenkorrelationen gegenu¨ber den Zweiteilchenkorrelationen zu vernach-
la¨ssigen. Um Verwirrungen vorzubeugen: genuine Dreiteilchenkorrelationen sind nicht
mit der im folgenden diskutierten dritten Ordnung der Clusterentwicklung gleichzusetz-
ten. Letztere entsteht durch die simultane Wirkung genuiner Zweiteilchenkorrelationen
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zwischen allen Paaren eines Teilchentripels. Die genuinen Dreiteilchenkorrelationen be-
schreiben dagegen Korrelationen, die u¨ber diese verwobenen Zweiteilchenkorrelationen
hinausgehen.
Formal lassen sich mit diesem Korrelationsoperator korrelierte Vielteilchenzusta¨nde
(1.2) und korrelierte Operatoren im Vielteilchenraum (1.4) definieren. In Praxi ist die
Struktur der korrelierten Vielteilchengro¨ßen viel zu komplex, um sie — a¨hnlich elegant
wie im Zweiteilchensystem — in einer geschlossen analytischen Form zu fassen. Man ist
auf weitere Na¨herungen angewiesen, um das Problem im Vielteilchenraum handhabbar
zu machen. Ein konsistentes Entwicklungschema bietet die sog. Clusterentwicklung.
1.3.2 Clusterzerlegungsprinzip und Clusterentwicklung
Eine wichtige physikalische Eigenschaft eines Vielteilchensystems mit Wechselwirkung-
en endlicher Reichweite wird durch das Clusterzerlegungsprinzip beschrieben: Zwei lo-
kalisierte Teilsysteme, sog. Cluster, eines Vielteilchensystems, deren Abstand wesentlich
gro¨ßer als die Reichweite der Wechselwirkung ist, sind unabha¨ngig voneinander. Ledig-
lich Wechselwirkungen eines Teilchens mit den Teilchen desselben Clusters beeinflussen
dessen Zustand. Formal separiert der Zustand des Vielteilchensystem in ein direktes
Produkt der Zusta¨nde der beiden Cluster∣∣Ψ˜, A〉 → ∣∣Ψ˜′, n〉⊗ ∣∣Ψ˜′′, A− n〉. (1.35)
Das impliziert eine entsprechende Eigenschaft des unita¨ren Korrelationsoperators im
Vielteilchenraum: Wann immer ein System in nicht miteinander wechselwirkende Clu-
ster aufgespaltet werden kann, muß der Korrelationsoperator in ein direktes Produkt
der Korrelationsoperatoren der Teilsysteme zerfallen. Unter dieser Voraussetzung gilt
fu¨r den korrelierten Zustand
CA
∣∣Ψ, A〉 → Cn ∣∣Ψ′, n〉⊗CA−n ∣∣Ψ′′, A− n〉. (1.36)
Um das zu gewa¨hrleisten, mu¨ssen die durch den Korrelationsoperator induzierten Kor-
relationen fu¨r Absta¨nde jenseits der Wechselwirkungsreichweite
”
ausheilen”. Die irre-
duziblen Generatoren g[k](i1 . . . ik) mu¨ssen verschwinden, sobald sich eines der Teilchen
i1 . . . ik außerhalb der Wechselwirkungsreichweite befindet.
Aus diesem physikalischen Bild la¨ßt sich ein konsistentes Entwicklungsschema, die
sog. Clusterentwicklung, fu¨r korrelierte Operatoren im Vielteilchenraum ableiten. Die
korrelierten Operatoren mu¨ssen, wie der Korrelationsoperator selbst, dem Clusterzerle-
gungsprinzip genu¨gen. Es bietet sich also an, den korrelierten Operator O˜ in irreduzible
Beitra¨ge zu allen Teilchenzahlen bis zur Gesamtteilchenzahl A zu zerlegen
O˜A = O˜
[1]
A + O˜
[2]
A + O˜
[3]
A + · · ·+ O˜[A]A . (1.37)
Die irreduziblen k-Teilchenoperatoren im A-Teilchenraum sind rekursiv definiert:
O˜
[k]
A =
A∑
i1<···<ik˜
o[k](i1 . . . ik) mit o˜
[k] = O˜k −
k−1∑
j=1
O˜
[j]
k . (1.38)
Fu¨r einen Einteilchenoperator wird der erste nichtverschwindende Term vom unkorre-
lierten Operator im Einteilchenraum gebildet o˜[1] = o. Fu¨r einen n-Teilchenoperator
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bildet der korrelierte Operator im n-Teilchenraum o˜[n] = C†n oCn den ersten Summan-
den der Entwicklung.
Die Clusterentwicklung bietet einen natu¨rlichen Ausgangspunkt fu¨r Na¨herungen der
korrelierten Operatoren. Bei der Lo¨sung des Vielteilchenproblems werden langreich-
weitige Komponenten der Wechselwirkung z.B. durch ein gemeinsames Mean-Field be-
schrieben. Nur die kurzreichweitigen Komponenten tragen zu den kurzreichweitigen
Korrelationen bei, die mit Hilfe des unita¨ren Korrelators behandelt werden. Ein her-
ausgegriffenes Teilchen wird sich nie innerhalb der Korrelationsreichweite aller u¨brigen
Teilchen befinden, vielmehr ist es nur mit relativ wenigen anderen Teilchen direkt kor-
reliert. In diesem Sinne zerfa¨llt das System in verschiedene Cluster, deren maximale
Gro¨ße die ho¨chste nichtverschwindende Ordnung der Clusterentwicklung festlegt. Alle
Terme ho¨herer Ordnung liefern aufgrund des Clusterzerlegungsprinzips keinen Beitrag.
Damit ist es gerechtfertigt, die Clusterentwicklung in niedriger Ordnung abzubrechen,
sofern der mittlere Abstand der Teilchen hinreichend groß gegenu¨ber der Reichweite
der Korrelationen ist.
1.3.3 Hamiltonoperator in Zweiteilchenna¨herung
Die einfachste nichttriviale Na¨herung im Rahmen der Clusterentwicklung ist die sog.
Zweiteilchenna¨herung, in der nur irreduzible Ein- und Zweiteilchenoperatoren beru¨ck-
sichtigt werden. Im Sinne des Clusterzerlegungsprinzips ist das gerechtfertigt, wenn
sich maximal ein weiteres Teilchen innerhalb der Korrelationsreichweite eines beliebi-
gen herausgegriffenen Teilchens befindet. Mit anderen Worten, das Korrelationsvolumen
VC (1.18) muß deutlich kleiner als die inverse Dichte des Systems sein. Das definiert
einen Kleinheitsparameter ρ VC  1.
Der große Vorteil der Zweiteilchenna¨herung ist, daß korrelierte Operatoren im Viel-
teilchenraum in geschlossener Form darstellbar sind. Sie ergeben sich direkt aus den
bereits hergeleiteten Ausdru¨cken im Zweiteilchensystem. Fu¨r einen Hamiltonoperator
bestehend aus kinetischer Energie T und Zweiteilchenwechselwirkung V ergibt sich in
Zweiteilchenna¨herung die Struktur
H˜C2 = T˜[1] + T˜[2] + V˜[2] =
∑
i
t˜[1](i) +
∑
i<j
t˜[2](ij) +
∑
i<j
v˜[2](ij). (1.39)
Die korrelierte kinetische Energie liefert einen Einteilchenbeitrag, der von der unkor-
relierten kinetischen Energie gebildet wird, und einen Zweiteilchenbeitrag, der aus den
effektiven Massenkorrekturen und dem zusa¨tzlichen Zentralpotential besteht
t˜[1] = t , t˜[2] = t˜r + t˜∇ + u˜(r) = t˜r∗ + t˜Ω + u˜(r). (1.40)
Die effektiven Massenkorrekturen zerlegt in Radial- und Gradientenbeitrag lauten ent-
sprechend Gleichung (1.29) im einzelnen
t˜r = q
†
r
1
2µ˜r(r)
qr mit
µ
µ˜r(r)
=
1
R′+2(r)
− r
2
R+2(r)
, (1.41)
t˜∇ = ~q†
1
2µ˜(r)
~q mit
µ
µ˜(r)
=
r2
R+2(r)
− 1.
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Alternativ kann die Zerlegung in Radial- und Winkelanteil verwendet werden:
t˜r∗ = q†r
1
2µ˜r∗(r)
qr mit
µ
µ˜r∗(r)
=
1
R′+2(r)
− 1 , (1.42)
t˜Ω =
~L
r
1
2µ˜(r)
~L
r
mit
µ
µ˜(r)
=
r2
R+2(r)
− 1.
Der Potentialteil der korrelierten kinetischen Energie ist nach Gleichung (1.30) durch
u˜(r) =
1
2µ
1
R′+2(r)
[
2
R′′+(r)
r R′+(r)
− 5
4
(
R′′+(r)
R′+(r)
)2
+
1
2
R′′′+(r)
R′+(r)
]
(1.43)
gegeben. Das korrelierte Potential tra¨gt lediglich mit einem Zweiteilchenterm bei:
v˜[2] = v˜(r) = v[R+(r)]. (1.44)
Alle Zweiteilchenterme lassen sich zu einer effektiven Zweiteilchenwechselwirkung w˜[2]
zusammenfassen, die aus einem
”
geza¨hmten” lokalen Potential u˜(r) + v˜(r) ohne starke
kurzreichweitige Abstoßung und einer Impulsabha¨ngigkeit mit abstandsabha¨ngiger ef-
fektiver Masse besteht. Bei gegebener Korrelationsfunktion R+(r) liegt diese effektive
Wechselwirkung als geschlossener Ausdruck vor und kann leicht in einer Vielteilchen-
rechnung eingesetzt werden.
1.3.4 Jenseits der Zweiteilchenna¨herung
Wenn die Dichten der betrachteten Systeme im Vergleich zur Korrelationsreichweite zu
groß werden, dann ist die Zweiteilchenna¨herung nicht mehr ausreichend und ho¨here Ter-
me der Clusterentwicklung mu¨ssen beru¨cksichtigt werden. Auch bei niedrigeren Dichten
ist es hilfreich, die na¨chste Ordnung der Clusterentwicklung, d.h. die Dreiteilchenord-
nung, abzuscha¨tzen, um die Qualita¨t der Zweiteilchenna¨herung zu quantifizieren.
Aus der Clusterentwicklung ergibt sich fu¨r den korrelierten Hamiltonoperator in Drei-
teilchenna¨herung, d.h. unter Beru¨cksichtigung aller Terme bis zur Dreiteilchenordnung
H˜C3 = H˜C2 + T˜[3] + V˜[3] = H˜C2 +
∑
i<j<k
t˜[3](ijk) +
∑
i<j<k
v˜[3](ijk). (1.45)
Das Problem liegt in der Darstellung der Dreiteilchenbeitra¨ge der korrelierten kineti-
schen Energie t˜[3] und des korrelierten Potentials v˜[3]. Sie sind durch
t˜[3] = C†3
( 3∑
i
t(i)
)
C3 −
3∑
i<j
t˜[2](ij)−
3∑
i
t(i)
v˜[3] = C†3
( 3∑
i<j
v(ij)
)
C3 −
3∑
i<j
v˜[2](ij)
(1.46)
definiert, wobei der jeweils erste Summand vom korrelierten Operator im Dreiteilchen-
raum gebildet wird. Diese Operatoren ko¨nnen (bisher) nicht in geschlossener Form ange-
geben werden, so daß zu ihrer Auswertung weitere Na¨herungen no¨tig sind. Der na¨chste
Abschnitt diskutiert einen mo¨glichen Na¨herungsansatz, die sog. Produktna¨herung. In
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Abschnitt 1.4 wird ein weiterer Zugang u¨ber normerhaltende Vielteilchenkoordinaten-
transformationen vorgestellt.
In vielen Fa¨llen ist eine effektive Behandlung der Terme jenseits der Zweiteilchenord-
nung der viel aufwendigeren expliziten Berechnung der Dreiteilchenbeitra¨ge vorzuzie-
hen. Eine Mo¨glichkeit besteht in der Verwendung dichteabha¨ngiger Korrelationsfunk-
tionen R+(r, ρ) in Zweiteilchenna¨herung. Durch Einbeziehung der Gesamtdichte des
Systems sind die Korrelationen in einem Teilchenpaar nicht mehr unabha¨ngig vom Rest
des Systems. Mit geeignet gewa¨hlter Dichteabha¨ngigkeit lassen sich die Beitra¨ge aller
Ordnungen der Clusterentwicklung simulieren, ohne den technischen Aufwand bei der
Berechnung korrelierter Gro¨ßen wesentlich zu erho¨hen. Die Konstruktion und Anwen-
dung dichteabha¨ngigen Korrelatoren wird unter anderem in Abschnitt 2.1.4 ausfu¨hrlich
diskutiert.
1.3.5 Produktna¨herung des Vielteilchenkorrelators
In einem Dreiteilchensystem ist es nicht mehr unmittelbar mo¨glich, den Korrelations-
operator formal mit einer normerhaltenden Koordinatentransformation zu verknu¨pfen,
wie es fu¨r das Zweiteilchensystem gelungen ist. Da eine derartige Koordinatentrans-
formation fu¨r die Anwendung aber u¨beraus nu¨tzlich ist, soll dieser Zusammenhang
wenigstens na¨herungsweise hergestellt werden.
Eine Mo¨glichkeit zur na¨herungweisen Beschreibung der Wirkung des Korrelators im
Drei- und Mehrteilchenraum basiert auf einer Baker-Hausdorff-Entwicklung [Saku94]
eines unita¨r transformierten Operators O˜ im Vielteilchenraum. Wie in [Roth97] gezeigt
wurde, la¨ßt sich eine analytische Partialsummation u¨ber eine große Klasse von Termen
dieser Operatorentwicklung durchfu¨hren. Im Ergebnis la¨ßt sich der Korrelator im Viel-
teilchenraum na¨herungsweise als sukzessive Anwendung von Zweiteilchenkorrelatoren
zu allen Teilchenpaaren darstellen. Fu¨r einen korrelierten Operator im Dreiteilchensy-
stem gilt im Rahmen dieser Produktna¨herung
C
†
3OC3 =
1
3!
∑
P (α,β,γ)
c†(γ) c†(β) c†(α) O c(α) c(β) c(γ). (1.47)
Die Summe wird u¨ber alle Permutationen der Paarindizes α = (12), β = (13) und
γ = (23) gebildet. Anschaulich kann diese Form als Mittelung u¨ber alle mo¨glichen Rei-
henfolgen der nichtkommutierenden Zweiteilchentransformationen bezu¨glich der ver-
schiedenen Teilchenpaare verstanden werden. In diesem gena¨herten Bild ist C3 nicht in
der Form exp(−iG3) darstellbar, nur die unita¨re Abbildung eines Operators ist definiert.
Die Unitarita¨t ist daher auch nur im Sinne dieser Operatortransformation gegeben, d.h.
der Einsoperator im Vielteilchenraum wird auf sich selbst abgebildet.
Mit Hilfe der Produktna¨herung lassen sich die Erwartungswerte korrelierter Opera-
toren im Vielteilchenraum explizit berechnen. Fu¨r die korrelierte kinetische Energie im
Dreiteilchenraum gilt〈
Ψ
∣∣C†3T3C3 ∣∣Ψ〉 = 13! ∑
P (α,β,γ)
∫
d3x1 d
3x2 d
3x3
× 1
2m
3∑
i
∣∣∇i 〈~x1, ~x2, ~x3∣∣ c(α) c(β) c(γ) ∣∣Ψ〉∣∣2 (1.48)
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und entsprechend fu¨r ein korreliertes Zweiteilchenpotential〈
Ψ
∣∣C†3V3C3 ∣∣Ψ〉 = 13! ∑
P (α,β,γ)
∫
d3x1 d
3x2 d
3x3
×
3∑
i<j
v(rij)
∣∣〈~x1, ~x2, ~x3∣∣ c(α) c(β) c(γ) ∣∣Ψ〉∣∣2. (1.49)
Die neundimensionalen Integrationen sind numerisch mit Monte-Carlo-Verfahren hand-
habbar. Die Erweiterung der Produktna¨herung auf beliebige Teilchenzahlen ist offen-
sichtlich, allerdings wa¨chst der numerische Aufwand fu¨r die hochdimensionalen Inte-
grationen sehr stark.
1.4 Vielteilchenkorrelationen als
Koordinatentransformation
Einer der großen Vorteile des unita¨ren Korrelators im Zweiteilchensystem ist, daß der
Korrelationsoperator analytisch mit einer normerhaltenden Koordinatentransformation
identifiziert werden kann. Im Vielteilchenraum ist diese analytische Verbindung nicht
mehr unmittelbar deduzierbar. Dennoch ist aufgrund des Konzeptes der unita¨ren Korre-
latoren klar, daß eine entsprechende Vielteilchen-Koordinatentransformation existieren
muß. Daher ist es legitim, aus allgemeinen Eigenschaften des Korrelationsoperators eine
gena¨herte Koordinatentransformation im Vielteilchenraum zu konstruieren. Dabei sind
zwei Forderungen unabdingbar: Normerhaltung und Clusterzerlegungsprinzip.
1.4.1 Normerhaltende Koordinatentransformation
Sei ein System von n Teilchen mit den Koordinaten ~x1, . . . , ~xn betrachtet. Die Koor-
dinaten der einzelnen Teilchen werden in Abha¨ngigkeit von der Position aller anderen
Teilchen transformiert, diese Transformation wird durch die Funktion ~X− beschrieben:
~xi → ~x′i = ~X−(i; ~x1, . . . , ~xn) fu¨r i = 1, . . . , n. (1.50)
Die Nomenklatur im Argument der Transformationsfunktion soll andeuten, daß die i-te
Koordinate in Abha¨ngigkeit von allen anderen Koordinaten transformiert wird, d.h. der
Wert der Funktion ~X− ist der i-te transformierte Einteilchen-Koordinatenvektor. Eine
kompaktere Form ergibt sich durch Einfu¨hrung des 3n-komponentigen Vielteilchen-
Koordinatenvektors X = (~x1, . . . , ~xn)
T. Damit la¨ßt sich die Transformation kompakt
schreiben
X
X−−→ X ′ = X−(X). (1.51)
In dieser Schreibweise ist der Wert der Funktion X− ein transformierter 3n-kompo-
nentiger Vielteilchen-Koordinatenvektor. Diese Koordinatentransformation soll auf ei-
ne allgemeine Vielteilchenwellenfunktion
〈
X
∣∣Ψ〉 angewendet werden. In Analogie zur
Zweiteilchentransformation bedeutet das: Erstens, die Transformation des Arguments
der Wellenfunktion nach (1.51) und zweitens die Multiplikation der transformierten
Wellenfunktion
〈X−(X)∣∣Ψ〉 mit einem Metrikfaktor D−(X):〈
X
∣∣Ψ〉 X−−→ 〈X∣∣Ψ˜〉 = D−(X) 〈X−(X)∣∣Ψ〉. (1.52)
17
Kapitel 1 · Die Methode der unita¨ren Korrelatoren
Der Metrikfaktor gewa¨hrleistet die Erhaltung der Norm der transformierten Wellen-
funktion. Der Zusammenhang mit der Transformationsfunktion selbst la¨ßt sich aus dem
Normintegral ableiten. Dessen Transformation auf die neue Koordinate X ′ = X−(X)
ergibt:∫
d3nX
∣∣〈X∣∣Ψ〉∣∣2 X−−→ ∫ d3nX ′ ∣∣〈X ′∣∣Ψ〉∣∣2 = ∫ d3nX ∣∣∣∣∣∣∣∣∂X ′i∂Xj
∣∣∣∣∣∣∣∣ ∣∣〈X ′∣∣Ψ〉∣∣2
=
∫
d3nX
∣∣∣∣∣∣∣∣∂[X−(X)]i∂Xj
∣∣∣∣∣∣∣∣ ∣∣〈X−(X)∣∣Ψ〉∣∣2.
(1.53)
Hier tritt bei Ru¨cku¨bertragung des transformierten Integrationsvolumens auf die alte
Koordinate die Jacobideterminante der Transformation in Erscheinung, ihre Wurzel
definiert den Metrikfaktor
D−(X) =
∣∣∣∣∣∣∣∣∂X ′i∂Xj
∣∣∣∣∣∣∣∣1/2 = ∣∣∣∣∣∣∣∣∂[X−(X)]i∂Xj
∣∣∣∣∣∣∣∣1/2, (1.54)
wobei die Indizes i, j = 1, . . . , 3n u¨ber alle Komponenten des Vielteilchen-Koordinaten-
vektors laufen. Somit kann jede Koordinatentransformation, deren Jacobideterminante
existiert, zur normerhaltenden Transformation der Vielteilchenwellenfunktion verwen-
det werden.
In Anlehnung an die Notation der Zweiteilchentransformation wird die inverse Trans-
formation X+ definiert
X+[X−(X)] = X. (1.55)
Die Umkehrtransformation existiert, sofern die Jacobideterminante der Transformation
u¨berall von Null verschieden ist. Der Metrikfaktor der Umkehrtransformation X+ ist
gegeben durch
D+(X) =
∣∣∣∣∣∣∣∣∂[X+(X)]i∂Xj
∣∣∣∣∣∣∣∣1/2. (1.56)
Da beide Transformationen invers zueinander sind, gilt fu¨r die Jacobideterminanten
und damit fu¨r die Metrikfaktoren folgende Relation:
D±(X) = 1D∓[X±(X)] . (1.57)
Formal la¨ßt sich aus den Koordinatentransformationen X+ bzw. X− ein a¨quivalenter
unita¨rer Korrelationsoperator C im Vielteilchenraum konstruieren. Allerdings ist dieser
nicht in der Exponentialform des allgemeinen Ansatzes (1.32) fu¨r den Korrelationsope-
rator, sondern durch ein dyadisches Produkt dargestellt:
C =
∫
d3nX
∣∣X〉 D−(X) 〈X−(X)∣∣ = ∫ d3nX ∣∣X+(X)〉 D+(X) 〈X∣∣ . (1.58)
Die zweite Zeile ergibt sich durch Transformation der Integrationsvariablen. Der Kor-
relationsoperator kann also sowohl durch die Transformation X− als auch durch die
Umkehrtransformation X+ dargestellt werden. Die Anwendung der ersten Darstellung
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auf einen unkorrelierten Zustand ergibt in Ortsdarstellung die gewu¨nschte Form (1.52)
des korrelierten Zustandes〈
X
∣∣C ∣∣Ψ〉 = D−(X) 〈X−(X)∣∣Ψ〉. (1.59)
Fu¨r den hermitesch adjungierten Korrelationsoperator folgt unter Voraussetzung eines
reellen Metrikfaktors direkt
C† =
∫
d3nX
∣∣X〉 D+(X) 〈X+(X)∣∣ = ∫ d3nX ∣∣X−(X)〉 D−(X) 〈X∣∣ . (1.60)
Fu¨r den mit dem adjungierten Korrelator transformierten Zustand gilt entsprechend〈
X
∣∣C† ∣∣Ψ〉 = D+(X) 〈X+(X)∣∣Ψ〉. (1.61)
Durch Multiplikation des Korrelationsoperators mit dem adjungierten wird die Unita-
rita¨t des Korrelationsoperators direkt bewiesen
CC† =
∫∫
d3nX d3nX ′
∣∣X+(X)〉 D+(X) 〈X∣∣X ′〉 D+(X ′) 〈X+(X ′)∣∣
=
∫
d3nX
∣∣X+(X)〉 D2+(X) 〈X+(X)∣∣ = ∫ d3nX ∣∣X〉〈X∣∣ = 1. (1.62)
Selbiges gilt fu¨r die umgekehrte Reihenfolge der Faktoren, so daß die Unitarita¨tsbedin-
gung CC† = C†C = 1 durch die Definition (1.58) erfu¨llt ist.
Zusammengefaßt: Zu einer beliebigen Vielteilchen-Koordinatentransformation mit
positiver Jacobideterminante la¨ßt sich formal ein unita¨rer Korrelationsoperator ange-
ben. Fu¨r die Anwendung der Methode der unita¨ren Korrelatoren ist eine weiterreichen-
de Kenntnis des Korrelationsoperators nicht notwendig, da alle korrelierten Gro¨ßen
— Wellenfunktionen und Operatoren — allein durch die Koordinatentransformationen
ausgedru¨ckt werden ko¨nnen.
1.4.2 Korrelierte Operatoren
Auf Basis der allgemeinen Koordinatentransformation lassen sich Ausdru¨cke fu¨r korre-
lierte Operatoren ableiten. Von besonderem Interesse sind die Komponenten des Ha-
miltonoperators.
Fu¨r Operatoren V (X), die als Funktion der Einteilchenkoordinaten aller Teilchen
darstellbar sind, wie z.B. lokale Zwei- oder Dreiteilchenpotentiale, ist die korrelierte
Form sehr einfach. Unter Verwendung der expliziten Darstellung der korrelierten Viel-
teilchenwellenfunktion ergibt sich〈
X
∣∣C†V (X)C ∣∣Ψ〉 = D+(X) 〈X+(X)∣∣V (X)C ∣∣Ψ〉
= D+(X) V [X+(X)]
〈X+(X)∣∣C ∣∣Ψ〉
= D+(X) V [X+(X)] D−[X+(X)]
〈X−[X+(X)]∣∣Ψ〉
= V [X+(X)]
〈
X
∣∣Ψ〉
(1.63)
Der korrelierte Operator ist also wie im Zweiteilchenfall einfach die unkorrelierte Funk-
tion mit X+-transformiertem Argument
C†V (X)C = V [X+(X)]. (1.64)
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Die Bestimmung der korrelierten kinetischen Energie ist um einiges komplexer. Zu-
na¨chst wird der korrelierte Impulsoperator betrachtet. In Analogie zum Vielteilchen-
Koordinatenvektor X wird der Vielteilchen-Impulsvektor P = (~p1, . . . , ~pn)
T definiert.
Seine korrelierte Form ergibt sich zu〈
X
∣∣C†Pi C ∣∣Ψ〉 = D+(X) 〈X+(X)∣∣Pi C ∣∣Ψ〉
= −i D+(X) ∂
∂[X+(X)]i
〈X+(X)∣∣C ∣∣Ψ〉
= −i D+(X) ∂
∂[X+(X)]i D−[X+(X)]
〈
X
∣∣Ψ〉.
(1.65)
Zugunsten der U¨bersicht wird die letzte Gleichung mit Hilfe der transformierten Koor-
dinate X ′ = X+(X) dargestellt〈
X
∣∣C†Pi C ∣∣Ψ〉 = −i 1D−(X ′) ∂∂X ′i D−(X ′) 〈X∣∣Ψ〉
= −i
[
1
D−(X ′)
(
∂
∂X ′i
D−(X ′)
)
+
∂
∂X ′i
] 〈
X
∣∣Ψ〉. (1.66)
Die Ableitung nach der transformierten Koordinate la¨ßt sich durch die Ableitung nach
der urspru¨nglichen Koordinate ausdru¨cken
∂
∂X ′i
=
∂
∂[X+(X)]i =
∑
j
[J−(X)]ij
∂
∂Xj
, (1.67)
dabei tritt die Jacobimatrix der Transformation X−(X) auf
[J±(X)]ij =
∂[X±(X)]i
∂Xj
, J−(X) = J−1+ (X). (1.68)
Der korrelierte Operator des Impulsquadrats la¨ßt sich direkt durch das Ergebnis fu¨r
den korrelierten Impulsoperator (1.66) darstellen〈
Ψ
∣∣C†P2i C ∣∣Ψ〉 = ∫ d3nX 〈Ψ∣∣C†Pi C ∣∣X〉〈X∣∣C†Pi C ∣∣Ψ〉
=
∫
d3nX
〈
Ψ
∣∣X〉 D−(X ′) ∂
∂X ′i
1
D2−(X ′)

∂
∂X ′i
D−(X ′)
〈
X
∣∣Ψ〉
=
∫
d3nX ′
〈
Ψ
∣∣X〉 D−(X ′) ∂
∂X ′i

∂
∂X ′i
D−(X ′)
〈
X
∣∣Ψ〉.
(1.69)
Dabei wurde im letzten Schritt das Integral mittels d3nX = D2−(X ′) d3nX ′ auf die trans-
formierte Koordinate umgeschrieben. Auflo¨sen dieses letzten Ausdruckes und partielle
Integration eines Summanden liefert das Ergebnis
〈
Ψ
∣∣C†P2i C ∣∣Ψ〉 = ∫ d3nX ′ 〈Ψ∣∣X−(X ′)〉 ∂∂X ′i D2−(X ′)

∂
∂X ′i
〈X−(X ′)∣∣Ψ〉
−
∫
d3nX ′
〈
Ψ
∣∣X−(X ′)〉 [D−(X ′) ∂2
∂X ′i
2 D−(X ′)
] 〈X−(X ′)∣∣Ψ〉. (1.70)
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Die Ru¨cktransformation der Integrationsvariablen ergibt
〈
Ψ
∣∣C†P2i C ∣∣Ψ〉 = ∫ d3nX 〈Ψ∣∣X〉 ∂∂X ′i

∂
∂X ′i
〈
X
∣∣Ψ〉
−
∫
d3nX
〈
Ψ
∣∣X〉 [ 1D−(X ′) ∂
2
∂X ′i
2 D−(X ′)
] 〈
X
∣∣Ψ〉. (1.71)
Summation u¨ber den Index und Multiplikation mit dem Massenvorfaktor fu¨hrt auf den
Ausdruck fu¨r die korrelierten kinetische Energie. Ru¨cku¨bertragung in die Operator-
schreibweise ergibt schließlich die Form
C†TC =
∑
j,k
Pj [M˜(X)]jk Pk + U˜(X). (1.72)
Dabei ist M˜(X) ein effektiver koordinatenabha¨ngiger Massentensor definiert durch das
Quadrat der Jacobimatrix
[M˜(X)]jk =
1
2m
∑
i
[J−(X)]ji [J−(X)]ik (1.73)
und U˜(X) ein lokales Potential gegeben durch
U˜(X) = − 1
2m
[
1
D−(X ′)
∑
i
∂2
∂X ′i
2 D−(X ′)
]
X′=X+(X)
. (1.74)
Wie im Zweiteilchenfall zeigt die korrelierte kinetische Energie zwei charakteristische
Komponenten: Einen impulsabha¨ngigen Teil mit einem koordinatenabha¨ngigen effek-
tiven Massentensor und ein lokales Potential. Sowohl der Massentensor als auch das
Potential ha¨ngen nur von der gewa¨hlten Koordinatentransformation ab, die in diese
Gro¨ßen mittels der Jacobimatrix bzw. deren Determinante eingeht.
1.4.3 Eine mo¨gliche Dreiteilchentransformation
Soweit gilt die Darstellung der Korrelationen durch normerhaltende Koordinatentrans-
formationen ganz allgemein und fu¨r Systeme beliebiger Teilchenzahl. Vor der Anwen-
dung muß das wesentliche physikalische Element dieser Formulierung, na¨mlich die
konkrete Vielteilchen-Koordinatentransformation, spezifiziert werden. Dabei bildet das
Clusterzerlegungsprinzip eine Richtschnur: Der Zustand eines wechselwirkenden Viel-
teilchensystems zerfa¨llt in ein direktes Produkt der Zusta¨nde zweier Teilsysteme, sobald
diese außerhalb der Reichweite gegenseitiger Wechselwirkungen liegen. Daraus ergibt
sich eine Nebenbedingung an die Struktur der Koordinatentransformation: Man be-
trachte ein System aus n Teilchen, in dem das n-te Teilchen als separiert angenommen
wird. Die Koordinatentransformation ~X±(n) im n-Teilchensystem muß entsprechend dem
Clusterzerlegungsprinzip in unabha¨ngige Koordinatentransformationen ~X±(n−1) fu¨r den
verbleibenden Cluster und die untransformierte Koordinate ~xn fu¨r das separierte Teil-
chen zerfallen:
~X (n)± (i; ~x1, . . . , ~xn) xn→∞−→ ~X (n−1)± (i; ~x1, . . . , ~xn−1) i 6= n
~X (n)± (n; ~x1, . . . , ~xn) xn→∞−→ ~xn.
(1.75)
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Das Clusterzerlegungsprinzip beschreibt damit eine Konsistenzbedingung fu¨r die Ko-
ordinatentransformationen zu verschiedenen Teilchenzahlen.
Da sich jede Vielteilchenkoordinatentransformation durch Separation hinreichend
vieler Teilchen auf eine Zweiteilchentransformation reduziert, stellt die bekannte Struk-
tur der unita¨ren Transformation im Zweiteilchensystem einen Grenzfall dar, der von
jeder Vielteilchentransformation reproduziert werden muß. Wie man sich leicht u¨ber-
zeugt, la¨ßt sich der unita¨re Korrelator im Zweiteilchenraum a¨quivalent der in Abschnitt
1.2 diskutierten Form durch folgende Koordinatentransformationen beschreiben
~X (2)± (1; ~x1, ~x2) = ~x1 + ∆±(r12) ~n12
~X (2)± (2; ~x1, ~x2) = ∆±(r21) ~n21 + ~x2
. (1.76)
Die Transformationen der beiden Einteilchenkoordinaten gehen durch zyklisches Ver-
tauschen der Indizes ineinander u¨ber. Die Verschiebefunktion ∆±(r) ist direkt durch
die Korrelationsfunktionen R±(r) gegeben
∆±(r) =
1
2
(
R±(r)− r
)
. (1.77)
Im Zweiteilchensystem spiegelt sich das Clusterzerlegungsprinzip darin wider, daß die
Transformation fu¨r große Absta¨nde in die identische Abbildung u¨bergeht
~X (2)± (1; ~x1, ~x2) x2→∞−→ ~x1. (1.78)
Das ist dadurch gewa¨hrleistet, daß die Verschiebung ∆±(r) fu¨r große r gegen Null geht.
Nun ist ein einfacher Ansatz fu¨r eine Dreiteilchentransformation ~X+(3) gesucht, die
mit der Zweiteilchentransformation (1.76) konsistent ist, d.h.
~X (3)+ (1; ~x1, ~x2, ~x3) x3→∞−→ ~X (2)+ (1; ~x1, ~x2). (1.79)
Eine dementsprechende Dreiteilchentransformation kann durch einfache Verallgemeine-
rung der Zweiteilchentransformation konstruiert werden. Die Koordinate ~x1 wird wie
im Zweiteilchenfall entsprechend dem Abstand zu ~x2 entlang der Achse zwischen beiden
Koordinaten verschoben und zusa¨tzlich in gleicher Weise bezu¨glich der Koordinate ~x3
transformiert. Entsprechendes gilt fu¨r die anderen Koordinaten
~X (3)+ (1; ~x1, ~x2, ~x3) = ~x1 + ∆+(r12) ~n12 + ∆+(r13) ~n13
~X (3)+ (2; ~x1, ~x2, ~x3) = ∆+(r21) ~n21 + ~x2 + ∆+(r23) ~n23
~X (3)+ (3; ~x1, ~x2, ~x3) = ∆+(r31) ~n31 + ∆+(r32) ~n32 + ~x3
. (1.80)
Das Clusterzerlegungsprinzip ist hier offensichtlich erfu¨llt. Diese Transformation ent-
spricht dem anschaulichen Konzept, das der Konstruktion des Korrelators zugrunde-
liegt: Ein Teilchen wird als Folge des repulsiven Cores der Wechselwirkung von einem
anderen Teilchen radial weggeschoben. Die Zweiteilchenordnung beru¨cksichtigt dabei
nur die Wechselwirkung mit einem Nachbarteilchen, die Dreiteilchenordnung sieht die
gleichzeitige Wechselwirkung mit zwei Nachbarteilchen vor. Offenbar la¨ßt sich die obige
Transformation direkt auf beliebige Teichenzahlen verallgemeinern.
Ein Nachteil dieses Typs von Dreiteilchentransformation ist, daß die inverse Trans-
formation ~X−(3) in der exakten Form nicht einfach angegeben werden kann. In den
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anwendungsrelevanten Fa¨llen la¨ßt sich jedoch durch Einsetzen der inversen Verschiebe-
funktion ∆−(r) in den Ansatz (1.80) eine sehr gute Na¨herung konstruieren
~X (3)− (1; ~x1, ~x2, ~x3) ≈ ~x1 + ∆−(r12) ~n12 + ∆−(r13) ~n13
~X (3)− (2; ~x1, ~x2, ~x3) ≈ ∆−(r21) ~n21 + ~x2 + ∆−(r23) ~n23
~X (3)− (3; ~x1, ~x2, ~x3) ≈ ∆−(r31) ~n31 + ∆−(r32) ~n32 + ~x3
. (1.81)
Bei Verwendung dieser Na¨herung zur Berechnung von Erwartungswerten korrelierter
Operatoren ist darauf zu achten, daß numerische Hin- und Ru¨cktransformationen ver-
mieden werden. Zur Berechnung der korrelierten kinetischen Energie im Dreiteilchen-
system sollte daher die Form (1.70) verwendet werden, fu¨r deren Auswertung nur die
Transformation ~X−(3) beno¨tigt wird.
1.4.4 Koordinatentransformation vs. Produktna¨herung
Mit der Produktna¨herung entsprechend Abschnitt 1.3.5 und der hier geschilderten
normerhaltenden Koordinatentransformation stehen zwei Methoden zur Verfu¨gung, um
die Dreiteilchenbeitra¨ge der Clusterentwicklung na¨herungsweise zu bestimmen. Beide
Na¨herungen sind aus unterschiedlichen Motiven entwickelt: Die erste basiert auf einer
formalen Entwicklung korrelierter Operatoren, die zweite auf einer pha¨nomenologisch
konstruierten Koordinatentransformation. Es ist zu pru¨fen, welcher der beiden Ansa¨tze
aus physikalischer Sicht besser geeignet ist.
Als einfachstes Beispiel, das eine Gegenu¨berstellung beider Zuga¨nge erlaubt, sei die
Transformation eines Koordinatentripels (oder dreier klassischer Teilchen) betrachtet.
Die Anwendung des Dreiteilchenkorrelators bedeutet eine Transformation der drei Ko-
ordinaten in Abha¨ngigkeit von ihrer Ursprungsposition. Die Produktna¨herung besteht
dabei in der sukzessiven Anwendung der Zweiteilchentransformation fu¨r alle drei Koor-
dinatenpaare und Mittelung u¨ber alle Reihenfolgen. Die verallgemeinerte Koordinaten-
transformation erfordert nur die Anwendung der Dreiteilchentransformation entspre-
chend (1.80). Als Zweiteilchenkorrelationsfunktion R+(r) wird die eines Hardcorepo-
tentials zugrundegelegt, d.h. alle Teilchenpaare mit Absta¨nden kleiner dem Coreradius
(rcore = 0.5fm) werden auf Absta¨nde gro¨ßer dem Coreradius verschoben. Die konkrete
Form des Korrelators entspricht dem optimalen globalen Korrelator fu¨r das Gammel-
Christian-Thaler Potential, der in Abschnitt 4.1.1 diskutiert wird (siehe Abbildung
4.2).
Man betrachte exemplarisch das Verhalten der transformierten Absta¨nde der drei
Teilchen fu¨r den Fall, daß Teilchen 1 und 2 in der Ausgangsformation einen Abstand
von r12 = 0.1 rcore aufweisen. Das dritte Teilchen kann auf der Mittelsenkrechten der
beiden anderen in einem Abstand d zu deren Schwerpunkt positioniert werden. In Ab-
bildung 1.1 sind die transformierten Absta¨nde r˜12 bzw. r˜13 = r˜23 als Funktion der
Entfernung d des dritten Teilchens aufgetragen. Wie zu erwarten schiebt der Korre-
lator in Zweiteilchenna¨herung die Teilchen 1 und 2 gerade aus dem Core heraus, das
dritte Teilchen hat dabei keinen Einfluß. Die Dreiteilchenkorrelationen im Rahmen der
verallgemeinerten Koordinatentransformation bewirken eine weitere Verschiebung der
ersten beiden Teilchen, wenn das dritte Teilchen sehr nahe ist. Liegt das dritte Teilchen
praktisch auf der Achse der beiden ersten, dann wird deren Abstand r˜12 gerade auf
den doppelten Coreradius erho¨ht, der Abstand r˜13 = r˜23 des dritten Teilchens zu den
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Abbildung 1.1 · Dreiteilchenkorrelierte Absta¨nde in einem Teilchentripel beschrieben durch
die verallgemeinerte Koordinatentransformation ( ) und die Produktna¨herung ( ) als
Funktion der Entfernung d des dritten Teilchens. Zum Vergleich ist sind die unkorrelierten
Absta¨nde ( ) sowie das Ergebnis der Zweiteilchenna¨herung bezu¨glich der ersten beiden
Teilchen ( ) eingezeichnet. Verwendet wird die Korrelationsfunktion eines Hard-Core-
Potentials mit 0.5fm Coreradius (siehe Text).
beiden entspricht gerade dem Coreradius. Entfernt sich das dritte Teilchen, dann redu-
ziert sich diese zusa¨tzliche Verschiebung der beiden ersten Teilchen und der Abstand
konvergiert gegen den Wert in Zweiteilchenna¨herung, der bei etwa d ∼ 0.8 fm erreicht
wird.
Die Produktna¨herung der Dreiteilchenkorrelationen zeigt dagegen ein pathologisches
Verhalten: Durch den Einfluß des dritten Teilchens werden die ersten beiden in den
gegenseitigen Core hineingeschoben. Ihr Abstand r˜12 verringert sich unter den Wert
in Zweiteilchenna¨herung. Auch der Abstand r˜13 = r˜23 des dritten Teilchens zu den
beiden u¨brigen ist bei kleinen d kleiner als der Coreradius. Berechnet man mit einer
nach dieser Methode transformierten Wellenfunktion den Erwartungswert eines Hard-
Core-Potentials, dann erha¨lt man zwangsla¨ufig divergente Beitra¨ge. Fu¨r ein Soft-Core-
Potential bewirkt die
”
Verschiebung in den Core” eine unphysikalische Erho¨hung des
Potentialerwartungswertes. Diese Pathologie der Produktna¨herung tritt zwar nur auf,
wenn zwei Teilchen extrem nah beieinander liegen, sie zeigt aber dennoch, daß die
Partialsummation der Operatorentwicklung wesentliche Terme vernachla¨ssigt.
Zusammenfassend: Die verallgemeinerte Koordinatentransformation ist nicht nur der
einfachere Weg, um die Effekte der Dreiteilchenkorrelationen zu beschreiben, sondern
sie ist auch der Natur der Drei- und Mehrteilchenkorrelationen besser angepaßt.
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Stark wechselwirkende Fermigase
Eines der physikalischen Systeme, das mit den Mitteln der Methode der unita¨ren Kor-
relatoren untersucht werden soll, ist das homogene stark wechselwirkende Fermigas.
Dieses Kapitel diskutiert die formalen Aspekte der Berechnung korrelierter Energien
und korrelierter Orts- bzw. Impulsraumdichten. Das besondere Augenmerk richtet sich
auf Neutronen- und Kernmaterie, der formale Apparat kann aber ebenso auf andere
Systeme, z.B. flu¨ssiges 3He, angewendet werden.
2.1 Zustandsgleichung
Die Observable, die fu¨r ein stark wechselwirkendes Fermigas von vorrangigem Interesse
ist, ist der Erwartungswert der Energie pro Teilchen in Abha¨ngigkeit von der Dichte
des Systems bzw. dem Fermiimpuls. Der funktionale Zusammenhang ε(ρ) bzw. ε(kF )
ist eine mo¨gliche Darstellung der Zustandsgleichung fermionischer Materie. In diesem
Abschnitt soll die analytische Form der Zustandsgleichung im Rahmen der Methode
der unita¨ren Korrelatoren abgeleitet werden.
2.1.1 Hamiltonoperator und Zusta¨nde
Ziel ist es, den Erwartungswert der Energie in einem wechselwirkenden, entarteten Fer-
migas fu¨r ein gegebenes Potential zu berechnen. Dabei beschra¨nkt man sich zuna¨chst
auf Terme bis zur zweiten Ordnung der Clusterentwicklung. Der korrelierte Hamilton-
operator in Zweiteilchenna¨herung ist entsprechend Abschnitt 1.3.3 von der Struktur
H˜C2 = T + V˜ + U˜ + T˜∇ + T˜r
=
∑
i
t(i) +
∑
i<j
v˜(ij) +
∑
i<j
u˜(ij) +
∑
i<j
t˜∇(ij) +
∑
i<j
t˜r(ij).
(2.1)
Sowohl das Potential als auch der Korrelator ko¨nnen von Spin und Isospin abha¨n-
gen. Die Spin-Isospinabha¨ngigkeit des Potentials kann entweder durch Projektions-
operatoren ΠST auf Eigenzusta¨nde zum gekoppelten Spin und Isospin im Zweiteil-
chensystem oder durch die Produkte aus den Einteilchen-Spin- bzw. Isospinoperatoren
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Op=1,σ,τ,στ = {1, ~σ1~σ2, ~τ1~τ2, (~σ1~σ2)(~τ1~τ2)} dargestellt werden:
v =
∑
S,T
vST (r) ΠST =
∑
p
vp(r) Op. (2.2)
Die Transformationen des Operatorteils im Spin-Isospinraum bzw. der Radialabha¨n-
gigkeiten des Potentials zwischen beiden Darstellungen lauten(
Π00
Π01
Π10
Π11
)
= T
(
O
1
O
σ
O
τ
O
στ
)
bzw.
 v00(r)v01(r)
v10(r)
v11(r)
 = (T−1)T
 v1(r)vσ(r)
vτ (r)
vστ (r)
 (2.3)
mit den Transformationsmatrizen
T =
1
16
(
1 −1 −1 1
3 −3 1 −1
3 1 −3 −1
9 3 3 1
)
und T−1 =
(
1 1 1 1
−3 −3 1 1
−3 1 −3 1
9 −3 −3 1
)
. (2.4)
Die Formulierung eines unita¨ren spin-isospinabha¨ngigen Korrelators erfordert die Dar-
stellung in den Projektionsoperatoren ΠST . Da die Auswertung der Matrixelemente in
der Formulierung mit den Operatoren Op jedoch einfacher ist, werden die Komponen-
ten des korrelierten Hamiltonoperators zuna¨chst in der Projektordarstellung bestimmt
und anschließend in die Op-Darstellung transformiert.
Die Komponenten des korrelierten Hamiltonoperators sind im einzelnen: Die unkor-
relierte kinetische Energie
t =
1
2m
~p2, (2.5)
das korrelierte spin-isospinabha¨ngige Potential
v˜ =
∑
p
v˜p(r) Op, (2.6)
der Potentialteil der korrelierten kinetischen Energie
u˜ =
∑
p
u˜p(r) Op, (2.7)
der Gradiententeil der effektiven Massenkorrektur
t˜∇ =
1
2µ
∑
p
~q
µ
µ˜p(r)
~q Op (2.8)
und schließlich der Radialteil der effektiven Massenkorrektur
t˜r =
1
2µ
∑
p
q†r
µ
µ˜pr(r)
qr O
p. (2.9)
Die Radialabha¨ngigkeiten der korrelierten lokalen Potentiale v˜(r) und u˜(r) sowie der
effektiven Massenkorrekturen µ˜(r) und µ˜r(r) als Funktion der Korrelationsfunktion
R+(r) sind in Abschnitt 1.3.3 angegeben.
Der Berechnung des Erwartungswertes des Hamiltonoperators (2.1) fu¨r ein wechsel-
wirkendes Fermigas liegt folgende Idee zugrunde: Man betrachte ein endliches kubisches
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Volumen V = L3 mit periodischen Randbedingungen, in dem A Teilchen enthalten sind.
Fu¨r dieses System werden die Observablen, wie Energie oder Dichten in Orts- und Im-
pulsraum, berechnet. Abschließend wird der Grenzu¨bergang V,A → ∞ bei konstanter
Dichte ρ = A/V , der sog. Kontinuumslimes, ausgefu¨hrt. Physikalisch sinnvolle Gro¨ßen
ha¨ngen lediglich von der Dichte und nicht von Teilchenzahl oder Volumen ab.
Die Berechnung des Energieerwartungswertes erfolgt im Rahmen eines Hartree-Fock-
Modells. Der Vielteilchenzustand ist durch eine Slaterdeterminante von Einteilchenzu-
sta¨nden gegeben, im Grundzustand sind die energetisch niedrigsten Einteilchenzusta¨nde
besetzt. Die Einteilchenzusta¨nde sind Eigenzusta¨nde zu einem selbstkonsistenten mitt-
leren Feld, das wegen der Translationsinvarianz u¨ber das Volumen konstant sein muß.
Damit sind die Einteilchenzusta¨nde ebene Wellen, die periodischen Randbedingungen
unterliegen. Mit anderen Worten: Der unkorrelierte Vielteilchenzustand ist durch das
freie Fermigas definiert. Der Einfluß der Wechselwirkung auf den Vielteilchenzustand
wird allein durch den Korrelationsoperator beschrieben.
Fu¨r ein entartetes Fermigas sind die Einteilchenzusta¨nde neben der Impulsquanten-
zahl ~ki noch durch eine diskrete intrinsische Quantenzahl mi gekennzeichnet, die λ
verschiedene Werte annehmen kann:∣∣i〉 = ∣∣~ki〉⊗ ∣∣mi〉. (2.10)
Fu¨r die kernphysikalisch interessanten Systeme Kernmaterie bzw. Neutronenmaterie
steht mi als kollektiver Index fu¨r die Spin-Isospinquantenzahlen m
s
i und m
t
i. Die Ent-
artungsgrade λ sind in diesen Fa¨llen:
Neutronenmaterie: λ = 2 (2.11)
Kernmaterie: λ = 4
Der Ortsanteil der Einteilchenzusta¨nde ist, wie gesagt, durch eine ebene Welle mit
Impuls ~ki gegeben, die auf das Volumen V normiert wird〈
~x
∣∣~ki〉 = 1√
V
exp
(
i~ki ~x
)
. (2.12)
Die periodischen Randbedingungen erzwingen die Quantisierungsbedingung
~k =
2pi
L
( nx
ny
nz
)
, nx,y,z = 0,±1,±2, . . . (2.13)
Die Impulsquantenzahl des ho¨chsten im Grundzustand besetzten Einteilchenzustandes
definiert den Fermiimpuls kF . Bei der Berechnung von Erwartungswerten wird statt der
Summation bis zu einer gewissen Teilchenzahl u¨ber alle Zusta¨nde mit Impulsbetra¨gen
kleiner dem Fermiimpuls kF — der sog. Fermikugel — summiert. Der Kontinuumslimes
A, V → ∞ la¨ßt sich nutzen, um die Summationen u¨ber die diskreten Impulseigenzu-
sta¨nde in eine Integration u¨ber eine kontinuierliche Impulsvariable umzuformen. Dabei
ist das Volumen einer Impulsraumzelle zu beachten, es gilt die Ersetzung:
kF∑
~ki
. . . → V
(2pi)3
kF∫
d3k . . . . (2.14)
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Die Summation bzw. Integration verla¨uft dabei u¨ber alle Impulsvektoren ~k mit Betrag
kleiner oder gleich dem Fermiimpuls kF . Damit la¨ßt sich zum Beispiel der Erwartungs-
wert der Teilchenzahl mit dem Fermiimpuls verknu¨pfen
A =
A∑
i=1
1 =
λ∑
m=1
kF∑
~ki
1 = λ
V
(2pi)3
kF∫
d3k 1 = λ
V
6pi2
k3F . (2.15)
Nach Division durch V ergibt sich die immer wieder beno¨tigte Beziehung zwischen
Fermiimpuls kF und Dichte ρ = A/V :
ρ =
λ
6pi2
k3F . (2.16)
2.1.2 Energie in Zweiteilchenna¨herung
Der Erwartungswert des korrelierten Hamiltonoperators in Zweiteilchenna¨herung (2.1)
kann direkt berechnet werden. Der Erwartungswert der Energie pro Teilchen wird in ei-
ne dem korrelierten Hamiltonoperator analoge Struktur zerlegt. Die einzelnen Summan-
den bezeichnen die Erwartungswerte der entsprechenden Operatoren dividiert durch die
Teilchenzahl
ε˜C2 = t0 + v˜ + u˜+ t˜∇ + t˜r. (2.17)
Die Terme werden nun im einzelnen angegeben, die Herleitungen der hier gezeigten
Ausdru¨cke finden sich in Abschnitt A.1 des Anhangs.
Fu¨r den Beitrag der unkorrelierten kinetischen Energie pro Teilchen t0 ergibt sich
der wohlbekannte Term
t0 =
3
10m
k2F . (2.18)
Alle u¨brigen Terme sind Erwartungswerte von Zweiteilchenoperatoren. Hier macht sich
die Antisymmetrie des Vielteilchenzustandes bemerkbar. Es ist zweckma¨ßig, diese Er-
wartungswerte in einen sog. direkten (di) und einen Austauschterm (xc) zu zerlegen.
Zum Beispiel fu¨r das korrelierte Potential
v˜ = v˜
∣∣
di
+ v˜
∣∣
xc
(2.19)
mit
v˜
∣∣
di
=
1
A
∑
i<j
〈
ij
∣∣ v˜ ∣∣ij〉 , v˜∣∣
xc
= − 1
A
∑
i<j
〈
ij
∣∣ v˜ ∣∣ji〉. (2.20)
Diese Summen u¨ber Matrixelemente fu¨r den direkten und den Austauschterm sind fu¨r
die verschiedenen Zweiteilchenoperatoren zu berechnen, die Details dieser Rechnung
finden sich in Anhang A.1; an dieser Stelle werden nur die Resultate angegeben.
Fu¨r den Erwartungswert des lokalen Operators v˜ (analog fu¨r u˜) ergeben sich fu¨r den
direkten und den Austauschterm folgende Ausdru¨cke:
v˜
∣∣
di
=
λ
12pi2
k3F
∫
d3r v˜(r)
v˜
∣∣
xc
= − 1
12pi2
k3F
∫
d3r v˜(r) l21(kF r),
(2.21)
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wobei kF den Fermiimpuls und λ den Entartungsgrad (2.11) bezeichnet, desweiteren
tritt im Austauschterm die bekannte Slaterfunktion
l1(x) = 3
j1(x)
x
= 3
sin(x)− x cos(x)
x3
(2.22)
auf. Daru¨ber hinaus sind hier wie in den folgenden Rechnungen die spha¨rischen Bessel-
funktionen jl(x) zu l = 0 und l = 1 relevant
j0(x) =
sin(x)
x
, j1(x) =
sin(x)
x2
− cos(x)
x
. (2.23)
Fu¨r die Komponenten des Gradiententeils des effektiven Massenterms ergibt die ent-
sprechende Rechnung:
t˜∇
∣∣
di
=
λ
80pi2µ
k5F
∫
d3r
µ
µ˜(r)
t˜∇
∣∣
xc
= − 1
80pi2µ
k5F
∫
d3r
µ
µ˜(r)
l2(kF r),
(2.24)
wobei die Hilfsfunktion l2(x) durch
l2(x) = 15
[
j20(x)
x2
+
(15
x4
− 1
x2
)
j21(x)−
8
x3
j0(x)j1(x)
]
(2.25)
gegeben ist. Schließlich gilt fu¨r den Radialteil des effektiven Massenterms:
t˜r
∣∣
di
=
λ
240pi2µ
k5F
∫
d3r
µ
µ˜r(r)
t˜r
∣∣
xc
= − 1
240pi2µ
k5F
∫
d3r
µ
µ˜r(r)
l3(kF r),
(2.26)
mit
l3(x) = 45
[
j20(x)
x2
+
(21
x4
− 1
x2
)
j21(x)−
10
x3
j0(x)j1(x)
]
. (2.27)
Diese Resultate lassen sich leicht auf Potentiale und Korrelatoren mit Spin-Isospin-
abha¨ngigkeit u¨bertragen. Die Operatoren der korrelierten Potentiale und der effektiven
Massenkorrekturen sind fu¨r das spin-isospinabha¨ngige Problem durch die Ausdru¨cke
(2.6) bis (2.9) gegeben. Sie bestehen aus vier Summanden, die die Spin-Isospinoperatoren
Op = {1, ~σ1~σ2, ~τ1~τ2, (~σ1~σ2)(~τ1~τ2)} enthalten. Die Berechnung des Erwartungswertes
ergibt fu¨r jeden Summanden zusa¨tzlich zu den oben gezeigten Termen einen Fak-
tor, der aus der Summation der Matrixelemente der Operatoren Op u¨ber die Spin-
Isospinfreiheitsgrade resultiert. Fu¨r die direkten Terme bzw. die Austauschterme erge-
ben sich die Faktoren Opdi bzw. O
p
xc zu
p 1 σ τ στ
Opdi 1 0 0 0
Opxc 1 3 3 9
(2.28)
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Zur Behandlung des spin-isospinabha¨ngigen Problems sind also die obigen Erwartungs-
werte nur fu¨r jeden Summanden separat zu berechnen und mit dem entsprechenden
Faktor zu multiplizieren. Zum Beispiel gilt fu¨r das lokale spin-isospinabha¨ngige Poten-
tial
v˜
∣∣
di
=
4∑
p=1
v˜p
∣∣
di
, v˜
∣∣
xc
=
4∑
p=1
v˜p
∣∣
xc
(2.29)
mit
v˜p
∣∣
di
= Opdi
λ
12pi2
k3F
∫
d3r v˜p(r)
v˜p
∣∣
xc
= −Opxc
1
12pi2
k3F
∫
d3r v˜p(r) l21(kF r).
(2.30)
Es sei bemerkt, daß fu¨r die direkten Terme nur die spin-isospinunabha¨ngige Kompo-
nente (p = 1) des Potentials beitra¨gt. In den Austauschtermen tragen dagegen alle
Komponenten bei und die Komponenten zu ho¨heren p sind sogar deutlich sta¨rker ge-
wichtet.
Damit sind alle Terme der korrelierten Energie pro Teilchen in Zweiteilchenna¨herung
als Funktion des Fermiimpulses bekannt. Die Gesamtenergie pro Teilchen kann wie die
Erwartungswerte der Einzelbeitra¨ge in den direkten und den Austauschterm zerlegt
werden
ε˜C2(kF ) = ε˜
C2(kF )
∣∣
di
+ ε˜C2(kF )
∣∣
xc
. (2.31)
Fu¨r den direkten Term ergibt sich die einfache Struktur
ε˜C2(kF )
∣∣
di
= C2 k
2
F + C3 k
3
F + C5 k
5
F . (2.32)
Die Koeffizienten enthalten dabei neben Vorfaktoren nur die Integrale u¨ber die korre-
lierten Radialabha¨ngigkeiten von Potentialen und effektiven Massenkorrekturen. Der
direkte Term ist also ein einfaches Polynom in kF , in dem nur die Potenzen 2,3 und 5
vorkommen. Der Summand zu k2F stammt von der unkorrelierten kinetischen Energie,
der zu k3F von den lokalen Potentialen und der zu k
5
F von den effektiven Massenkorrek-
turen.
Der Austauschterm hat eine komplexere Gestalt, da die eingehenden Integrale nicht
unabha¨ngig vom Fermiimpuls sind, sondern spha¨rische Besselfunktionen mit Argumen-
ten kF r enthalten. Die Abha¨ngigkeit der Austauschterme vom Fermiimpuls kF sowie
deren Vorzeichen ist von der funktionalen Gestalt der korrelierten Potentiale und der ef-
fektiven Massen abha¨ngig. Im allgemeinen wachsen die Austauschterme mit geringerer
Potenzen in kF als die direkten Terme. Fu¨r ein reines 1/r-Potential ist der Austausch-
term zum Beispiel proportional zu kF wa¨hrend der direkte Term mit k
3
F wa¨chst. Es
wird sich zeigen, daß die Austauschterme verglichen mit den entsprechenden direkten
Termen einen Beitrag von lediglich 10–20% liefern, so daß die allgemeine Struktur der
Zustandsgleichung von den direkten Termen bestimmt ist.
Bereits an dieser Stelle la¨ßt sich eine wichtige Beobachtung machen: Das Verhal-
ten bei großen Fermiimpulsen bzw. bei großen Dichten ist wesentlich vom Vorzeichen
der Proportionalita¨tskonstante des k5F -Terms abha¨ngig. Es wird sich zeigen, daß diese
Konstante positiv ist, d.h. fu¨r große Fermiimpulse (Dichten) wa¨chst die Energie an —
man erha¨lt zwangsla¨ufig Sa¨ttigung. Dieser Punkt ist von gro¨ßter Wichtigkeit und wird
spa¨ter im Detail diskutiert.
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2.1.3 Dreiteilchenbeitra¨ge zur Energie
A priori ist nicht klar, daß die bisher diskutierte Zweiteilchenna¨herung der Clusterent-
wicklung zur Beschreibung der Zustandsgleichung eines stark wechselwirkenden Fer-
migases — z.B. Kern- und Neutronenmaterie — ausreicht. Eine konsequente Beant-
wortung dieser Frage ist nur durch eine Berechnung oder wenigstens Abscha¨tzung der
Beitra¨ge der na¨chsten Ordnung der Clusterentwicklung — der Dreiteilchenordnung —
mo¨glich. Der korrelierte Hamiltonoperator in Dreiteilchenna¨herung lautet formal
H˜C3 = H˜C2 + H˜[3] = T + H˜[2] + H˜[3], (2.33)
der Zweiteilchenteil H˜C2 entspricht Gleichung (2.1). Der Dreiteilchenbeitrag H˜[3] setzt
sich aus einem Beitrag der kinetischen Energie und einem Beitrag des Potentials zu-
sammen:
H˜[3] = T˜[3] + V˜[3] =
∑
i<j<l
t˜[3](ijl) +
∑
i<j<l
v˜[3](ijl). (2.34)
Die analytische Form der irreduziblen Dreiteilchenoperatoren t˜[3] und v˜[3] ist sehr viel
komplexer als im Zweiteilchenfall. Es ist nicht ohne weiteres mo¨glich, sie direkt aus
der Darstellung des allgemeinen Korrelationsoperators im Dreiteilchenraum abzulei-
ten. Vielmehr ist man auf Na¨herungen der Dreiteilchenkorrelationen angewiesen. Zwei
mo¨gliche Na¨herungen wurden in den Abschnitten 1.3.5 und 1.4.3 beschrieben: Zum
einen die Produktna¨herung, die durch Entwicklung und Partialsummation des mit dem
vollen Dreiteilchenkorrelator transformierten Operators gewonnen wird. Zum anderen
die verallgemeinerte Dreiteilchen-Koordinatentransformation, die durch die anschauli-
che Deutung der Wirkung des Dreiteilchenkorrelators motiviert ist. Mit Hilfe dieser
Na¨herungen kann die analytische Form der Dreiteilchenbeitra¨ge des korrelierten Poten-
tials v˜[3] und der korrelierten kinetischen Energie t˜[3], die sich wie im Zweiteilchenfall
aus einem lokalen Potential u˜[3] und einem effektiven Massenteil zusammensetzt, ange-
geben werden.
Es verbleibt die Aufgabe, die Erwartungswerte dieser Dreiteilchenoperatoren in Kern-
materie zu berechnen. Die Energie pro Teilchen in Dreiteilchenna¨herung setzt sich aus
der Energie in Zweiteilchenna¨herung (2.17) und den Erwartungswerten der Dreiteil-
chenbeitra¨ge der kinetischen Energie und des Potentials zusammen:
ε˜C3 = ε˜C2 + t˜[3] + v˜[3]. (2.35)
Die Erwartungswerte der Dreiteilchenoperatoren werden in einen direkten Term (di),
einen Term mit einfachem Austausch (xc) und einen mit doppeltem Austausch (xxc)
zerlegt. Zum Beispiel fu¨r das Dreiteilchenpotential:
v˜[3] = v˜[3]
∣∣
di
+ v˜[3]
∣∣
xc
+ v˜[3]
∣∣
xxc
, (2.36)
mit
v˜[3]
∣∣
di
=
1
A
∑
i<j<l
〈
ijl
∣∣ v˜[3] ∣∣ijl〉
v˜[3]
∣∣
xc
= − 1
A
∑
i<j<l
〈
ijl
∣∣ v˜[3] ∣∣jil〉+ 〈ijl∣∣ v˜[3] ∣∣ilj〉+ 〈ijl∣∣ v˜[3] ∣∣lji〉
v˜[3]
∣∣
xxc
=
1
A
∑
i<j<l
〈
ijl
∣∣ v˜[3] ∣∣jli〉+ 〈ijl∣∣ v˜[3] ∣∣lij〉.
(2.37)
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Die Berechnung der auftretenden Dreiteilchenmatrixelemente folgt dem Schema der
Zweiteilchenrechnung, fu¨r das lokale Dreiteilchenpotential v˜[3] (analog u˜[3]) ergibt sich
v˜[3]
∣∣
di
=
λ2
216pi4
k6F
∫∫
d3x1 d
3x2 v˜
[3](~x1, ~x2, 0)
v˜[3]
∣∣
xc
= − λ
72pi4
k6F
∫∫
d3x1 d
3x2 v˜
[3](~x1, ~x2, 0) l
2
1(kF r12)
v˜[3]
∣∣
xxc
=
1
108pi4
k6F
∫∫
d3x1 d
3x2 v˜
[3](~x1, ~x2, 0) ×
× l1(kFx1) l1(kFx2) l1(kF r12),
(2.38)
dabei bezeichnet l1(x) die Slaterfunktion (2.22) und r12 = |~x1 − ~x2|. Der direkte Term
des Dreiteilchenpotentials ist proportional zu k6F und dominiert bei großen Fermiim-
pulsen gegenu¨ber den effektiven Massentermen der Zweiteilchenordnung.
Dies la¨ßt sich analog zum Vorgehen im Falle der Zweiteilchenterme auf spin-isospin-
abha¨ngige Potentiale mit spin-isospinunabha¨ngigen Korrelatoren u¨bertragen. Das un-
korrelierte Zweiteilchenpotential und das entsprechende Potential im Dreiteilchenraum
ist von der Form
v2 =
4∑
p=1
vp(r12)O
p
v3 =
4∑
p=1
vp(r12)O
p(12) + vp(r13)O
p(13) + vp(r23)O
p(23),
(2.39)
dabei ist Op = {1, ~σ1~σ2, ~τ1~τ2, (~σ1~σ2)(~τ1~τ2)}. Die Erwartungswerte der einzelnen Sum-
manden sind von der Form (2.38) mit zusa¨tzlichen Faktoren, die den Erwartungswerten
der Operatorteile im Spin-Isospinraum Rechnung tragen. Diese Faktoren fu¨r den direk-
ten Term Op3di, den einfachen Austauschterm O
p
3xc und den doppelten Austauschterm
Op3xxc ergeben sich zu
p 1 σ τ στ
Op3di 1 0 0 0
Op3xc 1 1 1 3
Op3xxc 1 3 3 9
(2.40)
Die Erwartungswerte der einzelnen Potentialkomponenten sind schließlich nur noch zu
summieren. Fu¨r spin-isospinabha¨ngige Korrelatoren wird der Ausdruck komplizierter,
da Produkte der Spin-Isospinoperatoren zu verschiedenen Teilchenpaaren auftreten.
Da die Dreiteilchenordnung ohnehin nur als Korrektur verwendet wird, soll auf die Be-
rechnung dieser Teile verzichtet werden. Zur Abscha¨tzung der Dreiteilchenbeitra¨ge bei
Korrelatoren mit Spin-Isospinabha¨ngigkeit kann na¨herungsweise ein mittlerer Korrela-
tor verwendet werden.
Fu¨r den effektiven Massenterm des Dreiteilchenbeitrags der korrelierten kinetischen
Energie ist die entsprechende Rechnung durchzufu¨hren, darauf soll hier jedoch verzich-
tet werden. Bereits aus der formalen Gestalt dieses Beitrags la¨ßt sich schließen, daß der
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direkte Term proportional zu k8F ist. Im Sinne einer Entwicklung der Zustandsgleichung
nach Potenzen des Fermiimpulses bedeutet seine Vernachla¨ssigung einen Abbruch der
Entwicklung nach der Ordnung k6F . Alle Terme bis zur Ordnung k
6
F sind konsistent be-
ru¨cksichtigt. Fu¨r die hier untersuchten Dichten wird sich diese Na¨herung als ausreichend
erweisen.
Nichtsdestotrotz lassen sich damit interessante Erkenntnisse zur Struktur der Zu-
standsgleichung, d.h. deren Entwicklung in Potenzen des Fermiimpulses, gewinnen. Fu¨r
den direkten Term der Energie in Dreiteilchenna¨herung gilt nach den obigen Ausfu¨h-
rungen (vergl. (2.32)):
ε˜C3(kF )
∣∣
di
= C2 k
2
F + C3 k
3
F + C5 k
5
F + C6 k
6
F + C8 k
8
F . (2.41)
Hieraus la¨ßt sich bereits die allgemeine Struktur der Zustandsgleichung in beliebiger
Ordnung der Clusterentwicklung ablesen. Die direkten Terme der n-Teilchenordnung
enthalten einen k3n−3F -Term von den lokalen Potentialen und einen k
3n−1
F -Term von den
impulsabha¨ngigen Komponenten. In der Einteilchenordnung, in der keine Korrelatio-
nen und kein Potential auftreten, liefert lediglich die unkorrelierte kinetische Energie
eine k2F -Abha¨ngigkeit. In der Zweiteilchenordnung kommt eine k
3
F -Komponente von
den Potentialen und ein k5F -Teil von den effektiven Massentermen hinzu. Die Dreiteil-
chenordnung liefert zusa¨tzlich einen k6F - und einen k
8
F -Term. Die Vierteilchenordnung
wu¨rde einen k9F - und einen k
11
F -Beitrag erzeugen, u.s.w. Diese Struktur der Zustandsglei-
chung ist eine Folge des Konzepts der unita¨ren Korrelatoren und spezifisch fu¨r diese.
Ihre Bedeutung wird im Vergleich zu anderen Methoden, insbesondere den Jastrow-
Korrelationen in Abschnitt 4.1.3, deutlich werden.
2.1.4 Dichteabha¨ngige Korrelatoren in Zweiteilchenna¨herung
Es ist nicht in allen Anwendungsfa¨llen mo¨glich, die dritte Ordnung der Clusterent-
wicklung explizit zu berechnen. Oftmals ist der numerische Aufwand dafu¨r unangemes-
sen hoch. In solchen Fa¨llen wa¨re es hilfreich, die Beitra¨ge ho¨herer Clusterordnungen
als effektive Korrektur der Zweiteilchenna¨herung zu formulieren, ohne dabei die einfa-
che Struktur der zweiteilchenkorrelierten Gro¨ßen zu verlieren. Einige Hinweise auf eine
mo¨gliche effektive Beschreibung der Vielteilchenkorrelationen erha¨lt man zum einen
aus pha¨nomenologischen Betrachtungen der Effekte der Dreiteilchenordnung und zum
anderen aus der Struktur des Energieerwartungswertes in Materie in Abha¨ngigkeit von
der Dichte in den verschiedenen Clusterna¨herungen.
Die Zweiteilchenna¨herung im Zusammenspiel mit der Energieminimierung weist die
generelle Eigenschaft auf, den Energieerwartungswert zu unterscha¨tzen — d.h. die Zwei-
teilchenna¨herung liefert in gebundenen Systemen in der Regel zu starke Bindung. Die
Dreiteilchenordnung tra¨gt meist mit einer positiven Korrektur zur Energie bei — die
Bindungsenergie wird reduziert. Dieser Effekt versta¨rkt sich mit wachsender Dichte,
bis die dritte Ordnung nicht mehr als kleine Korrektur betrachtet werden kann, son-
dern dominant wird. Die Na¨herung, Teilchenpaare als unabha¨ngig zu betrachten, ist
in solchen Fa¨llen nicht mehr gerechtfertigt. Der Effekt der
”
dritten Teilchen”, die die
Korrelationen zwischen Paaren beeinflussen, wird wesentlich.
Die Auswirkung der
”
dritten Teilchen” kann im Rahmen einer effektiven Beschrei-
bung auf Zweiteilchenniveau durch dichteabha¨ngige Zweiteilchenkorrelatoren beschrie-
ben werden. Die Dichte ρ— oder der Fermiimpuls kF — fungiert als globaler Parameter,
der die Relevanz der ho¨heren Ordnungen beschreibt, er liefert globale Information u¨ber
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die
”
dritten Teilchen”. Um die Qualita¨t der Zweiteilchenna¨herung bei wachsender Dich-
te zu wahren, ist es notwendig, die Sta¨rke der Korrelationen, repra¨sentiert z.B. durch
das Korrelationsvolumen
VC =
∫
d3r
(R+(r)− 1)2, (2.42)
zu reduzieren. Der Kleinheitsparameter
κ = ρ VC , (2.43)
dessen Gro¨ße als grobes Maß fu¨r die Anwendbarkeit der Zweiteilchenna¨herung gilt, kann
auf diese Weise klein gehalten werden. Von diesem pha¨nomenologischen Standpunkt aus
wu¨rde man also einen effektiven, zustandsabha¨ngigen Zweiteilchenkorrelator definieren,
dessen Sta¨rke mit zunehmender Dichte bzw. zunehmendem Fermiimpuls abnimmt.
In welcher funktionalen Form die Dichte in die Korrelationsfunktion eingeht, ist zu-
na¨chst offen. Als Beispiel sei die typische Parametrisierung der Korrelationsfunktion
R+(r) fu¨r Soft-Core-Potentiale betrachtet
R+(r) = r + α (r/β)
η H(r/β), (2.44)
dabei ist H(r) eine Ausheilfunktion, die fu¨r große r gegen Null strebt. Maßgeblich fu¨r
die Sta¨rke des Korrelators sind die beiden Parameter α und β. α beschreibt im wesentli-
chen die maximale Verschiebung und β die Reichweite der Korrelationen, beide besitzen
die Dimension einer La¨nge. Die einfachste Mo¨glichkeit, eine Dichteabha¨ngigkeit zu im-
plementieren, ist, diese Parameter dichteabha¨ngig zu skalieren, was einer Umskalierung
der Radialkoordinate gleichkommt. Dies wird durch Multiplikation mit einer Funktion
ξ(ρ) erreicht
R+(r, ρ) = r + αξ(ρ)
( r
βξ(ρ)
)η
H
( r
βξ(ρ)
)
. (2.45)
Erste Indizien fu¨r eine physikalisch motivierte Wahl der Skalierungsfunktion ξ(ρ) er-
geben sich aus der Betrachtung der Dichteabha¨ngigkeit des Kleinheitsparameters bzw.
des Korrelationsvolumens. Allgemein sollte ξ fu¨r ρ = 0 den Wert Eins annehmen, da
fu¨r kleine Dichten die Zweiteilchenna¨herung gu¨ltig und die damit bestimmten Werte
der Parameter α und β optimal sind. Im Sinne der Gu¨ltigkeit der Zweiteilchenna¨herung
sollte der Kleinheitsparameter als Produkt VC(ρ) ρ bei wachsender Dichte nicht propor-
tional der Dichte, wie beim dichteunabha¨ngigen Korrelator, sondern deutlich schwa¨cher
wachsen oder gar konstant bleiben. Mit dem obigen Ansatz fu¨r die Korrelationsfunktion
ergibt sich fu¨r das Korrelationsvolumen ein Ausdruck der Form
VC(ρ) =
∫
d3r
(R+[r/ξ(ρ)]− 1)2 = ∫ d3r (R+[r/ξ(ρ)]− 1)2
= ξ3(ρ)
∫
d3r′
(R+(r′)− 1)2 = ξ3(ρ) VC . (2.46)
Hierbei wurde verwendet, daß sich die Skalierung der Korrelatorparameter in der Me-
trikfunktion direkt als eine Skalierung der Koordinate auffassen la¨ßt. Das Korrelati-
onsvolumen des dichteabha¨ngigen Korrelators ist also proportional zur dritten Potenz
der Skalierungsfunktion. Eine physikalisch sinnvolle Wahl der Skalierungsfunktion sollte
also fu¨r ξ3(ρ) einen fu¨hrenden, proportional zur Dichte abfallenden Term enthalten.
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Ein einfacher Ansatz fu¨r die Skalierungsfunktion, der diese Forderung erfu¨llt, ist
ξ(ρ) = 1− (γ ρ)1/3. (2.47)
Man kann dies als Entwicklung einer komplexeren Dichte- bzw. kF -Abha¨ngigkeit in
niedrigster Ordnung verstehen, die offenbar nur fu¨r Dichten ρ  1/γ gu¨ltig ist. Der
freie Parameter γ legt die Sta¨rke der Dichteabha¨ngigkeit fest und ist durch Anpas-
sung an Resultate jenseits der Zweiteilchenna¨herung zu bestimmen. Dies wird bei der
Anwendung in Abschnitt 3.2.2 noch im Detail diskutiert.
Diese Wahl der Skalierungsfunktion ist noch sehr willku¨rlich, aus ihr ergeben sich
jedoch einige Eigenschaften, die diesen Ansatz untermauern. Dazu sei die Struktur
der Zustandsgleichung, speziell des korrelierten Potentialerwartungswertes in Zweiteil-
chenna¨herung, betrachtet. Durch Einsetzen des dichteabha¨ngigen Korrelators wird das
korrelierte Potential selbst dichteabha¨ngig und der direkte Term erha¨lt folgende Struk-
tur:
v˜
∣∣
di
=
ρ
2
∫
d3r v[R+(r, ρ)] =
ρ
2
ξ3(ρ)
∫
d3r¯ v[ξ(ρ)R+(r¯)]. (2.48)
Dabei wurde ausgenutzt, daß sich durch den speziellen Ansatz der dichteabha¨ngigen
Korrelationsfunktion (2.45) die Skalierungsfunktion von den Korrelatorparametern auf
die Koordinate r u¨bertragen la¨ßt. Einfu¨hrung einer skalierten Koordinate r¯ = r/ξ(ρ)
und Transformation des Integrals auf die Koordinate fu¨hrt schließlich auf den letzten
Term. Dieser Ausdruck kann nach Einsetzen der speziellen Wahl (2.47) der Skalie-
rungsfunktion in einer Taylorreihe in der Dichte bzw. dem Sta¨rkeparameter γ um Null
entwickelt werden:
v˜
∣∣
di
=
ρ
2
∞∑
n=0
(γ ρ)n/3
∫
d3r fn(r). (2.49)
Die Koeffizienten fn(r) sind von dem Potential und der dichteunabha¨ngigen Korrela-
tionsfunktion bestimmt. Fu¨r die ersten drei Ordnungen gilt
f0(r) = v[R+(r)]
f1(r) = −3 v[R+(r)]−R+(r) v′[R+(r)]
f2(r) = 3 v[R+(r)] + 3R+(r) v
′[R+(r)] +
1
2
R2+(r) v
′′[R+(r)].
(2.50)
Der Term nullter Ordnung ist gerade der mit dem urspru¨nglichen dichteunabha¨ngigen
Korrelator transformierte Erwartungswert, der proportional zur Dichte ist. Daru¨ber
hinaus treten alle Potenzen von ρ1/3 bzw. kF auf, also insbesondere auch solche, die
jenseits der Zweiteilchenna¨herung mit dichteunabha¨ngigem Korrelator liegen. Damit
simuliert die Dichteabha¨ngigkeit auch Terme, die nur in den ho¨heren Ordnungen der
Clusterentwicklung vorkommen — z.B. den direkten Term der Dreiteilchenordnung
mit seiner k6F -Abha¨ngigkeit. Auch die Austauschterme der ho¨heren Ordnungen werden
durch die gebrochenen Potenzen der Dichte in gewisser Weise beru¨cksichtigt.
Die Zustandsgleichung in Zweiteilchenna¨herung mit dichteabha¨ngigem Korrelator bil-
det bezu¨glich der Polynomialstruktur die volle Zustandsgleichung in beliebiger Ordnung
der Clusterentwicklung nach und geht damit deutlich u¨ber die konventionelle Zweiteil-
chenna¨herung hinaus. Wie gut dieser Ansatz in Praxi funktioniert und ob die ange-
nommene Skalierungsfunktion wirklich geeignet ist, wird in Abschnitt 3.2.2 diskutiert.
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2.1.5 Dreiteilchen-Kontaktwechselwirkung
Neben der effektiven Beschreibung der Effekte ho¨herer Ordnungen der Clusterentwick-
lung durch dichteabha¨ngige Operatoren kann auch ein direkterer Weg beschritten wer-
den. Die Beitra¨ge der Dreiteilchenordnung ko¨nnen durch eine effektive Dreiteilchen-
Kontaktwechselwirkung parametrisiert werden
vδ(~x1, ~x2, ~x3) = Γ δ(r12)δ(r13)δ(r23). (2.51)
Γ ist ein freier Parameter — analog zu γ bei den dichteabha¨ngigen Korrelatoren — der
an weiterfu¨hrende Rechnungen oder Na¨herungen jenseits der Zweiteilchenna¨herung an-
gepaßt werden muß. Im Gegensatz zu den dichteabha¨ngigen Korrelatoren geht der An-
satz u¨ber die Zweiteilchenordnung hinaus, da eine Dreiteilchenwechselwirkung explizit
eingefu¨hrt wird. Trotzdem bleibt die analytische Einfachheit der Zweiteilchenna¨herung
bestehen, da die Berechnung der Matrixelemente der Dreiteilchen-Kontaktwechselwir-
kung trivial ist.
Setzt man diese Wechselwirkung in die Ausdru¨cke (2.38) fu¨r die Matrixelemente eines
lokalen Dreiteilchenpotentials ein, so eliminieren die Deltafunktionen alle Integrationen,
und es ergeben sich die einfachen Formen
vδ
∣∣
di
=
λ2
216pi4
Γ k6F , vδ
∣∣
xc
= − λ
72pi4
Γ k6F , vδ
∣∣
xxc
=
1
108pi4
Γ k6F . (2.52)
Fu¨r den Erwartungswert gilt zusammengenommen
vδ = vδ
∣∣
di
+ vδ
∣∣
xc
+ vδ
∣∣
xxc
=
Γ
36pi4
(
1
6
− λ
2
+
λ2
3
)
k6F . (2.53)
Die Dreiteilchen-Kontaktwechselwirkung geht in den Energieerwartungswert also nur
u¨ber einen k6F -proportionalen Term ein. Das entspricht gerade der Abha¨ngigkeit der
fu¨hrenden Ordnungen der lokalen Komponenten der dritten Clusterordnung.
Daraus ergibt sich unmittelbar eine Methode zur Fixierung des Sta¨rkeparameters
der Kontaktwechselwirkung. Wenn die direkten Terme der lokalen Beitra¨ge der Drei-
teilchenordnung die dominante Korrektur zur Zweiteilchenna¨herung sind, dann la¨ßt sich
der direkte Term des Erwartungswertes des lokalen Dreiteilchenpotentials v˜ [3](~x1, ~x2, ~x3)
(sowohl korreliertes Potential als auch lokaler Beitrag der korrelierten kinetischen Ener-
gie) mit dem Erwartungswert der Kontaktwechselwirkung identifizieren. Es ergibt sich
der folgende Zusammenhang zwischen dem Sta¨rkeparameter Γ und dem Integral u¨ber
das Dreiteilchenpotential:
Γ =
λ
1− 3λ+ 2λ2
∫∫
d3x1 d
3x2 v˜
[3](~x1, ~x2, 0). (2.54)
Die Kontaktwechselwirkung ist in diesem Zusammenhang nichts weiter als eine Umfor-
mulierung des direkten Terms des Materieerwartungswertes eines lokalen Dreiteilchen-
potentials. Der Vorteil ist aber, daß diese effektive Wechselwirkung auch in anderen
Systemen, z.B. endlichen Kernen, einfach ausgewertet werden kann, um eine Abscha¨t-
zung der na¨chsten Ordnung der Clusterentwicklung zu erhalten.
Hier liegt ein wesentlicher Vorteil der Formulierung einer effektiven Korrektur der
Zweiteilchenna¨herung als Dreiteilchen-Kontaktwechselwirkung gegenu¨ber den dichte-
abha¨ngigen Korrelatoren: Sie ist direkt auf endliche Systeme u¨bertragbar. Um einen
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dichteabha¨ngigen Korrelator in einem endlichen System, z.B. den vier gebundenen Nu-
kleonen des α-Teilchens, anzuwenden, ist die Definition einer
”
Dichte” in diesem System
erforderlich. Fu¨r die unendlich ausgedehnte Materie ist eine wohldefinierte Dichte ρ als
a¨ußerer Parameter gegeben. Eine derartige globale Dichte steht in endlichen Systemen
nicht zur Verfu¨gung; man ist gezwungen, einen Dichteparameter zu definieren, z.B. die
maximale Einteilchendichte oder die Dichte fu¨r ein konstantes Dichteprofil mit gleichem
rms-Radius. In letzter Konsequenz wa¨re sogar eine lokale Dichte zu definieren. In jedem
Fall ist ein solcher Dichteparameter nicht a¨quivalent dem Dichtebegriff in Materie, so
daß der fu¨r Materie bestimmte dichteabha¨ngige Korrelator nicht ohne weiteres u¨ber-
tragbar ist. Anders fu¨r die effektive Dreiteilchen-Kontaktwechselwirkung: Hier sind die
Korrekturen zur Zweiteilchenna¨herung einfach als zusa¨tzlicher Wechselwirkungsterm
im Hamiltonoperator parametrisiert, der fu¨r jedes beliebige System in gleicher Weise
ausgewertet werden kann. Die aus den Untersuchungen unendlich ausgedehnter Mate-
rie abgeleiteten Korrekturen lassen sich also ohne weiteres auch auf endliche Systeme
anwenden.
Dem steht allerdings auch ein wesentlicher Nachteil gegenu¨ber. Die Kontaktwechsel-
wirkung ist als spezielle Korrektur zum korrelierten Hamiltonoperator konstruiert. Es
ist nicht mo¨glich, damit eine konsistente Korrektur fu¨r andere Observablen, wie z.B.
Radien oder Dichten, anzugeben. Hierin besteht der Vorteil der dichteabha¨ngigen Kor-
relatoren: Da die effektive Korrektur direkt in die Korrelationsfunktion eingeht, kann
sie konsistent fu¨r alle korrelierten Gro¨ßen verwendet werden. So ist es z.B. denkbar,
die Dichteabha¨ngigkeit mit Hilfe der Energieerwartungswerte zu fixieren und dann zur
Bestimmung von korrelierten Dichten zu verwenden. Da die konzeptionelle Grundlage
der dichteabha¨ngigen Korrelatoren nicht speziell an die Energieerwartungswerte gekop-
pelt ist, kann davon ausgegangen werden, daß sie auch bei anderen Observablen eine
effektive Beschreibung der ho¨heren Ordnungen der Clusterentwicklung liefert.
2.2 Orts- und Impulsraumdichten
Neben der Zustandsgleichung sind auch Dichteverteilungen relevante Observablen fu¨r
das wechselwirkende Fermigas. Von besonderem Interesse sind die Diagonalelemente
der Zweiteilchendichte in Ortsdarstellung sowie die Impulsraum-Besetzungszahlen.
2.2.1 Einteilchendichtematrix
Zuna¨chst wird die formale Definition von Dichteoperatoren und Dichtematrizen disku-
tiert. Die Einteilchendichtematrix in der Darstellung durch eine beliebige vollsta¨ndige
Einteilchenbasis { ∣∣α〉} ist durch
ρ(1)(α1;α2) :=
〈
a†(α2) a(α1)
〉
(2.55)
definiert. Dabei ist a†(α) bzw. a(α) der Erzeugungs- bzw. Vernichtungsoperator fu¨r ein
Teilchen im Zustand
∣∣α〉 und der Erwartungswert ist mit dem Zustand des Vielteil-
chensystems zu berechnen. Darauf aufbauend la¨ßt sich der Einteilchendichteoperator
formulieren:
ρ(1) =
∑
α1,α2
∣∣α1〉 ρ(1)(α1;α2) 〈α2∣∣ . (2.56)
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Durch Darstellung in der Eigenbasis { ∣∣η〉} des Einteilchendichteoperators gelangt man
zu seiner Spektraldarstellung:
ρ(1) =
∑
η
∣∣η〉 n(η) 〈η∣∣ . (2.57)
Die Dichtematrix ist in dieser Darstellung diagonal und entha¨lt die Besetzungszah-
len n(η) der jeweiligen Einteilchenzusta¨nde, die in einem fermionischen System Werte
zwischen 0 und 1 annehmen ko¨nnen.
Diese allgemeine Form la¨ßt sich fu¨r ein homogenes Fermigas konkretisieren. Der Viel-
teilchenzustand wird durch eine Slaterdeterminante von Einteilchenzusta¨nden (2.12)∣∣i〉 = ∣∣~ki,mi〉 , i = 1, . . . , A (2.58)
mit Impulsen ~ki bis zum Fermiimpuls kF und Spin-Isospinquantenzahlen mi = 1, ..., λ
beschrieben. Die Dichtematrix ist in der Darstellung durch diese Einteilchenzusta¨nde
diagonal, und die Besetzungszahlen nehmen unterhalb des Fermiimpulses den Wert 1,
oberhalb den Wert 0 an. Der Einteilchendichteoperator lautet explizit
ρ(1) =
A∑
i
∣∣i〉〈i∣∣ = A∑
i
∣∣~ki,mi〉〈~ki,mi∣∣ = λ∑
m
kF∑
~k
∣∣~k,m〉〈~k,m∣∣ . (2.59)
Unter Verwendung der Ortsdarstellung der Impulseigenzusta¨nde (2.12) la¨ßt sich dar-
aus die Dichtematrix in Ortsdarstellung ableiten
ρ(1)(~x1,m1; ~x2,m2) =
〈
~x1,m1
∣∣ρ(1) ∣∣~x2,m2〉
= 3ρ
j1(kF r12)
kF r12
1
λ
δm1m2 = ρ
(1)(r12)
1
λ
δm1m2 ,
(2.60)
wobei r12 = |~x1 − ~x2|. Aus der Isotropie und der Translationsinvarianz des Fermigases
ergibt sich unmittelbar, daß die Matrixelemente der Einteilchendichte nur von diesem
Betrag der Differenz der beiden Vektoren abha¨ngen ko¨nnen. Die Spur u¨ber die Spin-
Isospinquantenzahlen ergibt den Ortsanteil der Einteilchendichtematrix
ρ(1)(r12) =
λ∑
m
ρ(1)(~x1,m; ~x2,m)
= 3ρ
j1(kF r12)
kF r12
= ρ l1(kF r12)
(2.61)
mit der in (2.22) definierten Slaterfunktion l1(x). Fu¨r das Diagonalelement der Einteil-
chendichte, d.h. fu¨r ~x1 = ~x2, ergibt der Grenzu¨bergang r12 → 0
lim
r12→0
ρ(1)(r12) = ρ. (2.62)
Definitionsgema¨ß ist das Diagonalelement der Einteilchendichte in Ortsdarstellung ge-
rade die mittlere Dichte ρ der Materie.
Analog zur Ortsdarstellung la¨ßt sich die Einteilchendichtematrix in Impulsdarstel-
lung definieren. Da der Impulsoperator und der Dichteoperator (2.59) eine simultane
Eigenbasis besitzen ist die Dichtematrix in der Impulsdarstellung diagonal. Unter Ver-
wendung der diskreten Impulseigenbasis mit periodischen Randbedingungen, die auch
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in der Darstellung des Dichteoperators auftritt, entspricht das diagonale Matrixelement
gerade der Besetzungszahl n(k,m)
n(k,m) = n(1)(k,m) =
〈
~k,m
∣∣ρ(1) ∣∣~k,m〉 = Θ(kF − k), (2.63)
wobei Θ(x) die Stufenfunktion bezeichnet. Wegen der Isotropie des Problems sind die
Diagonalelemente nur vom Betrag des Impulses abha¨ngig. Eine entsprechende Auswer-
tung des Matrixelementes in einer kontinuierlichen Impulsbasis, d.h. ohne periodische
Randbedingungen, liefert die Impulsraumdichte
ρ(1)(k,m) =
V
(2pi)3
n(k,m). (2.64)
Sie unterscheidet sich von den Besetzungszahlen lediglich um das inverse Volumen einer
Impulsraumzelle. Durch Spurbildung im Spin-Isospinraum wird schließlich der Impuls-
anteil der Besetzungszahlen analog zu (2.61) definiert:
n(k) =
λ∑
m
n(k,m) = λ Θ(kF − k). (2.65)
Zwischen den Diagonalelementen der Einteilchendichte in Impulsdarstellung bzw.
den Besetzungszahlen und der Einteilchendichtematrix in Ortsdarstellung besteht ein
allgemeiner Zusammenhang, der sich durch Einschieben zweier Einsoperatoren in Orts-
darstellung in Gleichung (2.63) offenbart:
n(k) =
(2pi)3
V
ρ(1)(k) =
∫
V
d3r12 exp{−i~k ~r12} ρ(1)(r12)
= 4pi
∫
dr12 r
2
12
sin(k r12)
k r12
ρ(1)(r12).
(2.66)
Die Besetzungszahlen im Impulsraum sind also durch die Fouriertransformierte der Au-
ßerdiagonalelemente der Einteilchendichte in Ortsdarstellung gegeben. Diese Beziehung
wird verwendet werden, um die Besetzungszahlen in nichttrivialen Fa¨llen zu bestimmen,
z.B. fu¨r die Ableitung der korrelierten Besetzungszahlen aus der korrelierten Einteil-
chendichte in Ortsdarstellung.
2.2.2 Zweiteilchendichtematrix
Analog zur Einteilchendichte lassen sich Operator und Matrixelemente der Zweiteil-
chendichte formulieren. Die allgemeine Zweiteilchendichtematrix, dargestellt in einer
beliebigen Einteilchenbasis, lautet
ρ(2)(α1, α2;α3, α4) :=
〈
a†(α3) a†(α4) a(α2) a(α1)
〉
(2.67)
mit den entsprechenden Erzeugungs- und Vernichtungsoperatoren a†(α) bzw. a(α). Der
entsprechende Zweiteilchendichteoperator in dieser Basis ist durch
ρ(2) =
∑
α1<α2
α3<α4
∣∣α1, α2〉− ρ(2)(α1, α2;α3, α4) −〈α3, α4∣∣ (2.68)
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gegeben, wobei
∣∣α1, α2〉− einen antisymmetrisierten Produktzustand zweier Zusta¨nde
der Einteilchenbasis bezeichnet.
Wenn der Vielteilchenzustand durch eine Slaterdeterminante von Einteilchenzusta¨n-
den aus einer Basis { ∣∣η〉} gegeben ist, dann ist die Dichtematrix in der antisymmetri-
sierten Produktbasis dieser Zusta¨nde diagonal. Fu¨r den Dichteoperator gilt
ρ(2) =
∑
η1<η2
∣∣η1, η2〉− n(2)(η1, η2) −〈η1, η2∣∣
=
∑
η1<η2
( ∣∣η1, η2〉− ∣∣η2, η1〉) n(2)(η1, η2) 〈η1, η2∣∣ . (2.69)
Die Diagonalelemente n(2)(η1, η2) der Dichtematrix lassen sich als Paarbesetzungszahlen
interpretieren, die angeben, mit welcher Wahrscheinlichkeit sowohl der Zustand η1 als
auch der Zustand η2 besetzt sind. Wie man sich leicht u¨berzeugt, sind die mit den
Einteilchen-Besetzungszahlen durch n(2)(η1, η2) = n(η1)n(η2)− δη1η2 n(η1) verknu¨pft.
In der speziellen Anwendung auf ein homogenes Fermigas, das durch eine Slaterde-
terminante von Einteilchenzusta¨nden
∣∣i〉 = ∣∣~ki,mi〉 mit Impuls ~ki und Spin-Isospin-
quantenzahl mi beschrieben wird, lautet der Zweiteilchendichteoperator
ρ(2) =
kF∑
k<k′
λ∑
m<m′
( ∣∣k,m; k′,m′〉− ∣∣k′,m′; k,m〉) 〈k,m; k′,m′∣∣ . (2.70)
Die Dichtematrix in Ortsdarstellung la¨ßt sich in diesem Fall als Produkt von Einteil-
chendichtematrizen formulieren:
ρ(2)(~x1,m1, ~x2,m2; ~x3,m3, ~x4,m4)
=
1
2λ2
[
ρ(1)(r13) δm1m3 ρ
(1)(r24) δm2m4 − ρ(1)(r14) δm1m4 ρ(1)(r23) δm2m3
] (2.71)
mit rij = |~xi − ~xj |. Der Ortsraumanteil der Zweiteilchendichtematrix wird wie im Ein-
teilchenfall durch Spurbildung u¨ber die Spin-Isospinfreiheitsgrade definiert:
ρ(2)(~x1, ~x2; ~x3, ~x4) =
λ∑
m,m′
ρ(2)(~x1,m, ~x2,m
′; ~x3,m, ~x4,m′)
= ρ(1)(r13)ρ
(1)(r24)− 1
λ
ρ(1)(r14)ρ
(1)(r23).
(2.72)
Schließlich werden die Diagonalelemente der Zweiteilchendichtematrix in Ortsdarstel-
lung durch den Grenzu¨bergang ~x3 → ~x1, ~x4 → ~x2 bestimmt:
ρ(2)(r12) = lim
~x3→~x1
~x4→~x2
ρ(2)(~x1, ~x2; ~x3, ~x4) = ρ
2 − 1
λ
[
ρ(1)(r12)
]2
, (2.73)
Ein wichtiger Punkt ist die Beziehung zwischen verschiedenen n-Teilchendichten,
hier insbesondere zwischen Einteilchendichte und Zweiteilchendichte. Aus der Definition
der Zweiteilchendichtematrix (2.67) la¨ßt sich ablesen, daß durch Spurbildung u¨ber die
Zusta¨nde α2 und α4 gerade der Teilchenzahloperator
N =
∑
α
a†(α) a(α) (2.74)
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dargestellt wird, der auf den um ein Teilchen dezimierten Vielteilchenzustand wirkt.
Daraus ergibt sich folgender Zusammenhang zwischen der Zwei- und Einteilchendich-
tematrix: ∑
α
ρ(2)(α1, α;α2, α) = (A− 1) ρ(1)(α1;α2) (2.75)
Somit gilt fu¨r die Zweiteilchendichtematrix in Ortsdarstellung bzw. deren Ortsrauman-
teil die allgemeine Reduktionsvorschrift
ρ(1)(r12) =
1
ρV − 1
∫
V
d3x ρ(2)(~x1, ~x; ~x2, ~x) (2.76)
mit A = ρV .
2.2.3 Korrelierte Zweiteilchendichtematrix
Bisher wurde der Korrelationsoperator in seiner Wirkung auf Zusta¨nde bzw. Wellen-
funktionen auf der einen Seite und Operatoren auf der anderen Seite betrachtet. Nun
stellt sich die Frage, wie sich die unita¨ren Korrelationen auf Dichtematrizen auswirken.
Zuna¨chst wird die Zweiteilchendichte untersucht. Da die Wirkung des Korrelations-
operators im Ortsraum durch eine einfache Koordinatentransformation beschrieben
werden kann, bietet es sich an, die Dichtematrix (2.67) in Ortsdarstellung zu betrach-
ten. Mit den Feldoperatoren ψ†i = ψ
†(~xi,mi) bzw. ψi = ψ(~xi,mi), die ein Teilchen
mit Spin-Isospinquantenzahl mi und am Ort ~xi erzeugen bzw. vernichten, lautet die
unkorrelierte Dichtematrix
ρ(2)(~x1,m1, ~x2,m2; ~x3,m3, ~x4,m4) =
〈
ψ
†
3ψ
†
4ψ2ψ1
〉
. (2.77)
Die korrelierte Dichtematrix ist definiert durch
ρ˜(2)(~x1,m1, ~x2,m2; ~x3,m3, ~x4,m4) =
〈
C†ψ†3ψ
†
4ψ2ψ1 C
〉
. (2.78)
Der Operator C†ψ†3ψ
†
4ψ2ψ1 C ist durch die Wirkung des unita¨ren Korrelators kein rei-
ner Zweiteilchenoperator mehr, sondern entha¨lt Komponenten zu allen Teilchenzahlen
n ≥ 2. Wie fu¨r die u¨blichen Observablen, z.B. das Zweiteilchenpotential, la¨ßt sich eine
Clusterentwicklung fu¨r den korrelierten Dichteoperator durchfu¨hren (siehe Abschnitt
1.3.2). Die Zerlegung des Erwartungswertes in irreduzible Komponenten zur Teilchen-
zahl n lautet formal
〈
C† ψ†3ψ
†
4ψ2ψ1 C
〉
=
A∑
n=2
〈
[C† ψ†4ψ
†
3ψ2ψ1 C]
[n]
〉
. (2.79)
Der hochgestellte Index in eckigen Klammern deutet an, daß der irreduzible n-Teilchen-
anteil des Operators betrachtet wird. Durch Abbruch dieser Entwicklung nach gegebe-
ner Ordnung in der Teilchenzahl werden Na¨herungen abgeleitet. Im Fall der Dichten
wird nur die Zweiteilchenna¨herung verwendet. Da kein Einteilchenanteil auftritt, tra¨gt
in dieser Na¨herung nur der Zweiteilchenterm, der durch den Erwartungswert des kor-
relierten Operators im Zweiteilchenraum gegeben ist, bei〈
[C†ψ†3ψ
†
4ψ2ψ1 C]
C2
〉
=
〈
[C†ψ†3ψ
†
4ψ2ψ1 C]
[2]
〉
=
〈
C†ψ†3ψ
†
4ψ2ψ1 C
〉
2
(2.80)
41
Kapitel 2 · Stark wechselwirkende Fermigase
Das Symbol
”
C2” wird wie in den vorangehenden Abschnitten zur Kennzeichnung der
Zweiteilchenna¨herung verwendet. Der tiefgestellte Index an den Klammern des Erwar-
tungswertes deutet die Teilchenzahl des Raumes an, in dem der Erwartungswert gebildet
wird. Fu¨r eine Slaterdeterminante aus Einteilchenzusta¨nden (2.58) als unkorreliertem
Vielteilchenzustand bedeutet das
〈
. . .
〉
2
=
A∑
i<j
〈
ij
∣∣ . . . ( ∣∣ij〉− ∣∣ji〉). (2.81)
Die in Zweiteilchenna¨herung korrelierte Zweiteilchendichtematrix in Ortsdarstellung
lautet also
ρ˜(2)C2(~x1,m1, ~x2,m2; ~x3,m3, ~x4,m4)
=
〈
~x1,m1; ~x2,m2
∣∣Cρ(2)C† ∣∣~x3,m3; ~x4,m4〉
=
A∑
i<j
〈
ij
∣∣C† ∣∣~x3,m3, ~x4,m4〉〈~x1,m1, ~x2,m2∣∣C (∣∣ij〉− ∣∣ji〉)
(2.82)
Mit Hilfe der Ergebnisse aus Abschnitt 1.2 lassen sich die korrelierten Zweiteilchenzu-
sta¨nde in Ortsdarstellung direkt durch die unkorrelierten Zusta¨nde und die Korrela-
tionsfunktion R−(r) ausdru¨cken:〈
~x1~x2
∣∣C ∣∣ij〉 = R−(r12) 〈(~x1 + ∆−(r12)~n12), (~x2 −∆−(r12)~n12)∣∣ij〉. (2.83)
Dabei bezeichnen
∆±(rij) =
1
2
(
R±(rij)− rij
)
bzw. ~nij = ~rij/rij (2.84)
die Verschiebedistanz bzw. den Einheitsvektor in Richtung der Relativkoordinate. Durch
eine dem unkorrelierten Fall analoge Rechnung ergibt sich nach Spurbildung im Spin-
Isospinraum der Ortsanteil der korrelierten Zweiteilchendichtematrix
ρ˜(2)C2(~x1, ~x2; ~x3, ~x4)
= R−(r12) R−(r34)
(
ρ(1)(r˜13) ρ
(1)(r˜24)− 1
λ
ρ(1)(r˜14) ρ
(1)(r˜23)
) (2.85)
mit den durch den Korrelator modifizierten Abstandsvariablen
r˜13 =
∣∣~r13 + ∆−(r12)~n12 −∆−(r34)~n34∣∣
r˜24 =
∣∣~r24 −∆−(r12)~n12 + ∆−(r34)~n34∣∣
r˜14 =
∣∣~r14 + ∆−(r12)~n12 + ∆−(r34)~n34∣∣
r˜23 =
∣∣~r23 −∆−(r12)~n12 −∆−(r34)~n34∣∣.
(2.86)
Der Vergleich der analytischen Struktur mit der unkorrelierten Zweiteilchendichte zeigt
die typischen Elemente, die auch bei korrelierten Wellenfunktionen auftreten: Metrik-
faktoren und transformierte Radialkoordinaten. Betrachtet man die Diagonalelemente
der korrelierten Zweiteilchendichtematrix durch den U¨bergang ~x3 → ~x1, ~x4 → ~x2 so
folgt
ρ˜(2)C2(r12) = R2−(r12)
(
ρ2 − 1
λ
[
ρ(1)(R−(r12))
]2)
. (2.87)
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Hier zeigt sich die direkte Analogie zur Struktur der korrelierten Zweiteilchenwellen-
funktion: Die Relativkoordinate wird mit der Funktion R−(r) transformiert und die
Gesamtfunktion wird mit einem Metrikfaktor multipliziert.
Die Unitarita¨t der Transformation spiegelt sich in der Erhaltung des Integrals u¨ber
die Diagonalelemente der korrelierten Zweiteilchendichte wider
ρ =
1
ρV − 1
∫
V
d3r ρ(2)(r) =
1
ρV − 1
∫
V
d3r ρ˜(2)C2(r). (2.88)
Die Identita¨t la¨ßt sich beweisen, indem man den Ausdruck fu¨r die korrelierte Zwei-
teilchendichte einsetzt und das Integral der inversen Koordinatentransformation R+(r)
unterzieht. So ergibt sich unmittelbar der Ausdruck fu¨r die unkorrelierte Zweiteilchen-
dichte. Wie spa¨ter am Beispiel gezeigt wird, wird die durch den Korrelator verdra¨ngte
Sta¨rke bei kurzen Reichweiten gerade durch eine U¨berho¨hung bei gro¨ßeren Reichweiten
aufgewogen (vergleiche Abbildung 3.16).
2.2.4 Korrelierte Einteilchendichtematrix
Entsprechend der Zweiteilchendichte kann auch die korrelierte Einteilchendichte behan-
delt werden. Zuna¨chst wird die korrelierte Einteilchendichtematrix durch den Erwar-
tungswert
ρ˜(1)(~x1; ~x2) =
〈
C†ψ†2ψ1 C
〉
(2.89)
definiert. Der Operator C†ψ†2ψ1 C ist auch hier eine Superposition von Beitra¨gen zu
allen Teilchenzahlen. Die Clusterentwicklung fu¨r den Erwartungswert lautet formal
〈
C†ψ†2ψ1 C
〉
=
A∑
n=1
〈
[C†ψ†2ψ1 C]
[n]
〉
. (2.90)
Hier tritt im Gegensatz zur korrelierten Zweiteilchendichte auch ein Einteilchenterm in
der Clusterentwicklung auf. Ein- und Zweiteilchenbeitrag sind gegeben durch〈
[C†ψ†2ψ1 C]
[1]
〉
=
〈
ψ
†
2ψ1
〉
1
=
〈
ψ
†
2ψ1
〉
〈
[C†ψ†2ψ1 C]
[2]
〉
=
〈
C†ψ†2ψ1 C−ψ†2ψ1
〉
2
.
(2.91)
Der Einteilchenbeitrag ist gerade die unkorrelierte Einteilchendichtematrix; der Zwei-
teilchenanteil steht in enger Beziehung zur korrelierten Zweiteilchendichte. Da der Er-
wartungswert des Zweiteilchenanteils im Zweiteilchenraum berechnet wird, kann in den
ersten Summanden ein Teilchenzahloperator eingeschoben werden, der im um ein Teil-
chen reduzierten Zweiteilchenraum gerade 1 ist
〈
C†ψ†2ψ1 C
〉
2
=
〈
C†ψ†2Nψ1 C
〉
2
=
λ∑
m3
∫
d3x3
〈
C†ψ†2ψ
†
3ψ3ψ1 C
〉
2
. (2.92)
Fu¨r den zweiten Term fu¨hrt das Einschieben des Teilchenzahloperators gerade auf eine
unkorrelierte Zweiteilchendichte mit Spurbildung u¨ber eine Koordinate, die sich ver-
mittels der Reduktionseigenschaft (2.75) als eine Einteilchendichte schreiben la¨ßt:
〈
ψ
†
2ψ1
〉
2
=
λ∑
m3
∫
d3x3
〈
ψ
†
2ψ
†
3ψ3ψ1
〉
2
= (A− 1)〈ψ†2ψ1〉. (2.93)
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Zusammengenommen ergibt sich fu¨r den Zweiteilchenanteil der korrelierten Einteilchen-
dichtematrix
〈
[C†ψ†2ψ1 C]
[2]
〉
=
λ∑
m3
∫
d3x3
〈
C†ψ†2ψ
†
3ψ3ψ1 C
〉
2
− 〈ψ†2ψ†3ψ3ψ1〉2
=
λ∑
m3
∫
d3x3
〈
C†ψ†2ψ
†
3ψ3ψ1 C
〉
2
− (A− 1)〈ψ†2ψ1〉.
(2.94)
Nach Spurbildung u¨ber die Spin-Isospinfreiheitsgrade folgt fu¨r den Ortsraumanteil der
korrelierten Einteilchendichten
ρ˜(1)C2(r12) = ρ
(1)(r12) + ρ˜
(1)[2](r12), (2.95)
wobei die Korrektur ρ˜(1)[2](r12) zur unkorrelierten Einteilchendichte entsprechend (2.94)
durch
ρ˜(1)[2](r12) =
∫
V
d3x3
[
ρ˜(2)C2(~x1, ~x3; ~x2, ~x3)− ρ(2)(~x1, ~x3; ~x2, ~x3)
]
=
∫
V
d3x3 ρ˜
(2)C2(~x1, ~x3; ~x2, ~x3)− (ρV − 1) ρ(1)(r12)
(2.96)
gegeben ist. Fu¨r das Integral u¨ber die korrelierte Zweiteilchendichte gilt mit (2.85)∫
V
d3x3 ρ˜
(2)C2(~x1, ~x3; ~x2, ~x3)
=
∫
V
d3x3 R−(r13)R−(r23)
[
ρ(1)(r˜12) ρ
(1)(r˜33)− 1
λ
ρ(1)(r˜13) ρ
(1)(r˜32)
] (2.97)
mit den transformierten Abstandsvariablen
r˜12 =
∣∣~r12 + ∆−(r13)~n13 −∆−(r23)~n23∣∣
r˜33 =
∣∣ −∆−(r13)~n13 + ∆−(r23)~n23∣∣
r˜13 =
∣∣~r13 + ∆−(r13)~n13 + ∆−(r23)~n23∣∣
r˜32 =
∣∣~r32 −∆−(r13)~n13 −∆−(r23)~n23∣∣.
(2.98)
Die Symmetrien des Problems erlauben eine weitere Vereinfachung der Integration. Da
die Einteilchendichte nur vom Abstand r12 abha¨ngt, wa¨hle man o.B.d.A. ~x2 = 0 und
~x1 = r12~ez. Die Koordinate ~x3 kann in Zylinderkoordinaten (%, z, ϕ) ausgedru¨ckt und
die ϕ-Integration trivial ausgefu¨hrt werden. Mit dem Zylindervolumen V = 2piR2H
ergibt sich
ρ˜(1)[2](r12) = (1− ρV ) ρ(1)(r12) + 2pi
∫ R
0
∫ H
−H
d% dz % ×
×R−(r13)R−(r23)
[
ρ(1)(r˜12)ρ
(1)(r˜33)− 1
λ
ρ(1)(r˜13)ρ
(1)(r˜32)
]
,
(2.99)
mit den transformierten Abstandsvariablen nach (2.98) und
~r12 = r12~ez ~r13 = %~e% + (r12 − z)~ez ~r23 = %~e% + z~ez. (2.100)
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Die verbleibenden Integrationen u¨ber % und z sind numerisch auszufu¨hren.
Abschließend ein Kommentar zur Normierung der korrelierten Einteilchendichte und
zur Reduktionsbeziehung zwischen Zwei- und Einteilchendichte. Das Diagonalelement
r12 = 0 der korrelierten Einteilchendichte ist weiterhin auf die mittlere Dichte ρ nor-
miert. Das ist leicht zu zeigen, indem im Zweiteilchenteil (2.96) der korrelierten Ein-
teilchendichte ~x1 = ~x2 gesetzt wird. Nach (2.88) ist die Differenz der verbleibenden
Integrale u¨ber die Diagonalelemente der korrelierten bzw. unkorrelierten Zweiteilchen-
dichte gerade Null, d.h. das Diagonaleelement der Zweiteilchenkorrektur zur korrelierten
Einteilchendichte verschwindet. Demnach bleibt nur das Diagonalelement der unkorre-
lierte Einteilchenanteil, das klarerweise auf ρ normiert ist. Die mittlere Dichte ρ des
Systems ist also invariant unter Anwendung des Korrelators.
Ein wichtiger Punkt ist die Reduktionsbeziehung (2.76) zwischen Zwei- und Einteil-
chendichten. Sie ist fu¨r die korrelierten Dichten in Zweiteilchenna¨herung nicht mehr gu¨l-
tig. Das ist eine Konsequenz der abgebrochenen Clusterentwicklung. Es la¨ßt sich zeigen,
daß Drei- und Vierteilchenterme in der korrelierten Zweiteilchendichte beru¨cksichtigt
werden mu¨ßten, um durch Reduktion auf die korrelierte Einteilchendichte zu kommen.
Eine Einbeziehung dieser Terme ist aber nicht sinnvoll, da auf diese Weise die A¨qui-
valenz zwischen korrelierten Observablen und korrelierten Dichten bei der Berechnung
eines Erwartungswertes im Spurformalismus zersto¨rt wu¨rde. In der hier verwendeten
Form der korrelierten Dichten kann z.B. der korrelierte Erwartungswert eines Hamil-
tonoperators entweder mit dem korrelierten Hamiltonoperator in Zweiteilchenna¨herung
und den unkorrelierten Ein- und Zweiteilchendichten oder mit dem unkorrelierten Ha-
miltonoperator und den korrelierten Ein- und Zweiteilchendichten in Zweiteilchenna¨he-
rung berechnet werden. Diese Konsistenzeigenschaft wa¨re durch Hinzunahme weiterer
Terme in der korrelierten Zweiteilchendichte verloren.
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Kapitel 3
Zwei Modelluntersuchungen:
Die Homework-Probleme
Als erste Anwendung der Ergebnisse des vorangehenden Kapitels sollen zwei schema-
tische Modellsysteme untersucht werden, die bereits seit Mitte der 70er Jahren zum
Vergleich der verschiedensten Methoden der Vielteilchentheorie benutzt werden: Das
Homework-1 und das Homework-2 -Problem. Beide zielen auf die Zustandsgleichung
von Kern- bzw. Neutronenmaterie mit schematischen Modellpotentialen, die auf die
problematischen Elemente realistischer NN-Wechselwirkungen, insbesondere den stark
abstoßenden kurzreichweitigen Core, reduziert sind. Das Homework-1-Potential besteht
nur aus einem abstoßenden Yukawa-Core, das Homework-2-Potential besitzt zusa¨tzlich
eine langreichweitige Anziehung. Fu¨r beide Szenarien existieren Rechnungen mit den
etablierten Methoden der Vielteilchentheorie, darunter Variations-Monte-Carlo- und
Fermi-Hypernetted-Chain-Rechnungen, so daß ein umfassender Vergleich mit den Re-
sultaten der Methode der unita¨ren Korrelatoren mo¨glich ist.
3.1 Homework-1: Zustandsgleichung in
Zweiteilchenna¨herung
Das erste Szenario — das sog. Homework-1 -Problem — entspringt einem von H. A.
Bethe 1973 vorgeschlagenen Modell zum quantitativen Vergleich der verfu¨gbaren Me-
thoden der Vielteilchenphysik. Aufgabe ist die Berechnung der Zustandsgleichung von
Neutronenmaterie (λ = 2) fu¨r ein Zweiteilchenpotential, das aus dem rein abstoßenden
Yukawa-Term der 1S0-Komponente des Reid-Potentials [Reid68] besteht
v1(r) = 6484.2 MeV exp(−4.9 fm−1 r)/(0.7 fm−1 r). (3.1)
Dieses Problem wurde von vielen Autoren aufgegriffen, Referenzen auf eine Reihe die-
ser Arbeiten finden sich in [Clar79]. Um die im folgenden dargestellten Ergebnisse der
Methode der unita¨ren Korrelatoren (UCOM) zu beurteilen, werden Resultate zwei-
er prominenter Methoden herangezogen: Eine Monte-Carlo-Variationsrechnung (VMC)
[CeCh77] und zwei Fermi-Hypernetted-Chain-Rechnungen (FHNC) [KrTa76, Zabo77].
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3.1.1 Zweiteilchenoptimaler Korrelator
Der erste Schritt zur Anwendung der Methode der unita¨ren Korrelatoren ist die Be-
stimmung einer optimalen Korrelationsfunktion. Fu¨r endliche Systeme wurde bisher
[UCOM98, Roth97] immer auf Verfahren zuru¨ckgegriffen, die den optimalen Korrelator
im Zweiteilchensystem konstruieren. Dabei ist fraglich, ob der optimale Korrelator fu¨r
das Zweiteilchensystem auch der optimale Korrelator im Vielteilchensystem ist. Hier
wird die Untersuchung der Neutronenmaterie Aufschluß geben.
Sei zuna¨chst der optimale Korrelator im Zweiteilchensystem untersucht. Darunter
wird im allgemeinen der Korrelator verstanden, der den Energieerwartungswert fu¨r das
gegebene Potential mit einer konstanten Ansatzwellenfunktion minimiert — sie wer-
den im folgenden als zweiteilchenoptimale Korrelatoren bezeichnet. Da es sich bei dem
Homework-1-Potential um eine rein abstoßende Wechselwirkung handelt, existiert im
Zweiteilchensystem kein in diesem Sinne energetisch optimaler Korrelator. Die Ener-
gie la¨ßt sich durch Vergro¨ßern der Reichweite der Korrelationsfunktion immer weiter
absenken. Da fu¨r die Gu¨ltigkeit der Zweiteilchenna¨herung die Kurzreichweitigkeit des
Korrelators Voraussetzung ist, muß dies als Nebenbedingung in die Variation einbe-
zogen werden. Am einfachsten wird das durch Fixierung der Reichweite auf einen ge-
gebenen Wert realisiert, die Variation wird lediglich bezu¨glich der u¨brigen Parameter
durchgefu¨hrt.
Die Korrelationsfunktion R+(r) wird durch die mehrfach erprobte Parametrisierung
R+(r) = r + α (r/β)
η exp[− exp(r/β)] (3.2)
dargestellt. Die Reichweite ist durch den Parameter β gegeben. Fu¨r verschiedene Wer-
te des Reichweiteparameters β wird die Energie im Zweiteilchensystem mit konstanter
Zweiteilchenwellenfunktion durch Variation der verbleibenden Parameter α und η mi-
nimiert. Durch diese Konstruktion ist der Korrelator durch Angabe des Reichweitepa-
rameters eindeutig bestimmt.
Die Tabelle 3.1 zeigt fu¨r einige feste Werte von β die aus der Energieminimierung
resultierenden Parameter α und η sowie das Korrelationsvolumen VC (1.18) und die
Zweiteilchenenergie in Einheiten der unkorrelierten Energie. Im folgenden werden ins-
besondere die Korrelationsfunktionen zu β = 1.2, 1.5 bzw. 2.0 fm diskutiert, sie werden
kurz mit I, II bzw. III bezeichnet. Die Abbildung 3.1 zeigt die zweiteilchenoptima-
len Korrelationsfunktionen I -III und die entsprechenden korrelierten konstanten Wel-
lenfunktionen. Die drei dargestellten Korrelatoren unterscheiden sich nicht nur in der
Reichweite, sondern auch in der Sta¨rke — sie erzeugen unterschiedlich große Lo¨cher in
α [fm] β [fm] η VC [fm
3] E2 [rel]
0 — — 0 1.0
2.202 0.75 0.535 0.57 0.731
2.363 1.0 0.423 1.01 0.699
I 2.421 1.2 0.364 1.38 0.685
II 2.456 1.5 0.305 1.93 0.673
III 2.468 2.0 0.249 2.85 0.663
2.469 2.5 0.217 3.75 0.659
Tabelle 3.1 · Parameter der ener-
gieminimalen Zweiteilchenkorre-
latoren bei Variation mit fi-
xiertem Reichweiteparameter β,
das Korrelationsvolumen VC und
die zugeho¨rige Zweiteilchenener-
gie in Einheiten der unkorrelier-
ten Zweiteilchenenergie.
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Abbildung 3.1 · Energieminimale Korrelatoren fu¨r das Zweiteilchensystem (a) und korrelierte
konstante Wellenfunktionen (b) fu¨r die Reichweiteparameter β = 1.2 fm ( ), β = 1.5 fm
( ) und β = 2.0 fm ( ).
der Wellenfunktion und besitzen damit unterschiedliche Korrelationsvolumina.
Dies und die mit der Reichweite sinkende Energie lassen sich auf anschaulicher Basis
verstehen. Energetisch kennzeichnen den Korrelator fu¨r ein rein abstoßendes Potential
stets zwei kontra¨re Effekte: Einerseits reduziert er den Beitrag des abstoßenden Co-
res durch ein Loch in der Wellenfunktion. Andererseits erzeugt dieses Loch Abstoßung
in Form zusa¨tzlicher kinetischer Energie. Die Energieminimierung sucht nach einem
Kompromiß zwischen beiden Effekten. Ist der Korrelator auf kurze Reichweite einge-
schra¨nkt, dann wu¨rde eine maximale Unterdru¨ckung des Cores durch ein großes Loch
in der Wellenfunktion zu viel kinetische Energie erzeugen, so daß es im Sinne einer mi-
nimalen Gesamtenergie gu¨nstiger ist, den Core nicht vollsta¨ndig zu unterdru¨cken. Ein
langreichweitiger Korrelator kann den Core dagegen besser neutralisieren ohne zu viel
kinetische Energie zu erzeugen. Das erkla¨rt auch, warum die Energie mit wachsender
Reichweite stetig abnimmt.
3.1.2 Materieenergie mit zweiteilchenoptimalen Korrelatoren
Die angegebenen Korrelatoren I -III ko¨nnen benutzt werden, um den korrelierten Ener-
gieerwartungswert von Neutronenmaterie in Abha¨ngigkeit von der Dichte bzw. dem
Fermiimpuls zu berechnen. Dazu sind zuna¨chst die im korrelierten Hamiltonoperator
(2.1) auftretenden Radialabha¨ngigkeiten der lokalen Potentiale und der effektiven Mas-
senkorrekturen entsprechend Abschnitt 1.3.3 durch Einsetzen der zweiteilchenoptima-
len Korrelationsfunktionen zu bestimmen. Damit ko¨nnen die in der Zustandsgleichung
(2.17) auftretenden Integrale numerisch berechnet werden.
In Abbildung 3.2 sind die einzelnen Beitra¨ge zum Energieerwartungswert in Ab-
ha¨ngigkeit vom Reichweiteparameter β des zweiteilchenoptimalen Korrelators bei einer
Dichte ρ = 1.0 fm−3 (kF = 3.094 fm−1) dargestellt. Offenbar besitzt die Gesamtenergie
ein Minimum bei β ≈ 1.1 fm. Eine genauere Untersuchung bei verschiedenen Dichten
zeigt, daß das Minimum nur leicht mit der Dichte variiert, β nimmt mit abnehmender
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Abbildung 3.2 · Beitra¨ge zur Energie in Ab-
ha¨ngigkeit vom Reichweiteparameter β des
Korrelators bei der Dichte ρ = 1.0 fm−3: Kor-
relierter Potentialerwartungswert v˜ ( ),
lokaler Anteil der korrelierten kinetischen
Energie u˜ ( ), effektiver Massenteil der
korrelierten kinetischen Energie t˜∇ + t˜r
( ) und voller Energieerwartungswert
ε˜C2 ( ).
Dichte leicht zu.
Die Existenz dieses Minimums ist bemerkenswert, da die Zweiteilchenenergie fu¨r ein
rein abstoßendes Potential, wie bereits diskutiert, kein solches Minimum besitzt. Gru¨n-
de hierfu¨r sind zum einen der mit wachsender Korrelatorreichweite sinkende Beitrag
des korrelierten Potentials und der ebenfalls sinkende Beitrag des Impulsteils der kor-
relierten kinetischen Energie. Vergleicht man dies mit den abgebildeten Beitra¨gen zur
Materieenergie, dann offenbart sich ein wesentlicher Unterschied. Zwar sinkt der Beitrag
des Potentials ebenfalls mit wachsender Korrelatorreichweite ab, aber der Impulsanteil
der korrelierten kinetischen Energie wa¨chst deutlich an und u¨berkompensiert das Ab-
fallen der potentiellen Energie, so daß ein Minimum der Gesamtenergie entsteht. Dieser
Unterschied ist direkt mit der Struktur der unkorrelierten Wellenfunktion verknu¨pft.
Damit ero¨ffnet sich die Mo¨glichkeit, den Korrelator durch Energieminimierung in Ma-
terie festzulegen — ein optimaler Korrelator endlicher Reichweite existiert. Dies wird
im na¨chsten Abschnitt untersucht werden.
Die Korrelatoren im Bereich des Energieminimums sollen nun benutzt werden, um
die Zustandsgleichung fu¨r Neutronenmaterie in Abha¨ngigkeit von der Dichte zu unter-
suchen. Hierzu werden die bereits in Abbildung 3.1 gezeigten Korrelationsfunktionen
I -III verwendet.
Die Abbildung 3.3 zeigt die Energie pro Teilchen fu¨r Neutronenmaterie in Abha¨n-
gigkeit von der Dichte ρ bzw. dem Fermiimpuls kF fu¨r die drei Korrelatoren
1. Zudem
sind Resultate anderer Rechnungen als Symbole dargestellt: Die Rauten zeigen Re-
sultate einer Variational-Monte-Carlo-Rechnung nach D. Ceperley, G. V. Chester und
M. H. Kalos [CeCh77], die Dreiecke eine Fermi-Hypernetted-Chain-Rechnung von E.
Krotscheck und K. Takahashi [KrTa76] und die Quadrate eine FHNC-Rechnung von
J. G. Zabolitzky [Zabo77] (PB-Korrelationsfunktion mit d = 2r0). Die FHNC-Ansa¨tze
unterscheiden sich in den gewa¨hlten Korrelationsfunktionen und der Berechnung der
Jastrow-korrelierten kinetischen Energien. Eine Beschreibung der Details dieser Rech-
nungen findet sich in den angegebenen Referenzen.
1Im Falle des Homework-1-Potentials sind weder die experimentelle Sa¨ttigungsdichte von Kernmate-
rie noch die Reichweite einer realistischen NN-Wechselwirkung relevante Vergleichsskalen. Die
”
hohen”
Dichten spiegeln lediglich den Bereich wider, in dem die zum Vergleich herangezogenden Rechnungen
durchgefu¨hrt wurden.
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Abbildung 3.3 · Zustandsgleichung ε˜C2(ρ) fu¨r Neutronenmaterie in Zweiteilchenna¨herung fu¨r
drei ausgewa¨hlte Korrelatoren I ( ), II ( ) und III ( ) mit Parametern nach
Tabelle 3.1. Dargestellt ist der Bereich moderater Dichten bis ρ = 0.5 fm−3 (a) und der Be-
reich hoher Dichten bis zu 2.0 fm−3 (b). Zum Vergleich sind Resultate verschiedener etablierter
Methoden angegeben: einer Monte-Carlo-Variationsrechnung () [CeCh77], und zweier Fermi-
Hypernetted-Chain Rechnungen (N) [KrTa76] bzw. () [Zabo77]. Der Kleinheitsparameter fu¨r
die drei Korrelatoren erreicht den Wert κ ≈ 0.3 bei ρ ≈ 0.22 fm3, 0.16 fm3 bzw. 0.11 fm3.
Die U¨bereinstimmung der einfachen UCOM-Rechnungen in Zweiteilchenna¨herung
mit den sehr viel aufwendigeren FHNC- bzw. VMC-Rechnungen ist ausgezeichnet. Bis
zu Dichten von ρ ≈ 1 fm−3 stimmen die UCOM Resultate hervorragend mit den u¨brigen
Rechnungen u¨berein. Fu¨r Dichten im Bereich ρ = 1 . . . 2 fm−3 werden die Vergleichs-
energien leicht unterschritten, fu¨r den energieminimalen Korrelator bei ρ = 2 fm−3 um
etwa 10%. Das belegt, daß die Zweiteilchenna¨herung selbst in diesen Dichteregionen,
weit jenseits der u¨blichen Dichten in Kernen, eine akzeptable Na¨herung darstellt. Die
Beitra¨ge der dritten Clusterordnung sollten entsprechend klein sein.
Betrachtet man die Reichweite der Korrelationsfunktion als freien Parameter un-
abha¨ngig von der Minimierung der Materieenergie, so la¨ßt sich leicht ein Korrelator
angeben, der die Vergleichsrechnungen vollsta¨ndig reproduziert. So gibt der Korrela-
tor II (β = 1.5 fm) die Ergebnisse von Krotscheck und Takahashi ausgezeichnet wieder
(vergl. Abbildung 3.3). Analog ergibt sich fu¨r β ≈ 1.7 fm ein Korrelator, der die u¨brigen
Ergebnisse ausgezeichnet beschreibt. Durch Anpassung eines freien Parameters — der
Reichweite β — la¨ßt sich also eine sehr einfache effektive Beschreibung der Zustands-
gleichung angeben. Daru¨ber hinaus liegt diese effektive Beschreibung sehr nahe bei der
parameterfreien Beschreibung auf Basis einer Energieminimierung.
3.1.3 Energiebeitra¨ge im Detail
An dieser Stelle sollen die einzelnen Energiebeitra¨ge exemplarisch fu¨r die drei zweiteil-
chenoptimalen Korrelatoren I -III bei einer Dichte von ρ = 1 fm−3 diskutiert werden.
Die Abbildung 3.4 zeigt ein Termschema fu¨r die einzelnen Energiebeitra¨ge der drei
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Abbildung 3.4 · Einzelne Energiebeitra¨ge fu¨r ρ = 1 fm−3 mit den zweiteilchenoptimalen Korre-
latoren I ( ), II ( ) und III ( ). Fu¨r die Zweiteilchenterme sind die Betra¨ge des
direkten Terms (di) des Austauschterms (xc) und der Gesamtbeitrag (tot) dargestellt.
Korrelatoren. In der ersten Spalte ist die unkorrelierte kinetische Energie t0 dargestellt,
die nur von der Dichte des Systems abha¨ngt. Die zweite Spalte zeigt den Beitrag des
korrelierten Potentials v˜ aufgeteilt in den direkten Term (di) und den Austauschterm
(xc) sowie den Gesamtbeitrag (tot). In analoger Aufteilung sind in der dritten Spalte
der lokale Anteil u˜ und in der vierten Spalte der nichtlokale Anteil t˜∇ + t˜r der kor-
relierten kinetischen Energie dargestellt. Schließlich zeigt die letzte Spalte die Summe
aller Zweiteilchenterme, also die Gesamtenergie abzu¨glich der unkorrelierten kinetischen
Energie.
Die erste Beobachtung ist, daß alle Beitra¨ge etwa von der selben Gro¨ßenordnung sind.
Bei allen bisher untersuchten endlichen Systemen, lagen die Beitra¨ge der Potentialteile
immer mindestens eine Gro¨ßenordnung u¨ber denen der kinetischen Terme. Die zweite
Beobachtung ist, daß die Austauschterme stets etwa eine Gro¨ßenordnung kleiner als die
direkten Terme sind, diese Dominanz erleichtert das anschauliche Versta¨ndnis, da die
direkten Terme (2.21), (2.24), (2.26) von sehr einfacher Struktur sind.
Man betrachte nun die Beitra¨ge im Hinblick auf die Abha¨ngigkeit von der Korrela-
torreichweite: Der Betrag des korrelierten Potentials verringert sich mit zunehmender
Korrelatorreichweite — zwischen Korrelator I und III etwa um einen Faktor 1/2. Die
Abbildung 3.5(a) zeigt die Radialabha¨ngigkeit des korrelierten Potentials v˜(r) fu¨r die
verschiedenen Korrelatoren, offenbar wird mit zunehmender Korrelatorreichweite und
der damit verbundenen zunehmende Gro¨ße des Korrelationslochs (Abbildung 3.1) der
abstoßende Core des Potentials besser neutralisiert. Somit sinkt der korrelierte Erwar-
tungswert des Potentials mit wachsender Korrelatorreichweite.
Denselben Effekt zeigt auch der lokale Anteil der korrelierten kinetischen Energie, der
Erwartungswert sinkt mit wachsender Korrelatorreichweite. Die Abha¨ngigkeit ist jedoch
bei weitem nicht so stark wie fu¨r das Potential. Zwar zeigt die Radialabha¨ngigkeit des
lokalen Teils der korrelierten kinetischen Energie u˜(r) eine deutliche Abha¨ngigkeit vom
Korrelator (Abbildung 3.5(b)), das Integral u¨ber r ist aber nahezu konstant.
Der nichtlokale Beitrag der korrelierten kinetischen Energie zeigt eine deutlich andere
Abha¨ngigkeit von der Korrelatorsta¨rke: Der Erwartungswert nimmt mit der Sta¨rke des
Korrelators stark zu — zwischen I und III um mehr als einen Faktor 2. Diese Zunahme
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Abbildung 3.5 · Radialabha¨ngigkeiten der Terme des korrelierten Hamiltonoperators fu¨r die
Korrelatoren I ( ), II ( ) und III ( ). Dargestellt sind das korrelierte Potential
v˜(r) im Vergleich zum unkorrelierten Potential ( ) (a), der Potentialteil der kinetischen
Energie u˜(r) (b), die effektive Masse des Gradiententerms der kinetischen Energie µ/µ˜(r) (c)
und des Radialterms µ/µ˜r(r) (d). Alle Terme sind mit r
2 multipliziert.
dominiert die Abha¨ngigkeit der Gesamtenergie von der Sta¨rke des Korrelators und fu¨hrt
dazu, daß die Materieenergie bei gro¨ßeren Korrelatorreichweiten wieder zunimmt und
sich so ein Energieminimum im Raum der Parameter des Korrelators bildet. Betrachtet
man den Gradienten- und den Radialteil separat, so zeigt sich, daß die Zunahme einzig
auf den Radialterm zuru¨ckzufu¨hren ist, der Beitrag des Gradiententerms reduziert die
Energie mit wachsender Korrelatorsta¨rke, wird aber vom Radialterm u¨berkompensiert.
Die Radialabha¨ngigkeiten der beiden effektiven Massen µ/µ˜(r) und µ/µ˜r(r) sind in
Abbildung 3.5(c) und (d) dargestellt. Der Gradiententeil liefert demnach einen negati-
ven Erwartungswert, der mit wachsender Korrelatorsta¨rke betragsma¨ßig zunimmt. Der
Radialteil ergibt dagegen einen positiven Erwartungswert, der mit wachsender Korre-
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latorsta¨rke ebenfalls zunimmt. In der Summe u¨berwiegt diese Zunahme des Radialteils
und der nichtlokale Term wa¨chst mit der Korrelatorsta¨rke.
3.1.4 Materieoptimaler Korrelator
Bisher wurde eine Schar von Korrelatoren diskutiert, die durch einen Reichweitepa-
rameter gekennzeichnet sind und deren detaillierte Gestalt durch Energieminimierung
im Zweiteilchensystem bestimmt ist (Abschnitt 3.1.2). Die Betrachtung der Energie-
erwartungswerte fu¨r Materie in Abha¨ngigkeit von der Reichweite dieser zweiteilchen-
optimalen Korrelatoren zeigt die Existenz eines Minimums in der Materieenergie. Die
Existenz dieses Minimums ero¨ffnet die Mo¨glichkeit, die Parameter des Korrelators durch
Minimierung der Materieenergie zu bestimmen — diese Korrelatoren werden als mate-
rieoptimale Korrelatoren bezeichnet.
Die zweiteilchenoptimalen Korrelatoren unterliegen im Vergleich zum materieopti-
malen Korrelator der zusa¨tzlichen Nebenbedingung, daß neben der Energie in Materie
auch die Energie im Zweiteilchensystem minimal ist. Diese Nebenbedingung ist im Ver-
fahren zu deren Bestimmung verborgen und nicht direkt, z.B. durch die Einfu¨hrung
von Lagrangeparametern, formuliert. Es ist zu erwarten, daß ohne die Nebenbedingung
”
minimale Zweiteilchenenergie” niedrigere Materieenergien zu erreichen sind.
Die Energieminimierung durch Variation der drei Parameter des Korrelators (3.2)
kann bei gegebener Dichte ρ ausgefu¨hrt werden. Der Erwartungswert der Energie fu¨r
Neutronenmaterie wird als Funktion der Parameter des Korrelators aufgefaßt und nu-
merisch minimiert. Die resultierenden Parameter sind in Tabelle 3.2 fu¨r die Dichten
ρ = 0.3 fm−3 (IV ), 1.0 fm−3 (V ) und 2.0 fm−3 (VI ) zusammen mit dem Korrelations-
volumen aufgefu¨hrt. Die Abbildung 3.6(a) zeigt die zugeho¨rigen Korrelationsfunktionen.
Die Korrelationsfunktionen weisen eine deutliche Abha¨ngigkeit von der Dichte auf. Je
gro¨ßer die Dichte desto kurzreichweitiger der materieoptimale Korrelator, dies zeigt sich
insbesondere in den Korrelationsvolumina: Sie unterscheiden sich zwischen den Korre-
latoren zu ρ = 2.0 fm−3 und ρ = 0.3 fm−3 um beinahe einen Faktor zwei. Im Vergleich
zu den zweiteilchenoptimalen Korrelatoren zeigen die materieoptimalen Korrelatoren
eine gro¨ßere Reichweite und ein schnelleres Abfallen sowie eine steilere Flanke bei kur-
zen Reichweiten. Offenbar ist die konstante Wellenfunktion, die zur Bestimmung des
zweiteilchenoptimalen Korrelators verwendet wurde, kein ada¨quater Repra¨sentant fu¨r
die in der Materierechnung auftretenden Wellenfunktionen.
Die Zustandsgleichungen, die sich mit Hilfe dieser materieoptimalen Korrelatoren er-
geben, sind in Abbildung 3.6(b) dargestellt. Trotz des deutlichen Unterschiedes zwischen
den Korrelationsfunktionen sind die Unterschiede zwischen den Energieerwartungswer-
ten minimal. Da die fu¨r die Minimierung gewa¨hlte Dichte keinen signifikanten Einfluß
auf die Energieerwartungswerte hat, kann in guter Na¨herung von einem zustandsun-
abha¨ngigen — dichteunabha¨ngigen — Korrelator ausgegangen werden. Im folgenden
wird nur noch der materieoptimale Korrelator V, der durch Energieminimierung bei
ρ [fm−3] α [fm] β [fm] η VC [fm3]
IV 0.3 1.294 2.216 0.073 1.27
V 1.0 1.149 1.903 0.070 0.87
VI 2.0 1.049 1.779 0.065 0.69
Tabelle 3.2 · Parameter der Kor-
relationsfunktionen mit minima-
ler Energie in Neutronenmaterie
bei gegebener Dichte ρ und Kor-
relationsvolumen VC .
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Abbildung 3.6 · (a) Aus Minimierung der Energie fu¨r Neutronenmaterie bei verschiedenen
Dichten resultierende materieoptimale Korrelationsfunktionen IV ( ), V ( ) und VI
( ). Im Vergleich dazu der zweiteilchenoptimale Korrelator I ( ). (b) Energie pro Teil-
chen in Abha¨ngigkeit von der Dichte ρ fu¨r die vier gezeigten Korrelatoren. Die Symbole geben
Resultate anderer Rechnungen wieder [KrTa76, CeCh77, Zabo77] (vergl. hierzu Abbildung 3.3).
ρ kF t0 v ε v˜ u˜ t˜∇ + t˜r ε˜C2
[ fm−3] [ fm−1] [ MeV] [ MeV] [ MeV] [ MeV] [ MeV] [ MeV] [ MeV]
0.1 1.436 25.7 132.1 157.8 19.1 9.3 0.2 54.3
0.2 1.809 40.7 274.8 315.5 40.4 20.7 2.7 104.6
0.5 2.455 75.0 736.1 811.1 111.0 55.8 25.9 267.7
1.0 3.094 119.1 1568.8 1687.9 239.4 113.9 106.0 578.4
1.5 3.541 156.0 2449.3 2605.3 374.9 171.5 227.7 930.1
2.0 3.898 189.0 3361.6 3550.6 514.8 228.7 384.9 1317.5
Tabelle 3.3 · Beitra¨ge zur Energie pro Teilchen in Zweiteilchenna¨herung fu¨r den materieopti-
malen Korrelator V bei ausgewa¨hlten Dichten. Zum Vergleich sind die unkorrelierten Energien
angegeben.
ρ = 1.0 fm−3 bestimmt wurde, verwendet.
In Abbildung 3.7 ist die Zustandsgleichung fu¨r den Korrelator V nochmals im Ver-
gleich zu den Resultaten anderer Methoden dargestellt. Zudem ist die unkorrelierte
Energie und die mit dem zweiteilchenoptimalen Korrelator I korrelierte Energie aufge-
tragen. Die Tabelle 3.3 listet die Beitra¨ge der einzelnen Komponenten zur korrelierten
und zur unkorrelierten Energie fu¨r verschiedene repra¨sentative Dichten auf. Hier wird
der enorme Effekt der Korrelationen deutlich. Durch Einfu¨hrung des unita¨ren Korre-
lators wird die Energie auf etwa ein Drittel abgesenkt und befindet sich bei niedrigen
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Abbildung 3.7 · Zustandsgleichung ε˜C2(ρ) fu¨r Neutronenmaterie mit dem materieoptimalen
Korrelator V ( ). Zum Vergleich ist die Energie fu¨r den zweiteilchenoptimalen Korrelator
I ( ) und die unkorrelierte Energie ( ) angegeben. Der Kleinheitsparameter κ = ρVC
erreicht den Wert 0.3 fu¨r den materieoptimalen Korrelator bei ρ ≈ 0.34 fm−3 und fu¨r den
zweiteilchenoptimalen bei ρ ≈ 0.22 fm−3. Die Symbole geben Resultate anderer Rechnungen
wieder [KrTa76, CeCh77, Zabo77] (vergl. hierzu Abbildung 3.3).
Dichten in sehr guter U¨bereinstimmung mit den weitaus komplexeren Rechnungen, die
zum Vergleich herangezogen wurden. Bei Dichten in der Gro¨ßenordnung von 1.0 fm−3
liegen die Energien um rund 15% unter den Referenzdaten. Diese Diskrepanz ist auf
die Beitra¨ge der ho¨heren Ordnungen der Clusterentwicklung, die in der Zweiteilchen-
na¨herung vernachla¨ssigt werden, zuru¨ckzufu¨hren.
Im Vergleich zu den zweiteilchenoptimalen Korrelatoren sind die Energien deutlich
abgesenkt — der zweiteilchenoptimale Korrelator beschreibt die Referenzdaten im Be-
reich hoher Dichten deutlich besser als der materieoptimale Korrelator. Die Vermutung,
daß die Aufhebung einer Nebenbedingung bei der Variation, na¨mlich daß der optima-
le Korrelator auch eine minimale Zweiteilchenenergie liefert, zu einer Absenkung der
Energie fu¨hrt, ist also besta¨tigt. Mutmaßlich fu¨hrt die zusa¨tzliche Nebenbedingung bei
den zweiteilchenoptimalen Korrelatoren dazu, daß die Beitra¨ge der ho¨heren Ordnungen
der Clusterentwicklung kleiner werden. Um diese Vermutung zu besta¨tigen oder um
andere Nebenbedingungen zur Einschra¨nkung der Beitra¨ge der ho¨heren Ordnungen zu
erhalten, ist eine explizite Betrachtung der Dreiteilchenbeitra¨ge no¨tig.
Schließlich zeigt die Abbildung 3.8(a) die einzelnen Beitra¨ge zur Zustandsgleichung
in Zweiteilchenna¨herung, d.h. unkorrelierte kinetische Energie, korreliertes Potential,
den Potentialanteil der kinetischen Energie und die effektiven Massenterme. Daneben
ist die Zerlegung der Beitra¨ge der Zweiteilchenoperatoren in den direkten und den Aus-
tauschanteil dargestellt. Erstens la¨ßt sich feststellen, daß die Beitra¨ge der Austauschter-
me etwa eine Gro¨ßenordnung unter den direkten Beitra¨gen liegen und mit schwa¨cherer
Potenz in kF als die direkten Terme anwachsen. Zweitens zeigt sich, daß der Beitrag der
Potentialterme fu¨r kleine Dichten dominiert. Dabei stehen die direkten Terme des kor-
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Abbildung 3.8 · Einzelbeitra¨ge zum Energieerwartungswert fu¨r Neutronenmaterie in Abha¨ngig-
keit von der Dichte ρ fu¨r den materieoptimalen Korrelator V. (a) Dargestellt sind kinetische
Energie t0 ( ), korreliertes Potential v˜ ( ), lokaler Teil der korrelierten kinetischen
Energie u˜ ( ), effektive Massenkorrekturen t˜∇+ t˜r ( ) und Gesamtenergie ε˜
C2 ( ).
(b) Vergleich zwischen direkten Termen (dicke Linien) und Austauschtermen (du¨nne Linien) fu¨r
korreliertes Potential, Lokalteil der kinetischen Energie und die effektiven Massenkorrekturen.
relierten Potentials und der lokale Beitrag der korrelierten kinetischen Energie etwa im
Verha¨ltnis 3 : 1. Interessant ist, daß sich das Vorzeichen des Austauschbeitrages fu¨r die
beiden lokalen Terme unterscheidet, obwohl die direkten Beitra¨ge gleiches Vorzeichen
haben. Hier wird deutlich, daß die Form der Radialabha¨ngigkeit fu¨r den Austausch-
beitrag mit entscheidend ist, wa¨hrend in den direkten Term nur das Integral eingeht.
Drittens erweist sich der Beitrag der effektiven Massenkorrektur bei ho¨heren Dichten
als ausschlaggebend; bei ρ ≈ 5.5 fm−3 u¨bersteigt er den Beitrag der lokalen Terme und
dominiert die Dichteabha¨ngigkeit der Energie.
3.2 Homework-1: Jenseits der Zweiteilchenna¨herung
3.2.1 Dreiteilchenbeitra¨ge
Die Qualita¨t der Zweiteilchenna¨herung kann erst durch Berechnung oder zumindest
Abscha¨tzung der Terme der na¨chsten Ordnung quantitativ beurteilt werden. Zu diesem
Zweck werden die Erwartungswerte der lokalen Operatoren der dritten Clusterordnung
betrachtet. Wie in Abschnitt 2.1.3 dargestellt, liefert die dritte Ordnung der Cluster-
entwicklung zum einen lokale Dreiteilchenoperatoren, deren Erwartungswert (direkter
Term) proportional zu k6F ist, und zum anderen effektive Massenkorrekturen, deren
Erwartungswert in fu¨hrender Ordnung mit k8F wa¨chst. Allerdings sind die effektiven
Massenterme in Dreiteilchenordnung zu komplex, um mit vertretbarem Aufwand nu-
merisch behandelt zu werden, daher werden nur die lokalen Terme beru¨cksichtigt. In der
Sprechweise der Entwicklung in Potenzen des Fermiimpulses (2.41) wird nach der Ord-
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nung k6F abgebrochen, dies sollte bei moderaten Dichten eine ausreichende Na¨herung
sein. Diese Na¨herung wird mit dem Symbol
”
C3?” gekennzeichnet, es gilt
ε˜C3
?
= ε˜C2 + v˜[3] + u˜[3]. (3.3)
Die Dreiteilchenbeitra¨ge werden im Sinne einer Sto¨rungsrechnung als Korrektur der
Ergebnisse der Zweiteilchenna¨herung behandelt. Das heißt, die optimalen Korrelato-
ren werden bezu¨glich der Zweiteilchenna¨herung bestimmt und die Beitra¨ge der dritten
Ordnung mit diesen Korrelatoren berechnet. Der Materieerwartungswert eines lokalen
Dreiteilchenpotentials setzt sich aus einem direkten Term, Termen mit einfachem Aus-
tausch und Termen mit doppeltem Austausch zusammen. Die einzelnen Terme sind
durch die Gleichungen (2.38) gegeben.
Zur Darstellung der dreiteilchenkorrelierten Operatoren bzw. der Operatoren der
irreduziblen Dreiteilchenbeitra¨ge wurden zwei Methoden entwickelt: Erstens die verall-
gemeinerte Dreiteilchentransformation (siehe Abschnitt 1.4.3), die auf einer einfachen
Verallgemeinerung der Zweiteilchen-Koordinatentransformation basiert. Zweitens die
Produktna¨herung (Abschnitt 1.3.5), die aus einer Partialsummation der Potenzreihen-
entwicklung des Korrelationsoperators hervorgeht. Beide Ansa¨tze unterscheiden sich
bezu¨glich der Anwendung lediglich in der Form der Koordinatentransformation, die
zur Bestimmung der korrelierten Operatoren beno¨tigt wird.
Die Berechnung des Dreiteilchenbeitrags zum korrelierten Potential ist vergleichs-
weise einfach. Der irreduzible Dreiteilchenbeitrag des Potentials in Ortsdarstellung ist
durch
v˜[3](X) = v3[X+(X)]− v˜2(X) (3.4)
definiert. Hier wird wie in Abschnitt 1.4 der Vielteilchen-Koordinatenvektor X =
(~x1, ~x2, ~x3)
T fu¨r die drei Einteilchenkoordinaten eingefu¨hrt, X+(X) bezeichnet die ent-
sprechende Transformationsfunktion. Das unkorrelierte Dreiteilchenpotential ist die
Summe der Zweiteilchenpotentiale aller Paare
v3(X) = v(r12) + v(r13) + v(r23) (3.5)
und das zweiteilchenkorrelierte Potential ist durch
v˜2(X) = v[R+(r12)] + v[R+(r13)] + v[R+(r23)] (3.6)
gegeben. Die in den Erwartungswerten (2.38) fu¨r den Dreiteilchenbeitrag des Potentials
auftretenden neundimensionalen Integrale lassen sich durch Ausnutzung der Translati-
onsinvarianz auf sechsdimensionale Integrale reduzieren (o.B.d.A. ~x1 = 0). Diese ko¨n-
nen mit Monte-Carlo-Verfahren berechnet werden, hier wird die Routine
”
VEGAS”aus
[PrTe92] verwendet. Die Zahl der Samplingpunkte liegt in der Gro¨ßenordnung 106 bis
107, die statistischen Fehler der Resultate fu¨r das Potential liegen damit deutlich unter
einem Prozent.
Die Berechnung des lokalen Dreiteilchenbeitrags der korrelierten kinetischen Energie
gestaltet sich dagegen um einiges komplexer, formal gilt
u˜[3](X) = u˜3(X)− u˜2(X). (3.7)
Der Potentialbeitrag der dreiteilchenkorrelierten kinetischen Energie wurde in Abschnitt
1.4.2 abgeleitet. Mit Gleichung (1.74) gilt
u˜3(X) = − 1
2m
[
1
D−(X ′)
∑
i
∂2
∂X ′i
2 D−(X ′)
]
X′=X+(X)
, (3.8)
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dabei ist D−(X) die Jacobideterminante der Transformation X−(X). Das zweiteilchen-
korrelierte kinetische Potential im Dreiteilchensystem ist
u˜2(X) = u˜(r12) + u˜(r13) + u˜(r23). (3.9)
Bei Berechnung der Integrale (2.38) fu¨r den kinetischen Dreiteilchenbeitrag erweist es
sich als sinnvoll, die Integrationsvariable zu transformieren. Statt Integration u¨ber die
Koordinate X wird die Integration u¨ber X ′ = X+(X) ausgefu¨hrt∫
d9X u˜[3](X) f(X) =
∫
d9X ′ D2−(X ′) u˜[3][X−(X ′)] f [X−(X ′)]
=
∫
d9X ′ u˜′[3](X ′) f [X−(X ′)],
(3.10)
dabei steht f(X) fu¨r die Besselfunktionen der Austauschterme und
u˜′[3](X ′) = − 1
2m
D−(X ′)
∑
i
∂2
∂X ′i
2 D−(X ′) − D2−(X ′) u˜2[X−(X ′)]. (3.11)
Die Auswertung des kinetischen Dreiteilchenpotentials vereinfacht sich damit erheblich.
Insbesondere ist nur noch die Transformation X−(X) notwendig und nicht zusa¨tzlich die
inverse Transformation, wie es im urspru¨nglichen Ausdruck der Fall war. Nur so la¨ßt
sich auch der kinetische Beitrag fu¨r die verallgemeinerte Koordinatentransformation
berechnen, da hier die Inverse nur na¨herungsweise bekannt ist (vgl. Abschnitt 1.4.3).
Die Berechnung des kinetischen Potentials ist problematisch, da die zweifache Ablei-
tung des Metrikfaktors numerisch berechnet werden muß. Im Rahmen der Monte-Carlo-
Integration lassen sich in vertretbarer Rechnenzeit die relativen statistischen Fehler nur
auf ca 10% reduzieren. Das ist jedoch akzeptabel, da die Potentialbeitra¨ge der kineti-
schen Energie rund eine Gro¨ßenordnung unter denen des Potentials liegen.
Die Berechnung der lokalen Dreiteilchenbeitra¨ge wird fu¨r die beiden genannten For-
mulierungen der Mehrteilchenkorrelationen mit dem zweiteilchenoptimalen Korrelator
I (Parameter nach Tabelle 3.1) und dem materieoptimalen Korrelator V (Parameter
nach Tabelle 3.2) durchgefu¨hrt. Die Abbildung 3.9 zeigt die Energien in Zweiteilchen-
na¨herung unter Beru¨cksichtigung der Dreiteilchenbeitra¨ge des Potentials bzw. unter
Einbeziehung aller lokalen Dreiteilchenbeitra¨ge.
Generell wird deutlich, daß die U¨berbindung, die in der Zweiteilchenna¨herung auf-
tritt, durch Hinzunahme der na¨chsten Ordnung im Fermiimpuls — d.h. der lokalen
Terme der Dreiteilchenordnung — kompensiert wird. In jedem Fall liegen die Ergeb-
nisse mit den Dreiteilchenbeitra¨gen u¨ber den Vergleichsrechnungen, was im Rahmen
des Ritzschen Variationsprinzips auch zu erwarten ist. In Anbetracht der Einfachheit
der Versuchswellenfunktion, die vermittels der Korrelationsfunktion lediglich drei freie
Parameter besitzt und der Tatsache, daß die Dreiteilchenbeitra¨ge im sto¨rungstheoreti-
schen Sinne hinzugefu¨gt wurden, sind die Resultate recht u¨berzeugend. Es ist zu erwar-
ten, daß die Energie durch eine neuerliche Minimierung in Dreiteilchenna¨herung weiter
abgesenkt werden kann, so daß die Vergleichsdaten noch besser reproduziert werden.
Die beiden verwendeten Na¨herungen zur Berechnung der Dreiteilchenbeitra¨ge — d.h.
die Produktna¨herung und die verallgemeinerte Koordinatentransformation — liefern
Resultate, die sich systematisch unterscheiden. Die verallgemeinerte Koordinatentrans-
formation erzeugt einen Dreiteilchenbeitrag, der um ein Drittel bis die Ha¨lfte kleiner ist
als die Produktna¨herung. Dieses Verhalten ist mit den anschaulichen U¨berlegungen, die
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Abbildung 3.9 · Zustandsgleichung in Dreiteilchenna¨herung unter Verwendung des zweiteil-
chenoptimalen Korrelators I (a) bzw. des materieoptimalen Korrelators V (b). Dargestellt ist
das Ergebnis der Zweiteilchenna¨herung ( ) und die Resultate bei Hinzunahme der lokalen
Dreiteilchenbeitra¨ge beschrieben durch die Produktna¨herung ( ) und die verallgemeinerte
Koordinatentransformation ( ). Die Symbole bezeichnen die Vergleichsrechnungen (siehe
Abbildung 3.3). Der Kleinheitsparameter κ erreicht den Wert 0.3 fu¨r den zweiteilchen- bzw.
materieoptimalen Korrelator bei ρ ≈ 0.22 fm−3 bzw. 0.34 fm−3.
bei der Untersuchung der beiden Na¨herungen in Abschnitt 1.4.4 angestellt wurden, zu
erkla¨ren. Generell beruht die in der Dreiteilchenordnung auftretende Abstoßung zum
einen darauf, daß einzelne Paare eines Tripels in bestimmten Konfigurationen na¨her zu-
sammengeru¨ckt werden als im Falle der Zweiteilchenkorrelationen. Fu¨r rein abstoßende
Potentiale ist damit zwangsla¨ufig eine Erho¨hung der Energie verbunden. Zum anderen
erzeugt die Transformation zusa¨tzliche Kru¨mmung, die sich in einem erho¨hten Beitrag
der kinetischen Energie – dem Potentialteil der kinetischen Energie — widerspiegelt.
Wie sich im folgenden zeigen wird, ist dies jedoch der kleinere Effekt.
Die aus der Produktna¨herung erwachsende Koordinatentransformation schiebt in be-
stimmten Konfigurationen Paare eines Teilchentripels unphysikalisch nah zusammen.
Bei Hard-Core-Potentialen ko¨nnen Teilchen sogar in den unendlichen Core hineinge-
schoben werden, was diese Na¨herung unbrauchbar macht. Bei der verallgemeinerten
Koordinatentransformation ist dieses Verhalten ausgeschlossen. Zwar werden Teilchen
auch hier gegenu¨ber der Zweiteilchenna¨herung zusammengeschoben, aber niemals in
den Core hinein. Im Falle von rein abstoßenden Soft-Core-Potentialen macht sich das
”
in den Core Schieben” der Produktna¨herung durch einen u¨berho¨hten Beitrag des Po-
tentials im Vergleich zur verallgemeinerten Koordinatentransformation bemerkbar. Aus
diesem Grund ist die Produktna¨herung dem physikalischen Sachverhalt nicht angemes-
sen und die verallgemeinerte Koordinatentransformation ist vorzuziehen.
Zum Zwecke einer genaueren Analyse sind in Abbildung 3.10 die Dreiteilchenbei-
tra¨ge von Potential und lokalem Anteil der kinetischen Energie separat aufgetragen.
Die Tabelle 3.4 zeigt die numerischen Einzelbeitra¨ge fu¨r einige ausgewa¨hlte Dichten.
Der Dreiteilchenbeitrag zum korrelierten Potential ist nur relativ schwach von den bei-
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Abbildung 3.10 · Lokale Dreiteilchenbeitra¨ge zur Neutronenmaterieenergie in Produktna¨herung
( ) oder mit der verallgemeinerten Koordinatentransformation ( ) berechnet. Die du¨n-
nen Kurven ( ) bzw. ( ) zeigen den lokalen Dreiteilchenbeitrag der kinetischen Energie
u˜[3], wa¨hrend die dicken Kurven ( ) bzw. ( ) den Dreiteilchenbeitrag des Potentials
v˜[3] bezeichnen. Verwendet wird der zweiteilchenoptimale Korrelator I (a) bzw. der materieop-
timale Korrelator V (b).
Produktna¨herung verallgem. Trafo.
ρ κ ε˜C2 v˜[3] u˜[3] ε˜C3
?
v˜[3] u˜[3] ε˜C3
?
[ fm−3] [MeV] [MeV] [MeV] [MeV] [MeV] [MeV] [MeV]
0.1 0.08 54.3 3.7 0.9 58.9 2.7 0.5 57.5
0.2 0.16 104.6 15.5 3.7 123.8 10.9 2.3 117.8
0.5 0.40 267.7 96.8 21.7 386.1 63.9 15.6 347.2
1.0 0.81 578.4 391.0 79.2 1048.6 241.4 64.0 883.8
1.5 1.21 933.1 876.1 174.9 1981.1 518.8 137.9 1586.7
2.0 1.61 1317.5 1573.4 300.4 3191.2 905.9 259.0 2483.4
Tabelle 3.4 · Dreiteilchenbeitra¨ge zur Energie pro Teilchen fu¨r den materieoptimalen Korrelator
V bei ausgewa¨hlten Dichten berechnet mit der Produktna¨herung und der verallgemeinerten
Transformation. κ = ρVC bezeichnet den Kleinheitsparameter.
den verwendeten Korrelationsfunktionen und der verwendeten Dreiteilchenna¨herung
abha¨ngig. Hier besta¨tigt sich, was bereits anhand der Gesamtenergien beobachtet wur-
de: Die Produktna¨herung liefert systematisch ho¨here Dreiteilchenbeitra¨ge als die ver-
allgemeinerte Koordinatentransformation. Ein anderes Bild ergibt sich bei den lokalen
Dreiteilchenbeitra¨gen der korrelierten kinetischen Energie, sie ha¨ngen deutlich von den
verwendeten Korrelationsfunktionen und Na¨herungen ab. Im Falle des materieoptima-
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len Korrelators ist der kinetische Beitrag in beiden Na¨herungen um circa ein Viertel
kleiner als der Potentialbeitrag, verha¨lt sich sonst aber ganz analog. Das Verhalten fu¨r
den zweiteilchenoptimalen Korrelator stellt sich dagegen ganz anders dar. In der Pro-
duktna¨herung ergibt sich ein kinetischer Beitrag, der von der gleichen Gro¨ßenordnung
wie der Potentialbeitrag ist. Die verallgemeinerte Koordinatentransformation liefert
dagegen einen nahezu verschwindenden kinetischen Beitrag, der auf der gegenseitigen
Kompensation von direktem und Austauschtermen beruht.
Einen quantitativen Eindruck von der Bedeutung der Dreiteilchenbeitra¨ge vermittelt
Tabelle 3.4. Fu¨r die verallgemeinerte Koordinatentransformation u¨berschreitet der re-
lative Anteil des Dreiteilchenbeitrags an der Gesamtenergie erst bei Dichten gro¨ßer als
ρ = 0.2 fm−3 die Grenze von 10%, unterhalb dieser Dichten ist er fu¨r die hier ange-
strebten Genauigkeiten nicht relevant. Der Kleinheitsparameter κ = ρ VC ist bei diesen
Dichten in der Gro¨ßenordnung von 0.15.
Fu¨r alle folgenden Untersuchungen wird der Kleinheitsparameter als grobes Maß fu¨r
die Bedeutung der Dreiteilchenkorrekturen bzw. die Gu¨ltigkeit der Zweiteilchenna¨he-
rung verwendet. Als empirische Grenze fu¨r die uneingeschra¨nkte Anwendbarkeit der
Zweiteilchenna¨herung wird ein Kleinheitsparameter von κ ≈ 0.3 angesehen. Jenseits
dieser Grenze ist eine Untersuchung der Dreiteilchenbeitra¨ge oder eine effektive Be-
ru¨cksichtigung der ho¨heren Ordnungen der Clusterentwicklung angebracht. Das U¨ber-
schreiten dieses Kleinheitsparameters deutet noch nicht automatisch auf ein Versagen
der Zweiteilchenna¨herung hin, es zeigt lediglich, daß Vorsicht geboten ist.
3.2.2 Dichteabha¨ngige Korrelatoren
Die Berechnung der Dreiteilchenordnung in den diskutierten Na¨herungen bietet zwar
eine
”
parameterfreie” Beschreibung der Effekte jenseits der Zweiteilchenna¨herung, je-
doch ist sie mit einem immensen Mehraufwand verbunden. Mo¨chte man die analytische
Einfachheit der Zweiteilchenna¨herung nicht aufgeben, so bietet sich die Verwendung
von dichteabha¨ngige Korrelatoren, wie sie in Abschnitt 2.1.4 beschrieben wurden, an.
Die dimensionsbehafteten Parameter α und β des Korrelators (3.2) werden mit einer
von der Dichte ρ abha¨ngigen Funktion ξ(ρ) skaliert
R+(r, ρ) = r + α ξ(ρ) (r/[β ξ(ρ)])
η exp[− exp(r/[β ξ(ρ)])]. (3.12)
Ein einfacher Ansatz fu¨r diesen Skalierungsfunktion ist nach (2.47)
ξ(ρ) = 1− (γ ρ)1/3. (3.13)
γ ist der einzige freie Parameter, der die Dichteabha¨ngigkeit bestimmt. Er ist durch
Anpassung an UCOM-Rechnungen, die ho¨here Ordnungen der Clusterentwicklung be-
ru¨cksichtigen, oder auf Basis anderer Methoden der Vielteilchenphysik zu bestimmen.
Die Berechnung der Erwartungswerte des korrelierten Hamiltonoperators in Zweiteil-
chenna¨herung (2.1) werden durch die Abha¨ngigkeit des Korrelators von der Dichte nicht
weiter erschwert. Die auftretenden Integrale im direkten Terme — wie z.B. (2.21) —
sind lediglich wie die Austauschterme fu¨r jeden Fermiimpuls separat zu berechnen. Die
Zustandsgleichung mit dichteabha¨ngigem Korrelator in Zweiteilchenna¨herung wird zur
Unterscheidung von der zustandsunabha¨ngigen Rechnung mit ε˜C2ρ bezeichnet.
Als Ausgangspunkt wird der materieoptimale Korrelator V mit den Parametern nach
Tabelle 3.2 verwendet. Der zusa¨tzliche Parameter γ der Dichteabha¨ngigkeit wird durch
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Abbildung 3.11 · Dichteabha¨ngige materieop-
timale Korrelationsfunktionen zu den Dichten
ρ = 0.5 fm−3 ( ), 1.0 fm−3 ( ) und
2.0 fm−3 ( ) und der herko¨mmliche ma-
terieoptimale Korrelator ( ).
Anpassung an das Resultat einer Monte-Carlo-Rechnung, die im Rahmen der statisti-
schen Fehler als exakt gilt, bestimmt. Verwendet wird das Ergebnis von J.G. Zabolitzky
[Zabo77], fu¨r den Parameter γ ergibt sich
ρ = 1.0 fm−3, εMC = 782 MeV ⇒ γ = 0.0689 fm3. (3.14)
Bei den relevanten Dichten von bis zu 2.0 fm−3 bewirkt diese Dichteabha¨ngigkeit eine
Unterdru¨ckung der Korrelatorparameter um mehr als 50%. Das Korrelationsvolumen
VC , das proportional zur dritten Potenz der Skalierungsfunktion ξ(ρ) ist, wird bei ρ =
2.0 fm−3 auf ein Zehntel des Wertes des entsprechenden dichteunabha¨ngigen Korrelators
reduziert. Die Dichteabha¨ngigkeit wirkt sich also sehr deutlich auf den Korrelator aus.
Die Abbildung 3.11 zeigt die Korrelationsfunktionen fu¨r die Dichten ρ = 0.5, 1.0 und
2.0 fm−3 und den urspru¨nglichen dichteunabha¨ngigen Korrelator — oder mit anderen
Worten den dichteabha¨ngigen Korrelator bei ρ = 0.
Die Abbildung 3.12 zeigt die mit dieser Dichteabha¨ngigkeit berechnete Zustands-
gleichung im relevanten Dichteintervall. Die U¨bereinstimmung mit den Vergleichsre-
sultaten ist ausgesprochen u¨berzeugend. Die Ergebnisse liegen durchweg innerhalb der
Diskrepanzen zwischen den Resultaten der u¨brigen Methoden. In Anbetracht der Kom-
plexita¨t der zum Vergleich herangezogenen Rechnungen, wie z.B. Monte-Carlo oder
Fermi-Hypernetted-Chain-Rechnungen, ist die Qualita¨t der Ergebnisse u¨berraschend.
An dieser Stelle seien nochmals die konzeptionellen Grundlagen herausgestellt. Die
Methode der unita¨ren Korrelatoren mit Dichteabha¨ngigkeit liefert eine einparametrige
Kurvenschar fu¨r die Zustandsgleichung, die auf einfachen physikalischen Konzepten be-
ruht: unita¨rer Korrelationsoperator, korrelierte Operatoren, Ritzsches Variationsprinzip
zur Bestimmung des dichteunabha¨ngige Korrelators. Der Parameter γ der Dichteabha¨n-
gigkeit ist in diesem Bild nicht festgelegt und muß im
”
schlimmsten”Fall durch
”
exakte”
Resultate anderer Methoden bestimmt werden. Selbst in dieser sehr skeptischen Sicht
liefert die Methode der unita¨ren Korrelatoren eine a¨ußerst ma¨chtige, physikalisch fun-
dierte Anpassungsprozedur, die mit lediglich einem Parameter hervorragende Resultate
liefert.
Man ist jedoch nicht auf die Fixierung der Dichteabha¨ngigkeit durch Vergleich mit ei-
nem Energiewert einer anderen Methode angewiesen. Man kann ebenso das Ergebnis der
Dreiteilchenna¨herung heranziehen. Dazu mu¨ßte eigentlich ein in Dreiteilchenna¨herung
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Abbildung 3.12 · Zustandsgleichung fu¨r Neutronenmaterie mit materieoptimalem Korrelator V
in Zweiteilchenna¨herung ( ) und in Zweiteilchenna¨herung mit dichteabha¨ngigem Korrelator
mit Skalierungsfunktion ξ(ρ) = 1−(γ ρ)1/3 ( ) angepaßt an ein Ergebnis einer Monte Carlo-
Rechnung [Zabo77] fu¨r ρ = 1.0 fm−3 (markiert durch das Kreuz). Die Symbole bezeichnen
Vergleichsergebnisse analog Abbildung 3.3.
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Abbildung 3.13 · Zustandsgleichung fu¨r Neutronenmaterie wie in Abbildung 3.12 jedoch an-
gepaßt an das Resultat der Dreiteilchenna¨herung ( ) mit der verallgemeinerten Koordi-
natentransformation mit materieoptimalem Korrelator fu¨r ρ = 1.0 fm−3 (markiert durch das
Kreuz).
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optimierter Korrelator verwendet werden, da dies jedoch sehr großem numerischen Auf-
wand verbunden ist, soll hier darauf verzichtet werden. Als Beispiel wird der Parameter
γ an einer Energie bei gegebener Dichte in Dreiteilchenna¨herung mit verallgemeiner-
ter Koordinatentransformation und materieoptimalem Korrelator V (siehe Tabelle 3.4)
fixiert:
ρ = 1.0 fm−3, ε˜C3
?
= 883.8 MeV ⇒ γ = 0.1190 fm3. (3.15)
Die Abbildung 3.13 zeigt den Vergleich des so definierten dichteabha¨ngigen Korrelators
mit dem Ergebnis der Dreiteilchenrechnung aus dem vorangehenden Abschnitt (vergl.
Abbildung 3.9). Die beiden Kurven stimmen gut u¨berein, die leichte systematische Dif-
ferenz deutet darauf hin, daß die Beitra¨ge der ho¨heren Potenzen in kF im Falle des
dichteabha¨ngigen Korrelators schwa¨cher gewichtet sind, als in der Dreiteilchenna¨he-
rung. Diese leichte Abweichung la¨ßt sich durch Modifikation der funktionalen Form
der Dichteabha¨ngigkeit ausgleichen. Fu¨hrt man als weiteren Parameter die Potenzord-
nung des Fermiimpulses ein, so la¨ßt sich leicht ein optimaler Fit der gesamten Kurve
erreichen. Darauf soll hier jedoch verzichtet werden.
3.2.3 Dreiteilchen-Kontaktwechselwirkung
Neben der Dichteabha¨ngigkeit kann eine Dreiteilchen-Kontaktwechselwirkung als effek-
tive Korrektur zur Zweiteilchenna¨herung in Betracht gezogen werden. Wie in Abschnitt
2.1.5 dargestellt, wird der Effekt der ho¨heren Ordnungen der Clusterentwicklung durch
einen zusa¨tzlichen Dreiteilchen-Wechselwirkungsterm der Form
vδ(~x1, ~x2, ~x3) = Γ δ(r12)δ(r13)δ(r23) (3.16)
mit freiem Sta¨rkeparameter Γ simuliert. Die Energie mit Dreiteilchen-Kontaktwechsel-
wirkung setzt sich aus der Energie in Zweiteilchenna¨herung und dem Erwartungswert
der Kontaktwechselwirkung zusammen
ε˜C2δ = ε˜C2 + vδ. (3.17)
Der Sta¨rkeparameter ist wie im Falle der dichteabha¨ngigen Korrelatoren anhand
einer Abscha¨tzung der ho¨heren Ordnungen der Clusterentwicklung oder anhand von
Resultaten
”
exakter” Methoden zu bestimmen. Zuna¨chst wird das Resultat der Monte-
Carlo-Rechnung von J.G. Zabolitzky [Zabo77] fu¨r die Dichte ρ = 1.0 fm−3 verwendet,
um Γ auf Basis der Zweiteilchenna¨herung mit dem materieoptimalen Korrelator V
festzulegen:
ρ = 1.0 fm−3, εMC = 782 MeV ⇒ Γ = 1630 MeV fm3. (3.18)
Mit diesem Parameterwert wird die Zustandsgleichung fu¨r das relevante Dichteintervall
berechnet, die Abbildung 3.14 zeigt das Resultat im Vergleich zu den Referenzrech-
nungen. Die U¨bereinstimmung ist wie im Falle der dichteabha¨ngigen Korrelatoren sehr
u¨berzeugend, die Energie liegt durchweg in dem durch die Streuung der Referenzdaten
gegebenen Bereich. Bei niedrigen Dichten sind die Resultate sogar besser als die des
dichteabha¨ngigen Korrelators. Das ist damit zu erkla¨ren, daß die Dreiteilchenwechsel-
wirkung nur einen zusa¨tzlichen k6F -Term liefert und keine weiteren Terme niedrigerer
Potenzen wie im Falle der dichteabha¨ngigen Korrelatoren, die sich bei den niedrigen
Dichten nachteilig bemerkbar machen.
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Abbildung 3.14 · Zustandsgleichung fu¨r Neutronenmaterie mit materieoptimalem Korrela-
tor V in Zweiteilchenna¨herung ( ) unter Einbeziehung einer effektiven Dreiteilchen-
Kontaktwechselwirkung ( ). Die Sta¨rke der Dreiteilchenwechselwirkung ist mit Hilfe des
Ergebnisses einer Monte Carlo-Rechnung [Zabo77] fu¨r ρ = 1.0 fm−3 (markiert durch das Kreuz)
festgelegt. Die Symbole bezeichnen Vergleichsergebnisse analog Abbildung 3.3.
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Abbildung 3.15 · Zustandsgleichung fu¨r Neutronenmaterie wie in Abbildung 3.14. Die Sta¨rke der
Dreiteilchen-Kontaktwechselwirkung ist an das Resultat der Dreiteilchenna¨herung ( ) mit
der verallgemeinerten Koordinatentransformation mit materieoptimalem Korrelator fu¨r ρ =
1.0 fm−3 angepaßt (markiert durch das Kreuz).
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Der Vollsta¨ndigkeit halber wird zur Anpassung der Dreiteilchen-Kontaktwechselwir-
kung auch das Resultat der Dreiteilchenna¨herung mit verallgemeinerten Koordinaten-
transformation herangezogen (siehe Tabelle 3.4). Auf Basis des materieoptimalen Kor-
relators V ergibt sich fu¨r den Sta¨rkeparameter:
ρ = 1.0 fm−3, ε˜C3
?
= 883.8 MeV ⇒ Γ = 2444 MeV fm3. (3.19)
Die Abbildung 3.15 zeigt die Zustandsgleichung im untersuchten Dichteintervall. Die
Dreiteilchen-Kontaktwechselwirkung reproduziert das Verhalten der gena¨herten Drei-
teilchenordnung der Clusterentwicklung praktisch exakt. Das ist darauf zuru¨ckzufu¨hren,
daß die direkten Terme der lokalen Beitra¨ge der Dreiteilchenordnung ebenfalls mit k6F
anwachsen, die minimale Abweichung ist auf die kleinen Beitra¨ge der Austauschterme
mit anderer kF -Abha¨ngigkeit zuru¨ckzufu¨hren.
Alternativ zur Anpassung der Energie bei einer gegebenen Dichte kann der Sta¨rke-
parameter mit Hilfe von (2.54) auch direkt aus dem Dreiteilchenpotential bestimmt
werden. Es ergibt sich ein Wert von Γ = 2435 MeV fm3, der sehr nah an dem vorange-
henden Resultat liegt. Der Unterschied zur Anpassung an die Energie besteht lediglich
darin, daß bei letzterem die Austauschterme beru¨cksichtigt werden.
Die hier festgelegten Dreiteilchenwechselwirkungen lassen sich direkt in Struktur-
rechnungen fu¨r endliche Systeme verwenden. Damit steht eine einfache Mo¨glichkeit
zur Verfu¨gung, die Beitra¨ge der ho¨heren Ordnungen ohne die aufwendigen expliziten
Rechnungen abzuscha¨tzen. Darauf wird in einem spa¨teren Kapitel am Beispiel kleiner
4He-Tro¨pfchen bzw. homogener 4He-Flu¨ssigkeit na¨her eingegangen.
3.3 Homework-1: Dichten und Besetzungszahlen
Neben der Zustandsgleichung stellen Dichteverteilungen in Orts- und Impulsraum eine
interessante Observable bei der Untersuchung von Kern- und Neutronenmaterie dar.
In diesem Abschnitt wird die Anwendung der Methode der unita¨ren Korrelatoren auf
die Beschreibung der Dichten in Neutronenmaterie mit dem Homework-1-Potential de-
monstriert.
3.3.1 Korrelierte Zweiteilchendichte
Die formalen Grundlagen der Berechnung korrelierter Dichten sind in Abschnitt 2.2.3
dargestellt und werden hier speziell mit dem materieoptimalen Korrelator V angewen-
det werden. Dabei wird zum einen der zustandsunabha¨ngige Korrelator V verwendet,
wie er in Abschnitt 3.1.4 abgeleitet wurde. Zum anderen wird auf die dichteabha¨n-
gige Erweiterung entsprechend Abschnitt 3.2.2 mit den Parametern (3.14) zuru¨ckge-
griffen. Untersucht werden die Diagonalelemente der Zweiteilchendichte in Ortsdar-
stellung, die Außerdiagonalen der Einteilchendichte in Ortsdarstellung und die dar-
aus resultierenden Besetzungszahlen im Impulsraum bei einer moderaten Dichte von
ρ = 0.2 fm−3 (kF = 1.809 fm−1), die auch in Kernmaterierechnungen mit realistischen
Wechselwirkungen relevant ist, und bei einer sehr hohen Dichte von ρ = 1.0 fm−3
(kF = 3.094 fm
−1), die als Extremfall zum Studium des Hochdichteverhaltens der Me-
thode anzusehen ist.
Zuerst werden die Diagonalelemente der korrelierten Zweiteilchendichte in Ortsdar-
stellung unter Verwendung der Zweiteilchenna¨herung untersucht. Die formalen U¨berle-
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Abbildung 3.16 · Korrelierte Zweiteilchendichte fu¨r Neutronenmaterie mit zustandsunabha¨ngi-
gem materieoptimalen Korrelator V ( ) und dem entsprechenden dichteabha¨ngig skalierten
Korrelator ( ) bei einer mittleren Dichte ρ = 0.2 fm−3 (a) bzw. ρ = 1.0 fm−3 (b). Zum Ver-
gleich ist die unkorrelierte Zweiteilchendichte ( ) dargestellt.
gungen aus Abschnitt 2.2 ergeben die Form (2.87)
ρ˜(2)C2(r) = R2−(r)
[
ρ2 − 1
λ
[
ρ(1)(R−(r))
]2]
. (3.20)
Die Abbildung 3.16 zeigt diese korrelierte Zweiteilchendichte fu¨r die beiden gewa¨hlten
Dichten, berechnet mit dem dichteunabha¨ngigen Korrelator V bzw. mit der dichte-
abha¨ngigen Erweiterung. Der Skalierungsfaktor nimmt mit den Parametern (3.14) fu¨r
ρ = 0.2 fm−3 den Wert ξ = 0.76 und fu¨r ρ = 1.0 fm−3 den Wert ξ = 0.59 an.
Die in den Abbildungen ebenfalls dargestellte unkorrelierte Zweiteilchendichte zeigt
fu¨r kleine Absta¨nde eine Unterdru¨ckung, die als Austauschloch bezeichnet wird. Es ist
eine direkte Folge des antisymmetrischen Charakters der Wellenfunktion — das Pau-
liprinzip verhindert, daß sich zwei Fermionen mit sonst gleichen Quantenzahlen am
selben Ort aufhalten. Die Zweiteilchendichte, die ein Maß fu¨r die Wahrscheinlichkeit,
zwei Teilchen im Abstand r anzutreffen, darstellt, wird demnach fu¨r kleine Absta¨n-
de unterdru¨ckt. Da jeder Impulseigenzustand durch die Spin-Isospinentartung λ-fach
besetzt werden kann, reduziert das Pauliprinzip die Zweiteilchendichte fu¨r r = 0 um
einen Faktor (1−1/λ). Im Falle der Neutronenmaterie also auf 1/2, fu¨r Kernmaterie auf
3/4. Der Radius des Austauschloches ha¨ngt von der Dichte des Systems ab, genauer:
er ist proportional zum inversen Fermiimpuls des Systems. Außerhalb des eigentlichen
Lochs zeigen sich die sog. Friedeloszillationen der Zweiteilchendichte um die mittlere
Dichte ρ, sie stellen im Gegensatz zum kurzreichweitgen Austauschloch ein Art lang-
reichweitige Korrelation als Folge des fermionischen Charakters der Wellenfunktion dar.
Formal ist die Gestalt und die kF -Abha¨ngigkeit von Austauschloch und Friedeloszilla-
tionen unmittelbar durch das Quadrat der Außerdiagonaleelemente der unkorrelierte
Einteilchendichte bestimmt (siehe Gleichung (2.73)).
Durch Einsetzen des Korrelators werden die durch die Wechselwirkung der Teilchen
induzierten Korrelationen sichtbar: Die Zweiteilchendichte wir bei kleinen Absta¨nden
weiter reduziert und es bildet sich ein Korrelationsloch mit einem Radius von etwa 1 fm.
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Im Gegensatz zum Austauschloch wird die Dichte aufgrund der Wechselwirkungskorre-
lationen innerhalb des Lochs (r . 0.5 fm) praktisch auf Null reduziert. Der abstoßende
Core des Potentials verhindert, daß sich Teilchen auf Absta¨nde kleiner dem Coreradius
anna¨hern. Das Korrelationsloch zeigt deutlich die Signatur der unita¨ren Transforma-
tion: Die Sta¨rke, die bei kleinen Absta¨nden zur Bildung des Lochs verdra¨ngt wird,
findet sich als U¨berho¨hung bei gro¨ßeren Absta¨nden wieder. Das Volumenintegral u¨ber
die Diagonalelemente der Zweiteilchendichte ist Dank der Unitarita¨t unabha¨ngig vom
Korrelator (2.88).
Ein interessanter Punkt ist die Abha¨ngigkeit der Gro¨ße des Korrelationslochs von
der Dichte verglichen mit der Gro¨ße des Austauschlochs. Wie bereits festgestellt, ska-
liert der Radius des Austauschlochs mit dem inversen Fermiimpuls. Der dichteunab-
ha¨ngige Korrelator erzeugt ein Korrelationsloch, das im wesentlichen unabha¨ngig von
der Dichte ist. Lediglich die Abha¨ngigkeit der unkorrelierten Zweiteilchendichte verur-
sacht kleine Unterschiede (siehe (3.20)). Das fu¨hrt dazu, daß das Korrelationsloch fu¨r
ρ = 1.0 fm−3 praktisch den doppelten Radius wie das Austauschloch aufweist, wa¨hrend
beide bei ρ = 0.2 fm−3 etwa die gleiche Ausdehnung zeigen. Die Einfu¨hrung der dichte-
abha¨ngigen Skalierung schwa¨cht den Korrelator so weit ab, daß das Austauschloch und
das Korrelationloch fu¨r beide betrachteten Dichten etwa gleiche Radien haben. Das
heißt die dichteabha¨ngigen Korrelatoren bilden die fundamentale Dichteabha¨ngigkeit
der Reichweitenskala, die das Austauschloch demonstriert, nach. Es wird sich zeigen,
daß es notwendig ist, dieses Skalenverhalten mit den Korrelatoren nachzubilden, da
man andernfalls zwangsla¨ufig zu unphysikalischen Ergebnissen kommt.
3.3.2 Korrelierte Einteilchendichte und Besetzungszahlen
Eine besonders intuitive Observable sind die Besetzungszahlen im Impulsraum. Im un-
korrelierten Zustand sind alle Impulseigenzusta¨nde bis zum Fermiimpuls entsprechend
dem Spin-Isospinentartungsgrad λ besetzt, das entspricht der sogenannten Fermikugel.
Im korrelierten Zustand erwartet man als Effekt der Wechselwirkung die Besetzung von
Impulszusta¨nden oberhalb der Fermikante und eine entsprechende Entvo¨lkerung der
Fermikugel. Diese Impulsraum-Besetzungszahlen sind durch die Fouriertransformier-
te der Außerdiagonalelemente der Einteilchendichte gegeben, daher ist es notwendig,
zuerst die korrelierte Einteilchendichte zu formulieren.
Mit der Diskussion in Abschnitt 2.2.4 gilt fu¨r die Außerdiagonalelemente der korre-
lierten Einteilchendichte entsprechend den Gleichungen (2.95ff)
ρ˜(1)C2(r12) = ρ
(1)(r12) + ρ˜
(1)[2](r12) (3.21)
ρ˜(1)[2](r12) =
∫
V
d3x
[
ρ˜(2)C2(~x1, ~x; ~x2, ~x)− ρ(2)(~x1, ~x; ~x2, ~x)
]
=
∫
V
d3x ρ˜(2)C2(~x1, ~x; ~x2, ~x)− (ρV − 1) ρ(1)(r12)
(3.22)
und ∫
V
d3x ρ˜(2)C2(~x1, ~x; ~x2, ~x) = 2pi
∫ R
0
∫ H
−H
d% dz % ×
× R−(r13)R−(r23)
[
ρ(1)(r˜12)ρ
(1)(r˜33)− 1
λ
ρ(1)(r˜13)ρ
(1)(r˜32)
]
,
(3.23)
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Abbildung 3.17 · Außerdiagonalelemente der korrelierten Einteilchendichte in Ortsdarstellung
fu¨r Neutronenmaterie mit zustandsunabha¨ngigem materieoptimalen Korrelator V ( ) und
dem entsprechenden dichteabha¨ngig skalierten Korrelator ( ) bei einer mittleren Dichte
ρ = 0.2 fm−3 (a) bzw. ρ = 1.0 fm−3 (b). Zum Vergleich ist die unkorrelierte Einteilchendichte
( ) dargestellt.
wobei die transformierten Koordinaten durch die Gleichungen (2.98) und (2.100) gege-
ben sind. Die zweidimensionale Integration u¨ber die Zylinderkoordinaten % und z la¨ßt
sich numerisch ausfu¨hren. Diese Aufgabe ist nicht trivial, da der Integrand eine stark
oszillierende Funktion in beiden Variablen ist, die erst fu¨r relativ große Werte in eine
Konstante u¨bergeht. Damit wird ein großes Integrationsvolumen no¨tig; hier werden die
Integrationsgrenzen R = 30 fm und H = 30 fm fu¨r (3.23) gewa¨hlt. Die Integration wird
mit einem Mathematica-Programm und der internen Integrationsfunktion
”
NIntegra-
te” (Methode: DoubleExponential) ausgefu¨hrt. Die Abbildung 3.17 zeigt das Resultat
der Integration fu¨r die beiden mittleren Dichten ρ = 0.2 fm−3 und ρ = 1.0 fm−3 jeweils
mit dem zustandsunabha¨ngigen Korrelator V und mit der dichteabha¨ngigen Erweite-
rung.
Bei niedrigen Dichten beschra¨nkt sich die Wirkung der Korrelationen auf eine leichte
Modifikation der Form der korrelierten Einteilchendichte, insbesondere bleibt die La-
ge der Nullstellen unbeeinflußt. Bei hohen Dichten gilt diese Beobachtung nur noch
eingeschra¨nkt: Der dichteabha¨ngige Korrelator liefert ein den niedrigen Dichten ver-
gleichbares Ergebnis, dagegen zeigt der zustandsunabha¨ngige Korrelator ein vo¨llig an-
deres Verhalten. Er vera¨ndert die Gestalt der Einteilchendichte grundlegend, indem er
eine zusa¨tzliche Nullstelle bei kleinen Absta¨nden erzeugt. Dieses Verhalten hat einen
starken, unerwu¨nschten Einfluß auf die Besetzungszahlen, der sich im folgenden zeigen
wird.
Die Fouriertransformation der korrelierten Einteilchendichte nach (2.66) liefert die
korrelierten Impulsraum-Besetzungszahlen
n˜(k) =
4pi
k
∫
dr sin(k r) r ρ˜(1)(r)
= λΘ(kF − k) + 4pi
k
∫
dr sin(k r) r ρ˜(1)[2](r),
(3.24)
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Abbildung 3.18 · Korrelierte Impulsraum-Besetzungszahlen berechnet aus der Fouriertransfor-
mation der Einteilchendichten fu¨r Neutronenmaterie mit zustandsunabha¨ngigem materieopti-
malen Korrelator V ( ) und dem entsprechenden dichteabha¨ngig skalierten Korrelator
( ) bei einer mittleren Dichte ρ = 0.2 fm−3 (a) bzw. ρ = 1.0 fm−3 (b). Zum Vergleich sind
die unkorrelierten Besetzungszahlen (Fermikugel) ( ) dargestellt.
dabei beschreibt λΘ(kF − k) die unkorrelierten Besetzungszahlen fu¨r den Fermiimpuls
kF . Unterhalb des Fermiimpulses sind die Impulseigenzusta¨nde λ-fach besetzt, ober-
halb unbesetzt. Um die Fouriertransformation auszufu¨hren, wird die Gro¨ße r ρ˜(1)[2](r)
parametrisiert. Es zeigt sich, daß es nicht mo¨glich ist, das kurzreichweitige Verhalten
dieser Funktion durch eine Parametrisierung mit wenigen Parametern zu beschreiben.
Daher wird die Dichtendifferenz durch eine kubische Interpolation fu¨r kleine r und eine
Parametrisierung fu¨r große r dargestellt. Die verwendete Parametrisierung lautet
ffit(r) = a (kF (r + c))
b ρ(1)
(
kF (r + c)
)
. (3.25)
Die drei Parameter a, b und c werden durch einen χ2-Fit an die berechneten Einteil-
chendichten im Intervall 5 fm ≤ r ≤ 20 fm bestimmt. Die Parametrisierung erlaubt eine
zuverla¨ssige Extrapolation der Kurve u¨ber die berechneten Stu¨tzstellen hinaus, so daß
der numerische Aufwand reduziert wird. Interpolation und Fit werden bei r = 10 fm
durch die Umschaltfunktion
ϑ(r) =
[
1 + exp
(
r − 10 fm
0.5 fm
)]−1
(3.26)
ineinander u¨berfu¨hrt. Es zeigt sich, daß das Resultat weitgehend unabha¨ngig von der
Art des Umschaltens ist. Somit ergibt sich die folgende Darstellung, die fu¨r die Fourier-
transformation verwendet wird:
r ρ˜(1)[2](r) ∼= ϑ(r) fipol(r) + (1− ϑ(r)) ffit(r). (3.27)
Die aus der Fouriertransformation resultierenden Impulsraum-Besetzungszahlen sind
in Abbildung 3.18 fu¨r die beiden untersuchten Dichten und den zustandsunabha¨ngigen
und dichteabha¨ngigen Korrelator V dargestellt. Bei der Dichte ρ = 0.2 fm−3 und fu¨r den
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Abbildung 3.19 · Korrelierte Impulsraum-Besetzungszahlen in logarithmischer Darstellung be-
rechnet mit dem zustandsunabha¨ngigen Korrelator V (a) und dem entsprechenden dichteab-
ha¨ngigen Korrelator (b) fu¨r die Dichten ρ = 1.0 fm−3 ( ), ρ = 0.5 fm−3 ( ) und
ρ = 0.2 fm−3 ( ).
dichteabha¨ngigen Korrelator auch bei ρ = 1.0 fm−3 zeigt sich das erwartete Ergebnis:
Durch die Wirkung der Korrelationen, d.h. mittelbar durch die Wirkung der Wechsel-
wirkung, werden Zusta¨nde außerhalb der Fermikugel bevo¨lkert und in entsprechendem
Maße Zusta¨nde innerhalb der Fermikugel entvo¨lkert.
Der zustandsunabha¨ngige Korrelator zeigt bei ρ = 1.0 fm−3 im Prinzip dasselbe
Verhalten, jedoch in einer absolut unphysikalischen Auspra¨gung: Innerhalb der Fermi-
kugel werden
”
negative Besetzungszahlen” generiert. Hier manifestiert sich, was sich
bereits bei bei den Zweiteilchendichten durch das falsche Skalenverhalten und bei der
Einteilchendichte durch die zusa¨tzliche Nullstelle angedeutet hat: Die zur Berechnung
der korrelierten Dichten verwendete Zweiteilchenna¨herung ist nur eingeschra¨nkt und
mit gro¨ßter Vorsicht anwendbar. Offenbar versagt sie bei hohen Dichten mit zustands-
unabha¨ngigen Korrelatoren, indem sie vo¨llig unphysikalische Besetzungszahlen liefert.
Diese Pathologie der Zweiteilchenna¨herung wird durch die Beitra¨ge der ho¨heren Ord-
nungen der Clusterentwicklung, die beiden diesen Dichten sicher relevant sind, korri-
giert. Der zu große negative Zweiteilchenbeitrag der korrelierten Besetzungzahlen wird
durch entsprechende positive Drei- und Mehrteilchenbeitra¨ge kompensiert. Die Berech-
nung dieser ho¨heren Ordnungen liegt jedoch jenseits der numerischen Mo¨glichkeiten.
Das Problem der pathologischen Besetzungszahlen wird durch Verwendung der dich-
teabha¨ngigen Korrelatoren behoben. Sie erlauben, wie im Zusammenhang mit der Zu-
standsgleichung diskutiert, eine effektive Beschreibung des Einflusses der ho¨heren Ord-
nungen der Clusterentwicklung. Die mit dem dichteabha¨ngigen Korrelator V berechne-
ten Besetzungszahlen in Abbildung 3.18 zeigen eine weit schwa¨chere Entvo¨lkerung der
Fermikugel als die entsprechenden zustandsunabha¨ngigen Korrelatoren. Es treten keine
negativen Besetzungszahlen auf und die Zahl der oberhalb der Fermikante besetzten
Zusta¨nde liegt im physikalisch plausiblen Rahmen.
Die Abbildung 3.19 zeigt die Besetzungszahlen fu¨r die Dichten ρ = 0.2, 0.5 und
1.0 fm−3 und die beiden Korrelatoren nochmals in logarithmischer Darstellung. Hier
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ρ kF R+(r) R+(r, kF )
[ fm−3] [ fm−1] κ ζ ξ(kF ) κ ζ
0.2 1.81 0.17 0.15 0.76 0.08 0.06
0.5 2.46 0.44 0.51 0.67 0.13 0.11
1.0 3.09 0.87 1.03 0.59 0.18 0.16
Tabelle 3.5 · Kleinheitsparameter κ und relative Besetzung oberhalb der Fermikante ζ fu¨r
Korrelator V mit und ohne Dichteabha¨ngigkeit bei drei verschiedenen Dichten.
wird die Struktur der
”
Impulsschwa¨nze” sichtbar. Fu¨r den dichteabha¨ngigen Korrela-
tor zeigen sie das erwartete Verhalten und eine physikalisch sinnvolle Gro¨ßenordnung,
wa¨hrend sie fu¨r den zustandsunabha¨ngigen Korrelator viel zu stark ausfallen.
Um die Beurteilung der Ergebnisse zu quantifizieren, wird das Verha¨ltnis von Teilchen
außerhalb der Fermikugel zur Gesamtzahl der Teilchen betrachtet, d.h. die relative
Anzahl der aus der Fermikugel angeregten Teilchen:
ζ =
3
4piλk3F
∫ ∞
kF
d3k n˜C2(k). (3.28)
Dabei ist wichtig zu bemerken, daß jede Ordnung der Clusterentwicklung die Gesamt-
teilchenzahl erha¨lt, es gilt also auch fu¨r die Zweiteilchenna¨herung:
3
4piλk3F
∫ ∞
0
d3k n˜C2(k) = 1. (3.29)
Auch das ist, wie die Erhaltung der mittleren Dichte ρ, eine Folge der Unitarita¨t der
Transformation, die auch in den einzelnen Ordnungen der Clusterentwicklung gilt.
Die physikalische Bedingung positiver Besetzungszahlen ist zwar fu¨r die exakte uni-
ta¨re Transformation, nicht aber fu¨r die einzelnen Ordnungen der Clusterentwicklung
zwingend erfu¨llt.
Die relative Besetzung oberhalb der Fermikante ζ ist fu¨r den zustandsunabha¨ngi-
gen Korrelator V und den entsprechenden dichteabha¨ngigen Korrelator bei verschie-
denen Dichten in Tabelle 3.5 angegeben. Daru¨ber hinaus sind die Kleinheitsparameter
κ = ρ VC fu¨r die verschiedenen Fa¨lle aufgelistet. Sowohl dieser Kleinheitsparameter
als auch die relative Besetzung oberhalb der Fermikante zeigen fu¨r den zustandsun-
abha¨ngigen Korrelator bei ho¨heren Dichten unphysikalisch hohe Werte. Insbesondere
sind relative Besetzungen ζ > 1, wie sie fu¨r die Dichte ρ = 1.0 fm−3 auftreten, un-
sinnig, da mehr Teilchen als in dem System vorhanden u¨ber die Fermikante angeregt
werden, unterhalb der Fermikante sind also negative Besetzungszahlen no¨tig, um die
Gesamtteilchenzahlerhaltung sicherzustellen. Fu¨r diesen Fall liegt der Kleinheitspara-
meter in der Gro¨ßenordnung Eins, d.h. bereits dieses einfachste Kriterium deutet auf
einen Zusammenbruch der Zweiteilchenna¨herung hin. Auch fu¨r die Dichte ρ = 0.5 fm−3
liegt der Kleinheitsparameter fu¨r den zustandsunabha¨ngigen Korrelator mit κ ≈ 0.5
bereits außerhalb des Bereichs, in dem der Zweiteilchenna¨herung vertraut werden kann
— die empirische Grenze liegt bei κ . 0.3. Die relative Besetzung ist mit 50% ebenfalls
unphysikalisch hoch. Nur bei ρ = 0.2 fm−3 liefert der zustandsunabha¨ngige Korrelator
physikalisch sinnvolle Werte fu¨r den Kleinheitsparameter und die relative Besetzung.
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Fu¨r den dichteabha¨ngigen Korrelator a¨ndert sich das grundlegend. Sowohl der Klein-
heitsparameter als auch die relative Besetzung oberhalb der Fermikante bleiben fu¨r alle
Dichten unter 20%. Wie zu erwarten ist, steigt die relative Besetzung zwar mit der
Dichte an, aber dieser Anstieg erfolgt wesentlich langsamer als fu¨r den zustandsunab-
ha¨ngigen Korrelator; analoges gilt fu¨r den Kleinheitsparameter.
Zusammenfassend la¨ßt sich feststellen: Offenbar sind die Dichten und insbesondere
die Impulsraum-Besetzungszahlen eine sehr viel sensiblere Observable als der Energie-
erwartungswert, wenn es um die Beurteilung der Gu¨te der Zweiteilchenna¨herung geht.
Im betrachteten Dichtebereich zeigte die Energie in Zweiteilchenna¨herung lediglich ei-
ne U¨berbindung von ca. 25% verglichen mit exakten Rechnungen, d.h. die Na¨herung
ist nicht gut, aber auch nicht unbrauchbar. Dagegen sind die korrelierten Impulsraum-
Besetzungszahlen in Zweiteilchenna¨herung im gleichen Dichtebereich vo¨llig unphysika-
lisch und die Na¨herung somit unbrauchbar.
Daraus ergibt sich ein starkes Argument fu¨r die effektive Beschreibung der ho¨heren
Clusterordnungen durch einen dichteabha¨ngigen Korrelator in Zweiteilchenna¨herung:
Im vorliegenden Fall wurde die Dichteabha¨ngigkeit festgelegt, um die 25% Abweichung
der Energie auszugleichen. Dieselbe Dichteabha¨ngigkeit angewendet auf die Berech-
nung der Impulsraum-Besetzungszahlen verhindert den unphysikalischen Kollaps der
Zweiteilchenna¨herung und liefert Resultate in der erwarteten Gro¨ßenordnung. Das ist
ein u¨berzeugendes Indiz, daß die Dichteabha¨ngigkeit die generellen physikalischen Ei-
genschaften der ho¨heren Clusterordnungen zu simulieren vermag und nicht nur einen
zusa¨tzlichen Freiheitsgrad fu¨r den Fit einer speziellen Observablen darstellt. Die Dich-
teabha¨ngigkeit beschreibt in effektiver Weise die Physik der Mehrteilchenkorrelationen.
Abschließend sei bemerkt, daß der hier diskutierte Hochdichtefall mit ρ = 1 fm−3
nicht als realistische Beschreibung nuklearer Systeme angesehen werden sollte. Bei der-
artigen Dichten ist eine nicht-relativistische Behandlung und die Verwendung des Po-
tentialbildes nicht mehr gerechtfertigt. Die hier vorgestellten Studien behandeln ein
Homework-Problem, das nur dem Vergleich verschiedener nicht-relativistischer, poten-
tialbasierter Methoden dient.
3.4 Homework-2: Zustandsgleichung
Das zweite Szenario — das Homework-2 -Problem — wurde Mitte der 70er Jahre von
V.R. Pandharipande, R.B. Wiringa und B.D. Day [PaWi75] formuliert. Es basiert auf
dem Zentralteil der 3S1-
3D1-Komponente des Reid-Potentials [Reid68]
v2(r) =
[
9924.3 MeV exp(−4.2 fm−1 r)
− 3187.8 MeV exp(−2.8 fm−1 r)
+ 105.468 MeV exp(−1.4 fm−1 r)
− 10.463 MeV exp(−0.7 fm−1 r)]/(0.7 fm−1 r),
(3.30)
der sowohl eine kurzreichweitige Abstoßung als auch eine mittelreichweitige Anziehung
entha¨lt. Wesentlicher Unterschied zum Homework-1-Problem ist der anziehende Cha-
rakter des Potentials, der bewirkt, daß die Zustandsgleichung ein Energieminimum bei
endlicher Dichte ausbildet. Auch hier existieren eine Reihe von Rechnungen mit ande-
ren etablierten Methoden der Vielteilchenphysik, hier werden insbesondere Ergebnisse
einer Variational-Monte-Carlo- [Zabo77] sowie von Jastrow-Rechnungen verschiedener
Ordnung bis hin zur Fermi-Hypernetted-Chain-Summation [BeCi76] herangezogen.
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Das Prozedere folgt weitgehend dem in den vorangehenden Abschnitten fu¨r das
Homework-1-Problem gezeigten. Die folgende Darstellung kann also kurz gehalten und
auf die Ergebnisse beschra¨nkt werden.
3.4.1 Zustandsgleichung in Zweiteilchenna¨herung
Der erste Schritt zur Anwendung der Methode der unita¨ren Korrelatoren ist die Be-
stimmung einer optimalen Korrelationsfunktion. Der direkteste Weg ist die Wahl einer
Parametrisierung fu¨r die Korrelationsfunktion und die Minimierung der korrelierten
Materieenergie in Zweiteilchenna¨herung durch Variation der Korrelatorparameter. Aus
der Minimierung bei einer Dichte ρ = 0.2 fm−3 mit der Parametrisierung (3.2) resultie-
ren die Parameter
α = 1.500 fm, β = 1.279 fm, η = 0.160, VC = 0.80 fm
3. (3.31)
Dieser Korrelator wird im folgenden als materieoptimaler Korrelator bezeichnet. Es
zeigt sich, daß auch fu¨r dieses Potential die gewa¨hlte Parametrisierung (3.2) die be-
sten Ergebnisse, d.h. die niedrigsten Energien liefert. Andere Parametrisierungen des
langreichweitgen Teils des Korrelators, etwa durch einen gaußfo¨rmigen oder einfach
exponentiellen Abfall, ergeben deutlich schlechtere Ergebnisse.
Da das Homework-2-Potential bei mittleren Absta¨nden anziehend ist, la¨ßt sich ein op-
timaler Korrelator allein auf Basis des Zweiteilchensystems definieren. Es existiert zwar
kein gebundener Zustand, jedoch la¨ßt sich wie in Abschnitt 3.1.1 ein optimaler Kor-
relator durch Minimierung der Energie des E = 0-Streuzustandes bei gegebener kon-
stanter Ansatzwellenfunktion bestimmen. Der anziehende Charakter des Homework-2-
Potentials bewirkt, daß ein eindeutiges Minimum mit einem Korrelator endlicher Reich-
weite bereits im Zweiteilchensystems existiert. Damit ist eine Festlegung der Reichweite
des Korrelators anhand der Materieenergie, wie es beim rein abstoßenden Homework-
1-Potential no¨tig war, u¨berflu¨ssig. Die Parameter des mit der Parametrisierung (3.2)
gewonnenen zweiteilchenoptimalen Korrelators lauten
α = 1.622 fm, β = 1.448 fm, η = 0.162, VC = 1.05 fm
3. (3.32)
Mit diesen beiden Korrelatoren wird die Zustandsgleichung von Kernmaterie (λ = 4)
in Zweiteilchenna¨herung fu¨r das Homework-2-Problem berechnet, die Abbildung 3.20(a)
zeigt das Ergebnis. Die erste wesentliche Beobachtung ist, daß die Zustandsgleichung
in Zweiteilchenna¨herung fu¨r den materieoptimalen Korrelator ein Minimum ausbildet
ρsat = 0.53 fm−3, εsat = 1.76 MeV. (3.33)
Daß es sich bei dem Minimum nur um ein lokales Minimum bei positiver Energie han-
delt, ist auf die relativ schwache Anziehung des Potentials zuru¨ckzufu¨hren. Aus diesem
Grunde liefert der zweiteilchenoptimale Korrelator auch kein Minimum, sondern ledig-
lich eine Schulter mit Wendepunkt bei ρ ≈ 0.2 fm−3.
Die detailierte Struktur der Zustandsgleichung wird in Tabelle 3.6 und Abbildung
3.20(b) anhand der Einzelbeitra¨ge dargestellt. Der wesentliche Unterschied zum rein
abstoßenden Homework-1-Potential ist der negative — anziehende — Beitrag des lo-
kalen Potentials (vergleiche Abbildung 3.8(a) fu¨r das Homework-1-Problem). Dieser
Beitrag ist um einen Faktor zwei gro¨ßer als der abstoßende lokale Term der korre-
lierten kinetischen Energie, so daß die Summe aller lokalen Terme negativ ist. Die
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Abbildung 3.20 · (a) Zustandsgleichung fu¨r Kernmaterie in Zweiteilchenna¨herung mit dem
Homework-2-Potential unter Verwendung des zweiteilchenoptimalen ( ) bzw. des mate-
rieoptimalen Korrelators ( ). Der Kleinheitsparameter erreicht den Wert κ ≈ 0.3 bei
ρ ≈ 0.28 fm−3 bzw. 0.37 fm−3. Zum Vergleich ist die unkorrelierte Energie angedeutet ( ).
(b) Einzelbeitra¨ge zur Zustandsgleichung mit dem materieoptimalen Korrelator: kinetische
Energie t0 ( ), korreliertes Potential v˜ ( ), lokaler Teil der korrelierten kinetischen
Energie u˜ ( ), effektive Massenkorrekturen t˜∇+ t˜r ( ) und Gesamtenergie ε˜
C2 ( ).
Tatsache, daß die Energie bei großen Dichten anwa¨chst, ist allein auf den abstoßenden
Beitrag der effektiven Massenkorrekturen zuru¨ckzufu¨hren, der die Anziehung des Po-
tentials kompensiert. Erst die Existenz der effektiven Massenkorrekturen mit der bereits
diskutierten ρ5/3-Abha¨ngigkeit macht die Beschreibung der Sa¨ttigung fu¨r anziehende
Potentiale prinzipiell mo¨glich. Die bereits erwa¨hnten Jastrow-Korrelationen erzeugen
keinen derartigen Term und sind demzufolge prinzipiell nicht in der Lage, Sa¨ttigung in
Zweiteilchenna¨herung zu beschreiben. Dies wird in einem Vergleich in Abschnitt 3.4.3
na¨her diskutiert.
Daß die Methode der unita¨ren Korrelatoren — neben der prinzipiellen Mo¨glichkeit
— auch tatsa¨chlich ein Minimum der Zustandsgleichung in Zweiteilchenna¨herung bei
einem sehr schwach anziehenden Potential beschreibt, ist bemerkenswert. Man muß sich
vor Augen fu¨hren, daß die unkorrelierte Energie eine stark monoton wachsende Funkti-
on der Dichte ist; in Abbildung 3.20(a) ist dies angedeutet. Im Bereich des Minimums
nimmt die unkorrelierte Energie Werte von etwa 700 MeV an, die der Korrelator fast
auf Null reduziert und ein Minimum erzeugt. Daru¨ber hinaus muß man beru¨cksichtigen,
daß die Gesamtenergie aus Beitra¨gen unterschiedlichen Vorzeichens zusammengesetzt
ist, die bis zu zwei Gro¨ßenordnungen u¨ber dem Wert der Gesamtenergie liegen. Daß die
Methode trotz dieser Erschwernisse auf Anhieb ein Resultat der richtigen Gro¨ßenord-
nung liefert, ist ein Indiz fu¨r die Stabilita¨t des Ansatzes.
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Abbildung 3.21 · Zustandsgleichung fu¨r Kern-
materie in Dreiteilchenna¨herung unter Ver-
wendung des materieoptimalen Korrelators.
Dargestellt ist die Energie in Zweiteilchenna¨-
herung ε˜C2 ( ), die Energie in Zweiteil-
chenna¨herung unter Hinzunahme der Dreiteil-
chenbeitra¨ge des korrelierten Potentials ε˜C2 +
v˜[3] ( ) und die Energie in Dreiteilchen-
na¨herung ε˜C3
?
= ε˜C2 + v˜[3] + u˜[3] ( ).
Der Kleinheitsparameter erreicht den Wert
κ ≈ 0.3 bei ρ ≈ 0.37 fm−3.
3.4.2 Dreiteilchenbeitra¨ge zur Zustandsgleichung
In Analogie zu der Behandlung des Homework-1-Problems in Abschnitt 3.2.1 werden
nun die Dreiteilchenbeitra¨ge zur Zustandsgleichung fu¨r das Homework-2-Potential be-
trachtet. Die Dreiteilchenbeitra¨ge werden wie bereits im oben genannten Falle in sto¨-
rungstheoretischer Sicht behandelt, d.h. der optimale Korrelator wird in Zweiteilchen-
na¨herung bestimmt und die Dreiteilchenbeitra¨ge fu¨r diesen Korrelator werden lediglich
addiert. Dieses Verfahren ist sinnvoll, solange die Beitra¨ge der dritten Ordnung klein
sind. Eine Energieminimierung in Dreiteilchenna¨herung wa¨re numerisch zu kostspielig.
Die Dreiteilchenkorrelationen werden durch die verallgemeinerte Koordinatentrans-
formation, wie sie in Abschnitt 1.4.3 beschrieben und in Abschnitt 3.2.1 verwendet
wurde, dargestellt. Mit der Einschra¨nkung auf Terme bis zur Ordnung k6F gilt
ε˜C3
?
= ε˜C2 + v˜[3] + u˜[3]. (3.34)
Die Dreiteilchenbeitra¨ge zum korrelierten Potential v˜[3] und zum lokalen Teil der kor-
relierten kinetischen Energie u˜[3] werden numerisch durch 6-dimensionale Monte-Carlo-
Integration berechnet.
Die Zustandsgleichung fu¨r Kernmaterie in Dreiteilchenna¨herung mit dem materie-
optimalen Korrelator ist in Abbildung 3.21 dargestellt. Offenbar haben die Dreiteil-
chenkorrelationen einen starken Effekt bei Dichten ρ > 0.2 fm−3. In Dreiteilchenna¨he-
rung zeigt sich kein Minimum in der Zustandsgleichung, lediglich ein Wendepunkt bei
ρ ≈ 0.15 fm−3 verbleibt. Beschra¨nkt man sich auf die Hinzunahme der Dreiteilchenbei-
tra¨ge des Potentials v˜[3], so bleibt ein extrem flaches lokales Minimum bei ρ ≈ 0.2 fm−3
zuru¨ck. Die Hinzunahme der lokalen Dreiteilchenbeitra¨ge der kinetischen Energie zer-
sto¨rt dieses jedoch.
Hier sind zwei Punkte anzumerken: Erstens, der Effekt der Dreiteilchenbeitra¨ge auf
die Zustandsgleichung scheint dramatisch zu sein, ist aber bezogen auf die einzelnen
Beitra¨ge, d.h. das korrelierte Potential bzw. das kinetische Potential, nur in der Gro¨-
ßenordnung von wenigen Prozent fu¨r Dichten um ρ ≈ 0.5 fm−3 (siehe Tabelle 3.6).
Hier macht sich die Subtraktion großer Zahlen schmerzlich bemerkbar. Zweitens, der
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ρ t0 v˜ u˜ t˜∇ + t˜r ε˜C2 v˜[3] u˜[3] ε˜C3
?
[ fm−3] [ MeV] [ MeV] [ MeV] [ MeV] [ MeV] [ MeV] [ MeV] [ MeV]
0.1 16.16 -23.26 11.07 1.47 5.45 0.14 0.29 5.88
0.2 25.65 -48.66 23.47 4.20 4.65 0.94 1.09 6.69
0.3 33.62 -74.92 36.73 7.92 3.35 2.74 2.91 8.99
0.4 40.72 -101.64 50.55 12.65 2.29 5.71 5.36 13.37
0.5 47.25 -128.62 64.74 18.41 1.79 9.97 7.86 19.61
0.6 53.36 -155.77 79.18 25.19 1.96 15.34 10.67 27.97
0.8 64.64 -210.35 108.52 41.77 4.59 29.63 19.48 53.70
1.0 75.01 -265.09 138.20 62.27 10.39 49.53 33.26 93.17
Tabelle 3.6 · Beitra¨ge zur Energie pro Teilchen fu¨r das Homework-2-Problem in Zwei- und
Dreiteilchenna¨herung fu¨r den materieoptimalen Korrelator bei einigen ausgewa¨hlten Dichten.
optimale Korrelator wurde in Zweiteilchenna¨herung bestimmt und im Sinne einer Sto¨-
rungsrechnung in Dreiteilchenna¨herung angewendet. Es ist zu erwarten, daß sich durch
Variation der Korrelatorparameter die Energie in Dreiteilchenna¨herung weiter verrin-
gern la¨ßt, ein solcher dreiteilchenoptimaler Korrelator ko¨nnte ohne weiteres ein Mini-
mum in der Umgebung des Wendepunktes der obigen Zustandsgleichung erzeugen. Ein
solcher Effekt ko¨nnte bereits durch eine geringfu¨gige A¨nderung der Korrelatorparame-
ter erreicht werden. Leider ist eine derartige Rechnung momentan zu rechenzeitintensiv,
so daß an dieser Stelle darauf verzichtet werden muß.
3.4.3 Vergleich mit Ergebnissen der Jastrow-Methode
Schließlich sollen die Ergebnisse der Methode der unita¨ren Korrelatoren in Zwei- und
Dreiteilchenna¨herung mit den Resultaten entsprechender Rechnungen mit Jastrow-
Korrelationsfunktionen verglichen werden. Dazu wird eine Arbeit von O. Benhar et
al. [BeCi76] herangezogen, in der die Energien mit verschiedenen Jastrow-Korrelation-
funktionen in Zwei- und Dreiteilchenna¨herung und in Fermi-Hypernetted-Chain-Sum-
mation bestimmt werden. Desweiteren werden die in einem Artikel von J.G. Zabolitz-
ky [Zabo77] angegebenen Ergebnisse einer Monte-Carlo-Variationsrechnung sowie einer
Brueckner-Rechnung niedrigster Ordnung aufgegriffen. Es wird davon ausgegangen, daß
die FHNC-Rechnung dem exakten Ergebnis recht nahe kommt. Diese Annahme ist zwar
eher optimistisch, wird aber von der guten U¨bereinstimmung mit dem Ergebnis der
Monte-Carlo-Variationsrechnung, die bis auf einen statistischen Fehler von ±0.5 MeV
als exakt gelten kann, besta¨tigt. Daraus ergibt sich eine (mutmaßliche) Sa¨ttigungsdichte
von ρsat ≈ 0.23 fm−3 und eine Grundzustandenergie von εsat ≈ 2.5 MeV.
Die Abbildung 3.22 zeigt die Ergebnisse mit Jastrow-Korrelationsfunktionen nach
[BeCi76]. Fu¨r die Jastrow-Korrelationsfunktion f(r) wurde eine Parametrisierung mit
fu¨nf Freiheitsgraden gewa¨hlt, von denen einer durch eine zusa¨tzliche Nebenbedingung
fixiert wurde. Zwei der untersuchten Nebenbedingungen sind (a) die Beschra¨nkung der
Korrelationsfunktion auf das Intervall 0 ≤ f(r) ≤ 1, d.h. insbesondere das Ausschlie-
ßen eines U¨berschwingens der Korrelationsfunktion und (b) die Forderung, daß das
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Abbildung 3.22 · Zustandsgleichung fu¨r Kernmaterie mit dem Homework-2-Potential. Ergeb-
nisse mit materieoptimalen Korrelator in Zwei- ( ) und Dreiteilchenna¨herung ( ) im
Vergleich mit Ergebnissen mit Jastrow-Korrelatoren in Zwei- ( ) und Dreiteilchenna¨he-
rung ( ), sowie in Fermi-Hypernetted-Chain Na¨herung ( ) nach [BeCi76]. Die Rauten
bezeichnen Ergebnisse einer
”
exakten”Variations-Monte-Carlo-Rechnung [Zabo77]. (a) Jastrow-
Korrelationsfunktion mit Nebenbedingung 0 ≤ f(r) ≤ 1 bestimmt. (b) Jastrow-Korrelator mit
”
Normerhaltung” (
”
sequential condition” siehe [BeCi76]).
Integral (2.88) u¨ber die Diagonalelemente der korrelierten Zweiteilchendichte in Zwei-
teilchenna¨herung gerade die mittlere Dichte ρ ergibt, was mit einem U¨berschwingen der
Korrelationsfunktion f(r) einhergeht. Es sei bemerkt, daß die letztere, hier als
”
Normer-
haltung” bezeichnete, Bedingung vom unita¨ren Korrelator per Constructionem erfu¨llt
wird. Die verbleibenden vier Parameter werden durch Energieminimierung in Zwei-
bzw. Dreiteilchenna¨herung bestimmt.
Seien zuna¨chst die Zweiteilchenna¨herungen beider Methoden verglichen: Die Metho-
de der unita¨ren Korrelatoren liefert in Zweiteilchenna¨herung bereits ein Minimum bei
etwa der zweifachen Sa¨ttigungsdichte und ungefa¨hr der Energie, die entsprechend dem
Ergebnis FHNC-Rechnung zu erwarten sind. Dagegen ist die Jastrow-Methode in Zwei-
teilchenna¨herung prinzipiell nicht in der Lage, Sa¨ttigung fu¨r anziehende Potentiale zu
liefern. Grund dafu¨r ist, daß in Zweiteilchenordnung nur Terme bis zur Ordnung k3F
auftreten, na¨mlich vom korrelierten Potential und einer Art kinetischem Potential, die
aber fu¨r anziehende Potentiale negative Koeffizienten haben. Als Konsequenz kollabiert
die Energie mit wachsender Dichte. Bei den unita¨ren Korrelatoren wird das durch die
effektiven Massenterme mit k5F -Abha¨ngigkeit vermieden und die Energie wa¨chst bei
großen Dichten zwangsla¨ufig an.
In Dreiteilchenna¨herung erzeugen auch die Jastrow-Korrelationen durch den fu¨hren-
den k6F -Term Sa¨ttigung. Die Energie des Minimums liegt jedoch weit unter der realisti-
schen Gro¨ßenordnung bei negativen Werten und ist stark von der Korrelationsfunktion
bzw. der gewa¨hlten Nebenbedingung abha¨ngig. Hier scheint die
”
Normerhaltungsbe-
dingung”, die eine unita¨re Transformation nachahmt, hilfreich zu sein, indem sie die
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Abbildung 3.23 · Zustandsgleichung fu¨r
Kernmaterie mit dem Homework-2-Potential.
Ergebnisse mit materieoptimalen Korrela-
tor in Zwei- ( ) und Dreiteilchenna¨he-
rung ( ) im Vergleich mit Ergebnissen
einer Brueckner-Rechnung niedrigster Ord-
nung ( ) [Zabo77].Die Rauten bezeich-
nen Ergebnisse einer Variations-Monte-Carlo-
Rechnung [Zabo77].
Sa¨ttigungsenergie anhebt, d.h. die U¨berbindung reduziert. Der unita¨re Korrelator in
Dreiteilchenna¨herung zeigt kein Minimum mehr. Das ist zumindest teilweise darauf
zuru¨ckzufu¨hren, daß die drei Korrelatorparameter nicht in Dreiteilchenna¨herung mini-
miert wurden, sondern die optimalen Parameter der Zweiteilchenna¨herung aufgrund des
Rechenaufwands u¨bernommen werden mußten. Im Falle der Jastrow-Rechnungen wurde
diese Neuminimierung in Dreiteilchenna¨herung aber durchgefu¨hrt. Es ist also durchaus
mo¨glich, daß der unita¨re Korrelator ein Minimum in der Na¨he des realistischen Sa¨tti-
gungspunktes liefert, wenn eine Neubestimmung des Korrelators durchgefu¨hrt wu¨rde.
Schließlich kann auf Basis der Jastrow-Korrelatoren eine Fermi-Hypernetted-Chain-
Rechnung durchgefu¨hrt werden. Das Resultat stimmt gut mit den Ergebnissen einer
Monte-Carlo-Variationsrechnung [Zabo77], die bis auf statistische Fehler von ±0.5 MeV
als exakt gelten kann, u¨berein. Die Mo¨glichkeit einer derartigen Partialsummation
der ho¨heren Clusterordnungen besteht bei den unita¨ren Korrelatoren (noch) nicht, da
die korrelierten Operatoren ho¨herer Ordnungen weitaus komplexer als in der Jastrow-
Theorie sind. Dennoch sind die Ergebnisse der unita¨ren Korrelatoren bereits in Drei-
teilchenordnung in qualitativer U¨bereinstimmung mit den FHNC-Resultaten, ganz im
Gegensatz zur Jastrow-Dreiteilchenna¨herung.
Abschließend sollen noch Ergebnisse einer Brueckner-Rechnung in niedrigster Ord-
nung zum Vergleich (Abbildung 3.23) herangezogen werden. Die Brueckner-Rechnung
zeigt im betrachteten Dichteintervall kein Minimum, ist aber der Dreiteilchenna¨herung
des unita¨ren Korrelators verblu¨ffend a¨hnlich, liegt jedoch etwa 2 MeV darunter.
Zusammenfassend la¨ßt sich festhalten: In niedrigen Ordnungen der Clusterentwick-
lung ist die Methode der unita¨ren Korrelatoren den Jastrow-Korrelationen weit u¨berle-
gen. Sie liefert in Zweiteilchenna¨herung bereits Sa¨ttigung und in Dreiteilchenna¨herung
ein qualitativ mit der FHNC- und der Brueckner-Rechnung gut u¨bereinstimmendes
Ergebnis. Die Abweichung zu diesen beiden Rechnungen liegt in der gleichen Gro¨ßen-
ordnung wie deren Abweichung untereinander. Erstrebenswert wa¨re eine Energiemini-
mierung in Dreiteilchenna¨herung, so daß das Minimum in Dreiteilchenna¨herung repro-
duziert werden ko¨nnte. Eventuell ist auch eine Parametrisierung des Korrelators mit
mehr Freiheitsgraden wie im Falle des Jastrow-Korrelators denkbar.
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Kapitel 4
Kernmaterie mit pha¨nomenologischen
Potentialen
Die im vorangehenden Kapitel untersuchten Homework-Potentiale sind als rein sche-
matische Darstellungen spezieller Aspekte der Nukleon-Nukleon-Wechselwirkung kon-
zipiert. Die resultierenden Zustandsgleichungen und Dichten haben wenig mit den Ei-
genschaften physikalischer Kernmaterie gemein. Um dem nuklearen Problem na¨her zu
kommen, werden in diesem Kapitel zwei pha¨nomenologische NN-Potentiale aufgegrif-
fen, um die Zustandsgleichung von Kernmaterie im Rahmen der Methode der unita¨ren
Korrelatoren zu studieren.
4.1 Gammel-Christian-Thaler-Potential
Gerade die Beschreibung der Sa¨ttigung in Kernmaterie, d.h. der Ausbildung eines Mini-
mums der Energie als Funktion der Dichte, ist fu¨r realistische Kernmaterierechnungen
von besonderem Interesse und stellt fu¨r verwendete Na¨herungen einen essentiellen Test
dar. Daher wird in diesem Abschnitt das semi-realistische Gammel-Christian-Thaler-
Potential (kurz GCT-Potential) [GaCh57] aufgegriffen. Es setzt sich aus einem Zentral-
und einem Tensorteil zusammen
vGCT =
{0,1}∑
S,T
vcST (r) ΠST +
{0,1}∑
T
vtT (r) S12ΠT . (4.1)
Die Radialabha¨ngigkeiten sind durch eine einfache pha¨nomenologische Parametrisier-
ung, bestehend aus einem Hard-Core mit Radius rcore = 0.5 fm und einer Yukawafunk-
tion mit zwei freien Parametern, gegeben
v(r) =
{
∞ ; r < rcore
A exp(−µ r)/(µ r) ; r ≥ rcore
. (4.2)
Die Parameter sind durch Anpassung der Grundzustandseigenschaften des Deuterons
(Bindungsenergie und Quadrupolmoment) und einem groben Fit der Streuphasen bei
niedrigen Energien festgelegt. Die einzelnen Parameter sind in Tabelle 4.1 aufgefu¨hrt.
Die Radialabha¨ngigkeiten sind in Abbildung 4.1 dargestellt.
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Abbildung 4.1 · Radialabha¨ngigkeiten des
Zentralteils des GCT-Potentials in ST -Pro-
jektordarstellung. Dargestellt sind die Kom-
ponenten zu den Spin-Isospinquantenzahlen
ST = 00 ( ), 01 ( ), 10 ( ) und
11 ( ).
Das GCT-Potential besitzt einige Eigenschaften, die es als Testpotential fu¨r die An-
wendung der Methode der unita¨ren Korrelatoren besonders attraktiv machen. Zum
einen liefert es mit anerkannten Methoden, wie z.B. Brueckner-G-Matrix-Rechnungen
[BrGa58], eine Zustandsgleichung, die Sa¨ttigung bei Dichten und Energien in der Um-
gebung der experimentellen Werte zeigt. Daru¨ber hinaus bietet es die Mo¨glichkeit die
Methode der unita¨ren Korrelatoren an einem
”
echten” Hard-Core-Potential zu testen.
Das macht eine neue Klasse von Parametrisierungen der Korrelationsfunktionen not-
wendig. Ebenso la¨ßt sich die Bedeutung von spin-isospinabha¨ngigen Korrelatoren im
Vergleich zu globalen, spin-isospinunabha¨ngigen Korrelatoren studieren. Schließlich bie-
tet sich das GCT-Potential zusammen mit den sog. GT5100- und GT5200-Potentialen
[RiLo71] zum weiterfu¨hrenden Studium der Effekte von Tensorkorrelationen an. Die
drei genannten Potentiale basieren auf der gleichen Parametrisierung und unterschei-
den sich lediglich in der relativen Sta¨rke von Tensor und Zentralteil im ST = 10 Kanal,
trotzdem reproduzieren alle Potentiale die Deuterondaten und die Streuphasen. Das
GCT-Potential besitzt die schwa¨chste Tensorkomponente und entsprechend eine sta¨r-
Zentral vc Tensor vt
ST A [MeV] µ [fm−1] A [MeV] µ [fm−1]
00 113.0 1.0 — —
01 -905.6 1.7 — —
11 -150.0 1.5 57.5 1.12
GCT-Potential
10 -6395.0 2.936 -45.0 0.73421
GT5200-Potential
10 -1587.7 2.3576 -238.38 1.1788
GT5100-Potential
10 -121.94 1.4112 -498.73 1.4112
Tabelle 4.1 · Parameter der Ra-
dialabha¨ngigkeiten des GCT-, des
GT5200- und des GT5100-Potenti-
als in den verschiedenen Spin-Isospin-
kana¨len nach [RiLo71]. In den Kana¨-
len ST = 00, 01, 11 sind die Parame-
ter fu¨r alle Potentiale gleich, nur der
ST = 10-Kanal unterscheidet sich.
In allen Kana¨len ist der Core-Radius
rcore = 0.5 fm.
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kere Zentralkomponente, im GT5100-Potential sind die Verha¨ltnisse gerade umgekehrt.
Dieser Abschnitt beschra¨nkt sich auf die Anwendung von Zentralkorrelatoren, die nur
die Abstandsabha¨ngigkeit, nicht jedoch die Tensorstruktur der Wechselwirkung a¨ndern.
Da der Erwartungswert des Tensoroperators in isotroper spingesa¨ttigter Kernmaterie
verschwindet, wenn diese durch eine Slaterdeterminante beschrieben wird, und da der
(zentral-) korrelierte Tensorteil der Wechselwirkung lediglich eine modifizierte Radial-
abha¨ngigkeit aber keine neuen Operatorkomponenten zeigt, verschwindet der Beitrag
des Tensorteil vollsta¨ndig. Mit der Einschra¨nkung auf Zentralkorrelatoren tra¨gt auto-
matisch nur der Zentralteil der Wechselwirkung bei.
4.1.1 Globaler Korrelator
Zuna¨chst soll die Bindungsenergie von Kernmaterie (λ = 4) fu¨r das GCT-Potential
mit Hilfe eines spin-isospinunabha¨ngigen — globalen — Korrelators untersucht wer-
den. Das Vorgehen entspricht dem des vorangehenden Kapitels: Nach Wahl einer Pa-
rametrisierung fu¨r die Korrelationsfunktion R+(r) werden die freien Parameter durch
Minimieren des Energieerwartungswertes fu¨r Kernmaterie bestimmt. Mit dem so be-
stimmten Korrelator lassen sich korrelierte Dichten und die Zustandsgleichung ε˜C2(ρ)
in Zweiteilchenna¨herung bestimmen.
Eine geeignete Parametrisierung der Korrelationsfunktion muß unmittelbar den be-
sonderen Eigenschaften der Hard-Core-Potentiale Rechnung tragen. Innerhalb des Ra-
dius des Cores rcore muß die Relativwellenfunktion im Zweiteilchensystem bzw. die
Zweiteilchendichte im Vielteilchensystem identisch verschwinden, da jeder Beitrag in
diesem Bereich sofort eine unendliche potentielle Energie zur Folge ha¨tte. Der Kor-
relator muß also dafu¨r sorgen, daß die Wellenfunktion vollsta¨ndig aus dem Bereich
des Cores verdra¨ngt wird. In der Sprache der korrelierten Wechselwirkungen muß der
Core der Wechselwirkung vollsta¨ndig heraustransformiert werden. Aus der Form des
korrelierten lokalen Potentials v˜(r) = v[R+(r)] wird unmittelbar klar, daß die Korrela-
tionsfunktion R+(r) fu¨r r = 0 gerade den Wert des Coreradius rcore ergeben muß, um
den Hard-Core vollsta¨ndig aus dem korrelierten Potential zu entfernen. Der Parameter
η, der in den Soft-Core-Parametrisierungen, wie z.B. (3.2), die Sta¨rke des Cores wi-
derspiegelt, muß fu¨r Hard-Core-Potentiale den Wert η = 0 annehmen. Die vereinfachte
Hard-Core-Parametrisierung lautet:
R+(r) = r + α exp(− exp[r/β]). (4.3)
Der Parameter α bestimmt den Wert der Korrelationsfunktion fu¨r r = 0 und ist damit
durch den Coreradius rcore festgelegt
R+(r = 0) = rcore ⇒ α = e rcore. (4.4)
Verbleibt nur die Reichweite β als freier Parameter. Neben der speziellen Form des
Ausheilens durch ein doppeltes Exponential sind eine Reihe weiterer funktionaler Ab-
ha¨ngigkeiten denkbar, z.B. ein einfach exponentieller Abfall oder ein gaußfo¨rmiger Ab-
fall. Unter all diesen liefert der doppeltexponentielle Abfall mit Abstand die besten,
d.h. niedrigsten, Energien. Es kann jedoch nicht ausgeschlossen werden, daß optimierte
Korrelationsfunktionen die Energie weiter absenken.
Die numerische Energieminimierung durch Variation des Reichweiteparameters β bei
der Dichte ρ = 3 ρ0, wobei ρ0 = 0.17 fm
−3 die physikalische Kernmateriedichte bezeich-
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Abbildung 4.2 · (a) Korrelationsfunktionen fu¨r das GCT-Potential mit materieoptimalem
Reichweiteparameter (4.5) ( ) und Vergleichskorrelatoren mit verku¨rzten Reichweiten von
β = 0.95 fm ( ) und β = 0.9 fm ( ). (b) Korrelierte Zweiteilchendichte fu¨r ρ = 3 ρ0
und unkorrelierte Zweiteilchendichte ( ).
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Abbildung 4.3 · (a) Abha¨ngigkeit der Energie pro Teilchen von der Dichte fu¨r den materie-
optimalen Korrelator ( ) und die Vergleichskorrelatoren mit verku¨rzten Reichweiten von
β = 0.95 fm ( ) und β = 0.9 fm ( ). Fu¨r den materieoptimalen Korrelator wird ein
Kleinheitsparameter κ ≈ 0.3 bei ρ ≈ 4.9ρ0 erreicht. (b) Einzelne Beitra¨ge zur Energie fu¨r den
materieoptimalen Korrelator: unkorrelierte kinetische Energie t0 ( ), lokale Potentiale v˜+u˜
( ), effektive Massenkorrekturen t˜∇+ t˜r ( ) und die Summe aller Terme ε˜
C2 ( ).
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net, liefert die Korrelatorparameter
α = e rcore, β = 1.041 fm, VC = 0.36 fm
3. (4.5)
Da die gewa¨hlte Dichte, wie sich im folgenden herausstellt, praktisch der Sa¨ttigungs-
dichte entspricht, fu¨hrt die gleichzeitige Variation der Dichte zum selben optimalen
Korrelator. Die Abbildung 4.2(a) zeigt den materieoptimalen Korrelator und zwei Ver-
gleichskorrelatoren mit verku¨rzten Reichweiten von β = 0.95 fm bzw. β = 0.9 fm und
Korrelationsvolumen VC = 0.3 fm
3 bzw. VC = 0.26 fm
3. In Abbildung 4.2(b) sind die
korrelierten Zweiteilchendichten fu¨r die drei Korrelatoren dargestellt. Wie oben be-
schrieben, nehmen alle Korrelatoren fu¨r r = 0 den Wert des Coreradius an, daraus
folgt unmittelbar, daß die Zweiteilchendichte innerhalb des Cores identisch verschwin-
det.
Die Abbildung 4.3(a) gibt die Energie in Zweiteilchenna¨herung ε˜C2 als Funktion der
Dichte ρ fu¨r den materieoptimalen Korrelator (4.5) und die beiden Vergleichskorrela-
toren an. Hier werden Dichte bzw. Fermiimpuls in Einheiten der physikalischen Kern-
materiedichte ρ0 = 0.17 fm
−3 und des physikalischen Fermiimpulses kF0 = 1.36 fm−1
angegeben. Fu¨r alle Korrelatoren ergibt sich ein ausgepra¨gtes Energieminimum bei
ρ ≈ 3 ρ0. Bei gro¨ßeren Fermiimpulsen steigt die Energie entsprechend dem dominan-
ten k5F -Term in (2.32) an. Der Sa¨ttigungspunkt fu¨r den materieoptimalen Korrelator
resultiert aus der Energieminimierung zu
ρsat = 3.22 ρ0, ε
sat = −23.6 MeV. (4.6)
Der Vergleich mit den Resultaten anderer Rechnungen wird in Abschnitt 4.1.3 in aller
Ausfu¨hrlichkeit erfolgen.
Die Zustandsgleichung ist offenbar recht stark von der Korrelationsfunktion abha¨n-
gig. Die eher geringe Reichweitenmodifikation der Vergleichskorrelatoren gegenu¨ber
dem materieoptimalen Korrelator hat eine deutliche Abweichung der Energie zur Folge.
A¨hnliches gilt fu¨r leicht vera¨nderte Parametrisierungen. Wie bereits erwa¨hnt wurden
verschiedene Parametrisierungen eingesetzt von denen die hier verwendete doppeltex-
ponentielle Darstellung die niedrigsten Energien lieferte, dennoch ko¨nnte mit anderen,
nicht untersuchten Parametrisierungen eine weitere Absenkung der Sa¨ttigungsenergie
in der Gro¨ßenordnung von einem MeV mo¨glich sein.
Besonders interessant ist die Untersuchung der einzelnen Beitra¨ge zur Energie. Ab-
bildung 4.3(b) zeigt die unkorrelierte kinetische Energie, die lokalen Potentiale und die
effektiven Massenkorrekturen fu¨r den materieoptimalen Korrelator in Abha¨ngigkeit vom
Fermiimpuls. Die Struktur der Zustandsgleichung wird hier deutlich: Die unkorrelierte
kinetische Energie t0 wa¨chst proportional k
2
F an, die fu¨hrenden direkten Terme der loka-
len Potentiale v˜+ u˜ fallen proportional zu k3F ab und die direkten Terme der effektiven
Massenkorrekturen t˜∇ + t˜r wachsen mit k5F an. Zwischen den beiden lokalen Beitra¨-
gen von korreliertem Potential und korrelierter kinetischer Energie tritt ein deutlicher
Kompensationseffekt auf, bei ρ = 3 ρ0 liefert das korrelierte Potential v˜ = −221 MeV
und das kinetische Potential u˜ = 128 MeV, so daß in der Summe ein lokaler Beitrag von
−93 MeV verbleibt. Die Energie, die durch Einfu¨hren der Korrelationen im Potential-
teil gewonnen wird, muß zum Teil durch den Verlust beim lokalen Teil der kinetischen
Energie bezahlt werden. Die Bedeutung der effektiven Massenkorrekturen fu¨r die Sa¨tti-
gungseigenschaften offenbart sich hier — das Anwachsen der Gesamtenergie bei großen
Fermiimpulsen wird einzig von dem k5F -Beitrag der effektiven Massenkorrekturen ver-
ursacht. Das ist ein herausragender Unterschied zum weit verbreiteten Jastrow-Ansatz,
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bei dem dieser Beitrag nicht auftritt und somit keine Sa¨ttigung in Zweiteilchenordnung
erreicht werden kann. Ein quantitativer Vergleich hierzu wird in Abschnitt 4.1.3 ange-
stellt. Der Vergleich zwischen Austausch- und direkten Termen der einzelnen Kompo-
nenten besta¨tigt die Beobachtung bei den Homework-Potentialen: Die Austauschterme
liefern bei den betrachteten Dichten Beitra¨ge von 10-20%. Unabha¨ngig vom Vorzeichen
der direkten Terme sind die Austauschbeitra¨ge allesamt negativ, daher addiert sich ihr
Effekt konstruktiv und sie spielen eine wesentliche Rolle fu¨r die Gesamtenergie.
4.1.2 Spin-Isospinabha¨ngiger Korrelator
Da das GCT-Potential verschiedene Radialabha¨ngigkeiten in verschiedenen Spin-Iso-
spinkana¨len aufweist, sollte man dem Korrelator dieselbe Freiheit zu geben. Wie in
Abschnitt 1.2.1 dargelegt, kann der Korrelationsoperator als Summe von Korrelato-
ren fu¨r die verschiedenen Quantenzahlen von Spin und Isospin multipliziert mit den
entsprechenden Projektionsoperatoren geschrieben werden
C =
{0,1}∑
S,T
CSTΠST . (4.7)
Die Korrelatoren CST bzw. die zugeho¨rigen Korrelationsfunktionen R
ST
+ (r) werden
durch die schon im spin-isospinunabha¨ngigen Fall verwendete Parametrisierung (4.3)
beschrieben. Dabei ist fu¨r jeden Spin-Isospinkanal ein Satz von Parametern α, β einzu-
setzen. Der Coreradius rcore ist fu¨r alle Potentialkomponenten gleich, damit auch der
Parameter α = e rcore. Es verbleiben die vier Reichweiteparameter β, die durch Mini-
mierung der Kernmaterieenergie bei ρ = 3 ρ0 bestimmt werden. Die Ergebnisse sind in
Tabelle 4.2 zusammengefaßt.
Die Abbildung 4.4(a) zeigt die Korrelationsfunktionen zu den verschiedenen Spin-
Isospinquantenzahlen. Die Unterschiede in den einzelnen Kana¨len sind sehr deutlich
und stehen in direktem Zusammenhang mit den Radialabha¨ngigkeiten des Potentials.
Im ST = 00-Kanal z.B. besitzt die Korrelationsfunktion besonders große Reichweite
und das zugeho¨rige Potential ist auch außerhalb des Hard-Cores rein abstoßend (vergl.
Abbildung 4.1). Um die Wirkung dieser zusa¨tzlichen Abstoßung zu verringern, ha¨uft
der Korrelator die aus dem Core verdra¨ngte Sta¨rke nicht direkt außerhalb des Cores auf,
sondern verteilt sie hin zu gro¨ßeren Absta¨nden, was sich in dem langsamen Abfallen der
Korrelationsfunktion widerspiegelt. Dagegen ist es in den anderen Kana¨len energetisch
gu¨nstig, die verdra¨ngte Sta¨rke unmittelbar außerhalb des Cores zu positionieren, da so
der anziehende Teil des Potentials optimal ausgenutzt werden kann. Dementsprechend
sind kurzreichweitige Korrelatoren in diesen Kana¨len bevorzugt.
β [fm] VC [ fm
3]
global 1.041 0.36
ST = 00 1.860 0.97
ST = 01 1.210 0.49
ST = 10 1.017 0.35
ST = 11 0.775 0.18
Tabelle 4.2 · Reichweiteparameter und Korre-
lationsvolumen des materieoptimalen Korrela-
tors fu¨r das GCT-Potential nach Energiemini-
mierung bei ρ = 3 ρ0. Verwendet werden die
beiden Parametrisierungen (4.3) mit Spin-Iso-
spinabha¨ngigkeit und als globaler Korrelator.
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Abbildung 4.4 · (a) Materieoptimale spin-isospinabha¨ngige Korrelationsfunktionen fu¨r das GCT-
Potential. Die 4 Parameter βST sind durch Energieminimierung in Kernmaterie bei ρ = 3 ρ0
bestimmt. Dargestellt sind die Korrelationsfunktionen fu¨r die einzelnen Spin-Isospinkana¨le
ST = 00 ( ), ST = 01 ( ), ST = 10 ( ) und ST = 11 ( ). Zum Vergleich
ist die materieoptimale globale Korrelationsfunktion des vorangehenden Abschnittes angegeben
( ). (b) Abha¨ngigkeit des Energieerwartungswertes pro Teilchen vom Fermiimpuls fu¨r die
beiden oben genannten Korrelatoren. Bis zur Dichte ρ ≈ 3.6ρ0 ist der Kleinheitsparameter κ
kleiner als 0.3.
Die Abha¨ngigkeit der korrelierten Energie von der Dichte fu¨r den spin-isospinab-
ha¨ngigen Korrelator ist in Abbildung 4.4(b) dargestellt. Zum Vergleich ist auch das
Resultat fu¨r den spin-isospinunabha¨ngigen Korrelator des vorangehenden Abschnitts
angegeben. Die zusa¨tzliche Differenzierung des Korrelators hat einen deutlichen Ein-
fluß auf die Energie. Der Sa¨ttigungspunkt liegt bei
ρsat = 3.74 ρ0, ε
sat = −30.2 MeV (4.8)
und ist damit gut 6 MeV unter dem Resultat fu¨r den spin-isospinunabha¨ngigen Korrela-
tor. Einmal mehr zeigt sich, daß es wesentlich ist, die volle Struktur der Wechselwirkung
auf den Korrelationsoperator zu u¨bertragen.
4.1.3 Vergleich
Das GCT-Potential kann benutzt werden, um die allgemeinen Eigenschaften der Me-
thode der unita¨ren Korrelatoren fu¨r Kernmaterie mit anderen gebra¨uchlichen Verfahren
zu vergleichen. An erster Stelle stehen hier die Jastrow-Korrelationsfunktionen [Jast55].
Der Grundgedanke der Jastrowschen Methode ist es, die kurzreichweitgen Korrela-
tionen durch Multiplikation der Zweiteilchen-Relativwellenfunktion mit einer abstands-
abha¨ngigen Funktion f(r) zu beschreiben. Die Vielteilchen-Korrelationsfunktion ist
durch das Produkt der Jastrowfunktionen fu¨r alle Teilchenpaare gegeben. Auch die
jastrowkorrelierten Erwartungswerte sind im Vielteilchenfall kaum berechenbar und
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ε(ρ) Abbildung 4.5 · Vergleich der Kernmaterie-
energien berechnet mit rein zentralen Jastrow-
Korrelationsfunktionen bzw. unita¨ren Kor-
relatoren. Dargestellt sind UCOM-Energien
in Zweiteilchenna¨herung mit globalem Kor-
relator ( ) sowie die Ergebnisse einer
spin-isospinunabha¨ngigen Jastrow-Rechnung
in Zweiteilchenna¨herung ( ) [RiLo71]
und Dreiteilchenna¨herung ( ) [RiLo72].
man ist auf eine Clusterentwicklung und deren Partialsummationen angewiesen. Eine
umfassende Darstellung der Jastrowkorrelationen findet sich in [Clar79].
Wie im Falle der vorliegenden Methode ist auch fu¨r die Jastrowkorrelationen die
Zweiteilchenapproximation die einfachste nichttriviale Na¨herung. Vergleicht man die
fu¨hrenden Ordnungen der kF -Entwicklung der direkten Terme der Energien in Zweiteil-
chenna¨herung, so zeigt sich ein wesentlicher Unterschied. Die Jastrow-Methode liefert
lediglich eine k3F -Abha¨ngigkeit [OwBi76, RiLo71], die von den korrelierten Potentialen
und der korrelierten kinetischen Energie stammt. Dagegen ergibt die Methode der uni-
ta¨ren Korrelatoren einen k3F -Term fu¨r die lokalen Potentiale und einen k
5
F -Term fu¨r die
effektiven Massenterme. Das hat weitreichende Konsequenzen: Fu¨r Potentiale, die eine
Anziehung enthalten, ist die Jastrow-Zweiteilchenna¨herung per constructionem nicht in
der Lage, Sa¨ttigung zu erzeugen. Der Koeffizient des fu¨hrenden k3F -Terms ist negativ
und die Energie fa¨llt mit wachsendem Fermiimpuls immer weiter ab. Dagegen wird die-
ser Abfall bei den unita¨ren Korrelatoren durch die Anstieg des k5F Terms mit positivem
Koeffizienten kompensiert, die Energie steigt fu¨r große Fermiimpulse stark an und bei
ρ ≈ 3.5 ρ0 bildet sich ein Minimum aus.
Abbildung 4.5 zeigt den direkten Vergleich der Energien in Zweiteilchenna¨herung
fu¨r Jastrow und unita¨re Korrelationen am Beispiel des GCT-Potentials. Die gezeigten
Jastrow-Rechnungen von Ristig, Ter Louw und Clark [RiLo71, RiLo72] beschra¨nken
sich auf rein zentrale, spin-isospinunabha¨ngige Korrelatoren, sie sind also direkt mit den
Ergebnissen aus Abschnitt 4.1.1 fu¨r den unita¨ren spin-isospinunabha¨ngigen Korrelator
vergleichbar. Fu¨r kleine Dichten ρ < ρ0 stimmen die Energien recht gut u¨berein, sie
fallen anna¨hernd proportional mit der Dichte ab. Im Bereich ρ ≈ 2 ρ0 zeigen die unita¨r
korrelierten Rechnungen dann eine deutlich Abnahme der Steigung und es bildet sich
das Minimum bei ρ ≈ 3.5 ρ0 aus, wa¨hrend die Jastrow-Rechnung weiter proportional
der Dichte abfa¨llt. Die unita¨ren Korrelatoren sind der Jastrow-Methode auf Ebene der
Zweiteilchenna¨herung also Dank der effektiven Massenterme u¨berlegen.
Bei Anwendung der Jastrow-Methode ist man gezwungen, zumindest die na¨chste
Ordnung der Clusterentwicklung in Betracht zu ziehen, um Sa¨ttigung zu erhalten. Die
direkten Terme der dritten Ordnung liefern einen fu¨hrenden Term k6F , der, einen posi-
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ε(ρ) Abbildung 4.6 · Vergleich der Energien be-
rechnet mit Hilfe der unita¨ren Korrelatoren
bzw. der Bruecknerschen G-Matrix. Darge-
stellt sind die UCOM-Resultate mit globalem
( ) und mit spin-isospinabha¨ngigem Kor-
relator ( ) in Zweiteilchenna¨herung sowie
das Ergebnis einer G-Matrixrechnung niedrig-
ster Ordnung [BrGa58] ( ) und und das
Resultat der unita¨ren Transformationsmetho-
de von Ristig et al. [RiKi68] ( ).
tiven Koeffizienten vorausgesetzt, in der Lage ist Sa¨ttigung zu erzeugen. In Abbildung
4.5 ist auch die Dreiteilchenna¨herung fu¨r die Jastrow-Korrelationen aufgetragen. Leider
enden die Rechnungen in [RiLo72] bei kF = 2.0 fm
−1 = 1.47 kF0, aber es deutet sich an,
daß sich ein Minimum ausbildet. Jedoch ist die Sa¨ttigungsdichte gro¨ßer und die Ener-
gie deutlich geringer als fu¨r die Zweiteilchenordnung der unita¨ren Korrelatoren. Die im
Abschnitt 4.2.2 vorgestellte Rechnungen fu¨r das GT5200-Potential in [RiLo71, RiLo72]
zeigen denselben Trend: Die Jastrow-Zweiteilchenordnung kollabiert und erst die Hin-
zunahme der Dreiteilchenordnung erzeugt Sa¨ttigung.
Neben der expliziten Berechnung der dritten Ordnung der Clusterentwicklung exi-
stieren auch Ansa¨tze, den Kollaps der Jastrow-Zweiteilchenna¨herung durch zusa¨tzli-
che Nebenbedingungen an die Korrelationsfunktionen einzuschra¨nken. Ein interessan-
ter Ansatz von Irvine [Irvi81] wird als
”
lowest order constrained variational technique”
(LOCV) bezeichnet. Fu¨r fermionische Systeme ist die Nebenbedingung die Normie-
rung der korrelierten Zweiteilchenwellenfunktion bzw. Zweiteilchendichte. Die Korrela-
tionsfunktion wird bei gegebenem Fermiimpuls kF durch einen Satz von Differential-
gleichungen bestimmt, in die das Potential und die Normierungsbedingung eingehen.
Durch dieses Verfahren zeigt auch die Zweiteilchenna¨herung Sa¨ttigung, fu¨r das GCT-
Potential ergibt sich ein Minimum bei ρ ≈ 3 ρ0 und einer Energie von ε ≈ −42 MeV.
Die Resultate sind nicht direkt mit den hier abgeleiteten Ergebnissen vergleichbar, da
Tensorkorrelationen mit einbezogen sind.
Im Vergleich mit der Methode der unita¨ren Korrelatoren zeigen sich zwei interes-
sante Gesichtspunkte: Zum einen ist die Normierungsnebenbedingung bei den unita¨ren
Korrelatoren per constructionem erfu¨llt. Fu¨r die Jastrow-Zweiteilchenna¨herung scheint
die Normierung eine wesentliche Bedingung fu¨r die Ausbildung der Sa¨ttigung zu sein.
Da dies bei den unita¨ren Korrelatoren von vorherein gegeben ist, liefert diese Methode
sowohl konzeptionell als auch technisch den wesentlich einfacheren Zugang. Zum an-
deren besta¨tigt die LOCV das Konzept der zustandsabha¨ngigen, d.h. im einfachsten
Fall dichteabha¨ngigen, Korrelationen auf Zweiteilchenniveau zur Nachbildung der ho¨-
heren Ordnungen der Clusterentwicklung. Diese Idee wurde in Abschnitt 2.1.4 bereits
als Mo¨glichkeit zur effektiven Beschreibung der Dreiteilchenbeitra¨ge vorgestellt.
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Neben den ebenfalls auf dem Variationsprinzip basierenden Jastrow-Rechnungen exi-
stiert fu¨r das GCT-Potential auch eine Rechnung mit der Bruecknerschen G-Matrix
[BrGa58]. Diese Rechnung entha¨lt implizit auch Tensorkorrelationen, so daß sie nicht
unmittelbar mit den hier erzielten Resultaten vergleichbar ist, dennoch wird ein allge-
meiner Trend deutlich.
Das Resultat der Brueckner-Rechnung ist zusammen mit den Ergebnissen der uni-
ta¨ren Korrelatoren in Abbildung 4.6 dargestellt. Es zeigt sich die deutliche Diskrepanz
zwischen Brueckner-Rechnungen und Variationsrechnungen in niedriger Ordnung, die
in den siebziger Jahren unter dem Schlagwort
”
nuclear matter crisis” bekannt geworden
ist. Generell liefern die Brueckner-Rechnungen in Zweiteilchenordnung eine deutlich
niedrigere Sa¨ttigungsdichte und eine geringere Bindungsenergie fu¨r Kernmaterie als die
verschiedenen Variationsrechnungen in niedriger Ordnung. Dies stellt sich in erster Linie
als ein Effekt der verwendeten Na¨herungen dar. Die Beru¨cksichtigung der Dreiteilchen-
ordnung der Brueckner-Methode senkt die Sa¨ttigungsenergie deutlich ab und erho¨ht die
die Dichte [Day78]. Dagegen wirkt die Dreiteilchenordnung der Variationsmethode in
aller Regel gerade umgekehrt, die Sa¨ttigungsenergie steigt und die Dichte sinkt ab. Da-
mit kommen sich die Resultate der beiden Zuga¨nge na¨her. Eine ausfu¨hrliche Diskussion
der
”
nuclear matter crisis” und ihrer Ursachen findet sich in [Day78, Clar79].
In Abbildung 4.6 ist ebenfalls ein Resultat der unita¨ren Transformationsmethode
von M. Ristig [Rist67, RiKi68, Rist70] dargestellt. Sie verfolgt denselben Ansatz eines
unita¨ren Korrelationsoperators, der eine Radialtranslation beschreibt, wie die hier vor-
gestellte Methode der unita¨ren Korrelatoren. Die Grundelemente sind daher identisch,
leider wurden wir auf diese fru¨he Arbeit erst aufmerksam, als wir die Methode bereits
u¨ber den Umfang der damaligen Untersuchungen hinaus selbst neu entwickelt hatten.
Dazu geho¨rt die Verallgemeinerung auf beliebige (nicht Hard-Core-) Potentiale sowie
spin-isospinabha¨ngige Korrelatoren und die Behandlung der Dreiteilchenbeitra¨ge. In
der Abbildung ist ein Resultat mit spin-isospinunabha¨ngigem Korrelator in Zweiteil-
chenna¨herung gezeigt. Der Grund fu¨r den leichten Unterschiede der Resultate von Ristig
und Kistler im Vergleich zum hier verwendeten spin-isospinunabha¨ngigen Korrelatoren
liegt einzig in der Parametrisierung der Korrelationsfunktion.
4.2 Gammel-Thaler-5200-Potential
Die Untersuchungen des vorangehenden Abschnitts werden nun fu¨r das Gammel-Thaler-
5200-Potential (GT5200) in abgeku¨rzter Form wiederholt. Wie bereits beschrieben un-
terscheidet es sich vom GCT-Potential nur in der ST = 10-Komponente, die Parameter
finden sich in Tabelle 4.1. Der Zentralteil ist gegenu¨ber dem GCT Potential abge-
schwa¨cht und der Tensorteil versta¨rkt, so daß die Tensorkorrelationen an Bedeutung
gewinnen.
4.2.1 Optimale Korrelationsfunktionen
Wie fu¨r das Gammel-Christian-Thaler-Potential wird ein zustandsunabha¨ngiger — glo-
baler — und ein spin-isospinabha¨ngiger Korrelator bestimmt. Neben der bisher verwen-
deten Hard-Core-Parametrisierung der Korrelationsfunktion (4.3) wird eine optimierte
89
Kapitel 4 · Kernmaterie mit pha¨nomenologischen Potentialen
RA+(r) R
B
+(r)
β VC β VC
[fm] [ fm3] [fm] [ fm3]
global 1.143 0.44 2.961 0.43
ST = 00 1.860 0.97 5.109 1.05
ST = 01 1.210 0.49 3.044 0.46
ST = 10 1.357 0.59 3.475 0.58
ST = 11 0.775 0.18 1.878 0.14
Tabelle 4.3 · Reichweitepara-
meter und Korrelationsvolumen
der materieoptimalen Korrela-
toren fu¨r das GT5200-Potential
nach Energieminimierung bei
ρ = 1.3 ρ0. Verwendet werden
die beiden Parametrisierungen
(4.9) mit Spin-Isospinabha¨ngig-
keit und als globaler Korrelator.
RA+(r) R
B
+(r)
global ST global ST
ρsat [ρ0] 0.74 1.29 0.81 1.45
ksatF [kF0] 0.90 1.09 0.93 1.13
εsat [ MeV] 1.23 -0.50 1.07 -1.16
Tabelle 4.4 · Fermiimpulse,
Dichten und Energien fu¨r
die Sa¨ttigungspunkte fu¨r das
GT5200-Potential mit den vier
untersuchten Korrelatoren.
Parametrisierung mit einem dreifachen Exponential verwendet
RA+(r) = r + α exp(− exp[r/β])
RB+(r) = r + α exp(− exp[exp(r/β)]).
(4.9)
Der Parameter α ist wie beim GCT-Potential durch den Radius des Cores der Wech-
selwirkung festgelegt
αA = e rcore bzw. α
B = ee rcore. (4.10)
Der Reichweiteparameter β wird wie gehabt durch Minimierung der Energie bei gege-
bener Dichte bestimmt. In diesem Falle wird ρ = 1.3 ρ0 gewa¨hlt, weil in diesem Bereich
der Sa¨ttigungspunkt erwartet wird. Wie bei allen bisher betrachteten Beispielen ist
die Abha¨ngigkeit der Korrelatorparameter von der gewa¨hlten Minimierungsdichte sehr
gering. Die Resultate der Minimierung sind in Tabelle 4.3 zusammengestellt. Fu¨r den
spin-isospinabha¨ngigen Korrelator RA+ stimmen die Parameter außer im ST = 10-Kanal
mit denen fu¨r das GCT-Potential u¨berein, denn auch die entsprechenden Potentialkom-
ponenten sind gleich.
Mit den vier gegebenen Korrelatoren wird nun die Energie in Zweiteilchenna¨herung
in Abha¨ngigkeit vom Fermiimpuls berechnet. Abbildung 4.7 zeigt die Resultate. Fu¨r
alle untersuchten Korrelatoren ergibt sich ein Energieminimum, dessen Energie und
Dichte in Tabelle 4.4 angegeben sind. Die Kurven besta¨tigen die Ergebnisse der Un-
tersuchung des GCT-Potentials. Die spin-isospinabha¨ngigen Korrelatoren liefern eine
deutlich niedrigere Energie als die globalen Korrelatoren. Hier liegen die Energien des
Sa¨ttigungspunktes fu¨r die globalen Korrelatoren im positiven Bereich in der Gro¨ßenord-
nung 1 MeV. Die spin-isospinabha¨ngigen Korrelatoren liefern dagegen negative Ener-
gien bei −0.5 bzw. −1.2 MeV. Das besta¨tigt die Notwendigkeit den Korrelator der
Struktur der Wechselwirkung anzupassen, um optimale Resultate zu erhalten.
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Abbildung 4.7 · Zustandsgleichung fu¨r Kern-
materie in Zweiteilchenna¨herung mit dem
GT5200-Potential fu¨r den materieoptimalen
globalen Korrelator ( ) und den spin-
isospinabha¨ngigen Korrelator ( ). Die
Korrelationsfunktion wird durch die beiden
Parametrisierungen RA+ ( ) und R
B
+
( ) mit Parametern nach Tabelle 4.3 dar-
gestellt. Die Rauten markieren die Sa¨ttigungs-
punkte. Der Kleinheitsparameter erreicht der
Wert κ ≈ 0.3 erst bei Dichten ρ ≈ 4ρ0.
Der Vergleich der beiden Korrelatorparametrisierungen zeigt den Spielraum, der
durch die Wahl der Parametrisierung verbleibt. Die beiden untersuchten Parametrie-
rungen unterscheiden sich lediglich in der Sta¨rke des Abfalls bei großen Reichweiten.
Die Energie am Sa¨ttigungspunkt ist fu¨r die spin-isospinabha¨ngige Variante der Para-
metrisierung RB+ um gut 0.6 MeV niedriger als fu¨r die Parametrisierung R
A
+. Es ist nie
auszuschließen, daß eine andere
”
geratene” Parametrisierung existiert, die die Energie
in dieser Gro¨ßenordnung absenkt. Um diese Unsicherheit zu beseitigen, wa¨re es no¨tig,
eine optimale Korrelationsfunktion etwa durch eine entsprechende Differentialgleichung
zu bestimmen, was fu¨r den zweiteilchenoptimalen Korrelator auch mo¨glich, jedoch fu¨r
den materieoptimalen Korrelator zu komplex ist.
4.2.2 Vergleich mit Jastrow-Rechnungen
Das GT5200-Potential ist auch in den bereits zitierten Arbeiten von M.L. Ristig, W.J.
Ter Louw und J.W. Clark [RiLo71, RiLo72] behandelt worden. Der Vorteil gegenu¨ber
dem bereits diskutierten GCT-Potential liegt darin, daß die Rechnung von Ristig et al.
den Sa¨ttigungspunkt und das Verhalten bei Dichten jenseits der Sa¨ttigung zeigt, so daß
der direkte Vergleich mo¨glich ist.
Die Abbildung 4.8 zeigt die Energien mit der globalen und spin-isospinabha¨ngigen
Version der Korrelatorparametrisierung RB+ und zum Vergleich die Ergebnisse der zu-
standsunabha¨ngigen Jastrow-Rechnung in Zwei- und Dreiteilchenna¨herung. Diese Rech-
nungen sind direkt mit den Resultaten mit dem globalen Korrelator zu vergleichen, da
in beiden Fa¨llen keine Spin-Isospinabha¨ngigkeit beru¨cksichtigt wird.
Es besta¨tigen sich die Schlußfolgerungen die bei Untersuchung des GCT-Potentials in
Abschnitt 4.1.3 gezogen wurden. Im Gegensatz zu den Jastrow-Rechnungen zeigen die
UCOM-Rechnungen bereits in Zweiteilchenna¨herung Sa¨ttigungsverhalten, d.h. es bildet
sich ein Minimum in der Energie bei endlichen Fermiimpulsen bzw. Dichten aus und die
Energie wa¨chst bei großen Fermiimpulsen stark — in fu¨hrender Ordnung mit k5F , dem
Beitrag der effektiven Massenkorrekturen — an. Die Jastrow-Rechnungen kollabieren
dagegen in Zweiteilchenna¨herung, die Energie fa¨llt immer weiter ab — in fu¨hrender
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Abbildung 4.8 · Vergleich der Energien fu¨r das
GT5200-Potential mit rein zentralen Korre-
latoren. Dargestellt sind UCOM-Energien in
Zweiteilchenna¨herung mit globalem Korrela-
tor RB+ ( ) sowie die Ergebnisse einer
spin-isospinunabha¨ngigen Jastrow-Rechnung
in Zwei- ( ) [RiLo71] und Dreiteilchen-
na¨herung ( ) [RiLo72].
Ordnung mit k3F , dem Beitrag des lokalen Potentials. Es bildet sich kein Minimum aus.
Erst die Hinzunahme der na¨chsten Ordnung der Clusterentwicklung, ergibt den no¨tigen
k6F -Term um Sa¨ttigung zu realisieren. Der in Jastrow-Dreiteilchenna¨herung bestimmte
Sa¨ttigungspunkt liegt um etwa 4 MeV unter dem der UCOM-Zweiteilchenna¨herung.
Es ist zu erwarten, daß die Beru¨cksichtigung der Dreiteilchenbeitra¨ge fu¨r die unita¨ren
Korrelatoren bei niedrigen Dichten eine Absenkung der Energie bewirkt, da der Drei-
teilchenbeitrag des Potentials — proportional k6F — ersten Rechnungen zufolge negativ
ist. Die kinetischen Terme, insbesondere der Beitrag der effektiven Massenkorrektu-
ren mit einer k8F -Abha¨ngigkeit sollte bei Dichten jenseits des Sa¨ttigungspunktes einen
dominanten positiven Energiebeitrag bringen, so daß wieder Sa¨ttigung erreicht wird.
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Kapitel 5
Bosonische Materie: 4He-Flu¨ssigkeit
Nachdem in den vorangehenden Kapiteln die Anwendung der Methode der unita¨ren
Korrelatoren auf homogene fermionische Systeme am Beispiel von Kern- und Neutro-
nenmaterie untersucht wurde, soll der gesamte Formalismus in diesem und im folgenden
Kapitel auf bosonische Systeme u¨bertragen werden. Als Anwendung bieten sich Syste-
me von 4He-Atomen an, da die Atom-Atom-Wechselwirkung hier recht gut bekannt und
von einfacher Struktur ist. Zudem ist der Einfluß der kurzreichweitigen Korrelationen in
diesen Systemen noch weit sta¨rker ausgepra¨gt als in der bisher diskutierten nuklearen
Materie. Es handelt sich um eine Paradeobjekt fu¨r den Test der Methode der unita¨r-
en Korrelatoren im Grenzfall starker Korrelationen. In einem ersten Schritt diskutiert
dieses Kapitel ein homogenes System von 4He-Atomen, die 4He-Flu¨ssigkeit.
5.1 Motivation
Die Behandlung von Systemen wechselwirkender 4He-Atome im Rahmen der Methode
der unita¨ren Korrelatoren weist im Vergleich zur Beschreibung nuklearer Materie zwei
wesentliche Unterschiede auf — es handelt sich um ein von Korrelationen dominiertes
System wechselwirkender Bosonen.
Das 4He-Atom besitzt Gesamtspin Null und ist somit ein Boson. Um dieses zusam-
mengesetzte Objekt als inertes Boseteilchen beschreiben zu ko¨nnen, du¨rfen die intrin-
sischen Freiheitsgrade des 4He-Atoms nicht angeregt werden. Die mittlere Energie pro
Teilchen muß wesentlich unter der niedrigsten Energie fu¨r eine intrinsische Anregung
des Atoms bleiben. Unter dieser Voraussetzung kann die 4He-Flu¨ssigkeit als System
strukturloser identischer Bosonen mit einer gegebenen Atom-Atom-Wechselwirkung be-
handelt werden.
Der U¨bergang zu bosonischen Systemen im Grundzustand bringt, verglichen mit
den Fermigasen, Vor- und Nachteile fu¨r die theoretische Behandlung mit sich, die mit
der besonderen Struktur des Vielteilchenzustandes verknu¨pft sind: Bei T = 0 K be-
finden sich alle Teilchen im selben Einteilchenzustand (Bose-Einstein-Kondensat). Der
Vielteilchenzustand ist einfach durch das direkte Produkt der identischen Einteilchen-
zusta¨nde gegeben. Die fu¨r Bosonen notwendige Symmetrie gegenu¨ber Permutationen
der Einteilchenzusta¨nde ist damit trivial gewa¨hrleistet. Daraus ergeben sich zuna¨chst
einige technische Vorteile. Wegen der besonderen Struktur des Vielteilchenzustandes
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Abbildung 5.1 · Radialabha¨ngigkeit des
Lennard-Jones-Potentials ( ) und des
Malfliet-Tjon-V-Potentials ( ). Die La¨n-
genskala ist in Einheiten des mittleren Teil-
chenabstandes in flu¨ssigem 4He bzw. in Kern-
materie gegeben. Die Energieskala ist auf die
Energie des Potentialminimums normiert.
vereinfacht sich auch die analytische Form von Erwartungswerten und Matrixelemen-
ten deutlich. Es treten nur die direkten Terme auf, deren Berechnung sich zudem stark
vereinfacht. Die Zustandsgleichung des Bosegases bei T = 0 K ist von sehr einfacher
Struktur.
Die besondere Struktur des Vielteilchenzustandes ist auch Ursache fu¨r einige Er-
schwernisse bei der Beschreibung des Bosegases durch die Methode der unita¨ren Korre-
latoren. Die Korrelationen spielen in den bosonischen Systemen eine weit dominantere
Rolle als in Fermigasen, weil die Dichte wegen des fehlenden Pauliprinzips bei gleicher
Wechselwirkung viel gro¨ßer ist. Da es kein Austauschloch im unkorrelierten Zustand
gibt, ist die kurzreichweitige Unterdru¨ckung der Zweiteilchendichte allein durch die
Wechselwirkung bestimmt und muß durch den unita¨ren Korrelator erzeugt werden.
Außerdem wird sich zeigen, daß die Sa¨ttigung nicht mehr wie im Fermigas in Zweiteil-
chenna¨herung beschrieben werden kann.
Die Atom-Atom-Wechselwirkung fu¨r Heliumisotope ist wesentlich einfacher und sehr
viel besser bekannt als die Nukleon-Nukleon-Wechselwirkung. Es handelt sich um ein
rein zentrales Potential mit dem Charakter einer van-der-Waals-Wechselwirkung. Es
existieren eine Reihe verschiedener Potentialmodelle, deren Diskrepanzen im Vergleich
zu den Unsicherheiten bei der Nukleon-Nukleon-Wechselwirkung jedoch minimal sind.
Die Potentiale werden an Daten, wie z.B. Dispersionskoeffizienten, Viskosita¨ten und
thermische Leitfa¨higkeiten, aus Experimenten in der Gasphase oder in Atomstrahlen
fixiert. Das bekannteste
”
historische” Potential ist das Lennard-Jones-6-12-Potential
[BeKe81]
v(r) = 4
[(σ
r
)12
−
(σ
r
)6]
,
 = 10.22K, σ = 2.556A˚,
(5.1)
das im folgenden verwendet werden soll. Es existieren eine Vielzahl von modernen
He-He-Potentialen mit hoher Genauigkeit, z.B. das Aziz-HFDHE2-Potential [AzNa79].
Die Unterschiede zum Lennard-Jones-Potential sind aber so gering, daß sie fu¨r die hier
vorgestellten Untersuchungen keine Rolle spielen.
Bereits die Form des Potentials gibt ein deutliches Indiz fu¨r die große Bedeutung der
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kurzreichweitigen Korrelationen in der 4He-Flu¨ssigkeit. Um das zu verdeutlichen wird
das Lennard-Jones-Potential einem schematischen Nukleon-Nukleon-Potential, hier dem
Malfiet-Tjon-V-Potential [MaTj69], gegenu¨bergestellt. Die Abbildung 5.1 zeigt die bei-
den Potentiale, wobei die Abstandskoordinate in Einheiten des mittleren Teilchenab-
standes in flu¨ssigem 4He (ρ
−1/3
0 = 3.58A˚) bzw. Kernmaterie (ρ
−1/3
0 = 1.8 fm) aufgetra-
gen ist. Die Energieskala ist auf die Energie des Potentialminimums normiert. In dieser
Darstellung fallen die a¨ußeren anziehenden Bereiche der Potentiale zusammen. Es zeigt
sich, daß der Coreradius des Lennard-Jones-Potentials relativ zum anziehenden Bereich
um einen Faktor zwei gro¨ßer ist als fu¨r ein typisches NN-Potential. Das Korrelations-
volumen ist damit etwa achtmal gro¨ßer als in Kernen. Die He-Systeme werden also viel
sta¨rker von den coreinduzierten kurzreichweitgen Korrelationen dominiert als nukleare
Systeme.
Der bosonische Vielteilchenzustand zusammen mit dem dominanten Core der Wech-
selwirkung machen die 4He-Flu¨ssigkeit zum Ha¨rtetest fu¨r die Methode der unita¨ren
Korrelatoren im Grenzfall starker Korrelationen. Die im folgenden angestellten Un-
tersuchungen dieser korrelationsdominierten Systeme besta¨tigen dennoch den weiten
Anwendungsbereich der Methode der unita¨ren Korrelatoren.
5.2 Stark wechselwirkendes Bosegas
5.2.1 Versuchszustand
Vom formalen Standpunkt ist das wechselwirkende Bosegas im Rahmen der Methode
der unita¨ren Korrelatoren wesentlich einfacher zu behandeln als das Fermigas. Die Phi-
losophie ist dieselbe wie die in Abschnitt 2.1.1 fu¨r das Fermigas dargelegte: Der Zustand
des wechselwirkenden Systems ist durch den Zustand des freien Gases und den unita¨r-
en Korrelator dargestellt. Der Einfluß der Wechselwirkung wird komplett durch den
Korrelationsoperator beschrieben, er bringt die durch die Wechselwirkung induzierten
Korrelationen in den unkorrelierten Vielteilchenzustand ein.
Wieder wird das unendliche System aus einem System mit endlichem Volumen V
und Teilchenzahl N durch den Grenzu¨bergang N,V → ∞, wobei ρ = N/V = const,
konstruiert. Fu¨r das wechselwirkungsfreie Bosegas im Grundzustand (T = 0 K) befin-
den sich alle Teilchen im selben quantenmechanischen Einteilchenzustand, es liegt ein
reines Bose-Einstein-Kondensat vor. Der Einteilchenzustand ist durch eine konstante
normierte Wellenfunktion innerhalb des Volumens gekennzeichnet〈
~x
∣∣ψ0〉 = 1√
V
. (5.2)
Der Vielteilchenversuchszustand, d.h. der Grundzustand des freien Bosegases, ist durch
das direkte Produkt aus N dieser Einteilchenzusta¨nde gegeben∣∣Ψ0〉 = ∣∣ψ0〉⊗ · · · ⊗ ∣∣ψ0〉︸ ︷︷ ︸
N Zusta¨nde
. (5.3)
Die Permutationssymmetrie fu¨r Bosonen ist trivial gewa¨hrleistet.
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5.2.2 Erwartungswerte und Zustandsgleichung
Die Berechnung der korrelierten Erwartungswerte vereinfacht sich fu¨r diesen Versuchs-
zustand im Vergleich zu fermionischer Materie drastisch. Die erste Vereinfachung ergibt
sich daraus, daß alle Erwartungswerte von Operatoren, die Impuls- bzw. Ableitungsope-
ratoren enthalten, verschwinden. Das heißt z.B. fu¨r den korrelierten Hamiltonoperator
in Zweiteilchenna¨herung (2.1)
H˜C2 = T + V˜ + U˜ + T˜∇ + T˜r, (5.4)
daß die unkorrelierte kinetische Energie T und die effektiven Massenkorrekturen fu¨r
den Gradiententeil T˜∇ und den Radialteil T˜r nicht beitragen〈
T
〉
= 0,
〈
T˜∇
〉
= 0,
〈
T˜r
〉
= 0. (5.5)
Zur Zustandsgleichung in Zweiteilchenna¨herung, d.h. zur Energie pro Teilchen in Ab-
ha¨ngigkeit von der Dichte, tragen nur die lokalen Terme, d.h. das korrelierte Potential
V˜ und der lokale Teil der korrelierten kinetischen Energie U˜, bei. Mit den bereits im
vorangehenden Teil verwendeten Bezeichnungen fu¨r die Erwartungswerte pro Teilchen
v˜ =
〈
V˜
〉
/N, u˜ =
〈
U˜
〉
/N (5.6)
lautet die Zustandsgleichung in Zweiteilchenna¨herung
ε˜C2(ρ) = v˜ + u˜. (5.7)
Eine zweite Vereinfachung ergibt sich bei der Berechnung der Erwartungswerte selbst.
Da der Vielteilchenversuchszustand als direktes Produkt von Einteilchenzusta¨nden dar-
gestellt ist, treten keine Austauschterme in den Erwartungswerten auf. Es existiert le-
diglich der direkte Term. Formal lassen sich die Erwartungswerte fu¨r bosonische Materie
aus denen fu¨r das Fermigas gewinnen, indem der Grenzu¨bergang λ → ∞ in den mit
der Dichte dargestellten Fermigas-Erwartungswerten gebildet wird. Die Austauschter-
me enthalten einen Faktor 1/λ und streben somit gegen Null. Anschaulich bedeutet
der U¨bergang zu unendlichem Entartungsgrad, daß im Grundzustand alle Teilchen den
niedrigsten Einteilchenzustand besetzen. Das war gerade die Annahme bei der Kon-
struktion des bosonischen Versuchszustandes. Fu¨r den Erwartungswert des lokalen Po-
tentials v˜ (analog fu¨r u˜) gilt einfach
v˜ =
ρ
2
∫
d3r v˜(r). (5.8)
Die Zustandsgleichung in Zweiteilchenna¨herung ist proportional zur Dichte ρ
ε˜C2(ρ) =
ρ
2
∫
d3r
(
v˜(r) + u˜(r)
)
=
(
C [2]v + C
[2]
u
)
ρ, (5.9)
mit
C [2]v =
1
2
∫
d3r v˜(r) (5.10)
und entsprechendem Integral fu¨r C
[2]
u . Bereits hier wird deutlich, daß die Zweiteilchen-
na¨herung fu¨r das wechselwirkende Bosegas keine Sa¨ttigung erzeugen kann. Fu¨r ein an-
ziehendes Potential ist die Proportionalita¨tskonstante im allgemeinen negativ, so daß
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die Energie mit wachsender Dichte abfa¨llt — das System kollabiert. Fu¨r das Fermigas
waren die effektiven Massenkorrekturen mit ihrer ρ5/3-Abha¨ngigkeit fu¨r das Erzeugen
der Sa¨ttigung verantwortlich. Fu¨r das Bosegas tragen sie aber wegen des ra¨umlich kon-
stanten Versuchszustandes nicht bei.
Diese formalen Erwa¨gungen zeigen, das es notwendig ist, u¨ber die Zweiteilchenna¨-
herung hinauszugehen. Der erste Schritt ist die Hinzunahme der ho¨heren Ordnungen
der Clusterentwicklung. In Dreiteilchenordnung und allen ho¨heren Ordnungen tragen
immer nur die lokalen Komponenten des korrelierten Hamiltonoperators bei, je nach ih-
rem Ursprung aus dem korrelierten Potential bzw. der korrelierten kinetischen Energie
werden sie in der n-ten Clusterordnung mit v˜[n] bzw. u˜[n] bezeichnet. Die Zustandsglei-
chung in Dreiteilchenna¨herung lautet
ε˜C3(ρ) = ε˜C2(ρ) + v˜[3] + u˜[3]. (5.11)
Dabei ist der Erwartungswerte v˜[3] des Dreiteilchenbeitrags des korrelierten Potentials
durch
v˜[3] =
ρ2
6
∫
d3x1d
3x2 v˜
[3](~x1, ~x2, 0) (5.12)
gegeben. Der Dreiteilchenbeitrag zur Zustandsgleichung ist also proportional zum Qua-
drat der Dichte; es gilt
ε˜C3(ρ) =
(
C [2]v + C
[2]
u
)
ρ+
(
C [3]v + C
[3]
u
)
ρ2 (5.13)
mit
C [3]v =
1
6
∫
d3x1d
3x2 v˜
[3](~x1, ~x2, 0) (5.14)
und entsprechendem Integral fu¨r C
[3]
u . Fu¨r die Bestimmung der Radialabha¨ngigkei-
ten der Dreiteilchenanteile des korrelierten Potentials v˜[3](~x1, ~x2, ~x3) und des lokalen
Teils der korrelierten kinetischen Energie u˜[3](~x1, ~x2, ~x3) sind, wie in Abschnitt 2.1.3
ausgefu¨hrt, weitere Na¨herungen wie die Produktna¨herung oder die verallgemeinerte
Koordinatentransformation (siehe Abschnitt 1.4) no¨tig. Hier wird ausschließlich die
verallgemeinerte Koordinatentransformation verwendet, da sie sich in den Rechnungen
zum Fermigas als physikalisch besser motivierte Na¨herung erwiesen hat.
Die allgemeine Struktur der Zustandsgleichung in beliebiger Ordnung der Cluster-
entwicklung la¨ßt sich bereits ablesen. Die Zustandsgleichung in n-Teilchenna¨herung ist
ein Polynom in der Dichte ρ von der Ordnung n− 1
ε˜Cn(ρ) =
n∑
i=2
(
v˜[i] + u˜[i]
)
=
n∑
i=2
(
C [i]v + C
[i]
u
)
ρi−1. (5.15)
Die Koeffizienten sind durch die Integrale u¨ber die Radialabha¨ngigkeiten der lokalen
Terme der entsprechenden Clusterordnung gegeben.
5.2.3 Effektive Korrekturen zur Zweiteilchenna¨herung
Obwohl sich die Berechnung der Dreiteilchenterme der Clusterentwicklung fu¨r das Bo-
segas wesentlich einfacher gestaltet als fu¨r das Fermigas, ist es in einigen Anwendungen
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trotzdem von Interesse, die Beitra¨ge jenseits der Zweiteilchenna¨herung im Rahmen ei-
ner effektiven Korrektur zu beschreiben. Fu¨r das Fermigas wurden bereits zwei einfache
Ansa¨tze hierzu diskutiert: Der dichteabha¨ngige Korrelator in Abschnitt 2.1.4 und die
Dreiteilchen-Kontaktwechselwirkung in Abschnitt 2.1.5.
Die Formulierung einer Dreiteilchen-Kontaktwechselwirkung der Form (2.51)
vδ(~x1, ~x2, ~x3) = Γ δ
(3)(~r12)δ
(3)(~r13)δ
(3)(~r23) (5.16)
bietet im Falle des Bosegases gegenu¨ber der exakten Berechnung der Dreiteilchenord-
nung keine Vorteile. Der Erwartungswert dieser Wechselwirkung fu¨r den Grundzustand
des Bosegases ist proportional dem Quadrat der Dichte. Fu¨r die Energie in Zweiteil-
chenna¨herung mit Korrektur durch die Dreiteilchen-Kontaktwechselwirkung gilt
ε˜C2δ = ε˜C2 + vδ = ε˜
C2 + Γ ρ2. (5.17)
Dies entspricht exakt dem Energieerwartungswert der Dreiteilchenna¨herung, wenn die
Sta¨rke Γ = C
[3]
v + C
[3]
u gewa¨hlt wird, so daß sich keine Vereinfachungen gegenu¨ber der
direkten Berechnung der Dreiteilchenbeitra¨ge ergeben. Die Dreiteilchenwechselwirkung
ist lediglich von Nutzen, wenn der Sta¨rkeparameter an experimentellen Daten oder
an unabha¨ngigen Ergebnissen anderer Rechnungen, z.B. mit Monte Carlo-Methoden,
fixiert wird. Aber selbst dann stellt diese effektive Beschreibung der Beitra¨ge jenseits der
Zweiteilchenna¨herung nur eine Korrektur der Energieerwartungswerte dar, der Einfluß
der ho¨heren Clusterordnungen auf andere Observablen kann nicht behandelt werden.
Die Einfu¨hrung eines dichteabha¨ngigen Korrelators bietet dagegen dieselben Vorteile
wie im Falle des Fermigases. Die Erwartungswerte fu¨r alle korrelierten Observablen ko¨n-
nen konsistent durch Einsetzen einer dichteabha¨ngigen Korrelationsfunktion R+(r, ρ)
in die Ausdru¨cke der Zweiteilchenna¨herung bestimmt werden. Die Dichteabha¨ngigkeit
wird in der Parametrisierung des Korrelators durch Skalierung aller Parameter mit der
Dimension einer La¨nge mit einem dichteabha¨ngigen Faktor ξ(ρ) realisiert.
Die Wahl dieser Skalierungsfunktion orientiert sich an der Struktur der Zustandsglei-
chung des betreffenden Systems. Am einfachsten ist dies am Beitrag des korrelierten
Potentials zu erkennen. Wie bereits fu¨r den direkten Term des Potentialerwartungswer-
tes fu¨r das Fermigas diskutiert, la¨ßt sich der Erwartungswert umformen zu
v˜(ρ) =
ρ
2
∫
d3r v[R+(r, ρ)] =
ρ
2
ξ3(ρ)
∫
d3r v[ξ(ρ)R+(r)]. (5.18)
Fu¨r das Bosegas erweist sich eine Skalierungsfunktion mit einer linearen Dichteabha¨n-
gigkeit als optimal
ξ(ρ) = 1− γ ρ. (5.19)
Analytisch la¨ßt sich diese spezielle Form der Dichteabha¨ngigkeit durch die Struktur des
korrelierten Potentialerwartungswertes motivieren. Die Taylorentwicklung des Erwar-
tungswertes in der Dichte ρ bzw. dem Sta¨rkeparameter γ um den Nullpunkt ergibt mit
obiger Skalierungsfunktion
v˜(ρ) =
ρ
2
∞∑
n=0
(γ ρ)n
∫
d3r fn(r) (5.20)
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mit
f0(r) = v[R+(r)]
f1(r) = −3 v[R+(r)]−R+(r) v′[R+(r)]
f2(r) = 3 v[R+(r)] + 3R+(r) v
′[R+(r)] +
1
2
R2+(r) v
′′[R+(r)].
(5.21)
In der nullten Ordnung ergibt sich gerade der Erwartungswert des dichteunabha¨ngig
korrelierten Potentials (5.8), der proportional der Dichte und unabha¨ngig vom Sta¨r-
keparameter ist. Die erste Ordnung der Entwicklung liefert einen dem Quadrat der
Dichte proportionalen Term, der strukturell dem Beitrag der dritten Clusterordnung
entspricht. Ferner ist dieser Term proportional zum Sta¨rkeparameter γ, der also ein
Maß fu¨r den Beitrag der effektiven Dreiteilchenbeitra¨ge ist. Die zweite Ordnung der
Entwicklung liefert Terme proportional zur dritten Potenz der Dichte und zum Quadrat
des Sta¨rkeparameters, der als effektive Beschreibung der Beitra¨ge der Vierteilchenclu-
sterordnung verstanden werden kann. Fu¨r die ho¨heren Ordnungen gilt entsprechendes.
Folglich liefert der dichteabha¨ngige Korrelator mit der durch (5.19) gegebenen Form
der Dichteabha¨ngigkeit in allen Ordnungen der Clusterentwicklung Beitra¨ge zur Ener-
gie. Die Koeffizienten ha¨ngen nur von der (dichteunabha¨ngigen) Korrelationsfunktion,
dem Potential und dessen Ableitungen ab. Die Beitra¨ge jenseits der Zweiteilchenord-
nung sind mit entsprechenden Potenzen des Sta¨rkeparameters gewichtet, so daß das
dimensionslose Produkt γ ρ ein Maß fu¨r die Relevanz der ho¨heren Ordnungen ist.
Die so generierte Struktur der Zustandsgleichung mit dichteabha¨ngigem Korrelator
in Zweiteilchenna¨herung stellt eine wesentliche Verbesserung der Zweiteilchenna¨herung
dar, da sie nicht nur den Term der Dreiteilchenordnung sondern auch alle ho¨heren
Ordnungen der Clusterentwicklungen simuliert. In Abschnitt 5.3.4 wird die Anwendung
auf das Lennard-Jones-Potential demonstriert.
5.3 Flu¨ssiges 4He und Lennard-Jones-Potential
Am Beispiel des Lennard-Jones-Potentials wird in den folgenden Abschnitten die Zu-
standsgleichung des Bosegases im Rahmen der Methode der unita¨ren Korrelatoren dis-
kutiert. Wie bereits mehrfach exerziert, ist der erste Schritt die Bestimmung einer
optimalen Korrelationsfunktion.
5.3.1 Optimaler Korrelator I
Bereits bei der Behandlung des Fermigases in den vorangehenden Abschnitten wurde
diskutiert, daß es zwei Konzepte zur Bestimmung einer optimalen Korrelationsfunktion
gibt: Die Ableitung aus Eigenschaften des Zweiteilchensystems und die Bestimmung
im Vielteilchensystem. Im Falle des Fermigases mit rein abstoßendem Homework-1-
Potential ergab sich ein deutlicher Unterschied zwischen zweiteilchenoptimalem und
materieoptimalem Korrelator. Fu¨r das Bosegas sind diese beiden Korrelatoren jedoch
per Constructionem identisch.
Um dies zu zeigen, sei die Bestimmung des optimalen Korrelators durch Energiemi-
nimierung im Zwei- bzw. Vielteilchensystem betrachtet. Der Grundzustand (T = 0 K)
des Bosegase erlaubt es, als Einteilchenversuchswellenfunktion eine Konstante (5.2) zu
wa¨hlen. Im Energieerwartungswert verschwinden damit alle kinetischen Terme und in
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Zweiteilchenna¨herung verbleibt lediglich der Erwartungswert eines lokalen Zweiteilchen-
potentials. Der Energieerwartungswert fu¨r ein System mit Teilchenzahl N in Zweiteil-
chenna¨herung lautet
EC2 =
〈
HC2
〉
=
N(N − 1)
2V
∫
d3r [v˜(r) + u˜(r)]. (5.22)
Um den Materieerwartungswert (5.7) bzw. (5.8) darzustellen muß lediglich der Limes
V,N →∞ mit ρ = N/V gebildet werden. Der Korrelator beeinflußt nur den Integran-
den dieses Ausdrucks, denn die beiden lokalen Terme v˜(r) und u˜(r) sind Funktionale
der Korrelationsfunktion. Offenbar unterscheidet sich der Energieerwartungswert fu¨r
Materie und fu¨r das Zweiteilchensystem nur im Vorfaktor, die auftretenden Integrale
sind identisch. Da der Korrelator nur diese Integrale beeinflußt, folgt unmittelbar, daß
die Variation des Korrelators bei beliebiger Teilchenzahl immer zur selben optimalen
Korrelationsfunktion fu¨hren muß. Der zweiteilchenoptimale und der materieoptimale
Korrelator sind also identisch.
Fu¨r das Fermigas fu¨hrt der komplexere Versuchszustand — eine Slaterdeterminan-
te aus ebenen Wellen mit Impulsen bis zum Fermiimpuls kF — dazu, daß auch die
kinetischen Terme beitragen und so Terme mit anderer Teilchenzahlabha¨ngigkeit ins
Spiel kommen. Der optimale Korrelator ist somit nicht unabha¨ngig von der Teilchen-
zahl oder der Dichte. Insbesondere ist der Korrelator, der im Zweiteilchensystem mit
konstanter Ansatzfunktion durch Energieminimierung bestimmt wurde, nicht mit dem
Korrelator, der durch Minimierung der Materieenergie mit einer Slaterdeterminante als
Versuchszustand definiert ist, vergleichbar.
Der optimale Korrelator im Variationssinne soll nun fu¨r das Lennard-Jones-Potential
bestimmt werden. Die Korrelationsfunktion wird mit der bereits erprobten Parametri-
sierung
R+(r) = r + α (r/β)
η exp[− exp(r/β)] (5.23)
dargestellt. Die Energie, bzw. das teilchenzahlunabha¨ngige Integral in (5.22), wird durch
Variation der Korrelatorparameter α, β und η minimiert. Es ergeben sich die Werte
α = 6.267 A˚, β = 3.520 A˚, η = 0.052, (5.24)
woraus sich ein Korrelationsvolumen von VC = 46.4A˚
3 ergibt. Diese Parameter werden
in den folgenden Berechnungen verwendet.
Die bisherige Diskussion des optimalen Korrelators fu¨r das Bosegas basiert auf der
Zweiteilchenna¨herung und la¨ßt ho¨here Terme der Clusterentwicklung unberu¨cksichtigt.
Es wurde stillschweigend davon ausgegangen, daß diese Na¨herung gerechtfertigt ist,
obwohl bereits vom analytischen Standpunkt gezeigt wurde, daß die Zweiteilchenna¨he-
rung fu¨r die Beschreibung des Bosegases sicher nicht ausreichend ist. Allgemein gilt die
Philosophie, daß der optimale Korrelator stets in der Na¨herung zu bestimmen ist, die
auch in den spa¨teren Rechnungen Verwendung findet. Das heißt, der hier bestimmte
Korrelator in Zweiteilchenna¨herung ist nur fu¨r Rechnungen in Zweiteilchenna¨herung
bzw. darauf basierenden effektiven Erweiterungen gu¨ltig. Fu¨r Rechnungen in Dreiteil-
chenna¨herung existiert ein anderer optimaler Korrelator, der durch Energieminimie-
rung in Dreiteilchenna¨herung zu bestimmen ist. Praktisch ist die Energieminimierung
in Dreiteilchenna¨herung jedoch zu aufwendig, weshalb auf den optimalen Korrelator in
Zweiteilchenna¨herung zuru¨ckgegriffen wird.
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5.3.2 Optimaler Korrelator II
Fu¨r die Bestimmung des optimalen Korrelators im Zweiteilchensystem gibt es neben
der Energieminimierung eine zweite Mo¨glichkeit, die hier kurz dargestellt werden soll.
Die Grundmotivation fu¨r die Einfu¨hrung des unita¨ren Korrelators ist, kurzreichweiti-
gen Korrelationen, die nicht durch einen einfachen Versuchszustand dargestellt werden
ko¨nnen, durch eine unita¨re Transformation desselben zu beru¨cksichtigen. Angenommen
die exakte Lo¨sung sei fu¨r einen speziellen Fall bekannt, so ko¨nnte aus dem Vergleich der
exakten Lo¨sung mit dem Versuchszustand die genaue Form der im Versuchszustand feh-
lenden Korrelationen bestimmt und als unita¨rer Korrelator formuliert werden. Dieser
Vergleich ist im Zweiteilchensystem mo¨glich, da die exakte Lo¨sung der Schro¨dingerglei-
chung fu¨r die Zweiteilchen-Relativwellenfunktion numerisch leicht zu bestimmen ist.
Die Wahl der Ansatzfunktion ist von wesentlicher Bedeutung. Sie entscheidet, wel-
che Art von Korrelationen durch den Korrelator und welche durch den Versuchszustand
beschrieben werden sollen. Hier soll der Korrelator nur die kurzreichweitigen Korrela-
tionen beru¨cksichtigen, langreichweitige Korrelationen mu¨ssen durch die Freiheitsgrade
des Vielteilchen-Versuchszustandes beschrieben werden. Die Isolation der kurzreichweit-
gen Korrelationen setzt voraus, daß die Ansatzfunktion fu¨r große Reichweiten in der
Lage ist, die exakte Lo¨sung und die enthaltenen Korrelationen nachzubilden, so daß der
Korrelator nur das kurzreichweitige Verhalten aufpra¨gen muß. Die Kurzreichweitigkeit
des Korrelators ist unabdingbare Voraussetzung fu¨r die Gu¨ltigkeit der Zweiteilchenna¨-
herung.
Dementsprechend erfolgt die Konstruktion der Zweiteilchen-Ansatzwellenfunktion:
Der langreichweitige Teil (r > χ) wird so gewa¨hlt, daß er dem asymptotischen Verhalten
der exakten Lo¨sung entspricht, der kurzreichweitige Teil (r ≤ χ) hat eine Gestalt a¨hnlich
der in der Vielteilchenrechnung verwendeten Versuchswellenfunktion. Im Punkt r = χ
werden beide stetig differenzierbar verbunden.
Am Beispiel der E = 0-Streulo¨sung soll das verdeutlicht werden. Die asymptotische
Form der exakten Wellenfunktion ist gegeben durch
φex(r)
r>R−→ ζ(1− a/r). (5.25)
Dabei ist a die Streula¨nge, ζ die asymptotische Steigung, die o.B.d.A. auf Betrag 1
normiert wird, und R die Reichweite des Potentials. Diese asymptotische Lo¨sung soll
den langreichweitgen Teil der Ansatzwellenfunktion bilden, der kurzreichweitige Teil
wird durch eine Gaußfunktion, wie sie im Vielteilchenversuchszustand verwendet wird,
dargestellt. Zusammensetzen der beiden Funktionen im Punkt χ unter der Nebenbe-
dingung der stetigen Differenzierbarkeit liefert den sog. Hybridansatz:
φ0(r) =

ζ
χ(χ− a) exp
(− a2(χ−a)) exp ( a2χ2(χ−a)r2) ; r ≤ χ
ζ(1− a/r) ; r > χ
. (5.26)
Die Parameter a und ζ sind durch die exakte Lo¨sung gegeben, der Parameter χ bleibt
zuna¨chst frei. Fu¨r die exakte E = 0-Lo¨sung des Lennard-Jones-Potentials ergibt sich
a = −171.3 A˚, ζ = 1. (5.27)
Die große negative Streula¨nge zeigt, daß das Lennard-Jones-Potential keinen gebun-
denen Zweiteilchenzustand besitzt, aber dennoch anziehend ist. Eine der Schwa¨chen
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Abbildung 5.2 · (a) Exakte E = 0-Radialwellenfunktion des Zweiteilchensystems fu¨r das
Lennard-Jones-Potential ( ) und zugeho¨riger Hybridansatz fu¨r χ = 7.83A˚ ( ). (b)
Exakter zweiteilchenoptimaler Korrelator ( ) und dessen Parametrisierung ( ). Zum
Vergleich ist der durch Energieminimierung bestimmte Korrelator mit den Parametern (5.24)
ebenfalls dargestellt ( ).
des Lennard-Jones-Potential ist, daß es das experimentell nachgewiesene 4He-Dimer
nicht beschreibt. Moderne Formulierungen der He-He-Wechselwirkung, z.B. das Aziz-
Potential [AzNa79], beheben diese Schwa¨che. Da es an dieser Stelle jedoch in erster Linie
um ein Studium der Methode geht, wird das Lennard-Jones-Potential seiner einfachen
Darstellung wegen bevorzugt.
Die Abbildung 5.2(a) zeigt die exakte Lo¨sung und den Hybridansatz (χ = 7.83 A˚),
man erkennt, daß beide im Bereich r > 7 A˚ gut u¨bereinstimmen. Bei kleinen Radien
zeigt die exakte Lo¨sung aber kurzreichweitige Korrelationen, die im Hybridansatz nicht
enthalten sind und die durch den Korrelator beschrieben werden sollen.
Mit Hilfe der exakten Lo¨sung und des Hybridansatzes wird der exakte Korrelator als
Abbildung des Hybridansatzes auf die exakte Lo¨sung definiert:〈
r
∣∣ cex ∣∣φ0〉 != 〈r∣∣φex〉 fu¨r r < λ. (5.28)
Die U¨bertragung dieser Definition in die Ortsdarstellung liefert eine implizite Integral-
gleichung fu¨r die Korrelationsfunktion R−(r):
[Rex− (r)]
3 = 3
∫ r
0
[
φex(ξ)
φ0(Rex− (ξ))
]2
ξ2 dξ fu¨r r < λ. (5.29)
Diese Integralgleichung la¨ßt sich numerisch leicht mittels eines Iterationsverfahrens lo¨-
sen. Zum Zwecke der einfacheren Anwendbarkeit wird das numerische Resultat fu¨r die
spa¨teren Rechnungen durch eine Parametrisierung fu¨r die Korrelationsfunktion R+(r)
dargestellt. Hier erweist sich einmal mehr die bereits oben verwendete Parametrisier-
ung (5.23) als am besten geeignet. In Teil (b) der Abbildung 5.2 sind die numerisch
invertierte Lo¨sung der Integralgleichung und die gefittete Parametrisierung mit den
Parametern
α = 6.262 A˚, β = 3.666 A˚, η = 0.050 (5.30)
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gegenu¨bergestellt. Diese Parameter stimmen ausgezeichnet mit den durch Energiemi-
nimierung bestimmten Parametern (5.24) u¨berein, die Korrelationsfunktionen zeigen
praktisch keinen Unterschied. Das ist ein indirekter Beweis, daß die Parametrisierung
(5.23) der Korrelationsfunktion sehr gut fu¨r das untersuchte Problem geeignet ist. Offen-
bar ist das Konzept der Energieminimierung zur Bestimmung des optimalen Korrelators
mit der Idee der Abbildung auf die exakte Lo¨sung kompatibel.
5.3.3 Zustandsgleichung in Zwei- und Dreiteilchenna¨herung
Mit dem optimalen Korrelator (5.24), der durch Energieminimierung in Zweiteilchen-
na¨herung bestimmt wurde, la¨ßt sich die Zustandsgleichung (5.9) fu¨r das Bosegas in
Zweiteilchenna¨herung explizit angeben. Es sind lediglich die beiden Integrale (5.10)
u¨ber das korrelierte Potential v˜(r) und den lokalen Teil der korrelierten kinetischen
Energie u˜(r) numerisch zu berechnen. Fu¨r die Proportionalita¨tskonstanten C
[2]
v und
C
[2]
u der Zustandsgleichung ergeben sich die Werte
C [2]v = −856.5 KA˚3, C [2]u = 401.5 KA˚3. (5.31)
Hier zeigt sich eindrucksvoll der Effekt der unita¨ren Korrelatoren. Der unkorrelier-
te Energieerwartungswert ist durch den unkorrelierten Erwartungswert des Potenti-
als gegeben und geht wegen der kurzreichweitgen r−12 Abstoßung des Lennard-Jones-
Potentials gegen +∞. Der verwendete Ansatzzustand ist der Wechselwirkung absolut
nicht angemessen. Das Einsetzen des Korrelators a¨ndert dies schlagartig. Das Integral
u¨ber das korrelierte Lennard-Jones-Potential ist negativ und endlich und das zusa¨tzliche
kinetische Potential liefert einen positiven Beitrag von etwa halber Gro¨ße. Der unita¨re
Korrelator transformiert die Wellenfunktion bzw. den Hamiltonoperator also derart,
daß die korrelierte Wellenfunktion und das urspru¨ngliche Potential bzw. das korrelier-
te Potential und die Ansatzwellenfunktion optimal aufeinander abgestimmt sind. Eine
ausfu¨hrliche Diskussion der Eigenschaften des korrelierten Hamiltonoperators findet
sich in Abschnitt 6.1.3.
Bereits bei der Diskussion der analytischen Ausdru¨cke wurde festgestellt, daß die
Zweiteilchenna¨herung prinzipiell kein Minimum der Energie bei endlicher Dichte erzeu-
gen kann — die Energie nimmt proportional der Dichte ab. Die Abbildung 5.3(a) zeigt
die Energie, sowie die beiden Einzelbeitra¨ge als Funktion der Dichte. Im Vergleich zum
Ergebnis einer als exakt anzusehenden Green’s- Function-Monte-Carlo-Rechnung von
M.H. Kalos et al. [KaLe81] liegt die Energie im Bereich der erwarteten Sa¨ttigung um
ca. 50% tiefer.
Um die Sa¨ttigungseigenschaften der Zustandsgleichung beschreiben zu ko¨nnen, ist we-
nigstens die Hinzunahme der Dreiteilchenbeitra¨ge der Clusterentwicklung no¨tig. Diese
tra¨gt mit einem ρ2-proportionalen Term bei, so daß, geeignete Proportionalita¨tskon-
stanten vorausgesetzt, die Ausbildung eines Energieminimums bei endlicher Dichte
mo¨glich wird. Die Berechnung der Proportionalita¨tskonstanten nach (5.14) erfordert
eine sechsdimensionale numerische Integration, die mit dem bereits beim Fermigas
verwendeten Monte-Carlo-Algorithmus
”
VEGAS” [PrTe92] ausgefu¨hrt wird. Die Ra-
dialabha¨ngigkeiten der Dreiteilchenbeitra¨ge des korrelierten Potentials wurde mit der
verallgemeinerten Koordinatentransformation bestimmt, siehe hierzu Abschnitt 1.4. Es
ergibt sich
C [3]v = (−2512± 50) KA˚6, C [3]u = (29739± 1100) KA˚6. (5.32)
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Abbildung 5.3 · Zustandsgleichung fu¨r flu¨ssiges 4He mit dem Lennard-Jones-Potential in Zwei-
und Dreiteilchenna¨herung. (a) Erwartungswert des korrelierten Potentials v˜ ( ), der des
kinetischen Potentials u˜ ( ) und der korrelierten Energie ε˜C2 ( ) in Zweiteilchenna¨he-
rung. (b) Dreiteilchenbeitrag des korrelierten Potentials v˜[3] ( ), des kinetischen Potentials
u˜[3] ( ) und die Energie in Zwei- ( ) und Dreiteilchenna¨herung ( ). Der Klein-
heitsparameter κ = ρVC fu¨r den verwendeten Korrelator u¨berschreitet den Wert 0.3 bei einer
Dichte von ρ ≈ 0.007A˚−3. Die Symbole geben Resultate einer GFMC-Rechnung an [KaLe81].
Der Dreiteilchenbeitrag zum Potential bringt eine kleine zusa¨tzliche Anziehung, die
jedoch von der um eine Gro¨ßenordnung gro¨ßeren Abstoßung des kinetischen Potenti-
als u¨berlagert wird. Die Abbildung 5.3(b) zeigt die Dreiteilchenbeitra¨ge der Potentiale
sowie die Gesamtenergie in Dreiteilchenna¨herung. Letztere zeigt die in Zweiteilchenna¨-
herung fehlende Sa¨ttigung, allerdings bei knapp der halben erwarteten Dichte und etwa
einem Drittel der Energie.
Die unzureichende U¨bereinstimmung der Zustandsgleichung in Dreiteilchenna¨herung
mit den exakten Resultaten hat im wesentlichen zwei Ursachen. Wie schon bei der
Diskussion des optimalen Korrelators angemerkt, ist der durch Energieminimierung in
Zweiteilchenna¨herung bestimmte optimale Korrelator nicht notwendig optimal fu¨r eine
Zustandsgleichung in Dreiteilchenna¨herung. Dies mag in guter Na¨herung erfu¨llt sein,
solange die Dreiteilchenbeitra¨ge klein gegenu¨ber der Zweiteilchenna¨herung sind, davon
kann hier aber keine Rede sein. Die Dreiteilchenordnung ist fu¨r dieses System wesentlich
und daher wa¨re es fu¨r eine konsistente Betrachtung der Energie in Dreiteilchenna¨herung
no¨tig, den optimalen Korrelator durch Energieminimierung in Dreiteilchenna¨herung zu
bestimmen.
Als weitere Ursache fu¨r die mangelhafte U¨bereinstimmung der Dreiteilchenna¨herung
kommt die Vernachla¨ssigung genuiner Dreiteilchenkorrelationen in Frage. Der Korre-
lationsoperator in der verwendeten Formulierung beschreibt nur genuine Zweiteilchen-
korrelationen, d.h. die induzierte Transformation betrifft immer nur Teilchenpaare. Bei
Systemen, die so stark von Korrelationen dominiert sind wie flu¨ssiges Helium, reicht
dies unter Umsta¨nden nicht aus, sondern es mu¨ssen genuine Dreiteilchenkorrelationen
beru¨cksichtigt werden.
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5.3.4 Zustandsgleichung mit dichteabha¨ngigem Korrelator
Vor diesem Hintergrund wird einmal mehr die Nu¨tzlichkeit und Notwendigkeit einer
effektiven Beschreibung der Korrelationen ho¨herer Ordnung klar. Selbst wenn die Drei-
teilchenordnung der Clusterentwicklung berechnet werden kann, bleiben doch andere
Effekte der ho¨heren Ordnungen, z.B. die genuinen Dreiteilchenkorrelationen, wegen
ihrer Komplexita¨t unberu¨cksichtigt. Hier kann eine effektive Beschreibung helfen, die
diese Effekte implizit entha¨lt.
Bereits in Abschnitt 5.2.3 wurden zwei mo¨gliche effektive Formulierungen der Korre-
lationen ho¨herer Ordnungen beschrieben: Die Dreiteilchen-Kontaktwechselwirkung und
dichteabha¨ngige Korrelatoren. Beide Ansa¨tze enthalten einen freien Parameter, der die
Sta¨rke der Korrektur beschreibt und der durch Anpassung an Daten oder vorhandene
Ergebnisse bestimmt werden muß. Da die Hinzunahme der Dreiteilchenordnung nur bis
zu Dichten von etwa einem Viertel der Sa¨ttigungsdichte eine kleine Korrektur ist, wird
die Anpassung an den Sa¨ttigungspunkt
ρsatex = 0.0219 A˚
−3, εsatex = −6.848 K (5.33)
der bereits zitierten GFMC-Rechnung [KaLe81] vorgenommen.
Zuna¨chst kurz zur Dreiteilchen-Kontaktwechselwirkung (5.16). Die Anpassung des
Sta¨rkeparameters Γ derart, daß die Energie bei Sa¨ttigungsdichte der Referenzenergie
entspricht, liefert einen Wert Γ = 6550 KA˚6. Die Abbildung 5.4(b) zeigt die resultie-
rende Zustandsgleichung (5.17). Die Kurve verla¨uft zwar durch den Referenzpunkt, das
Minimum liegt jedoch bei weit ho¨herer Dichte und niedrigerer Energie. Der Versuch
das Minimum der Zustandsgleichung mit der erwarteten Sa¨ttigungsdichte in Einklang
zu bringen, fu¨hrt auf einen gro¨ßeren Wert von Γ = 10500 KA˚6 fu¨r den Sta¨rkeparameter
und damit auf eine zu geringe Bindungsenergie.
Diese Resultate zeigen unmittelbar, daß es nicht mo¨glich, ist allein durch Hinzu-
fu¨gen eines ρ2-Terms zur Zweiteilchenna¨herung ein realistisches Sa¨ttigungsverhalten
nachzubilden. Da die Dreiteilchenordnung nur einen ρ2-Term erzeugt, ist selbst bei
geeignetem Korrelator, d.h. geeigneter Proportionalita¨tskonstante, keine befriedigende
Beschreibung mo¨glich. Offenbar sind auch ho¨here Potenzen in der Dichte notwendig,
um die erwartete Dichteabha¨ngigkeit zu erzeugen. Diese ko¨nnen aber nur von Beitra¨-
gen jenseits der Dreiteilchenordnung stammen, die jedoch auch jenseits der derzeitigen
numerischen Grenzen liegen.
Der letzte verbleibende Ausweg sind die dichteabha¨ngigen Korrelatoren. Wie in Ab-
schnitt 5.2.3 dargestellt wurde, liefert die Verwendung eines dichteabha¨ngigen Korre-
lators mit der Skalierungsfunktion (5.19) eine Zustandsgleichung, die alle Potenzen der
Dichte entha¨lt. Der dichteabha¨ngige Korrelator ist damit mo¨glicherweise in der Lage,
die Ma¨ngel der Dreiteilchenna¨herung und der Dreiteilchen-Kontaktwechselwirkung zu
u¨berwinden. Auf Basis der Korrelatorparameter (5.24) wird der freie Parameter γ der
Dichteabha¨ngigkeit durch Anpassung an die Energie am Sa¨ttigungspunkt bestimmt
γ = 3.696 A˚3. (5.34)
Die Abbildung 5.4(a) zeigt die resultierende Zustandsgleichung — das Ergebnis ist
u¨berzeugend. Mit dem dichteabha¨ngigen Korrelator mit lediglich einem freien Para-
meter ergeben sich sofort die richtige Dichte und Energie fu¨r den Sa¨ttigungspunkt,
obwohl diese Information nicht in den Fit eingegangen ist. Selbst die Form der Zu-
standsgleichung um das Minimum herum, d.h. die Kompressibilita¨t, stimmt gut mit
den Referenzdaten u¨berein.
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Abbildung 5.4 · Zustandsgleichung fu¨r flu¨ssiges 4He in Zweiteilchenna¨herung mit dichteabha¨ngi-
gem Korrelator bzw. einer Dreiteilchen-Kontaktwechselwirkung. (a) Dargestellt ist die Energie
in Zweiteilchenna¨herung unter Verwendung des dichteabha¨ngigen Korrelators mit den Para-
metern (5.34) ( ) bzw. (5.36) ( ). (b) Energie unter Hinzunahme einer Dreiteilchen-
Kontaktwechselwirkung mit Sta¨rke Γ = 6550KA˚6 ( ) bzw. Γ = 10500KA˚6 ( ). Zum
Vergleich sind die unmodifizierte Energie in Zweiteilchenna¨herung ε˜C2 ( ) und Resultate
einer GFMC-Rechnung [KaLe81] angegeben.
Es handelt sich bei den dichteabha¨ngigen Korrelatoren um weit mehr als einen Fit
von Vergleichsdaten. Mit einem einzigen freien Parameter ist es mo¨glich, den gesamten
funktionalen Verlauf und damit Gro¨ßen wie Sa¨ttigungsdichte, Energie und Kompressi-
bilita¨t sehr gut zu beschreiben — der Ansatz der dichteabha¨ngigen Korrelatoren entha¨lt
die relevante Physik. Daß das nicht selbstversta¨ndlich ist, zeigt sich durch den Vergleich
mit dem Verhalten der Dreiteilchen-Kontaktwechselwirkung. Wesentliches Element der
dichteabha¨ngigen Korrelatoren ist, daß sie nicht nur die Dreiteilchenordnung, sondern
auch alle ho¨heren Ordnungen der Clusterentwicklung simulieren — das ist fu¨r die 4He-
Flu¨ssigkeit wegen der hohen Dichte unabdingbar. Selbst wenn eine exakte Berechnung
der Drei- und Vierteilchenordnung und der entsprechenden optimalen Korrelatoren
mo¨glich wa¨re, so ist zu erwarten, daß auch sie keine befriedigende Beschreibung von
der Qualita¨t der hier gezeigten Resultate liefern wu¨rde. Die dichteabha¨ngigen Korrela-
toren sind also das Mittel der Wahl, wenn Beitra¨ge jenseits der Zweiteilchenna¨herung
relevant werden.
Man kann die U¨bereinstimmung bezu¨glich der funktionalen Form sogar noch etwas
verbessern, indem man eine minimal modifizierte Skalierungsfunktion
ξ¯(ρ) = λ− γ ρ (5.35)
verwendet. Mit den Parametern
λ = 0.99, γ = 3.24 A˚3 (5.36)
ergibt sich die in Abbildung 5.4 gestrichelt dargestellte Kurven, die den funktionalen
Verlauf der Referenzdaten perfekt nachbildet.
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Endliche Systeme: 4He-Tro¨pfchen
Zum Abschluß der Untersuchungen im Rahmen der Methode der unita¨ren Korrelatoren
werden in diesem Kapitel die Eigenschaften von Systemen kleiner Teilchenzahl studiert.
Im Anschluß an die Diskussion der homogenen 4He-Flu¨ssigkeit werden die Eigenschaf-
ten kleiner 4He-Tro¨pfchen betrachtet. Der Sprung von einem Ende der Teilchenzahlskala
zum anderen zeigt, wie universell das Werkzeug unita¨rer Korrelator einsetzbar ist. Dar-
u¨ber hinaus wird deutlich, daß der Korrelationsoperator die generischen Eigenschaften
der kurzreichweitgen wechselwirkungsinduzierten Korrelationen systemunabha¨ngig be-
schreibt.
6.1 Ein einfaches Variationsmodell
6.1.1 Versuchszustand
Wie bereits bei der Konstruktion des Versuchszustandes fu¨r die Beschreibung der
4He-Flu¨ssigkeit macht man sich die Eigenschaft des T = 0 K Grundzustandes, daß
alle Atome im gleichen Einteilchenzustand vorliegen, zunutze. Der Zustand des N -
Teilchensystems ist das direkte Produkt von N identischen Einteilchenzusta¨nden∣∣Ψ, N〉 := ∣∣ψ〉⊗ · · · ⊗ ∣∣ψ〉︸ ︷︷ ︸
N Einteilchenzusta¨nde
. (6.1)
Die Symmetrie gegenu¨ber Teilchenvertauschung ist automatisch gewa¨hrleistet. Der Ein-
teilchenzustand
∣∣ψ〉 soll durch eine hinreichend flexible Parametrisierung mit mo¨glichst
wenigen Parametern dargestellt werden. Hier bietet sich eine Gaußfunktion mit varia-
bler Breite a an 〈
~x
∣∣ψ〉 = (pia)−3/4 exp(− ~x2
2a
)
. (6.2)
Diese Parametrisierung hat sich allgemein bei der Untersuchung selbstgebundener Sy-
steme bewa¨hrt. Im Zusammenspiel mit den unita¨ren Korrelatoren wurde sie bereits
erfolgreich zur Beschreibung kleiner Kerne eingesetzt [Roth97, UCOM98]. Außerdem
erlaubt sie die exakte Separation der Schwerpunktskoordinate.
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Der Vielteilchenversuchszustand
∣∣Ψ, N〉 besitzt als einzigen Variationsparameter die
Breite a der Einteilchenwellenpakete. Fu¨r die Berechnung der Erwartungswerte in Zwei-
teilchenna¨herung ist es hilfreich, die Wellenfunktion im Zweiteilchenraum in Relativan-
teil
∣∣φ〉 und Schwerpunktsanteil ∣∣Φ〉 zu separieren〈
~x1 ~x2
∣∣Ψ, 2〉 = 〈 ~X∣∣Φ〉 〈~r∣∣φ〉. (6.3)
Fu¨r die Ortsdarstellung der beiden Komponenten gilt:
〈
~r
∣∣φ〉 = (2pia)−3/4 exp(− ~r2
4a
)
,
〈
~X
∣∣Φ〉 = (pia/2)−3/4 exp(− ~X2
a
)
.
(6.4)
Wie bereits angedeutet, erlaubt die Struktur des Vielteilchenzustandes eine sehr ein-
fache Berechnung der Erwartungswerte von irreduziblen k-Teilchenoperatoren O[k]. Es
gilt: 〈
Ψ, N
∣∣O[k] ∣∣Ψ, N〉 = N !
k! (N − k)!
〈
Ψ, k
∣∣O[k] ∣∣Ψ, k〉. (6.5)
Es ist also nur der Erwartungswert des k–Teilchenoperators im k-Teilchenraum zu be-
rechnen und mit dem kombinatorischen Faktor auf den N -Teilchenraum zu skalieren.
Im Zusammenhang mit dieser technischen Vereinfachung treten an anderer Stelle
neue Probleme auf. Nach wie vor sollen die korrelierten Operatoren in niedriger Ord-
nung der Clusterentwicklung behandelt werden, d.h. der korrelierte Operator wird in
seine irreduziblen Betra¨ge bis zur Teilchenzahl N zerlegt und nur die niedrigsten Ord-
nungen werden beru¨cksichtigt. Diese Na¨herung ist nur dann sinnvoll, wenn die Beitra¨ge
der ho¨heren Ordnungen hinreichend klein sind. Durch den kombinatorischen Faktor
werden die ho¨heren Ordnungen jedoch deutlich sta¨rker gewichtet als die niedrigen Ord-
nungen. Dieser Effekt tritt insbesondere dann auf, wenn alle Teilchen im gleichen Ein-
teilchenzustand sind, dessen Ausdehnung nicht viel gro¨ßer als die Reichweite von O[k]
ist. Es ist zu erwarten, daß die Na¨herung einer abgebrochenen Clusterentwicklung we-
niger gut geeignet ist als in entsprechenden fermionischen Systemen.
6.1.2 Optimaler Korrelator
Zuerst stellt sich die Frage nach dem optimalen Korrelator fu¨r das betrachtete System.
Wenn davon ausgegangen wird, daß die Zweiteilchenna¨herung ausreichend ist, dann
ist der optimale Korrelator durch Eigenschaften des Zweiteilchensystems definiert. Da
das Lennard-Jones-Potential keinen gebundenen Zweiteilchenzustand besitzt, kann die
Korrelatoroptimierung entweder anhand der E = 0-Streulo¨sung oder durch Energiemi-
nimierung mit konstanter Zweiteilchen-Relativwellenfunktion erfolgen. Diese Verfahren
wurden bereits bei der Diskussion der 4He-Flu¨ssigkeit in den Abschnitten 5.3.2 bzw.
5.3.1 angewendet. Es wurde gezeigt, daß die resultierenden optimalen Korrelatoren sehr
gut u¨bereinstimmen. Hier wird der durch Energieminimierung im Zweiteilchensystem
bestimmte Korrelator (5.24) aufgegriffen.
Nach den Ergebnissen fu¨r die 4He-Flu¨ssigkeit zu urteilen, wird die Zweiteilchenna¨-
herung fu¨r die Beschreibung der 4He-Tro¨pfchen nur sinnvoll sein, wenn deren Dichte
viel kleiner als die Sa¨ttigungsdichte der homogenen Flu¨ssigkeit ist. Nur in diesem Fall
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liegt der Kleinheitsparameter κ = ρ VC unterhalb der empirischen Schranke von 0.3 fu¨r
die uneingeschra¨nkte Anwendbarkeit der Zweiteilchenna¨herung. Daher ist auch der im
Zweiteilchensystem optimierte Korrelator nur bedingt tauglich. Wie bereits diskutiert
wa¨re es fu¨r eine konsistente Beschreibung no¨tig, den Korrelator durch Energiemini-
mierung in derselben Ordnung der Clusterentwicklung zu bestimmen, die auch in der
spa¨teren Strukturrechnung Verwendung findet — d.h. wenn eine Rechnung in Dreiteil-
chenna¨herung no¨tig ist, dann sollte auch der Korrelator bezu¨glich der Dreiteilchenna¨-
herung optimiert sein.
6.1.3 Korrelierter Hamiltonoperator in Zweiteilchenna¨herung
Mit Hilfe der gegebenen Parametrisierung der Korrelationsfunktion la¨ßt sich der korre-
lierte Hamiltonoperator wie in den vorangehenden Untersuchungen explizit angeben
H˜C2 = Tint + V˜ + U˜ + T˜Ω + T˜r∗
= Tint +
∑
i<j
v˜(ij) +
∑
i<j
u˜(ij) +
∑
i<j
t˜Ω(ij) +
∑
i<j
t˜r∗(ij).
(6.6)
Im Gegensatz zu den homogenen Systemen ist im endlichen System die kinetische Ener-
gie der Schwerpunktsbewegung Tcm zu beru¨cksichtigen. Da die Bindungsenergien der
Tro¨pfchen berechnet werden sollen, ist dieser Schwerpunktsanteil von der vollen kine-
tischen Energie zu subtrahieren. Das fu¨hrt auf die sog. intrinsische kinetische Energie
Tint. Dieser Operator kann in folgende nu¨tzliche Form gebracht werden [Roth97]:
Tint = T−Tcm =
∑
i
1
2m
~p(i)2 − 1
2Nm
[∑
i
~p(i)
]2
=
2
N
∑
i<j
1
2µ
~q(ij)2 =
2
N
∑
i<j
trel(ij),
(6.7)
wobei ~q(ij) := ~p(i)− ~p(j) den Relativimpuls zweier Teilchen bezeichnet. Daru¨ber hin-
aus werden die effektiven Massenkorrekturen in der Zerlegung in Radialanteil t˜r∗ und
Winkelanteil t˜Ω entsprechend Gleichung (1.42) dargestellt. Aufgrund der Rotations-
symmetrie der Relativwellenfunktion in diesem speziellen System tra¨gt der Winkelanteil
nicht bei, so daß nur der Radialteil ausgewertet werden muß.
Durch Einsetzen des Lennard-Jones-Potentials und des optimalen Korrelators (5.24)
lassen sich die Radialabha¨ngigkeiten des korrelierten Potentials v˜(r), des lokalen Teils
der korrelierten kinetischen Energie u˜(r) und der effektiven Massenkorrekturen fu¨r Ra-
dial- bzw. Winkelanteil, µ/µ˜r∗(r) bzw. µ/µ˜(r), entsprechend Abschnitt 1.3.3 explizit
angeben.
Die Abbildung 6.1 zeigt die lokalen Terme des korrelierten Hamiltonoperators. Teil
(a) macht deutlich, daß die Sta¨rke des Cores fu¨r das korrelierte Potential gegenu¨ber dem
unkorrelierten Lennard-Jones-Potential drastisch reduziert ist, es verbleibt lediglich eine
minimale Abstoßung bei kurzen Reichweiten. Das Integral u¨ber das mit r2 gewichtete
korrelierte Potential nimmt einen endlichen negativen Wert an, wa¨hrend es fu¨r das
Ausgangpotential noch positiv divergent war. Der erste deutliche Effekt des Korrelators
ist also die Regularisierung des Potentials.
In Abbildung 6.1(b) ist das korrelierte Potential und der Potentialteil der korrelier-
ten kinetischen Energie sowie die Summe der beiden dargestellt. Bei kurzen Radien
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Abbildung 6.1 · Mit r2 gewichtete Radialabha¨ngigkeiten der lokalen Terme des korrelierten
Hamiltonoperators fu¨r das Lennard-Jones-Potential. (a) unkorreliertes Lennard-Jones-Potential
r2 v(r) ( ) und korreliertes Potential r2 v˜(r) ( ). (b) Korreliertes Potential r2 v˜(r)
( ), Potentialteil der korrelierten kinetischen Energie r2 u˜(r) ( ) und Summe beider
lokalen Terme ( ).
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Abbildung 6.2 · Radialabha¨ngigkeit der ef-
fektiven Massenkorrekturen des korrelierten
Hamiltonoperators. Radialteil der effektiven
Massenkorrektur µ/µ˜r(r) ( ) und Win-
kelanteil µ/µ˜Ω(r) ( ) fu¨r den optimalen
Korrelator des Lennard-Jones-Potential.
entspricht der Beitrag der kinetischen Energie ungefa¨hr dem negativen korrelierten, so
daß die Summe der beiden lokalen Terme des korrelierten Hamiltonoperators bis zu
r ≈ 2.5A˚ praktisch verschwindet. Das ist gerade der Bereich, in dem der abstoßende
Core der urspru¨nglichen Wechselwirkung liegt. Die Summe aller potentialartigen Terme
des korrelierten Hamiltonoperators zeigt also keinerlei Abstoßung mehr! Dafu¨r ist der
mittelreichweitige anziehende Teil des Potentials durch den kinetischen Beitrag deutlich
reduziert. Betrachtet man die Integrale u¨ber die mit r2 gewichteten Radialabha¨ngigkei-
ten, so liefert der kinetische Term einen positiven Beitrag von etwa der halben Gro¨ße
des negativen Beitrags des korrelierten Potentials. Die Summe der beiden Terme ist
also negativ, besitzt jedoch aufgrund des positiven Beitrag des kinetischen Potentials
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nur die halbe Sta¨rke des korrelierten Potentials.
Die Abbildung 6.2 zeigt die effektiven Massenkorrekturen fu¨r die Radial- und die
Winkelkomponente. Die allgemeine Form der Radialabha¨ngigkeiten la¨ßt sich mit dem
komplementa¨ren Bild der korrelierten Wellenfunktion verstehen: Der Korrelator unter-
dru¨ckt die Wellenfunktion bei kleinen Absta¨nden und erzeugt somit zusa¨tzliche Kru¨m-
mung im Vergleich zur unkorrelierten Wellenfunktion. Wirkt der (unkorrelierte) Opera-
tor der kinetischen Energie auf die korrelierte Wellenfunktion, so liefert der Radialanteil
im Bereich des Korrelationslochs einen erho¨hten Beitrag durch die zusa¨tzliche Kru¨m-
mung. Dagegen wird der Winkelanteil im Bereich des Korrelationslochs reduziert, da
die korrelierte Wellenfunktion weniger Sta¨rke innerhalb der Zentrifugalbarriere besitzt.
In der Darstellung als korrelierte Wechselwirkungen zeigen sich diese Effekte direkt
in den Massenkorrekturen. Der Radialanteil der korrelierten kinetischen Energie wird
innerhalb der Reichweite der Korrelationen versta¨rkt, der Winkelanteil hingegen redu-
ziert.
Alles zusammengenommen setzt sich der korrelierte Hamiltonoperator aus der unkor-
relierten kinetischen Energie mit abstandsabha¨ngigen Massenkorrekturen fu¨r Radial-
und Winkelkomponenten und einem lokalen Potential zusammen. Der Potentialteil ver-
schwindet fu¨r kurze Absta¨nde und besitzt auf mittleren Reichweiten eine gegenu¨ber
dem Ausgangspotential reduzierte Anziehung. Der Radialteil der Massenkorrektur lie-
fert dagegen eine impulsabha¨ngige Abstoßung, die durch den Winkelanteil zum Teil
wieder kompensiert wird. Durch Anwendung des Korrelators wird ein Teil der Absto-
ßung des urspru¨nglichen Potentials also vom Ortsraum auf den Impulsraum verlagert.
Das geschieht so, daß die korrelierte Wechselwirkung glatten Versuchszusta¨nden ange-
paßt ist.
Mit den gegebenen Radialabha¨ngigkeiten kann der Erwartungswert des korrelierten
Hamiltonoperators in Zweiteilchenna¨herung (6.6) numerisch berechnet werden. Die im
folgenden betrachtete Energie pro Teilchen ε˜C2 ist definiert durch
ε˜C2 =
1
N
〈
Ψ, N
∣∣ H˜C2 ∣∣Ψ, N〉. (6.8)
Vermo¨ge der einfachen Struktur des Versuchszustandes ist sie nur eine Funktion der
Teilchenzahl und des Breiteparameters der Einteilchenwellenfunktion. Die Abha¨ngig-
keit von der Teilchenzahl ist im wesentlichen durch die Skalierungseigenschaft (6.5) der
Erwartungswerte bestimmt. Entsprechend der Struktur des korrelierten Hamiltonope-
rators (6.6) ergibt sich fu¨r den Energieerwartungswert pro Teilchen
ε˜C2(N, a) =
N − 1
N
trel(a) +
N − 1
2
[
v˜(a) + u˜(a) + t˜r∗(a)
]
. (6.9)
Dabei wurde bereits beru¨cksichtigt, daß der Winkelanteil der effektiven Massenkor-
rektur wegen des spha¨risch symmetrischen Versuchszustandes nicht beitra¨gt. Die a-
abha¨ngigen Funktionen sind durch die Erwartungswerte der entsprechenden Terme im
Zweiteilchensystem bestimmt. Fu¨r den Relativteil der kinetischen Energie gilt
trel(a) =
1
2µ
∫
d3r
∣∣∣ ∂
∂r
〈
r
∣∣φ〉∣∣∣2 = 1
2µ
3
4a
, (6.10)
dabei wurde von der Gaußform (6.4) der Versuchszusta¨nde Gebrauch gemacht. Fu¨r das
korrelierte Potential gilt
v˜(a) =
∫
d3r v˜(r)
∣∣〈r∣∣φ〉∣∣2 (6.11)
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Abbildung 6.3 · Beitra¨ge zum Energieerwartungswert in Abha¨ngigkeit vom Breiteparameter
a der Versuchswellenfunktion. (a) Beitra¨ge in Zweiteilchenna¨herung: kinetische Energie trel(a)
( ), korreliertes Potentials v˜(a) ( ), Potentialteil der korrelierten kinetischen Energie
u˜(a) ( ) und effektive Massenkorrektur t˜r∗(a) ( ). (b) Dreiteilchenbeitra¨ge zum kor-
relierten Potential v˜[3] ( ) und zum Potentialteil der kinetischen Energie u˜[3](a) ( ).
und entsprechendes fu¨r den Potentialteil der korrelierten kinetischen Energie u˜(a).
Schließlich ergibt sich fu¨r die radiale Massenkorrektur
t˜r∗(a) =
1
2µ
∫
d3r
µ
µ˜r∗(r)
∣∣∣ ∂
∂r
〈
r
∣∣φ〉∣∣∣2. (6.12)
Die Integrationen in den letzten beiden Gleichungen sind numerisch durchzufu¨hren, sie
lassen sich ohne weitere Schwierigkeiten mit der internen Mathematica-Routine NInte-
grate behandeln.
In Abbildung 6.3(a) sind die einzelnen Terme des Energieerwartungswertes in Zwei-
teilchenna¨herung fu¨r den relevanten Bereich des Breiteparameters a aufgetragen. Fu¨r
Breiten im physikalischen Bereich a > 10 A˚2 liefern die unkorrelierte kinetische Energie
und der lokale Teil der korrelierten kinetischen Energie einen etwa gleichen positiven
Beitrag. Der einzige negative Beitrag, d.h. der Term, der Anziehung liefert, stammt vom
korrelierten Potential, der etwa der Summe der beiden abstoßenden Terme entspricht.
In der Summe heben sich diese Beitra¨ge im wesentlichen auf. Der Beitrag der effektiven
Massenkorrektur spielt fu¨r große und mittlere Breiten keine Rolle.
Die hier gezeigten Kurven entsprechen den Erwartungswerten fu¨r das Zweiteilchen-
system, fu¨r andere Teilchenzahlen sind Skalierungfaktoren entsprechend (6.9) hinzu-
zufu¨gen. Die hier zu beobachtende Aufhebung der beiden positiven Beitra¨ge mit dem
negativen korrelierten Potential, die dazu fu¨hrt, daß kein gebundener Zweiteilchenzu-
stand existiert, wird in Systemen mit gro¨ßerer Teilchenzahl nicht auftreten, da die
positive unkorrelierte kinetische Energie nicht wie die u¨brigen Terme linear mit der
Teilchenzahl anwa¨chst — fu¨r ho¨here Teilchenzahlen existieren gebundene Zusta¨nde.
Fu¨r Breiten kleiner als 10 A˚2 zeigen sich dramatische Abweichungen von der eher
schwachen Dichteabha¨ngigkeit bei großen Breiten. Unterhalb von 3 A˚2 steigt der Bei-
trag des korrelierten Potentials stark an und wird massiv abstoßend, umgekehrt fa¨llt
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der Beitrag des kinetischen Potentials ab und wird stark anziehend. In diesem Para-
meterbereich sind die Einteilchenwellenfunktionen vollsta¨ndig im Korrelationsvolumen
VC lokalisiert. Bereits bei der Diskussion der Radialabha¨ngigkeiten (siehe Abbildung
6.1) wurde ersichtlich, daß das korrelierte Potential bei kleinen Reichweiten weiter-
hin eine abstoßende Komponente besitzt, die von einer entsprechenden anziehenden
Komponente des lokalen Teils der korrelierten kinetischen Energie kompensiert wird.
Die Abstoßung im Potential bewirkt das Ansteigen des Erwartungswertes fu¨r Breiten
in der Gro¨ßenordnung der Reichweite dieser Abstoßung, die Anziehung im kinetischen
Potential einen entsprechenden Abfall der Erwartungswerte — beide kompensieren sich
fast vollkommen.
Der Energieerwartungswert wird bei kleinen Breiten vom Beitrag der effektiven Mas-
senkorrektur dominiert, er steigt wesentlich sta¨rker als die unkorrelierte kinetische Ener-
gie an und liefert einen großen positiven Beitrag. Bei extrem kleinen Breiten (a < 1 A˚2)
zeigt auch dieser Term plo¨tzlich eine Trendumkehr und der Beitrag fa¨llt rapide ab und
wird sogar massiv negativ. Dieser pathologische Zusammenbruch ist in der konkreten
Rechnung nicht von Bedeutung, da die Breiten weit von der physikalisch sinnvollen
Gro¨ßenordnung entfernt sind. Weiterreichende Untersuchungen hierzu finden sich in
[Roth97].
6.1.4 Dreiteilchenbeitrag zum korrelierten Hamiltonoperator
Die Untersuchungen zur 4He-Flu¨ssigkeit lassen vermuten, daß die Zweiteilchenordnung
fu¨r eine sinnvolle Beschreibung nicht ausreicht, da die Dichten zu groß sind. Daher
sollen auch fu¨r die Tro¨pfchen die wesentlichen Terme der dritten Clusterordnung be-
ru¨cksichtigt werden, na¨mlich die lokalen Dreiteilchenteile von korreliertem Potential
und korrelierter kinetischer Energie. Die Energie pro Teilchen in Dreiteilchenna¨herung
ist gegeben durch
ε˜C3
?
(N, a) = ε˜C2(N, a) +
(N − 1)(N − 2)
6
[
v˜[3](a) + u˜[3](a)
]
. (6.13)
Das Symbol
”
C3?” deutet an, daß nicht die volle Dreiteilchenordnung, sondern nur die
lokalen Terme beru¨cksichtigt werden.
Zur Beschreibung der Korrelationen in Dreiteilchenordnung wird auf die in Abschnitt
1.4 eingefu¨hrte verallgemeinerte Koordinatentransformation zuru¨ckgegriffen. Sie liefert
den Dreiteilchenbeitrag zum korrelierten Potential v˜[3](~x1, ~x2, ~x3) und den lokalen Teil
des Dreiteilchenbeitrags der korrelierten kinetischen Energie u˜[3](~x1, ~x2, ~x3) als Funk-
tionen der drei Koordinaten. Die Erwartungswerte dieser beiden Dreiteilchenpotentiale
pro Teilchen als Funktion des Breiteparameters a sind gegeben durch
v˜[3](a) =
∫
d3x1 d
3x2 d
3x3 v˜
[3](~x1, ~x2, ~x3)
∣∣〈~x1, ~x2, ~x3∣∣Ψ, 3〉∣∣2 (6.14)
und entsprechend fu¨r den kinetischen Teil u˜[3](a). Die hier auftretenden neundimensio-
nalen Integrationen lassen sich mit Hilfe von Monte Carlo-Methoden bewa¨ltigen, wie
in den vorangehenden Fa¨llen wird auf eine Routine aus [PrTe92] zuru¨ckgegriffen. Fu¨r
die angestrebte Minimierung in Dreiteilchenna¨herung werden die Dreiteilchenintegrale
fu¨r ca. 15 repra¨sentative Werte des Breiteparameters a berechnet und tabelliert. Fu¨r
jedes Integral werden ca. 107 Samplingpunkte ausgewertet, so daß der relative statisti-
sche Fehler auf unter 1% abgesunken ist. Schließlich werden die berechneten Punkte
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durch eine geeignete Parametrisierung in Potenzen von 1/a gefittet, damit steht fu¨r die
Minimierung eine analytische Funktion bereit.
Die Erwartungswerte der beiden Dreiteilchenpotentiale, d.h. die Funktionen v˜ [3](a)
und u˜[3](a), sind in Abbildung 6.3(b) dargestellt. Beide liefern einen positiven Bei-
trag zum Energieerwartungswert in Dreiteilchenna¨herung, der mit sinkender Breite der
Wellenfunktion dramatisch anwa¨chst. Der Dreiteilchenanteil liefert einen dominanten
Beitrag, wenn die Einteilchenwellenfunktionen praktisch vollsta¨ndig im Korrelationsvo-
lumen VC lokalisiert sind, d.h. wenn a
3/2 . VC , was fu¨r den vorliegenden Korrelator bei
a . 10A˚2 eintritt. Der Dreiteilchenbeitrag wird aufgrund dieser Breitenabha¨ngigkeit
bei einer Energieminimierung immer zu ho¨heren Energien, d.h. schwa¨cherer Bindung,
und gro¨ßeren Radien fu¨hren als die Zweiteilchenna¨herung allein.
6.2 4He-Tro¨pfchen mit Lennard-Jones-Potential
6.2.1 Energieminimierung in Zweiteilchenna¨herung
Die no¨tigen Werkzeuge zur Behandlung des Variationsproblems fu¨r kleine 4He-Tro¨pfchen
stehen nun zur Verfu¨gung: der Vielteilchenversuchszustand mit dem Variationspara-
meter a und der korrelierte Hamiltonoperator in Zweiteilchenna¨herung mit entspre-
chendem optimalem Korrelator. Mit den bereits besprochenen Einschra¨nkungen be-
zu¨glich der Tauglichkeit wird die Energieminimierung in Zweiteilchenna¨herung fu¨r 4He-
Tro¨pfchen mit Teilchenzahlen im Bereich 3 ≤ N ≤ 70 durchgefu¨hrt.
Als Referenz fu¨r die Cluster mit Teilchenzahlen N ≤ 10 steht eine Variationsrech-
nung auf Basis des Jastrowansatzes zur Verfu¨gung [ScSc65]. Der Vielteilchenversuchs-
zustand wird in dieser Arbeit als Produkt von N(N − 1)/2 identischen Zweiteilchen-
Jastrowfunktionen beschrieben, die vier Variationsparameter enthalten. Der Energieer-
wartungswert wird direkt durch hochdimensionale Monte-Carlo-Integration berechnet,
so daß keine Clusterentwicklung no¨tig ist. Da sich diese Jastrowrechnung auch auf
Zweiteilchenkorrelationen beschra¨nkt, aber im Gegensatz zur hier dargestellten Rech-
nung ohne abgebrochene Clusterentwicklung auskommt, erlaubt der Vergleich direkte
Ru¨ckschlu¨sse auf die Effekte der Clusterna¨herung.
Die Abbildungen 6.4 und 6.5 zeigen die resultierenden Bindungenergien pro Teil-
chen und die korrelierten schwerpunktsbereinigten rms-Radien in Abha¨ngigkeit von
der Teilchenzahl N im Vergleich zu den Referenzergebnissen. Ergebnisse zu ho¨heren
Teilchenzahlen sind mit weiteren Details in Tabelle 6.1 auf Seite 123 zusammengestellt.
Die Bindungsenergien zeigen fu¨r Teilchenzahlen N ≤ 6 eine gute U¨bereinstimmung mit
den Referenzwerten. In Anbetracht der geringen Bindung und der Dominanz der kurz-
reichweitgen Korrelationen ist das ein u¨berraschend gutes Ergebnis. Fu¨r Teilchenzahlen
N > 6 zeigt sich eine systematische U¨berbindung gegenu¨ber den Jastrowrechnungen
und damit wohl auch gegenu¨ber den exakten Grundzustandsenergien. Hier ist zu bemer-
ken, daß durch die na¨herungsweise Berechnung des Energieerwartungswerte die exakte
Grundzustandsenergie keine untere Schranke fu¨r die Variationsrechnung mehr darstellt.
Diese Schrankeneigenschaft ist im Rahmen des Ritzschen Variationsprinzips nur bei
exakter Berechnung des Energieerwartungswertes, d.h. im vorliegenden Fall der voll-
sta¨ndigen Summation der Clusterentwicklung, gu¨ltig. Es ist sehr wohl mo¨glich, daß der
in Zweiteilchenna¨herung berechnete Energieerwartungswert unter dem exakten Resul-
tat liegt, die ho¨heren Ordnungen der Clusterentwicklung mu¨ssen dann mindestens die
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Abbildung 6.4 · Resultat der Energieminimie-
rung in Zweiteilchenna¨herung. Dargestellt ist
die Energie pro Teilchen in Zweiteilchenna¨-
herung (l) fu¨r die verschiedenen Teilchen-
zahlen. Zum Vergleich die Energien der Ja-
strowrechnungen [ScSc65] (:).
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Abbildung 6.5 · rms-Radius der in Zweiteil-
chenna¨herung minimierten Zusta¨nde (l) im
Vergleich zu den Ergebnissen der Jastrowrech-
nungen [ScSc65] (:).
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Abbildung 6.6 · A¨quivalentdichte (N) und Zen-
traldichte () in Einheiten der Sa¨ttigungs-
dichte der 4He-Flu¨ssigkeit fu¨r die in Zwei-
teilchenna¨herung energieminimalen Zusta¨n-
de, sowie das inverse Korrelationsvolumen
( ).
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Differenz zur exakten Energie beitragen.
Ein erstes qualitatives Maß fu¨r die Gu¨ltigkeit der Zweiteilchenna¨herung und die Rol-
le der ho¨heren Clusterordnungen ist der sog. Kleinheitsparameter. Er vergleicht die
Reichweite der Korrelationen mit dem typischen Abstand zwischen den Teilchen, oder
das Volumen des Korrelationslochs mit einer typischen Dichte im Vielteilchensystem.
Das Korrelationsvolumen (1.18) beschreibt das Volumen des Lochs, das der Korrela-
tor angewendet auf eine konstante Zweiteilchenwellenfunktion erzeugt. Ein Maß fu¨r die
globale Dichte in endlichen inhomogenen Systemen la¨ßt sich auf unterschiedliche Weise
definieren. Die einfachste, wenn auch nicht beste, Wahl ist die maximale oder zentrale
Dichte des Tro¨pfchens. Fu¨r gaußfo¨rmige Versuchswellenfunktionen ist diese Dichte nur
von der Teilchenzahl und dem Breiteparameter a abha¨ngig, es gilt
ρc =
N
(pia)3/2
. (6.15)
Ein besseres Maß im Sinne einer mittleren Dichte ist die sog. A¨quivalentdichte. Sie
ist durch die Dichte der spha¨rischen Kastenverteilung mit gleicher Teilchenzahl und
gleichem rms-Radius gegeben. Fu¨r eine gaußfo¨rmige Versuchswellenfunktion gilt
ρeq =
3N
4pi
[
3
5
1
r2rms
]3/2
=
3N
4pi
[
2
5
N
N − 1
1
a
]3/2
. (6.16)
Der Vergleich des Korrelationsvolumens mit dieser mittleren Dichte fu¨hrt direkt auf
den Kleinheitsparameter
κeq = ρeq VC . (6.17)
Diese Gro¨ße la¨ßt sich anschaulich als Wahrscheinlichkeit deuten, ein drittes Teilchen
im Korrelationsvolumen zweier wechselwirkender Teilchen zu finden. Um die Gu¨ltigkeit
der Zweiteilchenna¨herung zu gewa¨hrleisten, muß diese Wahrscheinlichkeit klein gegen 1
sein, da in der Na¨herung alle Beitra¨ge jenseits der Zweiteilchenordnung vernachla¨ssigt
werden.
Fu¨r den hier verwendeten Korrelator ergibt sich fu¨r das Korrelationsvolumen VC =
46.4 A˚3. In Abbildung 6.6 ist der Kehrwert des Korrelationsvolumens, die A¨quivalent-
dichte und die Zentraldichte in Einheiten der Sa¨ttigungsdichte der 4He-Flu¨ssigkeit (5.33)
dargestellt — das Verha¨ltnis von Dichte zu inversem Korrelationsvolumen ergibt gerade
den Kleinheitsparameter. Die Dichte der Systeme und damit der Kleinheitsparameter
nimmt anna¨hernd linear mit der Teilchenzahl zu, bei N = 6 erreicht die A¨quivalentdich-
te etwa 30% des inversen Korrelationsvolumens, die Zentraldichte bereits 70%. Damit
ist klar, daß die Zweiteilchenna¨herung oberhalb dieser Teilchenzahl keine gu¨ltige Ap-
proximation mehr darstellt.
Ein weiteres Indiz fu¨r das Versagen der Zweiteilchenna¨herung liefern die rms-Radien
in Abbildung 6.5. Sie zeigen zwar eine qualitativ korrekte Teilchenzahlabha¨ngigkeit, sind
aber um ca. 10% zu klein. Damit ist die Dichte der in Zweiteilchenna¨herung minimierten
Zusta¨nde deutlich oberhalb der Dichte der Vergleichsrechnung. Die Energieminimierung
in Zweiteilchenna¨herung sucht gerade solche Zusta¨nde mit hoher Dichte, bei denen die
Zweiteilchenenergie auf Kosten ho¨herer Mehrteilchenbeitra¨ge abgesenkt ist.
Den endgu¨ltigen Nachweis, daß die Energieminimierung in Zweiteilchenna¨herung fu¨r
eine realistische Beschreibung der 4He-Tro¨pfchen nicht ausreichend ist, liefert die expli-
zite Betrachtung der na¨chsten Ordnung der Clusterentwicklung — der Dreiteilchenord-
nung. Auf Basis der durch Energieminimierung in Zweiteilchenna¨herung bestimmten
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Abbildung 6.7 · Beitra¨ge der Dreiteilchenord-
nung der Clusterentwicklung zur Energie fu¨r
die in Zweiteilchenna¨herung optimierten Zu-
sta¨nde. Dargestellt ist das Ergebnis der Ener-
gieminimierung in Zweiteilchenna¨herung (l)
und die Energie unter Hinzunahme des Er-
wartungswertes der Dreiteilchenordnung ().
Zum Vergleich sind die Ergebnisse der Ja-
strowrechnungen [ScSc65] (:) dargestellt.
Zusta¨nde wird der Erwartungswert des Dreiteilchenteils des korrelierten Hamiltonope-
rators berechnet (siehe Abschnitt 6.1.4). Der Dreiteilchenbeitrag wird der Energie in
Zweiteilchenna¨herung als Korrektur im Sinne einer Sto¨rungsrechnung zugefu¨gt.
Wie die Abbildung 6.7 zeigt, sind die Beitra¨ge der dritten Ordnung der Clusterent-
wicklung keineswegs eine kleine Korrektur fu¨r N > 3. Sie u¨berstiegen die Bindungsener-
gie in Zweiteilchenna¨herung bei weitem, so daß die Energien in Dreiteilchenna¨herung
durchweg positiv sind — keines der Systeme ist bezu¨glich der Energie in Dreiteilchen-
na¨herung gebunden.
Hieraus muß ganz eindeutig geschlossen werden, daß die Zweiteilchenna¨herung allein
fu¨r diese Systeme ungeeignet ist. Offenbar bewirkt die Minimierung in Zweiteilchen-
na¨herung bezu¨glich des Breitenparameters a der Wellenfunktion ohne weitere Neben-
bedingungen, daß die Energie in dieser Na¨herung ku¨nstlich auf Kosten der ho¨heren
Ordnungen abgesenkt wird. Es macht fu¨r diese Systeme keinen Sinn, die Energie in
Zweiteilchenna¨herung zu minimieren, ohne ein Maß fu¨r die Beitra¨ge der ho¨heren Ord-
nungen, wie z.B. den Kleinheitsparameter, zu beru¨cksichtigen.
6.2.2 Energieminimierung in Dreiteilchenna¨herung
Das Versagen der Zweiteilchenna¨herung macht die Beru¨cksichtigung von Effekten jen-
seits der Zweiteilchenordnung bei der Energieminimierung no¨twendig — eine Mo¨glich-
keit ist die direkte Einbeziehung der Dreiteilchenordnung. Die Energieminimierung be-
zu¨glich a in Dreiteilchenna¨herung ist Dank der einfachen Struktur des Systems mit nur
diesem einen Variationsparameter numerisch machbar. Die Berechnung der Energie in
Dreiteilchenna¨herung folgt dem in Abschnitt 6.1.4 beschriebenen Schema.
Die Abbildungen 6.8 bis 6.10 zeigen das Resultat dieser Rechnung fu¨r die Bindungs-
energie pro Teilchen, den rms–Radius und die Dichte, Resultate fu¨r Systeme gro¨ßerer
Teilchenzahl finden sich in Tabelle 6.1 auf Seite 123. Die Bindungsenergien fu¨r die in
Dreiteilchenna¨herung minimierten Systeme sind einmal in Dreiteilchenna¨herung und in
Zweiteilchenna¨herung angegeben. Im Gegensatz zum Resultat der Energieminimierung
in Zweiteilchenna¨herung liegen die Energien oberhalb der Referenzwerte, d.h. die Sy-
steme sind weniger stark gebunden, das gilt sowohl fu¨r die in Dreiteilchen- als auch fu¨r
die in Zweiteilchenna¨herung berechnete Energie. Der Dreiteilchenbeitrag zur Energie ist
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Abbildung 6.8 · Resultat der Energieminimie-
rung in Dreiteilchenna¨herung. Dargestellt ist
die Energie in Dreiteilchenna¨herung () und
der Zweiteilchenanteil der Energie (l). Zum
Vergleich die Energien der Jastrowrechnungen
[ScSc65] (:).
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Abbildung 6.9 · rms-Radius der in Dreiteil-
chenna¨herung minimierten Zusta¨nde (l) im
Vergleich zu den Ergebnissen der Jastrowrech-
nungen [ScSc65] (:).
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Abbildung 6.10 · A¨quivalentdichte (N) und
Zentraldichte () in Einheiten der Sa¨ttigungs-
dichte der 4He-Flu¨ssigkeit fu¨r die in Drei-
teilchenna¨herung energieminimalen Zusta¨nde.
Desweiteren ist das inverse Korrelationsvolu-
men ( ) dargestellt.
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wesentlich geringer als bei den vorangehenden Rechnungen (siehe Abbildung 6.7) und
wa¨chst allenfalls linear mit der Teilchenzahl an. Dies besta¨tigt die Vermutung, daß die
Minimierung in Zweiteilchenna¨herung bei diesen Systemen die Energie unphysikalisch
um den Preis großer Beitra¨ge in den ho¨heren Clusterordnungen absenkt. Dem Ergeb-
nis nach zu urteilen entha¨lt die Dreiteilchenna¨herung alle wesentlichen physikalischen
Beitra¨ge, so daß eine pathologische Absenkung der Energie wie im vorangehenden Fall
nicht auftritt. Scheinbar erfu¨llt die Dreiteilchenordnung die Schrankeneigenschaft des
Ritzschen Variationsprinzips, denn die Variationsenergien liegen oberhalb der exakten
Energien.
Als Folge der durch die Dreiteilchenbeitra¨ge induzierten Abstoßung sind die Dichten
der Tro¨pfchen im Vergleich zur Zweiteilchenminimierung stark reduziert, wie Abbil-
dung 6.10 unmittelbar zeigt. Die Kleinheitsparameter sind fu¨r alle Systeme sehr klein
(κeq < 0.1). Hier besta¨tigt sich, daß der Kleinheitparameter ein indirektes Maß fu¨r
die Bedeutung der Beitra¨ge ho¨herer Ordnung ist — kleine Dreiteilchenbeitra¨ge gehen
mit kleinen Kleinheitsparametern einher. Eine Mo¨glichkeit, das Versagen der Zweiteil-
chenna¨herung ohne explizite Dreiteilchenminimierung zu verhindern, wa¨re die Variation
unter der Nebenbedingung eines kleinen Kleinheitsparameters.
Trotz einer Reihe von prinzipiellen Verbesserungen gegenu¨ber der Energieminimie-
rung in Zweiteilchenna¨herung ist die Beschreibung durch Hinzunahme der Dreiteilchen-
na¨herung noch nicht befriedigend. Die Energien liegen deutlich u¨ber den erwarteten
Werten, die Bindung erreicht nur knapp die Ha¨lfte der Referenz. Damit gehen stark
u¨berho¨hte rms-Radien, d.h. zu geringe Dichten, einher. Es scheint, als sei die durch die
Dreiteilchenordnung generierte Abstoßung zu stark, so daß zu hohe Energien und zu
geringe Dichten erzeugt werden. Die analoge Beobachtung wurde bereits bei der Un-
tersuchung der 4He-Flu¨ssigkeit in Abschnitt 5.3.3 gemacht. Die Dreiteilchenna¨herung
liefert zu wenig Bindung und eine zu geringe Dichte fu¨r den Sa¨ttigungspunkt.
Hier fallen sofort zwei Ursachen bzw. Verbesserungsmo¨glichkeiten ins Auge. Erstens:
Die Energieminimierung in Dreiteilchenna¨herung wurde auf Basis des in Zweiteilchen-
na¨herung optimierten Korrelators durchgefu¨hrt. Bereits bei dessen Konstruktion wurde
angemerkt, daß es fu¨r Systeme, in denen es wesentlich auf die Beitra¨ge der Dreiteil-
chenordnung ankommt, notwendig ist, den Korrelator auch in Dreiteilchenna¨herung zu
optimieren. Das ist hier nicht geschehen. Vom formalen Standpunkt des Variations-
prinzips aus bilden die Korrelatorparameter neben den Parametern des unkorrelierten
Zustandes zusa¨tzliche Freiheitsgrade, die, wenn ebenfalls variiert, nur zu einer weite-
ren Absenkung der Energie fu¨hren ko¨nnen. Es ist zu erwarten, daß ein solcher, auf die
Dreiteilchenna¨herung abgestimmter Korrelator, die Energie signifikant gegenu¨ber dem
”
mißbra¨uchlich” verwendeten zweiteilchenoptimalen Korrelator absenkt. Im Prinzip ist
eine solche Rechnung mo¨glich, sie ist jedoch numerisch sehr aufwendig.
Zweitens: Bei Systemen, in denen die Dreiteilchenordnung dermaßen wichtig ist, ist
a priori nicht klar, daß ein Korrelator, der nur genuine Zweiteilchenkorrelationen be-
schreibt, ausreichend ist. Mo¨glicherweise sind auch genuine Dreiteilchenkorrelationen
no¨tig, um eine physikalische Beschreibung zu ermo¨glichen. Erneut stellen die genuinen
Dreiteilchenkorrelationen in der Philosophie des Variationsprinzips zusa¨tzliche Frei-
heitsgrade dar, die nur zu einer Absenkung der Energie fu¨hren ko¨nnen. Solche genuinen
Dreiteilchenkorrelationen sind in der Methode der unita¨ren Korrelatoren bisher nicht
untersucht worden.
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6.2.3 Energieminimierung mit dichteabha¨ngigem Korrelator
Wie im Falle der 4He-Flu¨ssigkeit scheint die effektive Beschreibung von Effekten der
Korrelationen ho¨herer Ordnung der vielversprechendste Weg fu¨r eine physikalische Be-
schreibung dieser korrelationsdominierten Systeme zu sein. Wie bereits in Abschnitt
5.3.4 soll die Dichteabha¨ngigkeit durch eine Multiplikation der Korrelatorparameter α
und β mit einer dichteabha¨ngigen Skalierungsfunktion der Form
ξ(ρ) = 1− γ ρ (6.18)
implementiert werden. Die Konstante γ wurde bereits durch Anpassung der Energie
der 4He-Flu¨ssigkeit bei Sa¨ttigungsdichte an das Resultat einer Monte-Carlo-Rechnung
bestimmt. Entsprechend (5.34) wird im folgenden der Wert
γ = 3.696 A˚3 (6.19)
verwendet. Der dichteabha¨ngige Korrelator ist somit vollsta¨ndig bestimmt, es existie-
ren keinerlei freie Parameter mehr. Die Parameter α, β und η sind vollsta¨ndig durch
Eigenschaften des Zweiteilchensystems bestimmt und der Parameter γ ist durch eine
unabha¨ngige Rechnung fu¨r das unendliche System festgelegt. Die folgenden Rechnungen
stellen also eine echte, parameterfreie Vorhersage der Eigenschaften von 4He-Tro¨pfchen
endlicher Gro¨ße dar.
Die einzige verbleibende Problem ist eine geeignete Definition der Dichte fu¨r inho-
mogene, endliche Systeme. Fu¨r die Rechnungen in homogener Materie ist die Dichte
ein wohldefinierter Parameter, dagegen ist sie in inhomogenen Systemen allenfalls lokal
in gleicher Weise definiert. Im Prinzip ist es mo¨glich, den dichteabha¨ngigen Korrelator
im Sinne einer Lokalen-Dichte-Na¨herung einzusetzen, das soll hier jedoch wenn mo¨glich
vermieden werden. Daher wird ein Maß fu¨r die mittlere Dichte des Tro¨pfchens beno¨tigt.
Das Mittel der Wahl ist die bereits zur Definition des Kleinheitsparameters verwendete
A¨quivalentdichte ρeq (6.16). Sie ist definiert als Dichte der spha¨rischen Kastenverteilung
mit gleichem rms-Radius und gleicher Teilchenzahl. Eine andere mo¨gliche Wahl wa¨re
die Dichte im Zentrum des Tro¨pfchens, d.h. die Maximaldichte des Systems — sie ist
zwar kein geeigneter Repra¨sentant fu¨r die mittlere Dichte des Tro¨pfchens, soll aber zu
Vergleichszwecken hier ebenfalls behandelt werden.
Die Energieminimierung kann nun unter Verwendung des dichteabha¨ngigen Korrela-
tors in Zweiteilchenna¨herung direkt numerisch ausgefu¨hrt werden, die Ergebnisse sind
in den Abbildungen 6.11 bis 6.13 zusammengestellt, weitere Resultate finden sich in Ta-
belle 6.1. Die in der ersten Abbildung gezeigten Bindungsenergien unter Einbeziehung
der A¨quivalentdichte-Abha¨ngigkeit (gefu¨llte Symbole) sind in ausgezeichneter U¨berein-
stimmung mit den Referenzdaten. Es sei nochmals betont: Es handelt sich hier um eine
Rechnung ohne jegliche Parameteranpassung — der Korrelator ist komplett durch Ei-
genschaften das Zweiteilchensystem und der unendlichen Flu¨ssigkeit bestimmt worden.
Die entsprechende Rechnung durchgefu¨hrt mit der Zentraldichte statt der A¨quivalent-
dichte liefert systematisch schlechtere Resultate (offene Symbole). Das besta¨tigt die
Annahme, daß die A¨quivalentdichte als Maß fu¨r die mittlere Dichte am ehesten mit der
eindeutig definierten Dichte der homogenen Flu¨ssigkeit vergleichbar ist.
Seien nun die Ergebnisse unter Verwendung der A¨quivalentdichte ρeq eingehender
diskutiert. Die Energie stimmt mit einer Abweichung von maximal 0.02 K mit den
Referenzwerten u¨berein. Bei diesen Gro¨ßenordnungen ist nicht mehr zu sagen, ob die
Referenzrechnung, die auf einer Monte-Carlo-Methode beruht, noch hinreichend genau
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Abbildung 6.11 · Resultat der Energiemini-
mierung in Zweiteilchenna¨herung mit dich-
teabha¨ngigem Korrelator fu¨r die Energie
pro Teilchen. Verwendet wird die in 4He-
Flu¨ssigkeit fixierte Dichteabha¨ngigkeit, wobei
die A¨quivalentdichte (l) bzw. der Zentral-
dichte (m) des Tro¨pfchens eingesetzt wird.
Zum Vergleich die Energien der Jastrowrech-
nungen [ScSc65] (:).
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r˜C2ρrms Abbildung 6.12 · rms-Radius der in Zweiteil-
chenna¨herung mit dichteabha¨ngigem Korrela-
tor minimierten Zusta¨nde unter Verwendung
der A¨quivalentdichte (l) bzw. der Zentral-
dichte (m) des Tro¨pfchens und die die Ergeb-
nisse der Jastrowrechnungen [ScSc65] (:).
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Abbildung 6.13 · A¨quivalentdichte (N) und
Zentraldichte () in Einheiten der Sa¨ttigungs-
dichte der 4He-Flu¨ssigkeit fu¨r die energiemini-
malen Zusta¨nde mit dichteabha¨ngigem Korre-
lator formuliert mit der A¨quivalentdichte, so-
wie das inverse Korrelationsvolumen des dich-
teabha¨ngigen Korrelators ( ).
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ist. Lediglich im Bereich kleiner Teilchenzahlen N ≤ 5 scheint die Variationsrechnung
mit dichteabha¨ngigem Korrelator zu geringe Bindungsenergien zu liefern, das N = 3-
System ist sogar ungebunden. Ein a¨hnlicher Effekt war bereits bei der Zweiteilchenna¨-
herung mit statischem Korrelator zu beobachten. Der Grund hierfu¨r liegt eindeutig in
der mangelnden Flexibilita¨t der Versuchszustandes, der einparametrigen Gaußfunktion.
Sie ist nicht in der Lage die exponentiell abfallenden Schwa¨nze der exakten Wellenfunk-
tionen fu¨r derart schwach gebundene Systeme ausreichend zu simulieren. Hier wu¨rde
einer flexiblere Ansatzfunktion, die einen schwa¨cherem langreichweitgen Abfall, d.h.
eine diffusere Oberfla¨che erlaubt, mit großer Sicherheit Abhilfe schaffen. Das besta¨ti-
gen auch die rms-Radien, die fu¨r N < 5 trotz der zu geringen Bindungsenergie zu klein
sind, auch hier wu¨rde ein schwa¨cherer langreichweitiger Abfall als ihn die Gaußfunktion
beschreibt eine Verbesserung bringen.
Bei großen Teilchenzahlen deutet sich eine minimale U¨berbindung im Vergleich zu
den Referenzwerten an. Hier kann jedoch vermutet werden, daß die Referenzdaten nicht
ausreichend genau sind, d.h. daß durch die verwendeten Monte-Carlo-Verfahren wirklich
das Minimum mit der no¨tigen Genauigkeit gefunden werden konnte. Die rms-Radien in
Abbildung 6.12 zeigen eine kleine aber systematische Abweichung: Sie liegen fu¨r N > 6
und etwa 0.25A˚ u¨ber der Referenz. Da die Radien vorrangig auf die a¨ußeren Teile der
Wellenfunktion sensitiv sind, ist in erster Linie die Versuchswellenfunktion und nicht
der Korrelator maßgebend. Vermutlich ist die Ursache dieser kleinen Abweichung erneut
in der mangelnden Flexibilita¨t der Versuchswellenfunktion zu suchen.
Schließlich sind in Abbildung 6.13 die A¨quivalentdichte, die Zentraldichte und das
inverse Korrelationsvolumen in Einheiten der Sa¨ttigungsdichte der homogenen 4He-
Flu¨ssigkeit dargestellt. Da der Korrelator selbst von der Dichte abha¨ngt, ist auch das
Korrelationsvolumen dichteabha¨ngig. Obwohl die Dichteabha¨ngigkeit massiven Ein-
fluß auf die Energien und Radien der Tro¨pfchen hat, ist das Korrelationsvolumen nur
schwach vera¨nderlich — der Einfluß auf die Struktur des Korrelationslochs ist also eher
klein.
Die Dichten blieben fu¨r die untersuchten Teilchenzahlen unter einem Drittel der Dich-
te der Flu¨ssigkeit, fu¨r die die Dichteabha¨ngigkeit des Korrelators fixiert worden ist. Die
gute U¨bereinstimmungen der Energien beweist damit, daß die gewa¨hlte Form der Dich-
teabha¨ngigkeit auch fu¨r wesentlich geringere Dichten noch gu¨ltig ist. Damit ist gezeigt,
daß die Dichteabha¨ngigkeit einen universellen Charakter hat, d.h. sie ist nicht nur zur
Beschreibung eines sehr speziellen Systems geeignet, sondern sie ist mit ein fu¨r allemal
fixierten Parametern fu¨r eine Vielzahl von Systemen — homogene Flu¨ssigkeit bei hohen
Dichten ebenso wie Tro¨pfchen mit wenigen Teilchen bei deutlich niedrigeren Dichten
— anwendbar. Das ist ein Hinweis, daß die Dichteabha¨ngigkeit tiefe physikalische Be-
deutung besitzt.
Zum Abschluß der Untersuchungen zu atomaren 4He-Systemen werden in Tabelle 6.1
die wesentlichen Resultate fu¨r kleine 4He-Tro¨pfchen nochmals zusammengefaßt. Neben
den bisher gezeigten Ergebnissen sind Systeme bis zu N = 70 aufgefu¨hrt. Im Prinzip
kann die Rechnung fu¨r beliebig hohe Teilchenzahlen durchgefu¨hrt werden, jedoch ist zu
erwarten, daß der gaußfo¨rmige Ansatzzustand fu¨r gro¨ßere Teilchenzahlen nicht geeignet
ist. Verschiedene Rechnungen, unter anderem von V.R. Pandharipande, S.C. Pieper und
R.B. Wiringa [PaPi86] oder E. Krotscheck und S.A. Chin [KrCh95] auf Basis des Aziz-
Potentials, zeigen, daß die Dichte bei Teilchenzahlen N > 70 im Inneren des Tro¨pfchens
konstant wird und den Wert der homogenen 4He-Flu¨ssigkeit annimmt. Fu¨r ein solches
abgeflachtes Dichteprofil ist der Gaußansatz nicht geeignet, man mu¨ßte zum Beispiel
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Tabelle 6.1 · Resultate der Energieminimierung fu¨r kleine 4He-Tro¨pfchen in Zwei- und Dreiteil-
chenna¨herung und mit dichteabha¨ngigem Korrelator in Zweiteilchenna¨herung. Energieerwar-
tungswerte sind pro Teilchen in [K], Breitenparameter in [A˚2] und rms-Radien in [A˚] angegeben.
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zu einer Woods-Saxon-Form u¨bergehen.
Die Tabelle verdeutlicht, daß der dichteabha¨ngige Korrelator die einzige Mo¨glich-
keit ist, mit geringem numerischen Aufwand diese korrelationsdominierten Systeme zu
beschreiben. Trotz der geringen rechentechnischen Anforderungen sind die Ergebnisse
ausgesprochen u¨berzeugend und durchaus mit Resultaten aufwendiger Monte-Carlo-
Variationsmethoden vergleichbar. Das demonstriert, wie ma¨chtig die Methode der uni-
ta¨ren Korrelatoren selbst bei Systemen mit extrem starken Korrelationen ist.
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Teil II
Effektive Kontaktwechselwirkungen
fu¨r verdu¨nnte atomare Fermigase
in externen Potentialen
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Einleitung zu Teil II
In den letzten 5 Jahren hat die experimentelle Forschung rund um ultrakalte atomare
Gase in externen Potentialen eine rasante Entwicklung erfahren. Im Jahre 1995 war es
erstmals gelungen, ein System von ca. 104 neutralen 87Rb-Atomen in einer magneti-
schen Falle auf Temperaturen weit unter einem Mikrokelvin zu ku¨hlen [AnEn95]. Da
dieses Isotop einen ganzzahligen Gesamtdrehimpuls tra¨gt, gehorcht das Gas bei nied-
rigen Temperaturen der Bose-Einstein-Statistik. In dem zitierten Experiment wurde
erstmals der U¨bergang der Atome in den energetisch niedrigsten Einteilchenzustand,
d.h. die Bildung eines Bose-Einstein-Kondensates, in derartigen Systemen beobach-
tet. Seitdem ist es in vielen Labors zur Routine geworden, Bose-Einstein-Kondensate
mit verschiedensten Elementen, vorrangig den bosonischen Isotopen der Alkalimetal-
le, zu produzieren und fu¨r vielfa¨ltige Sekunda¨rexperimente zu nutzen. Eine umfassen-
de Darstellung der verschiedenen experimentellen Techniken findet sich in den U¨ber-
sichtsartikeln [KeDu99, CoEn99], einen U¨berblick u¨ber die theoretischen Methoden gibt
[DaGi99].
Das besondere experimentelle und theoretische Interesse an diesen Systemen gru¨ndet
sich auf die Tatsache, daß deren makroskopische Eigenschaften von quantenmechani-
schen Effekten bestimmt werden. Dazu kommen die fu¨r quantenmechanische Vielteil-
chensysteme einzigartigen Mo¨glichkeiten, experimentell auf die relevanten Parameter
Einfluß zu nehmen. So ko¨nnen Teilchenzahlen, Dichten und Zusammensetzung der Kon-
densate, Fallengro¨ßen und Geometrien nahezu beliebig eingestellt werden. Besonders in-
teressant ist, daß sogar die Sta¨rke der Atom-Atom-Wechselwirkung, ausgedru¨ckt durch
deren Partialwellenstreula¨nge, experimentell in einem weiten Bereich variiert werden
kann [CoCl00], auch das Umschalten von anziehenden zu effektiv abstoßenden Wech-
selwirkungen ist mo¨glich. Die Nachweismethoden sind nicht weniger beeindruckend, so
ko¨nnen die Kondensate mit optischen Methoden abgebildet werden. Aus diesen Aufnah-
men lassen sich direkt Dichteprofile und Impulsverteilungen rekonstruieren, die unter
anderem Aufschluß u¨ber Teilchenzahl und Temperatur geben. Es ist sogar mo¨glich,
diese Abbildungsverfahren nahezu zersto¨rungsfrei — in situ — anzuwenden, so daß die
Dynamik des Kondensates zeitaufgelo¨st beobachtet werden kann. Auf diese Weise ist
es gelungen, unter anderem die Bildung der kondensierten Phase, Schwingungsmoden
des Kondensates und die Dynamik von Vortizes sichtbar zu machen.
Nach den Erfolgen bei der Produktion ultrakalter bosonischer Gase versucht man Fer-
migase unter a¨hnlichen Bedingungen zu pra¨parieren. Das große experimentelle Hemm-
nis auf diesem Weg ist, daß die fu¨r Bosonen sehr effizienten Ku¨hlmechanismen, im
wesentlichen die sog. Evaporationsku¨hlung, bei Fermionen nur begrenzt anwendbar
sind. Das Pauliprinzip unterdru¨ckt bei niedrigen Temperaturen s-Wellenstreuungen
zwischen gleichartigen Atomen, was die Effizienz der Evaporationsku¨hlung stark ein-
schra¨nkt. Es bedarf einiger Tricks, wie z.B. das simultane Ku¨hlen zweier Fermionensor-
ten [HoDe99, GeId99] bzw. einer Mischung aus Bosonen und Fermionen [MeFe00] oder
die Erho¨hung der relevanten Streuquerschnitte [MaYo98, CoFr98, Bohn00], um in Fer-
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migasen a¨hnlich niedrige Temperaturen zu erreichen. Im Herbst 1999 war es erstmals
gelungen, ein System von 106 fermionischen 40K-Atomen auf Temperaturen von 0.3µK
zu ku¨hlen [DeJi99]. Diese Temperatur entspricht etwa der Ha¨lfte der Fermienergie des
Systems, d.h. der gro¨ßte Teil der Teilchen befindet sich in Einteilchenzusta¨nden unter-
halb des Fermiimpulses. Das System na¨hert sich der idealisierten Beschreibung durch
ein wechselwirkendes inhomogenes Fermigas bei T = 0 K an. Eines der Hauptinteressen
bei der Untersuchung ultrakalter Fermigase richtet sich auf die Suche nach einer super-
fluiden Phase [StHo98, HoFe97]. Es wird erwartet, daß es fu¨r gegenwa¨rtig realisierte
Dichten bei Temperaturen in der Gro¨ßenordnung einiger Nanokelvin zur Bildung von
Cooperpaaren aus zwei fermionischen Atomen kommt, die wiederum ein Bose-Einstein-
Kondensat bilden ko¨nnen. Durch Kompression des kalten Fermigases [ViGi00] ko¨nnte
diese U¨bergangstemperatur noch deutlich angehoben werden.
Es ist an dieser Stelle hilfreich, sich einen U¨berblick u¨ber die Skalen der relevanten
Parameter dieser Systeme zu verschaffen. Die folgende Tabelle gibt derzeit typische
Gro¨ßenordnungen an, die prinzipiell sowohl fu¨r bosonische als auch fu¨r fermionische
Atome gelten:
Atomares Gas Fallenpotential Wechselwirkung
Temperatur
T ∼ 0.1...2µK
Dichte
ρ ∼ 10...103 µm−3
Oszillatorfrequenz
ω ∼ 10...1000 Hz
Reichweite
λ ∼ 10−3 µm
Teilchenzahl
N ∼ 104...108
Teilchenabstand
d ∼ 0.1...1µm
Oszillatorla¨nge
` ∼ 0.5...5µm
s-Wellenstreula¨nge
a0 ∼ −0.1...0.1µm
Lebensdauer
τ ∼ 1...100 s
Radius
R ∼ 1...100µm
Niveauabstand
∆ ∼ 0.1...10 nK
MF-Energie1
Uint/N ∼ 0...1µK
Daraus lassen sich einige pha¨nomenologische Eigenschaften der ultrakalten atomaren
Gase ableiten:
• Die Teilchenzahlen ko¨nnen recht groß sein, so daß es sich um mesoskopische oder
gar makroskopische Systeme handelt. Gleichzeitig sind die Temperaturen so nied-
rig, daß die thermische Wellenla¨nge oder typische inverse Impulse in der Gro¨-
ßenordnung des mittleren Teilchenabstandes liegen. Damit bestimmen quanten-
mechanische Vielteilcheneffekte die Eigenschaften der Gase — es handelt sich um
makroskopische Quantensysteme.
• Der mittlere Teilchenabstand ist sehr groß gegenu¨ber der Reichweite der Atom-
Atom-Wechselwirkung, d.h. es handelt sich um stark verdu¨nnte Gase. Dennnoch
spielt die Wechselwirkung eine wichtige Rolle, da die Streula¨nge wesentlich gro¨-
ßer als die Wechselwirkungsreichweite sein kann und fast bis an den mittleren
Teilchenabstand heranreicht. Daru¨ber hinaus liegt die resultierende Mean-Field-
Wechselwirkungsenergie in der Gro¨ßenordnung der Temperatur, so daß Wechsel-
wirkungseffekte deutlichen Einfluß haben.
1Die Mean-Field-Energie pro Teilchen wird durch das Produkt aus Dichte und s-Wellenwechselwir-
kungssta¨rke g0 = 4pia0/m abgescha¨tzt.
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• Das verdu¨nnte atomare Gas befindet sich in einem nicht-selbstgebundenen, meta-
stabilen Zustand. Im allgemeinen besitzt die Atom-Atom-Wechselwirkung einige
gebundene Zweiteilchenzusta¨nde und damit auch gebundene Vielteilchenzusta¨nde.
Der absolute Grundzustand des Systems ist also ein selbstgebundenes Tro¨pfchen
(oder wie im Fall der Alkalimetalle ein Kristall) hoher Dichte.
• Die Lebensdauer ist relativ groß und ermo¨glicht neben der Untersuchung der stati-
schen Eigenschaften auch das Studium dynamischer Effekte. Sie wird durch Kolli-
sionen der kalten Atome mit heißen Restgasatomen sowie durch Dreiteilchensto¨ße
der kalten Atome, die zur Bildung gebundener Zweiteilchenzusta¨nde fu¨hren, be-
grenzt.
Dieser Teil der Arbeit beschra¨nkt sich auf die Untersuchung der Eigenschaften (nicht-
superfluider) ultrakalter Fermigase bestehend aus einer oder mehreren Komponenten,
die sich z.B. durch die magnetische Gesamtdrehimpulsquantenzahl unterscheiden. Auf-
grund des externen Magnetfeldes sind die Niveaus zu verschiedenen magnetischen Dreh-
impulsquantenzahlen energetisch aufgespalten und U¨berga¨nge zwischen ihnen sind un-
terdru¨ckt. Atome mit verschiedenen magnetischen Quantenzahlen ko¨nnen damit als
unterscheidbare Teilchen behandelt werden.
Das Hauptaugenmerk richtet sich auf den Einfluß der Wechselwirkung auf die Struk-
tur und Stabilita¨t des Fermigases bei T = 0 K. Im Unterschied zu den ultrakalten
Bosegasen, sind s-Wellenstreuungen im einkomponentigen Fermigas aufgrund des Pau-
liprinzips unterdru¨ckt. Folglich stellt die p-Welle die fu¨hrende Wechselwirkungsordnung
dar. Als Ausgangspunkt fu¨r eine konsistente Mean-Field-Beschreibung der ein- und
mehrkomponentigen Fermigase wird in Kapitel 7 eine effektive Kontaktwechselwirkung
fu¨r alle Partialwellen abgeleitet [RoFe00b, RoFe00a]. Sie ist so konstruiert, daß ihre
Erwartungswerte in freien Zweiteilchenzusta¨nden das exakte Energiespektrum fu¨r alle
Partialwellen reproduzieren.
Ausgehend vom s- und p-Wellenteil der effektiven Kontaktwechselwirkung wird in
Kapitel 8 das Energiefunktional des mehrkomponentigen Fermigases in Thomas-Fermi-
Na¨herung abgeleitet. Damit werden in Kapitel 9 die Grundzustandseigenschaften ver-
du¨nnter wechselwirkender ein- und zweikomponentiger Fermigase untersucht. Neben
dem allgemeinen Einfluß der s- und p-Wellenwechselwirkung wird die Stabilita¨t des
Fermigases gegen den Kollaps in einen Zustand hoher Dichte infolge anziehender Wech-
selwirkungen diskutiert. Hierfu¨r werden explizite Stabilita¨tsbedingungen als Funkti-
on der Partialwellenstreula¨nge, des Fermiimpulses bzw. der Dichte und der Teilchen-
zahl abgeleitet. Im zweikomponentigen System wird daru¨ber hinaus die Stabilita¨t ge-
gen ra¨umliche Separation der beiden Komponenten infolge abstoßender s- bzw. p-
Wellenwechselwirkungen diskutiert, auch hier werden explizite Stabilita¨tsbedingungen
angegeben.
Die Untersuchungen zeigen, daß die p-Wellenwechselwirkung in verdu¨nnten ultrakal-
ten Fermigasen von außerordentlich großer Bedeutung sein kann. Im einkomponentigen
System bildet sie den fu¨hrenden Wechselwirkungsterm und bewirkt, sofern anziehend,
bei hohen Teilchenzahlen eine Instabilita¨t des Systems gegen Kollaps. Im zweikompo-
nentigen System erzeugt das Zusammenspiel zwischen s- und p-Wellenwechselwirkung
eine Reihe neuartiger Pha¨nomene, die sich in einem reichhaltigen Phasendiagramm
widerspiegeln, z.B. eine p-wellenstabilisierte Hochdichtephase im Zentrum der Falle.
Daraus ist zu folgern, daß die p-Wellenwechselwirkung unbedingt in Betracht gezo-
gen werden muß. Selbst wenn die entsprechende Streula¨nge nur einen Bruchteil der
s-Wellenstreula¨nge ist, kann sie zu signifikanten Effekten fu¨hren.
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Kapitel 7
Effektive Kontaktwechselwirkungen
fu¨r verdu¨nnte Quantengase
7.1 Konzeption
Im vorangehenden Teil wurde mit der Methode der unita¨ren Korrelatoren ein Werk-
zeug vorgestellt, um eine effektive Wechselwirkung fu¨r dichte, selbstgebundene Systeme
abzuleiten. Bei diesen Systemen ist die detaillierte Struktur der Zweiteilchenwechsel-
wirkung von Bedeutung, da Wechselwirkungsreichweite und mittlerer Teilchenabstand
in der gleichen Gro¨ßenordnung liegen.
Bei den hier behandelten verdu¨nnten ultrakalten Fermigasen bewegt man sich in
einem ga¨nzlich anderen Regime: Erstens sind die zu beschreibenden Systeme nicht
selbstgebunden, sondern werden durch ein a¨ußeres Potential zusammengehalten. Zwei-
tens ist die Reichweite λ der Atom-Atom-Wechselwirkung mit weniger als 10A˚ klein
gegenu¨ber dem mittleren Teilchenabstand ρ−1/3 und der typischen Wellenla¨nge q−1 der
Relativbewegung zweier Teilchen
λ ρ−1/3 und λ q−1. (7.1)
Das ist eine Folge der Tatsache, daß die Gase stark verdu¨nnt und extrem kalt sind.
Fu¨r fermionische Systeme im Grundzustand sind diese beiden Eigenschaften gleichbe-
deutend mit der Aussage, daß die Reichweite der Wechselwirkung klein gegenu¨ber dem
inversen Fermiimpuls des Systems ist. Selbst bei den ho¨chsten Dichten, die in der Dis-
kussion der folgeden Kapitel auftreten, liegen die inversen Fermiimpulse um ein bis zwei
Gro¨ßenordnungen u¨ber der Wechselwirkungsreichweite.
Diese Eigenschaften haben u¨beraus wichtige Konsequenzen fu¨r die theoretische Be-
schreibung derartiger Systeme: Die Relativwellenfunktion zweier Atome des Vielteil-
chensystems ist verglichen mit der Wechselwirkungsreichweite so weit ausgedehnt und
so schwach vera¨nderlich, daß die detaillierte Struktur des Zweiteilchenpotentials nicht
aufgelo¨st werden kann. Vielmehr erfahren die Teilchen eine in gewissem Sinne gemittel-
te Wechselwirkung. Daru¨ber hinaus spielen Zweikorrelationen (vgl. Teil I der Arbeit)
aufgrund der geringen Dichte nur eine untergeordnete Rolle. Drei- und Mehrteilchen-
korrelationen sind vo¨llig vernachla¨ssigbar. Daher ko¨nnen diese Systeme sehr gut im
Rahmen eines Mean-Field-Modells mit einer angemessen gewa¨hlten effektiven Wechsel-
wirkung behandelt werden.
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Da das Vielteilchenproblem im vollen Hilbertraum nicht gelo¨st werden kann, ist
man gezwungen den Hilbertraum physikalisch motiviert einzuschra¨nken. Der so de-
finierte Modellraum muß hinreichend vielfa¨ltig sein, um alle relevanten Eigenschaften
des Vielteilchensystems beschreiben zu ko¨nnen, aber gleichzeitig so einfach, daß er ei-
ne effiziente Lo¨sung des eingeschra¨nkten Vielteilchenproblems erlaubt. Im Falle einer
Mean-Field-Na¨herung, die fu¨r verdu¨nnte ultrakalte Quantengase physikalisch angemes-
sen ist, wird der Modellraum von den Einteilchen-Produktzusta¨nden entsprechender
Permutationssymmetrie gebildet. Dieser Modellraum deckt nur einen kleinen Teil des
gesamten Hilbertraumes ab, insbesondere ist der exakte Vielteilchenzustand des wech-
selwirkenden Systems nicht in diesem Modellraum enthalten. Eine Komponente des
exakten Vielteilchenzustandes, die nicht innerhalb des Modellraums beschrieben wer-
den kann, sind die von der Wechselwirkung induzierten kurzreichweitigen Korrelatio-
nen, die bereits im ersten Teil dieser Arbeit behandelt wurden. Infolgedessen sind die
Modellraum-Matrixelemente des vollen Zweiteilchenpotentials, das durch eine van-der-
Waals-Wechselwirkung mit starker kurzreichweitiger Abstoßung gegeben ist, hochgra-
dig divergent. Die Anwendung des Mean-Field-Konzepts erfordert die Konstruktion ei-
ner geeigneten effektiven Wechselwirkung. In diesem Fall ist eine effektive Zweiteilchen-
wechselwirkung vo¨llig ausreichend, da Drei- und Mehrteilchenkorrelationen aufgrund
der geringen Dichte des Systems keine Rolle spielen.
Neben allgemeinen Symmetrieforderungen, wie Translations-, Rotations- und Gali-
leiinvarianz, sowie Invarianz gegenu¨ber Zeit- und Parita¨tsumkehr und Hermitezita¨t,
orientiert sich die Konstruktion der effektiven Wechselwirkung an den physikalischen
Eigenschaften des Systems und den relevanten Observablen. Hier lassen die ultrakal-
ten verdu¨nnten Quantengase recht großen Spielraum. Da die detaillierte Struktur der
Wechselwirkung nicht von Belang ist, kann die Radialabha¨ngigkeit der effektiven Wech-
selwirkung so gewa¨hlt werden, daß die Berechnung ihrer Matrixelemente in den Mo-
dellraumzusta¨nde so einfach wie mo¨glich wird. In diesem Falle bietet sich eine Kontakt-
wechselwirkung an, die nur fu¨r verschwindenden Relativabstand einen Beitrag liefert.
Die Sta¨rke dieser effektiven Kontaktwechselwirkung spiegelt den integralen Effekt der
exakten Zweiteilchenwechselwirkung auf die Zusta¨nde des Systems wider. Besonderes
Augemerk gilt den in der Anwendung relevanten Observablen, die in diesem Falle im
wesentlichen mit dem Energiespektrum des Vielteilchensystems verknu¨pft sind. Es liegt
also nahe, die Sta¨rke der Kontaktwechselwirkung so zu wa¨hlen, daß ihre Erwartungs-
werte in den Modellraumzusta¨nden mit dem exakten Energiespektrum verknu¨pft sind.
Dieser Punkt ist das zentrale Kriterium fu¨r die Definition der effektiven Kontaktwech-
selwirkung und soll anhand des Zweiteilchensystems konkretisiert werden. Der Hamil-
tonoperator zerfa¨llt in den Relativanteil der kinetischen Energie trel und den Operator
der vollen Zweiteilchenwechselwirkung v. Der Schwerpunktsteil der kinetischen Energie
sei hier bereits abgespalten. Des Spektrum des wechselwirkungsfreien Zweiteilchensy-
stems ist durch das Eigenwertproblem von trel definiert:
trel
∣∣φnl〉 = Enl ∣∣φnl〉, (7.2)
dabei bezeichnet n die Hauptquantenzahl und l die Drehimpulsquantenzahl. Entspre-
chend ergibt sich das Energiespektrum des Zweiteilchensystems mit Wechselwirkung
aus dem Eigenwertproblem des vollen Hamiltonoperators
(trel + v)
∣∣φ¯nl〉 = E¯nl ∣∣φ¯nl〉 = (Enl + ∆Enl) ∣∣φ¯nl〉, (7.3)
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wobei ∆Enl = E¯nl − Enl die Energieverschiebung gegenu¨ber dem wechselwirkungs-
freien Spektrum beschreibt. Die Sta¨rke der effektiven Kontaktwechselwirkung soll der-
art gewa¨hlt sein, daß ihre Erwartungswerte in den Modellraumzusta¨nden das exakte
Energiespektrum reproduziert — wenigstens in einer gewissen Na¨herung. Fu¨r das Zwei-
teilchensystem wird der dem Mean-Field-Modell entsprechende Modellraum durch die
wechselwirkungsfreien Zusta¨nde
∣∣φnl〉 gebildet. Damit gilt fu¨r den Erwartungswert des
effektiven Hamiltonoperators die Forderung〈
φnl
∣∣ trel + veff ∣∣φnl〉 != E¯nl. (7.4)
Unter Ausnutzung der Tatsache, daß die Modellraumzusta¨nde gerade Eigenzusta¨nde
zu trel sind, reduziert sich die Bedingung auf〈
φnl
∣∣veff ∣∣φnl〉 != ∆Enl. (7.5)
Damit la¨ßt sich das Konzept der effektiven Kontaktwechselwirkung wie folgt zusam-
menfassen:
• Da die Reichweite der Wechselwirkung klein gegen den mittleren Teilchenabstand
ist, sind Mehrteilchenkorrelationen vernachla¨ssigbar und das System kann im Rah-
men eines Mean-Field-Modells mit einer effektiven Zweiteilchenwechselwirkung be-
schrieben werden.
• Da die Teilchen die detaillierte Struktur des Zweiteilchenpotentials nicht auflo¨sen,
kann die effektive Wechselwirkung als Kontaktwechselwirkung, d.h. Wechselwir-
kung verschwindender Reichweite, angesetzt werden.
• Die Sta¨rke der Kontaktwechselwirkung wird so gewa¨hlt, daß ihr Erwartungswert
in den Mean-Field-Zusta¨nden gleich der exakten Energieverschiebung ∆Enl der
Zusta¨nde mit Wechselwirkung gegenu¨ber den freien Zusta¨nden ist.
7.2 Ableitung der effektiven Kontaktwechselwirkung
Ausgehend von der anhand des physikalischen Systems motivierten Konzeption wird
in diesem Abschnitt die analytische Form der effektiven Kontaktwechselwirkung kon-
struiert. Unter der Annahme einer Randbedingung fu¨r die Relativwellenfunktion des
Zweiteilchensystems bei großen Absta¨nden bilden die freien Zusta¨nde ein diskretes
Spektrum mit positiven Energien Enl. Die Wechselwirkung wirkt sich außerhalb der
Potentialreichweite λ nur in Form der Streuphasen ηl(q) aus, wobei q den Betrag des
Relativimpulses im Zweiteilchensystem beschreibt. Die fu¨r die Ableitung der effektiven
Wechselwirkung wesentliche Konsequenz ist die Verschiebung des Energiespektrums
mit Wechselwirkung E¯nl gegenu¨ber dem freien Spektrum Enl. Die mo¨glicherweise in
der vollen Wechselwirkung enthaltenen gebundenen Zusta¨nde werden nicht beru¨cksich-
tigt, da die effektive Wechselwirkung nur auf Zusta¨nde positiver Energie angewendet
werden soll. Ist die Energieverschiebung ∆Enl als Funktion der Streuphasen bestimmt,
so kann in einem zweiten Schritt eine Kontaktwechselwirkung konstruiert werden, deren
Erwartungswerte in den freien Streuzusta¨nden gerade durch die Energieverschiebungen
gegeben ist.
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7.2.1 Darstellung der Energieverschiebung
Man betrachte ein System zweier Teilchen, die mittels eines beliebigen Zweiteilchen-
potentials v(r) mit endlicher Reichweite λ wechselwirken. Die Relativwellenfunktion
φnlm(r) der beiden Teilchen ist Lo¨sung der Schro¨dingergleichung(
− 1
2µ
~∇2 + v(r)
)
φnlm(~r) = Enl φnlm(~r). (7.6)
n bezeichnet die Hauptquantenzahl, l und m die Drehimpulsquantenzahlen und µ die
reduzierte Masse der Teilchen. Die Schro¨dingergleichung kann wegen der Rotationssym-
metrie des Potentials in Radial- und Winkelanteil separiert werden:
φnlm(~r) = Rnl(r) Ylm(Ω). (7.7)
Der Winkelteil ist durch die Kugelfla¨chenfunktionen Ylm gegeben, der Radialteil ge-
horcht der Gleichung(
− 1
2µ
1
r
∂2
∂r2
r +
1
2µ
l(l + 1)
r2
+ v(r)
)
Rnl(r) = Enl Rnl(r). (7.8)
Die Radialwellenfunktion wird der Randbedingung
Rnl(Λ)
!
= 0 (7.9)
unterworfen, wobei Λ sehr viel gro¨ßer als λ ist. Diese Randbedingung fu¨hrt zu einer
Diskretisierung der Energieeigenwerte und erlaubt durch die diskrete Quantenzahl n
eine eineindeutige Zuordnung zwischen den exakten Eigenzusta¨nden mit Wechselwir-
kung und den freien Lo¨sungen. Es wird sich im Laufe der Herleitung zeigen, daß der
Wert von Λ oder die Annahme einer spha¨rischen Oberfla¨che nicht von Belang sind.
Zuerst wird die freie Lo¨sung v(r) ≡ 0 der Radialgleichung (7.8) betrachtet, sie ist
allgemein durch die spha¨rischen Besselfunktionen jl(x) zum Drehimpuls l gegeben
Rnl(r) = Anl jl(qnl r). (7.10)
Die Randbedingung (7.9)
jl(qnl Λ) = jl(ξnl)
!
= 0 ⇒ qnl = ξnl/Λ (7.11)
fu¨hrt zu einer Diskretisierung der Relativimpulse qnl. Hier bezeichnet ξnl die n-te Null-
stelle der spha¨rischen Besselfunktion jl(x). Die quantisierten Impulse im wechselwir-
kungsfreien Fall sind also gegebene Konstanten, die proportional 1/Λ skalieren. Die
quantisierten Energieeigenwerte ergeben sich aus den Impulsen durch
Enl =
1
2µ
q2nl =
1
2µΛ2
ξ2nl. (7.12)
Der Normierungsfaktor Anl in (7.10) kann mit Hilfe der Randbedingung aus dem Norm-
integral berechnet werden
A−2nl =
∫ Λ
0
dr r2 j2l (qnl r) = q
−3
nl
∫ ξnl
0
dx x2 j2l (x) (7.13)
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mit der Substitutionsvariablen x = qnlr. Das Integral u¨ber das Quadrat der Besselfunk-
tion bis zur Nullstelle kann analytisch ausgewertet werden, fu¨r das inverse Quadrat des
Normierungsfaktor verbleibt
A−2nl = −
Λ3
2
jl−1(ξnl) jl+1(ξnl) =
Λ3
2
j2l+1(ξnl). (7.14)
Im letzten Schritt wurde von den Additionstheoremen fu¨r die Besselfunktionen Ge-
brauch gemacht. Unter der Annahme ξnl  1, deren Bedeutung und Gu¨ltigkeit spa¨ter
ausfu¨hrlich diskutiert wird, kann man sich der asymptotischen Entwicklung der Bessel-
bzw. Neumannfunktionen bedienen
jl(x)
x1
=
1
x
sin
(
x− pil2
)
, nl(x)
x1
= −1
x
cos
(
x− pil2
)
. (7.15)
Unter Beru¨cksichtigung der asymptotischen Form ξnl = pi(n + l/2) der Nullstellen der
Besselfunktionen vereinfacht sich der Normierungsfaktor auf
A−2nl =
Λ3
2 ξ2nl
=
Λ
2 q2nl
fu¨r ξnl  1. (7.16)
Man beachte, daß die asymptotische Entwicklung (7.15) fu¨r l = 0 die exakte Bessel-
funktion reproduziert, dementsprechend ist der Ausdruck fu¨r den Normierungsfaktor
hier ebenfalls exakt. Nur fu¨r l > 0 stellt er eine Na¨herung dar.
In Gegenwart einer Wechselwirkung v(r) mit Reichweite λ ist die Lo¨sung der Radi-
algleichung (7.8) außerhalb der Potentialreichweite gegeben durch
R¯nl(r) = A¯nl
[
jl(q¯nl r)− tan ηl(q¯nl) nl(q¯nl r)
]
fu¨r r > λ, (7.17)
wobei ηl(q) die impulsabha¨ngige Streuphase der l. Partialwelle bezeichnet. Die Bal-
ken unterscheiden die Gro¨ßen in Gegenwart der Wechselwirkung von den Gro¨ßen im
wechselwirkungsfreien Fall. Wiederum fu¨hrt die Randbedingung (7.9) zu einer Diskre-
tisierung der Impulse q¯nl und der damit verknu¨pften Energien
E¯nl =
1
2µ
q¯2nl. (7.18)
Die Wechselwirkung bewirkt eine Verschiebung der Energien E¯nl gegenu¨ber den frei-
en Energien Enl. Dabei wird die Identifikation zusammengeho¨riger Niveaupaare durch
Abza¨hlen der Zusta¨nde positiver Energie erreicht, die etwaigen gebundenen Zusta¨nde
werden nicht beru¨cksichtigt. Die Quantenzahl n ist im Falle des wechselwirkenden Sy-
stems also als Nummer des Zustandes in dem auf positive Energien eingeschra¨nkten
Spektrum zu verstehen.
Durch Auswerten der Randbedingung R¯nl(Λ) = 0 ergibt sich eine Bestimmungsglei-
chung fu¨r die quantisierten Impulse q¯nl im wechselwirkenden Fall
jl(q¯nlΛ) = tan ηl(q¯nl) nl(q¯nlΛ). (7.19)
Durch Einsetzen der asymptotischen Entwicklungen (7.15) la¨ßt sich dieser Ausdruck
auf die Form
− tan(q¯nlΛ− pil2 ) = tan ηl(q¯nl) fu¨r q¯nlΛ  1 (7.20)
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reduzieren. Wiederum gilt diese Relation im Falle l = 0 exakt, nur fu¨r l > 0 handelt
es sich um eine Na¨herung. Die Gleichheit der beiden Seiten ist gewa¨hrleistet, wenn die
Argumente bis auf ganzzahlige Vielfache von pi gleich sind
q¯nlΛ = −ηl(q¯nl) + pi(ν + l2) fu¨r ν = 0,±1,±2, . . . (7.21)
Aus dem physikalischen Kontext ergibt sich eine spezielle Wahl von ν: Da im wechsel-
wirkenden Fall nur die Zusta¨nde positiver Energie geza¨hlt werden sollen, muß die Streu-
phase um den Beitrag der gebundenen Zusta¨nde entsprechend des Levinson-Theorems
bereinigt werden, d.h. von der Streuphase ist in Abha¨ngigkeit von der Zahl nb der
gebundenen Zusta¨nde der Beitrag pi nb abzuziehen. Daru¨ber hinaus muß q¯nl in den
zugeordneten freien Impuls qnl u¨bergehen, wenn die bereinigte Streuphase gegen Null
geht. Wie man sich leicht u¨berzeugt, werden diese beiden Forderungen mit der Wahl
ν = n+ nb erfu¨llt. Fu¨r die Impulsverschiebung ∆qnl := q¯nl − qnl la¨ßt sich nun folgende
Beziehung formulieren
∆qnl = q¯nl − qnl = − 1
Λ
[ηl(q¯nl)− pinb] = − 1
Λ
ηˆl(q¯nl). (7.22)
Hier und im folgenden bezeichnet ηˆl(qnl) = ηl(qnl) − pinb die um den Beitrag der
gebundenen Zusta¨nde bereinigte Streuphase. Sie la¨ßt sich in der Impulsverschiebung
∆qnl gegenu¨ber dem freien Impuls qnl entwickeln
ηˆl(q¯nl) = ηˆl(qnl) + ηˆ
′
l(qnl)∆qnl + · · · (7.23)
Der lineare Term kann gegenu¨ber dem von der Impulsverschiebung unabha¨ngigen Sum-
manden vernachla¨ssigt werden, da ∆qnl entsprechend Gleichung (7.22) von der Ordnung
1/Λ ist und Λ beliebig groß gewa¨hlt werden kann. Zwischen der Impulsverschiebung
und der Streuphase ergibt sich somit die einfache Beziehung
∆qnlΛ = −ηˆl(qnl) bzw. ∆qnl
qnl
= − 1
ξnl
ηˆl(qnl). (7.24)
Die relative Impulsverschiebung la¨ßt sich direkt auf eine Energieverschiebung um-
rechnen. Aus dem allgemeinen Zusammenhang
∆Enl
Enl
=
q¯2nl − q2nl
q2nl
= 2
∆qnl
qnl
+
(∆qnl
qnl
)2
. (7.25)
ergibt sich unter der Annahme, daß die Impulsverschiebung von der Ordnung 1/Λ ist,
so daß der quadratische Term vernachla¨ssigt werden kann, fu¨r die relative Energiever-
schiebung
∆Enl
Enl
= − 2
ξnl
ηˆl(qnl). (7.26)
Eine entsprechende Beziehung zwischen Energie und Streuphase ist in der Literatur
bekannt [Gott66]. In der dort beschriebenen Form wird die Energieverschiebung aller-
dings relativ zum freien Zustand mit gleicher Knotenzahl bestimmt, damit eru¨brigt
sich die Subtraktion der gebundenen Zusta¨nde in der Streuphase. Fu¨r die folgende For-
mulierung der Kontaktwechselwirkung wird jedoch die hier verwendetet Definition der
Energieverschiebung beno¨tigt.
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7.2.2 Parametrisierung der Kontaktwechselwirkung
Im zweiten Schritt ist eine Kontaktwechselwirkung zu konstruieren, deren Erwartungs-
wert in den freien Zusta¨nden
∣∣nlm〉 der Energieverschiebung aufgrund der vollen Wech-
selwirkung entspricht 〈
nlm
∣∣veff ∣∣nlm〉 != ∆Enl. (7.27)
Gesucht wird eine geschlossene Darstellung dieser effektiven Wechselwirkung veff. Hier-
bei werden die u¨blichen Symmetrieforderungen gestellt, Translations-, Rotations- und
Galileiinvarianz sowie Symmetrie gegen Teilchenvertauschung, Zeit- und Parita¨tsum-
kehr. Daru¨ber hinaus soll die Wechselwirkung durch einen hermiteschen Operator be-
schrieben werden, der in Ortsdarstellung diagonal ist veff(r) =
〈
~r
∣∣veff ∣∣~r〉, alle au-
ßerdiagonalen Matrixelemente mu¨ssen verschwinden. Schließlich soll es sich um eine
Kontaktwechselwirkung handeln, so daß das Potential fu¨r alle r 6= 0 verschwindet.
Entsprechend der Drehimpulsstruktur der Energieverschiebungen liegt es nahe, das
Potential in einer Partialwellenzerlegung darzustellen
veff =
∞∑
l=0
Πl v
eff
l Πl, (7.28)
dabei bezeichnet Πl den Projektor auf den Unterraum zum Drehimpuls l. Fu¨r die den
einzelnen Partialwellen zugeordneten Operatoren veffl ist nun ein Ansatz zu konstruie-
ren, der den obigen Forderungen genu¨gt. Die Forderung einer Kontaktwechselwirkung
erzwingt das Auftreten von Impulsabha¨ngigkeiten, d.h. Nichtlokalita¨ten, da sonst der
unterschiedlichen Struktur der Energieverschiebung in den einzelnen Partialwellen nicht
Rechnung getragen werden kann. Die einfachste systematische Wahl fu¨r das effektive
Kontaktpotential der l-ten Partialwelle ist
veffl = q
† l
r gl δ
3(r) qlr
=
∫
d3r
∣∣~r〉∂ l
∂rl
gl δ
(3)(r)

∂ l
∂rl
〈
~r
∣∣ . (7.29)
Dabei ist δ(3)(r) := 1
4pir2
δ(r) der Radialteil der dreidimensionalen Deltafunktion in
Kugelkoordinaten und qr := ~nr~q der Radialteil des Relativimpulsoperators.
Die Wechselwirkungssta¨rken gl sind aus der Bedingung (7.27) an die Erwartungswerte
zu bestimmten. Die Berechnung der Matrixelemente gestaltet sich wegen der einfachen
Struktur der freien Zusta¨nde im Zusammenspiel mit der Annahme einer Kontaktwech-
selwirkung recht simpel. In Ortsdarstellung gilt fu¨r einen freien Drehimpulseigenzu-
stand 〈
~r
∣∣nlm〉 = Rnl(r) Ylm(Ω) , Rnl(r) = Anl jl(qnlr) (7.30)
mit der Normierungskonstanten Anl nach (7.14) und dem quantisierten Relativimpuls
qnl nach (7.11). Da die Kontaktwechselwirkung nur Beitra¨ge im Ursprung liefert, kann
die Besselfunktion um x = 0 entwickelt werden. Das fu¨hrt auf folgende Darstellung der
Radialwellenfunktion in der Umgebung des Ursprungs:
Rnl(r)
qnlr1= Anl
(qnlr)
l
(2l + 1)!!
[
1− (qnlr)
2
2(2l + 3)
+ · · ·
]
. (7.31)
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Die direkte Rechnung fu¨r das zur Auswertung der Bedingung (7.27) beno¨tigte diagonale
Matrixelement ergibt damit
〈
nlm
∣∣veffl ∣∣nlm〉 = gl ∫ d3r Y ?lm(Ω)R?nl(r) ∂ l∂rl δ(3)(r)

∂ l
∂rl
Rnl(r)Ylm(Ω)
=
gl
4pi
∫
dr δ(r)
∣∣∣ ∂l
∂rl
Rnl(r)
∣∣∣2 ∫ dΩ |Ylm(Ω)|2
=
gl
4pi
∣∣∣ ∂l
∂rl
Rnl(r)
∣∣∣2
r=0
=
gl
4pi
[
l!
(2l + 1)!!
]2
A2nl q
2l
nl.
(7.32)
Durch eine entsprechende Rechnung lassen sich die Eigenschaften der Außerdiagonalele-
mente bestimmen. Die enthaltene Integration u¨ber die Kugelfla¨chenfunktionen bedingt〈
nl′m′
∣∣veffl ∣∣nlm〉 ∝ δl,l′ δm,m′ . (7.33)
Da das Matrixelement proportional zur l-ten Ableitung der Radialwellenfunktion im
Ursprung ist, ergibt sich aus (7.31) sofort〈
nl′m′
∣∣veffl ∣∣nl′m′〉 6= 0 nur fu¨r l′ = l, l + 2, l + 4, . . . (7.34)
Diese Eigenschaft erweist sich im folgenden als sehr nu¨tzlich. Wie man sieht, haben die
Operatoren veffl zu l = 0 bzw. l = 1 nichtverschwindende Matrixelemente nur fu¨r Zu-
sta¨nde mit gleichem l. Sie enthalten also bereits eine Projektion auf die entsprechende
Partialwelle, so daß die explizite Anwendung der Projektionsoperatoren Πl nicht erfor-
derlich ist. Diese Eigenschaft gilt allerdings nur fu¨r die beiden niedrigsten Partialwellen.
So hat z.B. der Operator veff2 nichtverschwindende Matrixelemente fu¨r Zusta¨nde mit
l = 2 und l = 0, so daß eine explizite Projektion auf l = 2 notwendig ist.
Gleichsetzen des Diagonalelements (7.32) mit der Energieverschiebung nach (7.26)
und Einsetzen der Normierungskonstanten (7.14) fu¨hrt auf eine Gleichung fu¨r die Wech-
selwirkungssta¨rke gl
gl = 4pi
[
(2l + 1)!!
l!
]2
A−2nl
∆Enl
q2lnl
= −4pi
2µ
[
(2l + 1)!!
l!
]2 ηˆl(qnl)
q2l+1nl
. (7.35)
Offensichtlich ha¨ngt der letzte Term nicht explizit von der aus technischen Gru¨nden
eingefu¨hrten Nebenbedingung (7.9) und der damit verbundenen La¨nge Λ ab. Sie macht
sich lediglich implizit durch die quantisierten freien Impulse qnl bemerkbar. Durch eine
geringfu¨gige Variation des Quantisierungsradius Λ ko¨nnen beliebige Werte von qnl rea-
lisiert werden, ohne daß sich die analytische Form der Wechselwirkungssta¨rke a¨ndert.
Die obige Form kann somit direkt auf kontinuierliche Impulsvariablen verallgemeinert
werden
gl = −4pi
2µ
[
(2l + 1)!!
l!
]2 ηˆl(q)
q2l+1
. (7.36)
Diese Wechselwirkungssta¨rken, zusammen mit dem Ansatz (7.29), definieren die allge-
meinste Form der effektiven hermiteschen Kontaktwechselwirkung.
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Abschließend kann der Ausdruck fu¨r die Wechselwirkungssta¨rke noch weiter verein-
facht werden, indem man sich die Parametrisierung der Streuphasen durch die Streu-
la¨nge al der entsprechenden Partialwelle zunutze macht. Unter der Annahmen kleiner
Impulse, genauer q al  1 gilt fu¨r die Streuphase in niedrigster Ordnung im Impuls
ηˆl(q)
q2l+1
≈ tan ηl(q)
q2l+1
≈ − (2l + 1)
[(2l + 1)!!]2
a2l+1l fu¨r q al  1. (7.37)
Die linke Seite entspricht gerade der Kombination von Streuphase und Impuls, wie sie
in den Wechselwirkungssta¨rken (7.36) auftritt, so daß durch Einsetzen
gl =
4pi
2µ
(2l + 1)
(l!)2
a2l+1l (7.38)
folgt. Die Wechselwirkungssta¨rke der l-ten Partialwelle ist proportional zur entsprechen-
den Streula¨nge in der (2l+ 1)-ten Potenz und unabha¨ngig vom Impuls. Zusammen mit
(7.29) definiert sie die Streula¨ngenformulierung der effektiven Kontaktwechselwirkung.
7.2.3 Annahmen und Gu¨ltigkeit
Zusammenfassend sollen die Annahmen und Na¨herungen, die zur Ableitung der effekti-
ven Kontaktwechselwirkung gemacht wurden, aufgelistet werden. Dazu wird zuna¨chst
die Formulierung der Wechselwirkungssta¨rken in den Streuphasen (7.36) zugrundege-
legt.
Fu¨r den l = 0- oder s-Wellenanteil der effektiven Kontaktwechselwirkung sind zwei
Na¨herungen no¨tig. Erstens, die Entwicklung (7.23) der Streuphase um den wechsel-
wirkungsfreien Impuls, wobei alle Terme jenseits des konstanten Glieds vernachla¨ssigt
werden. Diese Na¨herung gilt unter der Annahme, daß die A¨nderung der Streuphase im
Intervall ∆qnl klein gegen deren Absolutwert ist
|ηˆl(qnl)|  |η′l(qnl)∆qnl| (7.39)
Diese Annahme ist ausgezeichnet erfu¨llt, da die Impulsverschiebung von der Ordnung
1/Λ ist, solange das Potential nicht einen sehr schwach gebundenen oder einen knapp
ungebundenen Zustand aufweist. In diesem Fall kann die Ableitung der Streuphase bei
kleinen Impulsen große Werte annehmen, so daß die Annahme fu¨r die niedrigsten Zu-
sta¨nde des Zweiteilchenspektrums nicht erfu¨llt ist. Nichtsdestoweniger gilt die Annahme
fu¨r die energetisch ho¨heren Zusta¨nde selbst in diesem Fall.
Die zweite Na¨herung betrifft die Berechnung der relativen Energieverschiebung aus
der relativen Impulsverschiebung (7.25), wobei der quadratische Term vernachla¨ssigt
wird. Dies setzt voraus, daß die relative Impulsverschiebung klein ist∣∣∣∆qnl
qnl
∣∣∣ 1. (7.40)
Wie anhand der Gleichung (7.24) zu erkennen ist, nimmt die relative Energieverschie-
bung fu¨r die niedrigsten Zusta¨nde des Spektrums nur dann große Werte an, wenn die
Streuphase bei kleinen Impulsen sehr stark anwa¨chst oder abfa¨llt. Damit gibt diesel-
be Einschra¨nkung wie im vorangehenden Fall: Mit Ausnahme der niedrigste Zusta¨nde
des Spektrums fu¨r ein Potential, das einen knapp bzw. beinahe gebundenen Zustand
aufweist, ist die Annahme sehr gut erfu¨llt.
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Fu¨r ho¨here Partialwellen (l > 0) wird eine weitere Na¨herung verwendet: Die asympto-
tische Entwicklung der Bessel- und Neumannfunktionen (7.15), die bei der Auswertung
der Randbedingung (7.20) und bei der Bestimmung der Normierungsfaktors (7.14) eine
Rolle spielt. Formal gilt sie unter der Bedingung
ξnl = qnlΛ  1. (7.41)
In Praxi la¨ßt sich die Qualita¨t der asymptotischen Entwicklung durch direkten Vergleich
mit den exakten Gro¨ßen quantifizieren. Hier zeigt sich, daß z.B. die Na¨herung fu¨r die
Normierungskonstante (7.16) oberhalb des ersten angeregten Zustandes (n = 2) um we-
niger als 1% von der exakten Norm abweicht. Wie in den beiden vorangehenden Fa¨llen
liefert die Na¨herung also mit Ausnahme der niedrigsten Zusta¨nde hervorragende Ergeb-
nisse. In Bezug auf die Anwendung in einem fermionischen Vielteilchensystem, in dem
die niedrigsten Impulszusta¨nde mit relativ geringem Gewicht gegenu¨ber den Impulsen
nahe der Fermikante eingehen, sind diese Abweichungen vollkommen vernachla¨ssigbar.
Die einzige
”
wirkliche Na¨herung” besteht in der Parametrisierung (7.37) der Streu-
phase durch die Streula¨nge al, die schließlich auf die impulsunabha¨ngigen Wechselwir-
kungssta¨rken (7.38) fu¨hrt. Diese Parametrisierung ist nur unter der Annahme
q al  1 (7.42)
gu¨ltig. Typischerweise weicht die Streula¨ngenparametrisierung fu¨r q al ≈ 1 um 20%
von der Streuphase ab. Fu¨r spezielle Wechselwirkungen kann die Abweichung jedoch
auch gro¨ßer sein. Ob diese Abweichungen fu¨r die Beschreibung des Vielteilchensystems
problematisch sind, wird in Abschnitt 7.3.5 konkret diskutiert. Hier ist zu bedenken,
daß die Streula¨ngenformulierung kein zwingender Bestandteil der effektiven Kontakt-
wechselwirkung ist. Sie erleichtert die Anwendung lediglich, insofern sie auf impulsun-
abha¨ngige Kopplungssta¨rken fu¨hrt. Die Parametrisierung der Streuphasen kann ohne
weiteres um einen impulsabha¨ngigen Effektive-Reichweite-Term erweitert oder ga¨nzlich
anders dargestellt werden, wenn die konkrete Anwendung es erfordert.
7.2.4 Ein anderer Zugang: Pseudopotential
Alle bisherigen Untersuchungen zu ultrakalten atomaren Gasen, die auf eine effektive
Wechselwirkung zuru¨ckgreifen, stu¨tzen sich auf das sog. Pseudopotential, das bereits
1936 von E. Fermi vorgeschlagen wurde und Einzug in Lehrbu¨cher zur theoretischen
Kernphysik fand [BlWe79]. Das Konzept beruht darauf, die Wirkung des urspru¨ngli-
chen Potentials auf eine Relativwellenfunktion als eine Randbedingung bei r = 0 zu
formulieren. Sie ist so zu wa¨hlen, daß die Lo¨sung der freien Schro¨dingergleichung unter
Einbeziehung der Randbedingung auf eine Wellenfunktion fu¨hrt, die außerhalb der Po-
tentialreichweite mit der exakten Wellenfunktion u¨bereinstimmt. Die Randbedingung
kann dann formal als Kontaktwechselwirkung — das Pseudopotential — umgeschrieben
werden, die per constructionem durch die gleichen Streuphasen wie das urspru¨ngliche
Potential gekennzeichnet ist. In der urspru¨nglichen Formulierung beschra¨nkt sich das
Pseudopotential auf den s-Wellenkanal, es wurde jedoch von K. Huang und C.N. Yang
auf alle Partialwellen erweitert [Huan63, HuYa57].
Im Anhang B.1 wird das Pseudopotential fu¨r alle Partialwellen explizit hergeleitet,
hier soll lediglich das Endergebnis mit der effektiven Kontaktwechselwirkung verglichen
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werden. Entsprechend (B.19) und (B.17) gilt fu¨r die allgemeinste Form des Pseudopo-
tentials der l-ten Partialwelle
v
ps
l =
∫
d3r
∣∣~r〉 γl δ(3)(r)
rl
∂2l+1
∂r2l+1
rl+1
〈
~r
∣∣ (7.43)
mit den Wechselwirkungssta¨rken
γl = −4pi
2µ
(l + 1) (2l − 1)!! (2l + 1)!!
(2l + 1)!
tan ηl(q)
q2l+1
. (7.44)
Fu¨r l = 0 reduziert sich das Pseudopotential auf einen lokalen hermiteschen Operator,
der in Streula¨ngenformulierung mit dem s-Wellenterm der effektiven Kontaktwechsel-
wirkung identisch ist. Fu¨r ho¨here Partialwellen (l > 0) wird das Pseudopotential durch
einen nicht-hermiteschen Operator beschrieben, was eine Interpretation als effektive
Wechselwirkung erschwert. Die nicht-hermitesche Struktur ist eine direkte Folge der
Konstruktion u¨ber die Umformulierung einer Randbedingung an die Wellenfunktion.
Um die Wirkung des Pseudopotentials mit der der effektiven Kontaktwechselwirkung
zu vergleichen, wird der Erwartungswert des Pseudopotentials in freien Zweiteilchen-
zusta¨nden (7.30) bestimmt. Er beschreibt gerade die vom Pseudopotential induzierte
Energieverschiebung. Die Rechnung erfolgt analog zu (7.32) und fu¨hrt auf
∆Epsnl =
〈
nlm
∣∣vpsl ∣∣nlm〉 = −2Enlξnl (l + 1)(2l + 1) tan ηl(qnl), (7.45)
wobei fu¨r die Normierungskonstante der freien Lo¨sung die Form (7.14) eingesetzt wurde.
Im Vergleich zur Energieverschiebung (7.26) des vollen Potentials, die per Constructio-
nem mit der Energieverschiebung der effektiven Kontaktwechselwirkung u¨bereinstimmt,
tritt der Tangens der Streuphase und ein zusa¨tzlicher drehimpulsabha¨ngiger Faktor auf.
Fu¨r kleine qal stimmen die Streuphase und ihr Tangens gut u¨berein, so daß dieser Un-
terschied nicht wesentlich ist. Der Drehimpulsfaktor (l+1)(2l+1) ist hingegen wesentlich und
fu¨hrt dazu, daß die Energieverschiebung, berechnet mit dem Pseudopotential, jenseits
der s-Welle stark von der Energieverschiebung der vollen Wechselwirkung abweicht. Fu¨r
die p-Wellenkomponente z.B. liefert das Pseudopotentials eine um 2/3 kleinere Ener-
gieverschiebung als die volle Wechselwirkung, d.h. der Einfluß der Wechselwirkung wird
deutlich unterscha¨tzt.
Daraus muß gefolgert werden, daß das Pseudopotential keine geeignete effektive
Wechselwirkung fu¨r die Beschreibung der Eigenschaften eines Vielteilchensystem in
einer Mean-Field-Rechnung ist. Fu¨r den s-Wellenteil ergibt sich zwar die richtige Ener-
gieverschiebung, da jedoch alle ho¨heren Partialwellen systematisch falsch sind, muß das
Konzept des Pseudopotentials in Frage gestellt werden. Die effektive Kontaktwechsel-
wirkung, wie sie in dieser Arbeit abgeleitet wurde, muß fu¨r eine konsistente Mean-
Field-Beschreibung ultrakalter atomarer Gase jenseits der s-Welle das Mittel der Wahl
sein.
7.3 Ein illustratives Beispiel
Um die Ableitung der effektiven Kontaktwechselwirkung zu illustrieren, wird an dieser
Stelle das einfache analytische Beispiel eines anziehenden Kastenpotentials diskutiert.
Es bietet die Mo¨glichkeit die Qualita¨t der effektiven Kontaktwechselwirkung durch
Vergleich mit den exakten Energiespektren quantitativ zu untersuchen.
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7.3.1 Kastenpotential mit Randbedingung
Gegeben ist ein System zweier Teilchen, die vermittels eines spha¨risch symmetrischen,
anziehenden Kastenpotentials mit Radius λ und Potentialtiefe V0 > 0 wechselwirken.
Nach Separation der Zweiteilchenwellenfunktion in Relativ- und Schwerpunktsanteil
sowie Separation der Relativwellenfunktion in Radial- und Winkelteil verbleibt fu¨r die
Radialwellenfunktion die Schro¨dingergleichung
(
− 1
r
∂2
∂r2
r +
l(l + 1)
r2
)
Rl(r) =
{
Q2 Rl(r) fu¨r r < λ
q2 Rl(r) fu¨r r ≥ λ
(7.46)
mit Q =
√
q2 + 2µ V0.
Die allgemeine Lo¨sung dieses spha¨rischen Problems mit stu¨ckweise konstantem Po-
tential ist durch eine Superposition von spha¨rischen Bessel- und Neumannfunktionen
gegeben:
Rl(r) =
{
c1 jl(Qr) + c2 nl(Qr) fu¨r r < λ
d1 jl(q r) + d2 nl(q r) fu¨r r ≥ λ
. (7.47)
Da die Wellenfunktion im Ursprung regula¨r sein muß, gilt c2 ≡ 0. Die u¨brigen drei
Konstanten werden durch die Anschlußbedingung fu¨r die Wellenfunktion und deren
Ableitung im Punkt r = λ sowie die Normierung festgelegt. Daru¨ber hinaus wird im
Punkt Λ die Randbedingung
Rl(Λ) = 0 (7.48)
auferlegt, die zu einer Diskretisierung der Impulse q und der damit verknu¨pften Ener-
gieeigenwerte E = 12µ q
2 fu¨hrt. Das Problem ist damit exakt gelo¨st, die Konstanten
c1, d1 und d2 ko¨nnen analytisch als Funktion der Potentialtiefe, des Potentialradius
und des Impulses angegeben werden. Die aus der Randbedingung (7.48) resultierenden
Impulseigenwerte sind numerisch zu bestimmen. Es erweist sich als zweckma¨ßig, alle
La¨ngen in Einheiten der Systemgro¨ße Λ und Energien in Einheiten von (2µΛ2)−1 an-
zugeben. Um die Ausdru¨cke nicht unno¨tig zu u¨berladen, wird die Masse m = 2µ fu¨r
dieses Beispiel auf 1 gesetzt, so daß als endgu¨ltige Energieeinheit Λ−2 bleibt. Fu¨r die
angestrebte Anwendung ist besonders der Fall Λ  λ von Interesse, d.h. die Reichweite
der Wechselwirkung ist klein gegen die Gesamtdimension des Systems.
7.3.2 Energiespektrum und Energieverschiebung
Im folgenden werden die Energieeigenwerte der s-Wellenzusta¨nde in Abha¨ngigkeit von
der Potentialsta¨rke λ
√
V0 bei festem Potentialradius λ = 0.01Λ betrachtet. Die Ab-
bildung 7.1(a) stellt das Energiespektrum der niedrigsten Eigenzusta¨nde als Funktion
der Potentialsta¨rke dar. Es zeigt sich ein sehr charakteristisches Verhalten: Beginnend
beim wechselwirkungsfreien Fall λ
√
V0 = 0 sinkt die Energie der Eigenzusta¨nde mit
wachsender Potentialsta¨rke sehr langsam, bis das Potential nahezu die Sta¨rke erreicht
hat, einen gebundenen Zustand zu bilden. Sodann fa¨llt die Energie des niedrigsten
ungebundenen Zustandes rapide ab und bildet einen gebundenen Zustand, gleichzeitig
ru¨cken alle angeregten Zusta¨nde um praktisch ein Energieniveau nach unten. Die starke
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Abbildung 7.1 · Energien der niedrigsten s-Wellenzusta¨nde fu¨r das Beispielsystem als Funktion
der Potentialsta¨rke gegeben durch λ
√
V0. (a) Energie der niedrigsten Eigenzusta¨nde. (b) Relati-
ve Energieverschiebung ∆En0/En0 des Grundzustandes ( ), des 5. angeregten ( ) und
des 10. angeregten Zustandes ( ) im auf positive Energien eingeschra¨nkten Spektrum.
Vera¨nderung der Energie mit der Potentialsta¨rke ist charakteristisch fu¨r die Gegenwart
einer Resonanz, d.h. eines knapp gebundenen bzw. ungebundenen Zweiteilchenzustan-
des. Dieses Verhalten wiederholt sich immer, wenn das Potential stark genug geworden
ist, um einen weiteren gebundenen Zustand zu beherbergen. Die Resonanz liegt bei
Potentialsta¨rken in der Umgebung von λ
√
V0 = pi(ν − 12) wobei ν die Zahl der nichttri-
vialen Knoten, d.h. die Knoten außer den notwendigen bei r = 0 und r = Λ, bzw. die
Zahl der gebundenen Zusta¨nde angibt. Abseits der resonanten Potentialsta¨rken bilden
die Energieniveaus nahezu konstante Plateaus aus.
Im Bereich der Plateaus liegen die Energien E¯n0 der Niveaus stets sehr nahe an
einem der wechselwirkungsfreien Energieeigenwerte En0. Der Index n bezeichnet hier
die Nummer des Niveaus im auf positive Energien eingeschra¨nkten Spektrum, die
”
0”
deutet an, daß es sich um s-Wellenzusta¨nde handelt. Aufgrund dieses Verhaltens ist die
Energieverschiebung ∆En0 = E¯n0−En0 des n-ten wechselwirkenden Niveaus gegenu¨ber
dem n-ten freien Niveau eine charakteristische Gro¨ße. In Abbildung 7.1(b) ist die re-
lative Energieverschiebung ∆En0/En0 als Funktion der Wechselwirkungssta¨rke fu¨r den
Grundzustand, den 5. und den 10. angeregten Zustand des auf positive Energien einge-
schra¨nkten Spektrums dargestellt. Offenbar ist sie im Bereich der Plateaus unabha¨ngig
von der Absolutenergie des Niveaus und betra¨gt etwa 2%.
Am Rande der Plateaus, d.h. fu¨r Wechselwirkungssta¨rken, die eine knapp bzw. bei-
nahe gebundenen Zustand erlauben, treten wesentlich gro¨ßere Energieverschiebungen
auf. In diesem Bereich ist die relative Energieverschiebung daru¨ber hinaus von der Ab-
solutenergie des Niveaus abha¨ngig. Mit wachsender Absolutenergie sinkt der relative
Abstand zu den benachbarten Niveaus des Spektrums, in fu¨hrender Ordnung fa¨llt er
mit 1/
√
E ab. Die Flanken der Plateaus werden daher mit wachsender Absolutenergie
zunehmend ausgewaschen, was zu einer Energieabha¨ngigkeit der relativen Energiever-
schiebung in diesem Bereich fu¨hrt. Mit wachsender Zahl von gebundenen Zusta¨nden
werden die Flanken jedoch scha¨rfer und die Energieabha¨ngigkeit wird reduziert.
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7.3.3 Wellenfunktionen
Um die Gru¨nde fu¨r das charakteristische Verhalten des Spektrums besser zu verstehen,
werden einige Wellenfunktionen zu verschiedenen Potentialsta¨rken diskutiert. In Abbil-
dung 7.2 sind die mit r multiplizierten RadialwellenfunktionenR0(r) fu¨r den niedrigsten
Zustand positiver Energie bei den der Mitte der Plateaus zugeordneten Wechselwir-
kungssta¨rken λ
√
V0 = pi ν mit ν = 1, 2, 3, 4 aufgetragen. Außerhalb der Reichweite λ
der Wechselwirkung sind alle Wellenfunktionen identisch. Sie spannen einen Halbsinus
mit Nullstellen bei λ und Λ auf, die Wellenla¨nge betra¨gt demnach 2(Λ−λ). Gegenu¨ber
der wechselwirkungsfreien Lo¨sung ist die Wellenla¨nge damit um den Potentialradius
verringert, und die Energie entsprechend erho¨ht. Fu¨r alle Plateauzentren ergibt sich
so die gleiche, nur vom Verha¨ltnis von Potentialradius und Systemradius abha¨ngige
relative Energieverschiebung
∆En0
En0
∣∣∣∣
λ
√
V0=piν
=
1
(1− λ/Λ)2 − 1. (7.49)
Dies gilt nicht nur fu¨r den Grundzustand des Spektrums positiver Energien sondern
auch fu¨r alle angeregten Zusta¨nde. Fu¨r r < λ unterscheiden sich die Radialwellenfunk-
tionen der einzelnen Plateaus. Jede beschreibt eine ganze Zahl vollsta¨ndiger Halbwellen
innerhalb der Potentialreichweite, wobei die Zahl der nichttrivialen Knoten durch die
Nummer des Niveaus im vollen Spektrum gegeben ist.
Ein weiterer interessanter Punkt ist die Entwicklung der Wellenfunktion mit wach-
sender Potentialsta¨rke entlang eines Energieniveaus. In Abbildung 7.3 ist dies fu¨r einige
Wellenfunktionen ausgehend von der Mitte des ersten Plateaus mit λ
√
V0 = pi bis in den
abfallenden Ast bei λ
√
V0 =
3
2pi gezeigt. Die zugeho¨rigen Punkte im Energiespektrum
sind in Abbildung 7.1(b) markiert. Da in diesem Bereich bereits ein gebundener Zustand
existiert, weisen alle Wellenfunktionen einen nichttrivialen Konten auf. Die Lage dieses
Knotens ha¨ngt von der Potentialsta¨rke ab: Im Bereich des Plateaus liegt der Knoten
bei Radien in der Gro¨ßenordnung von λ und wandert mit wachsender Potentialsta¨rke
zu kleineren Absta¨nden. In der Mitte des Plateaus liegt er genau bei λ.
Am oberen Rand des Plateaus liegt der Knoten innerhalb des Kastenpotentials knapp
oberhalb des Punktes r ≈ λν/(ν + 12). Hier fu¨hrt eine minimale Erho¨hung der Poten-
tialsta¨rke zu einem dramatischen Effekt auf die Wellenfunktion im Außenbereich. Wie
in Abbildung 7.3 zu erkennen ist, fa¨llt die Steigung der Wellenfunktion im Punkt λ bei
Anna¨herung an diese Knotenposition rapide ab, im Grenzfall wird die Steigung gera-
de Null. Aufgrund der Stetigkeitsbedingung muß die Wellenfunktion im Außenbereich
ebenfalls diese Steigung besitzen, was unmittelbar zu sehr großen Wellenla¨ngen und
niedrigen Energien fu¨hrt. Gleichzeitig ist die Amplitude der Wellenfunktion im Inne-
ren des Kastenpotentials deutlich erho¨ht, ein Charakteristikum fu¨r das Auftreten einer
Zweiteilchenresonanz. Dieser Effekt erkla¨rt die Bildung des Plateaus und den abrup-
ten Abfall der Energie am oberen Rand des Plateaus. Gleichzeitig wird klar, daß die
Grenzen des Plateaus mit wachsender Knotenzahl ν der Wellenfunktion immer scha¨rfer
werden, da die Steigung am Plateaurand immer schneller gegen Null geht.
Erho¨ht sich die Potentialsta¨rke minimal u¨ber den Wert, bei dem die horizontale Tan-
gete auftritt, so wird die Steigung im Anschlußpunkt negativ und die Wellenfunktion
muß einen zusa¨tzlichen Knoten im Außenbereich bilden, um die Randbedingungen er-
fu¨llen zu ko¨nnen. Damit ist ein weiterer, schwach gebundenen Zustand gebildet worden
und die Energie des niedrigsten Zustandes positiver Energie erho¨ht sich entsprechend
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Abbildung 7.2 · Radialwellenfunktionen r R00(r) des niedrigsten Plateaus des s-Wellenspektrums
fu¨r die Wechselwirkungssta¨rken λ
√
V0 = pi ν mit ν = 1, 2, 3, 4 der Plateaumitten im Vergleich
zur wechselwirkungsfreien Lo¨sung ( ). Dargestellt ist das Verhalten u¨ber den gesamten
Radius (a) und ein Ausschnitt u¨ber den Bereich der Wechselwirkung (b). Der grau unterlegte
Bereich bezeichnet die Ausdehnung des Kastenpotentials.
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Abbildung 7.3 · Radialwellenfunktionen fu¨r den niedrigsten Zustand positiver Energie fu¨r ver-
schiedene Wechselwirkungssta¨rken von der Mitte des ersten Plateaus λ
√
V0 = pi bis in den
abfallenden Ast bei λ
√
V0 =
3
2pi. Die drei dicken Linien bezeichnen Zusta¨nde, die zum Pla-
teau geza¨hlt werden ko¨nnen, die drei du¨nnen zeigen Zusta¨nde außerhalb des Plateaus. Die zu
den drei Plateauzusta¨nden und dem ersten Zustand jenseits des Plateaus geho¨rigen Punkte im
Energiespektrum 7.1(b) sind durch graue Symbole gekennzeichnet. Die Wechselwirkungssta¨rken
λ
√
V0 sind im einzelnen ( ) pi, ( ) 4.5, ( ) 4.65, ( ) 4.695, ( ) 4.707 und
( ) 32pi.
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der verku¨rzten Wellenla¨nge abrupt auf einen Wert in der Na¨he des na¨chstho¨heren Zu-
standes des freien Spektrums. Bei weiterer Erho¨hung der Potentialsta¨rke fa¨llt dessen
Energie schnell auf den Wert des niedrigsten Zustandes des freien Spektrums ab und
bildet das na¨chste Plateau.
7.3.4 Energieverschiebung mit Kontaktwechselwirkung
Die Berechnung der Erwartungswerte des Kontaktpotentials in der Streuphasenfor-
mulierung mit wechselwirkungsfreien Zweiteilchenzusta¨nden fu¨hrt per constructionem
auf die Energieverschiebung (7.26). Durch Einsetzten der Parametrisierung (7.37) der
Streuphase gelangt man zur Streula¨ngenformulierung der Energieverschiebung. Fu¨r s-
bzw. p-Wellenzusta¨nde ergibt sich explizit
∆Eeffn0
En0
= 2
a0
Λ
bzw.
∆Eeffn1
En1
=
2
3
(qn1Λ)
2
(a1
Λ
)3
. (7.50)
Die relative Energieverschiebung fu¨r s-Wellenzusta¨nde ist im Rahmen der Streula¨ngen-
formulierung der effektiven Kontaktwechselwirkung proportional zur s-Wellenstreula¨n-
ge a0 und unabha¨ngig von der Absolutenergie des Zustandes. Im Gegensatz dazu ist
die relative Energieverschiebung der p-Wellenzusta¨nde proportional zur Energie und
zur dritten Potenz der p-Wellenstreula¨nge a1.
Fu¨r das Kastenpotential kann die Streuphase in Partialwellenzerlegung analytisch
angegeben werden [Joac79]
tan ηl(q) =
q j′l(qλ)− γl jl(qλ)
q n′l(qλ)− γl nl(qλ)
mit γl =
Qj′l(Qλ)
jl(Qλ)
. (7.51)
Daraus ergeben sich folgende analytische Formen fu¨r die s- und p-Wellenstreula¨nge:
a0
λ
= 1− tan(λ
√
V0)
λ
√
V0
,
(a1
λ
)3
= 1− 3
(λ
√
V0)2
+ 3
cot(λ
√
V0)
λ
√
V0
. (7.52)
Damit ist die Energieverschiebung formuliert durch die Streuphasen (7.26) bzw. die
Streula¨ngen (7.50) geschlossen als Funktion der Potentialparameter und des Impulses
gegeben. Im folgenden werden die so auf Basis der effektiven Kontaktwechselwirkung
gewonnenen Energien unter verschiedenen Aspekten mit den exakten Energieeigenwer-
ten verglichen.
In Anlehnung an die Diskussion in Abschnitt 7.3.2 wird zuerst die relative Ener-
gieverschiebung fu¨r s- und p-Wellenzusta¨nde als Funktion der Potentialsta¨rke λ
√
V0
betrachtet. In Abbildung 7.4 ist die exakte und die in der Streula¨ngenformulierung
der Kontaktwechselwirkung berechnete Energieverschiebung des Grundzustandes und
des 5. bzw. 10. angeregten Zustandes gezeigt. Wie bereits beschrieben, ist die relative
Energieverschiebung fu¨r s-Wellenzusta¨nde im Bereich der Plateaus unabha¨ngig von der
Hauptquantenzahl und stimmt ausgezeichnet mit der mittels Kontaktwechselwirkung
berechneten Energieverschiebung u¨berein. Fu¨r den Grundzustand und den 5. angereg-
ten Zustand gilt die hervorragende U¨bereinstimmung bis in den Bereich der Resonanzen
hinein. Fu¨r den 10. angeregten Zustand wird die relative Na¨he der benachbarten ange-
regten Zusta¨nde deutlich. Die exakte relative Energieverschiebung steigt hier weniger
stark an und geht schnell in das na¨chste Plateau u¨ber, diese Auswaschung der Plateau-
flanken wird in der effektiven Beschreibung durch die Streula¨nge nicht beru¨cksichtigt.
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Abbildung 7.4 · Exakte relative Energieverschiebung fu¨r s-Wellenzusta¨nde (a) und p-
Wellenzusta¨nde (b) in Abha¨ngigkeit von der Potentialsta¨rke fu¨r den Grundzustand ( ),
den 5. angeregten Zustand ( ) und den 10. angeregten Zustand ( ) im Vergleich zur
gena¨herten Energieverschiebung ( ), ( ) und ( ) entsprechend der effektiven Kon-
taktwechselwirkung in Streula¨ngenformulierung. Fu¨r s-Wellenzusta¨nde (a) sind diese Kurven
deckungsgleich, da die relative Energieverschiebung unabha¨ngig von der Hauptquantenzahl ist.
In der Streuphasenformulierung reproduziert die Kontaktwechselwirkung auch dieses
Verhalten, die entsprechenden Kurven wa¨ren in der Abbildung nicht von der exakten
Energieverschiebung zu unterscheiden.
Der wesentliche Unterschied der p-Wellenzusta¨nde verglichen mit dem s-Wellenspek-
trum besteht in der Abha¨ngigkeit der relativen Energieverschiebung von der Absolut-
energie, wie die Abbildung 7.4(b) zeigt. Fu¨r die niedrigsten Niveaus ist die relative
Energieverschiebung der p-Welle um zwei bis drei Gro¨ßenordnungen kleiner als die
der s-Welle, sie wa¨chst jedoch proportional der Absolutenergie an. Daru¨ber hinaus ist
die Resonanzstruktur in der Wechselwirkungssta¨rke um pi/2, d.h. den halben Abstand
zwischen den resonanten Potentialsta¨rken, verschoben. Bei gegebener Potentialsta¨rke
kann also nur eine s-Wellen- oder eine p-Wellenresonanz auftreten, nie jedoch beides.
Die effektive Kontaktwechselwirkung reproduziert die exakten Energieverschiebungen
im gesamten dargestellten Bereich sehr gut. Nur bei hoch angeregten Zusta¨nden treten
minimale Abweichungen auf, die sich mit wachsender Absolutenergie vergro¨ßern.
Diese Beobachtungen — wie auch die formale Herleitung — legen es nahe anzuneh-
men, daß die Qualita¨t der effektiven Kontaktwechselwirkung von zwei Gro¨ßen bestimmt
wird: Streula¨nge und Impuls. Um den Zusammenhang deutlich zu machen, ist in Ab-
bildung 7.5 die skalierte Energieverschiebung als Funktion der Streula¨nge fu¨r Zusta¨nde
verschiedener Impulse aufgetragen. Die Skalierung ist gerade so gewa¨hlt, daß die Ener-
gieverschiebungen der Kontaktwechselwirkung in Streula¨ngenformulierung (7.50) auf
der Winkelhalbierenden liegen. Fu¨r die Berechnung werden Potentialsta¨rken zugrun-
degelegt, fu¨r die das Kastenpotential drei gebundene Zusta¨nde beherbergt. Die Zahl
der gebundenen Zusta¨nde hat nur marginalen Einfluß auf die Kurven, so daß diese An-
nahme keine Beschra¨nkung der Allgemeinheit bedeutet. Fu¨r jede Potentialsta¨rke aus
diesem Bereich kann sodann die exakte Energieverschiebung, die Streula¨nge und die
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Abbildung 7.5 · Skalierte Energieverschiebung als Funktion der Streula¨nge fu¨r das s-
Wellenspektrum (a) und das p-Wellenspektrum (b). Die du¨nnen schwarzen Kurven geben die
exakte Energieverschiebung des Grundzustandes ( ), des 5. angeregten ( ) und des
10. angeregten Zustandes ( ) an. Die entsprechenden grauen Kurven zeigen die Energiever-
schiebung der effektiven Kontaktwechselwirkung in Streuphasenformulierung. Die Winkelhalbie-
rende ( ) entspricht dem Ergebnis der Kontaktwechselwirkung in Streula¨ngenformulierung.
Der Berechnung wurden Kastenpotentiale mit drei gebundenen Zusta¨nden zugrundegelegt.
Energieverschiebung der Kontaktwechselwirkung berechnet werden.
Wie die Abbildung 7.5 zeigt, beschreibt die effektive Kontaktwechselwirkung in Streu-
la¨ngenformulierung die Energieverschiebung sehr gut, wenn entweder Streula¨nge oder
die Absolutenergie hinreichend klein ist. Fu¨r den Grundzustand stimmt die Energiever-
schiebung im gesamten betrachteten Streula¨ngenintervall hervorragend mit den exakten
Werten u¨berein. Mit ho¨heren Energien treten bei großen Streula¨ngen Abweichungen auf,
die mit der Absolutenergie des Zustandes anwachsen und bei immer kleineren Streu-
la¨ngen relevant werden. Die Beobachtung, daß eine kleine Streula¨nge al oder ein kleiner
Impuls q bereits ausreichen, um die Qualita¨t der Kontaktwechselwirkung zu sichern,
legt es nahe, daß der relevante Kleinheitsparameter durch das Produkt q al gegeben ist.
In der Abbildung 7.5 ist auch die aus der Kontaktwechselwirkung in Streuphasen-
formulierung (7.26) resultierende Energieverschiebung dargestellt (graue Kurven). Sie
stimmt auch fu¨r hohe Impulse und große Streula¨ngen sehr gut mit der exakten Rechnung
u¨berein. Die Beschreibung verbessert sich sogar mit wachsendem Impuls. Das macht
deutlich, daß die Kontaktwechselwirkung in der vollen Streuphasenformulierung eine
universelle effektive Wechselwirkung darstellt, die weit u¨ber den im folgenden betrach-
teten Rahmen anwendbar ist. Es ist der U¨bergang zu impulsunabha¨ngigen Kopplungs-
sta¨rken, ausgedru¨ckt durch die Streula¨ngen, der den Gu¨ltigkeitsbereich einschra¨nkt.
Fu¨r Anwendungen, die u¨ber diesen Gu¨ltigkeitsbereich hinausgehen, muß die Paramet-
risierung der Streuphasen (7.37) entsprechend erweitert werden.
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7.3.5 Qualita¨t der Kontaktwechselwirkung
Um ein quantitatives Maß fu¨r die Gu¨ltigkeit der effektiven Kontaktwechselwirkung zu
erhalten, wird die Absolutenergie E¯effnl , berechnet mit der Streula¨ngenformulierung der
Kontaktwechselwirkung, mit der exakten Energie E¯nl fu¨r verschiedene Struela¨ngen und
Impulse verglichen. In Abbildung 7.6 ist die relative Abweichung |E¯effnl − E¯nl|/Enl als
Konturgraphik u¨ber Streula¨nge und Impuls bzw. Impuls und Kleinheitsparameter q al
fu¨r das s- und p-Wellenspektrum aufgetragen. Die Konturlinien entsprechend relativen
Abweichungen von 0.5%, 1%, 2%, 5% und 10%.
In der Darstellung u¨ber Streula¨nge und Impuls in den oberen Teilbildern ist au-
genfa¨llig, daß die Abweichung nur dann große Werte annimmt, wenn Streula¨nge und
Impuls groß sind. Ist einer der beiden Parameter klein, so verringert sich auch der Fehler
deutlich. Fu¨r s-Wellenzusta¨nde tritt bei kleinen Impulsen und großen Streula¨ngen eine
komplizierte Struktur auf, die vorrangig vom Grundzustand hervorgerufen wird. Wie
die Abbildung 7.5(a) zeigt, liegt die mit der Kontaktwechselwirkung berechnete Energie
fu¨r den Grundzustand bei positiven Streula¨ngen unterhalb der exakten, wa¨hrend sie fu¨r
die angeregten Zusta¨nde oberhalb der exakten Energie liegt. Im Konturplot findet sich
dieser Effekt als Tal minimaler Energieabweichung bei q ≈ 10/Λ, das entspricht dem 2.
angeregten Zustand, wieder. Bei kleineren Impulsen ist die Energieabweichung fu¨r das
s-Wellenspektrum negativ, bei großeren positiv.
Die Darstellung der relativen Energieabweichung als Funktion von Impuls und Klein-
heitparameter in den unteren beiden Teilbildern kla¨rt die Rolle der Gro¨ße q al: Sie
gilt allenfalls als grobes Maß fu¨r die Qualita¨t der Kontaktwechselwirkung in Streu-
la¨ngenformulierung, genu¨gt jedoch nicht, um quantitative Aussagen zu machen. Die
Konturplots zeigen, daß der maximale Kleinheitsparameter, der zula¨ssig ist, um eine
bestimmte relative Energieabweichung nicht zu u¨berschreiten, praktisch linear mit dem
Impuls anwa¨chst. Wird z.B. eine einprozentige Energieabweichung toleriert, so kann
der Kleinheitsparameter fu¨r s-Wellenzusta¨nde bei q ≈ 25/Λ einen Maximalerwert von
ca. 1 annehmen. Dagegen liegt der Maximalwert fu¨r q ≈ 90/Λ sogar bei q a0 ≈ 2.
Bemerkenswert ist der Absolutwert des Kleinheitsparameters q al. Fu¨r die diskutier-
te einprozentige Abweichung liegt der erlaubte Kleinheitsparameter mit Ausnahme der
niedrigsten Impulse in der Gro¨ßenordnung 1. In Anbetracht dieser Untersuchung eines
Modellsystems ist die Forderung q al  1, die bei der formalen Streuphasenparametri-
sierung gemacht wurde, zu streng. Der Grund fu¨r diese Diskrepanz liegt zum Teil in
der Begriffsdefinition. Fu¨r die praktische Anwendung der Kontaktwechselwirkung ist
der Fehler bei der Beschreibung der Energie eines Niveaus relevant, dementsprechend
wird in den Konturplots dieser Fehler aufgetragen. Bei der formalen Herleitung wurden
dagegen Energieverschiebungen gegenu¨ber den freien Energieniveaus diskutiert. Deren
relative Fehler sind um das Verha¨ltnis von Energieverschiebung und Absolutenergie
gro¨ßer als die relativen Fehler der Gesamtenergie. Ein relativer Fehler von 1% in der
Gesamtenergie eines s-Wellenzustandes entspricht bei einer Streula¨nge von a0/Λ ∼ 0.05
einem relativen Fehler von 10% in der Energieverschiebung, wie sich aus Abbildung 7.5
ergibt.
In den folgenden Kapiteln soll die effektive Kontaktwechselwirkung in Streula¨ngen-
formulierung auf fermionische Vielteilchensysteme angewendet werden und es stellt sich
die Frage, wie gut diese Beschreibung fu¨r die Energie des Vielteilchensystems ist. Es ist
nicht unmittelbar mo¨glich, aus der hier diskutierten Fehlerabscha¨tzung auf die quan-
titative Abweichung der Vielteilchenenergie zu schließen. Dennoch kann angenommen
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Abbildung 7.6 · Konturplots der relativen Abweichung |E¯effnl − E¯nl|/Enl der Energie berechnet
mit der Kontaktwechselwirkung in Streula¨ngenformulierung von der exakten Energie fu¨r s-
Wellen (a,c) und p-Wellenzusta¨nde (b,d). Die obere Reihe zeigt die Abweichung als Funktion
der Streula¨nge und des Impulses, die untere als Funktion des Impulses und des dimensionslosen
Parameters qal. Die Konturlinien entsprechen 0.5%, 1%, 2%, 5% und 10% (von unten nach oben)
relativer Abweichung von der exakten Energie. Das zugrundeliegende Potential beherbergt 3
gebundene Zusta¨nde.
werden, daß Abweichungen der Zweiteilchenenergie von der Gro¨ßenordnung 1% zu einer
ausreichend genauen Na¨herung fu¨r die Vielteilchenenergie fu¨hren. Die typische Gro¨-
ßenordnung der Zweiteilchen-Relativimpulse q im Vielteilchensystem kann durch den
Erwartungswert des quadratischen Relativimpulses im wechselwirkungsfreien Fermigas
abgescha¨tzt werden〈
q2
〉
=
(
4
3piκ
3
)−2 ∫
d3k1 d
3k2
1
4
(~k1 − ~k2)2 = 3
10
κ2. (7.53)
Die Integrationen erstrecken sich u¨ber alle Einteilchenimpulse ~k mit Betra¨gen kleiner
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dem Fermiimpuls κ. Daraus ergibt sich eine Abscha¨tzung fu¨r den typischen Zweiteilchen-
Relativimpuls als Funktion des Fermiimpulses κ
q ∼
√
3/10 κ ≈ 0.54 κ. (7.54)
Damit lassen sich die Achsen der Abbildungen 7.6 auf den Fermiimpuls des Vielteil-
chensystems umskalieren, um die typische Abweichung der Zweiteilchenenergien im
Vielteilchensystem zu bestimmen.
Als Ausgangspunkt fu¨r die Untersuchungen der folgenden beiden Kapitel la¨ßt sich
hier festhalten, daß im Rahmen eines einprozentigen Fehlers der Zweiteilchenenergien,
die Streula¨ngenna¨herung bis zu typischen Werten
κ a0 ∼ 3 und κ a1 ∼ 2 (7.55)
anwendbar ist. Im Vorgriff auf die Ergebnisse des Kapitels 9 zeigen die grauen punktier-
ten Linien in den Abbildungen 7.6(c) bzw. (d) die entsprechend skalierten Stabilita¨ts-
grenzen fu¨r ein zweikomponentiges Fermigase mit s-Wellenwechselwirkung (9.18) bzw.
fu¨r ein einkomponentiges Fermigas mit p-Wellenwechselwirkung (9.9). In beiden Fa¨llen
bewegt man sich bei den relevanten Impulsen weit unterhalb der 1%-Kontur, so daß
die Streula¨ngenformulierung der effektiven Kontaktwechselwirkung eine gute Na¨herung
bildet.
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Thomas-Fermi-Na¨herung mit effektiver
Kontaktwechselwirkung
8.1 Pra¨ludium: Dichtefunktionaltheorie
Zwei Klassen quantenmechanischer Vielteilchenprobleme wurden bereits im ersten Teil
dieser Arbeit behandelt: Homogene Materie am Beispiel der Kern- und Neutronenma-
terie sowie der 4He-Flu¨ssigkeit und Wenigteilchensysteme speziell am Beispiel kleiner
4He-Tro¨pfchen. Fu¨r beide Klassen existieren eine Reihe hochentwickelter Na¨herungsver-
fahren sowie quasiexakte Methoden.
Dieser Teil der Arbeit richtet sein Augenmerk auf Systeme die zwischen den beiden
genannten Klassen anzusiedeln sind, na¨mlich inhomogene System mit Teilchenzahlen
in der Gro¨ßenordnung 106. Vergleichbare Systeme finden sich in der Festko¨rperphysik,
speziell auf den Gebiet der Clusterphysik und der Physik komplexer Moleku¨le. Es geht
darum, das quantenmechanische Vielteilchenproblem der Elektronen in einem komple-
xen Moleku¨l oder Cluster von einigen hundert oder tausend Atomen unter Beru¨cksichti-
gung der Coulombwechselwirkung zwischen den Elektronen, sowie der Wechselwirkung
der Elektronen mit den Atomru¨mpfen, die durch ein mittleres Potential beschrieben
wird, zu lo¨sen.
8.1.1 Energiefunktional und Hohenberg-Kohn-Theorem
Der allgemeine theoretische Rahmen fu¨r die Behandlung derartiger Probleme wird von
der sog. Dichtefunktionaltheorie gesteckt. Sie baut auf dem von P. Hohenberg und W.
Kohn im Jahre 1965 beschriebenen Hohenberg-Kohn-Theorem [HoKo64, Sche99] auf,
dessen Aussage sich in zwei Punkten fassen la¨ßt:
• Die Grundzustandsenergie eines Vielteilchensystems ist ein Funktional der Einteil-
chendichte des Grundzustandes: E = E[ρ]
• Das Energiefunktional E[ρ] nimmt bei Variation der Dichte ein Minimum bei der
Grundzustandsdichte an.
Die praktische Bedeutung des Hohenberg-Kohn-Theorems liegt in den Aussagen, daß
eine Darstellung der Grundzustandsenergie als Funktional der Einteilchendichte exi-
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stiert und daß die Energie und die Einteilchendichte des Grundzustandes durch ein
Variationsverfahren bestimmt werden ko¨nnen. Es macht allerdings keine Aussage u¨ber
die Konstruktion des Energiefunktionals E[ρ] bzw. u¨ber geeignete Na¨herungen hierfu¨r.
Ebensowenig gibt es Aufschluß u¨ber die Struktur der angeregten Zusta¨nde, sofern sie
nicht eine andere Symmetrie als der Grundzustand aufweisen.
Um die weitere Diskussion u¨bersichtlich zu halten, werden Hamiltonoperatoren der
allgemeinen Form
H = T + V + U (8.1)
betrachtet. Dabei ist T der Einteilchenoperator der kinetischen Energie, V der Operator
einer Zweiteilchenwechselwirkung und U der Operator eines externen Einteilchenpoten-
tials. Das exakte Energiefunktional wird in eine entsprechende Struktur aufgespalten
E[ρ] = T [ρ] + V [ρ] + U [ρ]. (8.2)
Daru¨ber hinaus wird vorla¨ufig davon ausgegangen, daß im System nur eine Teilchensorte
vorhanden ist, die durch die Einteilchendichte ρ(~x) beschrieben wird. Die Verallgemei-
nerung auf verschiedene Teilchensorten ξ mit verschiedenen Einteilchendichten ρξ(~x)
wird spa¨ter diskutiert.
Das Energiefunktional kann o.B.d.A. als Integral u¨ber die lokale Energiedichte E [ρ](~x)
geschrieben werden
E[ρ] =
∫
d3x E [ρ](~x) =
∫
d3x
(T [ρ](~x) + V[ρ](~x) + U [ρ](~x)). (8.3)
Die Schreibweise E [ρ](~x) soll andeuten, daß die Energiedichte ein Funktional der Ein-
teilchendichte und eine Funktion des Ortes ist. Der Beitrag des externen Einteilchen-
potentials zur Energie bzw. die zugeho¨rige Energiedichte kann analytisch angegeben
werden
U [ρ] =
∫
d3x U [ρ](~x) =
∫
d3x U(~x) ρ(~x). (8.4)
Die verbleibenden Terme der kinetischen Energie und der Zweiteilchenwechselwirkung
bilden ein universelles Funktional
Eˆ[ρ] = T [ρ] + V [ρ], (8.5)
das nicht vom externen Feld abha¨ngt [Sche99]. Es ist von den intrinsischen Eigenschaf-
ten des Systems, wie z.B. dem bosonischen oder fermionischen Charakter der Teilchen
und der Gestalt der Zweiteilchenwechselwirkung, abha¨ngig. Seine Bestimmung — ge-
nauer, die Wahl geeigneter Na¨herungen — stellen das Hauptproblem bei der Anwen-
dung der Dichtefunktionaltheorie dar.
8.1.2 Semiklassische Beschreibung und Thomas-Fermi-Na¨herung
Eine Mo¨glichkeit, eine systematische Entwicklung fu¨r das universelle Energiefunktional
zu konstruieren, basiert auf einer semiklassischen Na¨herung. Es wird davon ausgegan-
gen, daß sich die exakte Energie des Vielteilchensystems — oder der Erwartungswert
jeder anderen Observable — formal in zwei Beitra¨ge zerlegen la¨ßt: Der erste Beitrag
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zeigt als Funktion von makroskopischen Parametern wie Teilchenzahl und Deformation
ein glattes Verhalten und macht den gro¨ßten Teil der Energie aus. Der zweite Beitrag
wird von quantenmechanischen Effekten dominiert und zeigt eine strukturreiche Abha¨n-
gigkeit von den makroskopischen Parametern. In der Kernphysik ist diese Aufteilung
als Strutinskytheorem [GrVo79] bekannt. Sie manifestiert sich in der Beschreibung der
Bindungsenergien der Kerne durch einen glatten Teil — das Tro¨pfchenmodell — und
einen stark fluktuierenden Teil — die Schalenkorrekturen. Der glatte Teil beschreibt
eine semiklassische Na¨herung der Energie des Quantensystems, in der Quantenfluktua-
tionen herausgemittelt sind. Offenbar liefert eine solche Na¨herung gute Resultate, wenn
Quantenfluktuationen vernachla¨ssigbar sind. Das ist der Fall, wenn die Teilchenzahl des
Systems groß wird, wie in Abschnitt B.2 des Anhangs am Beispiel des freien Fermigases
demonstriert wird. Fu¨r die hier untersuchten ultrakalten atomaren Gase mit typischen
Teilchenzahlen von 106 ist eine semiklassische Beschreibung in jedem Fall angemessen.
Geht man von einer Beschreibung des Vielteilchensystems im Rahmen eines Mo-
dells unabha¨ngiger Teilchen aus, so la¨ßt sich unter Zuhilfenahme der semiklassischen
Na¨herung eine systematische Entwicklung, die sog. Gradientenentwicklung oder ~-
Entwicklung [RiSc80, BrGu85, GrVo79] der Energiedichte konstruieren. Fu¨r die Details
des Formalismus sei auf die genannten Referenzen und die darin enthaltenen Zitate
verwiesen. Die Gradientenentwicklung fu¨hrt auf eine Darstellung der semiklassischen
Energiedichte als Summe u¨ber verschiedene Gradientenordnungen der Einteilchendich-
te. Fu¨r die kinetische Energiedichte T eines einkomponentigen Fermigases lauten die
ersten Terme [GrVo79, BrGu85]
T [ρ](~x) = 3(6pi
2)2/3
10m
ρ5/3(~x) +
1
72m
|~∇ρ(~x)|2
ρ(~x)
+
1
6m
∆ρ(~x) + · · · . (8.6)
Der erste Term ist nur vom lokalen Wert der Dichte abha¨ngig, nicht jedoch von deren
funktionalem Verlauf. Alle weiteren Terme beinhalten Ableitungen, die sensitiv auf
ra¨umliche Variationen der Dichte sind.
Bei der sog. Lokale-Dichte- oder Thomas-Fermi-Na¨herung geht man von der An-
nahme aus, daß die Dichte des Vielteilchensystems nur schwach vom Ort abha¨ngt und
alle Ableitungsterme vernachla¨ssigbar sind. Das Grundprinzip dieser Na¨herung besteht
darin, die Energiedichte Eˆ [ρ](~x) des inhomogenen Vielteilchensystems lokal durch die
Energiedichte Ehom(ρ) des entsprechenden homogenen Systems zu beschreiben
Eˆ [ρ](~x) TFN= Ehom(ρ(~x)). (8.7)
Die Thomas-Fermi-Na¨herung ist anwendbar, solange der lokale Term in der Gradien-
tenentwicklung (8.6) wesentlich gro¨ßer als der erste Gradiententerm ist. Diese Annahme
wird zwangsla¨ufig an der Oberfla¨che des inhomogenen Systems verletzt, dementspre-
chend ist die Thomas-Fermi-Na¨herung nicht in der Lage, die Dichte oder Energiedichte
an der Oberfla¨che des System korrekt zu beschreiben. In Systemen großer Teilchenzahl,
wie sie im folgenden untersucht werden sollen, hat das nur geringe Auswirkungen auf
die Energie und das Dichteprofil. Im Abschnitt B.2 des Anhangs wird am Beispiel des
freien Fermigases im externen Potential explizit gezeigt, daß sich die Thomas-Fermi-
Na¨herung ausgezeichnet fu¨r die im folgenden untersuchten Systeme eignet.
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8.2 Energiedichte des homogenen Fermigases
Der erste Schritt zur Darstellung des Energiefunktionals eines inhomogenen Systems
in Thomas-Fermi-Na¨herung ist die Berechnung der Energiedichte des entsprechenden
homogenen Systems. Dieser Abschnitt widmet sich daher dem homogenen wechselwir-
kenden Fermigas, dessen Energiedichte unter Verwendung der effektiven Kontaktwech-
selwirkung, wie sie im vorangehenden Kapitel abgeleitet wurde, berechnet wird.
8.2.1 Hamiltonoperator und Zusta¨nde
Gegeben sei ein homogenes Gas aus Ξ unterscheidbaren Fermionensorten — im folgen-
den auch Spezies genannt — die durch ein von der Teilchensorte unabha¨ngiges Potential
miteinander wechselwirken. Die Wechselwirkung wird durch die s- und p-Wellenbeitra¨ge
der effektiven Kontaktwechselwirkung entsprechend Abschnitt 7.2 beschrieben
veff = veff0 + v
eff
1 = g0 δ
(3)(~r) + g1 q
†
r δ
(3)(~r) qr, (8.8)
wobei qr := ~nr~q den Radialteil des Relativimpuls zweier Teilchen beschreibt. Die Wech-
selwirkungssta¨rken
g0 =
4pi
m
a0 , g1 =
12pi
m
a31. (8.9)
sind entsprechend (7.38) fu¨r kleine Relativimpulse durch die s-Wellen- bzw. p-Wellen-
streula¨nge bestimmt. Der Hamiltonoperator fu¨r das homogene Fermigas besteht aus
dem Beitrag der kinetischen Energie und der effektiven Kontaktwechselwirkung fu¨r s-
und p-Welle
H =
1
2m
∑
i
~p2(i)
+ g0
∑
i<j
δ(3)(~r(ij)) (8.10)
+ g1
∑
i<j
q†r(ij) δ
(3)(~r(ij)) qr(ij).
Es wird sich zeigen, daß der p-Wellenbeitrag der Kontaktwechselwirkung fu¨r die Unter-
suchung eines Fermigases wesentlich ist, denn nur u¨ber diesen Term ko¨nnen identische
Fermionen miteinander wechselwirken.
Wie bereits bei der allgemeinen Diskussion bemerkt, ko¨nnen derartige Kontaktwech-
selwirkungen nur im Rahmen eines Mean-Field-Modells verwendet werden. Die exakte
Lo¨sung des Vielteilchenproblems fu¨r den Hamiltonoperator (8.10) hat keine physika-
lische Bedeutung. Fu¨r ein homogenes — d.h. translations und rotationsinvariantes —
System von Fermionen wird der Vielteilchen-Grundzustand in Mean-Field-Na¨herung
durch das antisymmetrisierte Produkt von Einteilchenzusta¨nden, die Eigenzusta¨nde
zum Impulsoperator sind, beschrieben. Dies wurde bereits in Abschnitt 2.1.1 fu¨r homo-
gene Kernmaterie und Neutronenmaterie diskutiert. Der Ortsanteil der Einteilchenzu-
sta¨nde ist durch eine ebene Welle mit Impulsvektor ~k gegeben:〈
~x
∣∣~k〉 = 1√
V
exp(i~k ~x), (8.11)
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dabei bezeichnet V das Volumen eines Kubus mit periodischen Randbedingungen, der
fu¨r die Berechnung der Erwartungswerte zugrundegelegt wird.
Da Systeme mit verschiedenen Fermionenspezies untersucht werden sollen, wird der
Einteilchenzustand neben dem Impuls ~k durch eine zusa¨tzliche formale Quantenzahl ξ
gekennzeichnet ∣∣i〉 = ∣∣~ki〉⊗ ∣∣ξi〉. (8.12)
Damit ist die Energiedichte des mehrkomponentigen Systems eine Funktion der Dichten
ρξ der einzelnen Spezies. Es sei angenommen, daß die Wechselwirkung zwischen den
Teilchen unabha¨ngig von dieser Quantenzahl ist. Der physikalische Ursprung dieser
Speziesquantenzahl ha¨ngt von dem betrachteten System ab. In den im folgenden Ka-
pitel untersuchten Atomen in Fallen numeriert sie die verschiedenen m-Quantenzahlen
des Gesamtdrehimpulses, die fu¨r die Niveauaufspaltung im a¨ußeren magnetischen Feld
entscheidend sind.
8.2.2 Energiedichte
Im Rahmen des Mean-Field-Zugangs wird die Energiedichte des Grundzustandes eines
Fermigases bestehend aus Ξ Teilchenspezies unter Verwendung des Hamiltonoperators
(8.10) bestimmt. Fu¨r homogene Systeme ist die Energiedichte definiert als
Ehom =
〈
H
〉
/V. (8.13)
Zweckma¨ßigerweise wird die Energiedichte in eine dem Hamiltonoperator entsprechende
Struktur, bestehend aus kinetischer Energiedichte T , Energiedichten der s-Wellenwech-
selwirkung Veff0 sowie p-Wellenwechselwirkungsdichte Veff1 , zerlegt
Ehom = T + Veff0 + Veff1 . (8.14)
Die Berechnung der einzelnen Terme verla¨uft analog zu dem in Abschnitt 2.1.2 ge-
zeigten. Die Summation u¨ber die Teilchenindizes i und j la¨uft u¨ber alle besetzten Ein-
teilchenzusta¨nde. Sie la¨ßt sich in eine Summation u¨ber die Teilchenspezies ξ und den
Fermiimpuls κξ zerlegen
1. Hier ist zu beachten, daß der Fermiimpuls fu¨r die einzelnen
Spezies im allgemeinen verschieden sein kann. Weiterhin kann der Kontinuumslimes
benutzt werden, um die Summation u¨ber den Impuls in eine Integration zu u¨berfu¨hren.
Die Details dieser Rechnung finden sich in Anhang A.1, an dieser Stelle werden nur die
Ergebnisse zusammengefaßt.
Fu¨r die kinetische Energiedichte ergibt sich unter Verwendung von (A.12)
T = 1
2mV
∑
i
〈
i
∣∣ ~p2 ∣∣i〉 = 1
2mV
∑
ξ
κξ∑
~k
〈
~k
∣∣ ~p2 ∣∣~k〉
=
1
20pi2m
∑
ξ
κ5ξ .
(8.15)
Die Summation u¨ber die formale Quantenzahl ξ erstreckt sich hier wie im folgenden u¨ber
alle Ξ Teilchenspezies. Die Summation u¨ber die Impulsvektoren der Einteilchenzusta¨nde
~k erstreckt sich u¨ber die Fermikugel der jeweiligen Spezies, d.h. |~k| ≤ κξ.
1Aus Gru¨nden der U¨bersichtlichkeit wird der Fermiimpuls der Teilchenspezies ξ in diesem und im
folgenden Kapitel mit κξ statt mit (kF )ξ bezeichnet.
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Fu¨r die Wechselwirkungsdichten wird die u¨bliche Zerlegung in direkten und Aus-
tauschteil vorgenommen: V = V∣∣
di
+V∣∣
xc
. Ferner wird die Berechnung der Beitra¨ge der
Kontaktwechselwirkung zuna¨chst formal fu¨r eine Wechselwirkung v(r) mit endlicher
Reichweite ausgefu¨hrt. Die Spezialisierung auf die effektive Kontaktwechselwirkung mit
verschwindender Reichweite wird erst zum Abschluß der Rechnung vorgenommen.
Zuna¨chst der s-Wellenbeitrag: Fu¨r den direkten Term mit beliebiger Radialabha¨n-
gigkeit folgt unter Verwendung von (A.14)
V0
∣∣
di
=
1
2V
∑
i,j
〈
ij
∣∣ v(r) ∣∣ij〉 = 1
2V
∑
ξ,ξ′
κξ∑
~k
κξ′∑
~k′
〈
~k~k′
∣∣ v(r) ∣∣~k~k′〉
=
1
72pi4
[∑
ξ
κ6ξ + 2
∑
ξ′>ξ
κ3ξ κ
3
ξ′
] ∫
d3r v(r).
(8.16)
Fu¨r den entsprechenden Austauschterm ergibt sich mit (A.15)
V0
∣∣
xc
= − 1
2V
∑
i,j
〈
ij
∣∣ v(r) ∣∣ji〉 = − 1
2V
∑
ξ,ξ′
κξ∑
~k
κξ′∑
~k′
〈
~k~k′
∣∣ v(r) ∣∣~k′~k〉
= − 1
72pi4
∑
ξ
κ6ξ
∫
d3r v(r) l21(κξ r),
(8.17)
dabei ist l1(x) die bekannte Slaterfunktion, gegeben durch
l1(x) = 3
j1(x)
x
. (8.18)
Die Spezialisierung der Radialabha¨ngigkeit auf eine Kontaktwechselwirkung v(r) ∝
δ(3)(r) reduziert das Ortsintegral im direkten Term auf die Eins. Im Austauschterm
reduziert sich das Integral auf den Grenzwert der Funktion l21(x) fu¨r x→ 0
lim
x→0
l21(x) = 1. (8.19)
Damit sind die Vorfaktoren von direktem und Austauschterm bis auf das Vorzeichen
identisch, und der κ6ξ-Term hebt sich heraus. Fu¨r die Wechselwirkungsdichte des s-
Wellenkontaktpotentials verbleibt lediglich der gemischte Term
Veff0 =
g0
36pi4
∑
ξ′>ξ
κ3ξ κ
3
ξ′ . (8.20)
Hier ergibt sich eine erste physikalische Konsequenz: Der s-Wellenteil der effektiven
Kontaktwechselwirkung kann als Folge der verschwindenden Potentialreichweite und
der Antisymmetrie des Zustandes nur zwischen verschiedenen Teilchenspezies wirken.
Innerhalb einer Teilchenspezies liefert er keinen Beitrag. Betrachtet man also ein Fer-
migas mit nur einer Teilchensorte, so spielt die s-Wellenkomponente der Kontaktwech-
selwirkung keine Rolle.
Die Berechnung der Wechselwirkungsdichte des p-Wellenbeitrags erfolgt analog. Fu¨r
den direkten Term mit einer beliebigen Radialabha¨ngigkeit gilt mit (A.20)
V1
∣∣
di
=
1
2V
∑
i,j
〈
ij
∣∣q†r v(r) qr ∣∣ij〉 = 12V ∑
ξ,ξ′
κξ∑
~k
κξ′∑
~k′
〈
~k~k′
∣∣q†r v(r) qr ∣∣~k~k′〉
=
1
720pi4
(∑
ξ
κ8ξ +
∑
ξ′>ξ
[
κ3ξ κ
5
ξ′ + κ
5
ξ κ
3
ξ′
]) ∫
d3r v(r),
(8.21)
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fu¨r den Austauschterm mit (A.21)
V1
∣∣
xc
= − 1
2V
∑
i,j
〈
ij
∣∣q†r v(r) qr ∣∣ji〉 = − 12V ∑
ξ,ξ′
κξ∑
~k
κξ′∑
~k′
〈
~k~k′
∣∣q†r v(r) qr ∣∣~k′~k〉
= − 1
720pi4
∑
ξ
κ8ξ
∫
d3r v(r) l3(κξ r),
(8.22)
wobei l3(x) eine weitere Hilfsfunktion, definiert durch
l3(x) = 45
[(j0(x)
x
)2
+
(21
x4
− 1
x2
)
j21(x)−
10
x3
j0(x)j1(x)
]
, (8.23)
bezeichnet. Spezialisierung der Radialabha¨ngigkeit auf eine Kontaktwechselwirkung re-
duziert das Ortsintegral im direkten Term auf die Identita¨t und im Austauschterm auf
den Limes der Funktion l3(x) fu¨r x→ 0
lim
x→0
l3(x) = −1. (8.24)
Zusammengefaßt lautet die Wechselwirkungsdichte fu¨r die p-Wellenkomponente der
effektiven Kontaktwechselwirkung
Veff1 =
g1
360pi4
(∑
ξ
κ8ξ +
1
2
∑
ξ′>ξ
[
κ3ξ κ
5
ξ′ + κ
5
ξ κ
3
ξ′
])
. (8.25)
Im Gegensatz zum s-Wellenterm treten hier Wechselwirkungsbeitra¨ge innerhalb einer
Spezies — in Form des κ8ξ-Terms — und Beitra¨ge zwischen den verschiedenen Spezies
— in Form der gemischten Terme — auf. Damit ist fu¨r eine Kontaktwechselwirkung die
p-Wellenkomponente der fu¨hrende Wechselwirkungsterm, der innerhalb einer Spezies
wirkt, und kann nicht vernachla¨ssigt werden.
Damit ist die Energiedichte fu¨r das homogene Fermigas mit Ξ Teilchenspezies und
Wechselwirkung vermittels des s- und p-Wellenkontaktpotentials
Ehom(κ1, . . . , κΞ) = 1
20pi2m
∑
ξ
κ5ξ
+
a0
9pi3m
∑
ξ′>ξ
κ3ξ κ
3
ξ′ (8.26)
+
a31
30pi3m
(∑
ξ
κ8ξ +
1
2
∑
ξ′>ξ
[
κ3ξ κ
5
ξ′ + κ
5
ξ κ
3
ξ′
])
,
wobei die Wechselwirkungsparameter entsprechend (8.9) durch die Streula¨ngen ausge-
dru¨ckt werden. Statt des Fermiimpulses der einzelnen Spezies la¨ßt sich die Energiedichte
a¨quivalent in den Dichten ρξ formulieren. Es gilt die allgemeine Relation (2.16) fu¨r jede
einzelne Spezies
ρξ =
1
6pi2
κ3ξ . (8.27)
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Die Energiedichte als Funktion der Dichten lautet damit
Ehom(ρ1, . . . , ρΞ) = 3(6pi
2)2/3
10m
∑
ξ
ρ
5/3
ξ
+
4pi a0
m
∑
ξ′>ξ
ρξ ρξ′ (8.28)
+
6pi(6pi2)2/3 a31
5m
(∑
ξ
ρ
8/3
ξ +
1
2
∑
ξ′>ξ
[
ρξ ρ
5/3
ξ′ + ρ
5/3
ξ ρξ′
])
.
Die folgenden Diskussionen beschra¨nken sich auf die Darstellung der Energiedichte
durch den Fermiimpuls der einzelnen Komponenten, da dann nur ganzzahlige Expo-
nenten auftreten. Falls no¨tig ko¨nnen die Resultate jederzeit vermittels (8.27) auf die
Dichten u¨bertragen werden.
8.3 Grundzustand des inhomogenen Fermigases
Unter Verwendung der Energiedichte des homogenen Fermigases wird, dem Konzept
der Thomas-Fermi-Na¨herung folgend, die Energiedichte des inhomogenen Fermigases in
einem externen Potential abgeleitet. Auf Basis des Hohenberg-Kohn-Theorems la¨ßt sich
daraus durch Funktionalvariation die Grundzustandsdichte des inhomogenen Systems
bestimmen. Formal fu¨hrt die Funktionalvariation auf gekoppelte Polynomgleichungen
fu¨r die lokalen Fermiimpulse der einzelnen Komponenten.
8.3.1 Energiedichtefunktional in Thomas-Fermi-Na¨herung
Die Energiedichte des inhomogenen Systems setzt sich aus einer universellen Energie-
dichte Eˆ und einem Beitrag des externen Potentials U zusammen. In Thomas-Fermi-
Na¨herung ist die universelle Energiedichte des inhomogenen Systems lokal durch die
Energiedichte des homogenen Systems gegeben
Eˆ [κ1, . . . , κΞ](~x) TFN= Ehom(κ1(~x), . . . , κΞ(~x)). (8.29)
Somit ergibt sich aus dem Ergebnis (8.26) des vorangehenden Abschnitts durch Erset-
zung des Fermiimpulses κξ durch den lokalen Fermiimpuls κξ(~x) die universelle Ener-
giedichte des inhomogenen Systems in Thomas-Fermi-Na¨herung.
Der zweite Beitrag zur Energiedichte des inhomogenen Systems, die Energiedichte des
externen Potentials, ist durch das Produkt von Dichte und externem Potential gegeben.
Prinzipiell kann auf jede Teilchenspezies ein anderes externes Potential wirken, so daß
die allgemeinste Form der Energiedichte des externen Feldes durch
U [κ1, . . . , κΞ](~x) = 1
6pi2
∑
ξ
Uξ(~x) κ
3
ξ(~x) (8.30)
gegeben ist. Im folgenden wird das externe Feld durch ein spha¨risch symmetrisches
Oszillatorpotential der Form
U(~x) =
mω2
2
x2 =
1
2m`4
x2 (8.31)
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beschrieben. Hierbei bezeichnet ω die Oszillatorfrequenz und ` = 1/
√
mω die Oszilla-
torla¨nge, die als rms-Radius des freien Einteilchen-Grundzustandes des harmonischen
Oszillators definiert ist. In Abschnitt 8.3.3 wird gezeigt, daß dieses spha¨rische Potenti-
al als Repra¨sentant einer ganzen Klasse deformierter Oszillatorpotentiale mit gleichem
geometrischen Mittel der Oszillatorfrequenzen der drei Hauptachsen betrachtet werden
kann. Fu¨r all diese Potentiale sind integrale Gro¨ßen wie Energie und Teilchenzahl bei
gegebener Wechselwirkung und chemischem Potential gleich, es bietet sich daher an,
den technisch einfachsten Fall des spha¨rischen Potentials zu betrachten.
Damit ist das Energiedichtefunktional fu¨r inhomogene mehrkomponentige Gase in
Thomas-Fermi-Na¨herung komplett. In der Darstellung durch die lokalen Fermiimpulse
der einzelnen Komponenten gilt
E [κ1, . . . , κΞ](~x) = 1
6pi2
∑
ξ
Uξ(~x) κ
3
ξ(~x)
+
1
20pi2m
∑
ξ
κ5ξ(~x) (8.32)
+
a0
9pi3m
∑
ξ′>ξ
κ3ξ(~x)κ
3
ξ′(~x)
+
a31
30pi3m
(∑
ξ
κ8ξ(~x) +
1
2
∑
ξ′>ξ
[
κ3ξ(~x)κ
5
ξ′(~x) + κ
5
ξ(~x)κ
3
ξ′(~x)
])
.
Ausgehend von dieser Energiedichte lassen sich alle Eigenschaften des Grundzustandes
des wechselwirkenden Fermigases berechnen. Es ist zu bemerken, daß die Energiedichte
proportional zu 1/m ist, sofern das Fallenpotential durch die Oszillatorla¨nge entspre-
chend (8.31) parametrisiert wird. Es bietet sich an, Energien in Einheiten der inver-
sen Masse anzugeben, so daß das Energiedichtefunktional und alle daraus abgeleiteten
Gro¨ßen nicht mehr explizit von der Masse abha¨ngen. Ebenso la¨ßt sich die explizite
Abha¨ngigkeit von der Oszillatorla¨nge ` eliminieren, indem alle La¨ngendimensionen in
Einheiten der Oszillatorla¨nge ` formuliert werden. Die generischen Eigenschaften des
ultrakalten Fermigase ha¨ngen also nicht von der Masse der Atome oder der Oszillator-
la¨nge ab, deren Absolutwerte skalieren lediglich die numerischen Werte von Energien
und La¨ngen. Die relevanten Parameter, die diese Systeme charakterisieren, sind nur die
Teilchenzahl Nξ bzw. das entsprechende chemische Potential µξ der einzelnen Spezies,
sowie das Verha¨ltnis von Streula¨ngen und Oszillatorla¨nge a0/` bzw. a1/`.
8.3.2 Extremalbedingung und Grundzustandsdichte
Aus dem Hohenberg-Kohn-Theorem ergibt sich, daß der Grundzustand durch die Dich-
teverteilung beschrieben wird, die das exakte Energiefunktional bei gegebenen Teil-
chenzahlen minimiert. Entsprechend minimiert der Grundzustand in Thomas-Fermi-
Na¨herung das Energiefunktional, das sich aus dem Integral u¨ber die Energiedichte (8.32)
ergibt
E[κ1, . . . , κΞ] =
∫
d3x E [κ1, . . . , κΞ](~x). (8.33)
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Die Variation erfolgt unter der Nebenbedingung, daß das Integral u¨ber die Dichte ρξ(~x)
jeder einzelnen Komponente der gegebenen Teilchenzahl Nξ entspricht
Nξ =
∫
d3x ρξ(~x) =
1
6pi2
∫
d3x κ3ξ(~x). (8.34)
Diese Nebenbedingungen werden mittels Lagrangeparametern µξ, den sog. chemischen
Potentialen der verschiedenen Komponenten, eingefu¨hrt. Zu minimieren ist das legen-
dretransformierte Energiefunktional
F [κ1, . . . , κΞ] = E[κ1, . . . , κΞ]−
∑
ξ
µξNξ
=
∫
d3x F [κ1, . . . , κΞ](~x),
(8.35)
wobei die entsprechende modifizierte Energiedichte F durch
F [κ1, . . . , κΞ](~x) = E [κ1, . . . , κΞ](~x)−
∑
ξ
µξ
6pi2
κ3ξ(~x) (8.36)
definiert ist. Eine notwendige jedoch nicht hinreichende Bedingung fu¨r ein Minimum der
legendretransformierten Energie (8.35) ergibt sich aus der Forderung, daß die Variation
des Integrals bezu¨glich aller lokalen Fermiimpulse verschwindet
δ
δκξ
F [κ1, . . . , κΞ] = 0 fu¨r alle ξ. (8.37)
Daraus folgt unmittelbar eine Bedingung an die Ableitungen des Integranden, d.h. der
legendretransformierten Energiedichte F , nach dem Fermiimpuls an einem gegebenen
Ort ~x
∂
∂κξ(~x)
F [κ1, . . . , κΞ](~x) = 0 fu¨r alle ξ und ~x. (8.38)
Diese Extremalbedingung wird notwendig von den lokalen Fermiimpulsen des Grundzu-
standes fu¨r alle Orte ~x erfu¨llt. Sie ist jedoch nicht hinreichend fu¨r ein Energieminimum,
denn sie wird auch von einem Energiemaximum, dem im Rahmen der Dichtefunktio-
naltheorie keine physikalische Bedeutung zukommt, oder einem Sattelpunkt erfu¨llt.
Die Extremalbedingung (8.38) la¨ßt sich durch Einsetzen der Thomas-Fermi-Energie-
dichte (8.32) explizit auswerten. Es ergibt sich ein System von Ξ gekoppelten Polynom-
gleichungen fu¨r die lokalen Fermiimpulse jeder einzelnen Spezies ξ, die punktweise zu
lo¨sen sind
m[µξ − Uξ(~x)] = 1
2
κ2ξ(~x)
+
2 a0
3pi
∑
ξ′ 6=ξ
κ3ξ′(~x)
+
8 a31
15pi
κ5ξ(~x) +
a31
30pi
∑
ξ′ 6=ξ
[
3κ5ξ′(~x) + 5κ
2
ξ(~x)κ
3
ξ′(~x)
]
.
(8.39)
Die trivialen Lo¨sungen κξ(~x) = 0 sind in dieser Form bereits abgespalten.
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Die Extremalbedingung (8.39) bildet die Grundlage fu¨r alle weiteren Untersuchungen.
Fu¨r gegebenes ~x stellt sie ein gekoppeltes Gleichungssystem fu¨nften Grades dar, dessen
Lo¨sungen die lokalen Fermiimpulse der einzelnen Komponenten am Ort ~x sind. Daraus
ergibt sich die ra¨umliche Verteilung der lokalen Fermiimpulse, die ein Extremum des
Energiefunktionals (8.33) unter der Nebenbedingung fester Teilchenzahl liefern.
Formal besitzt ein System von Ξ gekoppelten Polynomgleichungen 5. Grades, 5Ξ
Lo¨sungen, d.h. es existieren 5Ξ Sa¨tze von Fermiimpulsen {κ1(~x), . . . , κΞ(~x)}, die der
Extremalbedingung genu¨gen. Da der Fermiimpuls entsprechend seiner physikalischen
Bedeutung immer reell und positiv sein muß, sind nur die Sa¨tze physikalisch sinnvoll,
die reell und positiv sind. Daru¨ber hinaus ist zu pru¨fen, ob die Lo¨sung der Extremal-
bedingung (8.39) wirklich ein Minimum beschreibt, oder ob es sich um ein Maximum
oder einen Sattelpunkt handelt. Damit schra¨nkt sich die Menge der Lo¨sungen stark ein.
Die genaue Struktur der Lo¨sungen dieser Extremalbedingung wird fu¨r die experi-
mentell bedeutenden Fa¨lle des ein- und zweikomponentigen Fermigases in Kapitel 9
ausfu¨hrlich diskutiert. Es wird sich zeigen, daß maximal eine physikalische Lo¨sung der
Extremalbedingung existiert. Fu¨r gewisse Werte der s- und p-Wellenstreula¨ngen sowie
des chemischen Potentials kommt es sogar vor, daß u¨berhaupt keine Lo¨sung existiert.
8.3.3 Deformierte Fallenpotentiale
Die Mehrzahl der experimentell realisierten Fallen la¨ßt sich in guter Na¨herung durch
ein deformiertes harmonisches Oszillatorpotential beschreiben
U(~x) =
m
2
(
ω21 x
2
1 + ω
2
2 x
2
2 + ω
2
3 x
2
3
)
=
mω¯2
2
(
λ21 x
2
1 + λ
2
2 x
2
2 + λ
2
3 x
2
3
)
. (8.40)
Die ωi bezeichnen die den drei Hauptachsen zugeordneten Oszillatorfrequenzen. Divi-
sion durch das geometrische Mittel der Oszillatorfrequenzen ω¯ = 3
√
ω1ω2ω3 fu¨hrt auf
die reduzierten Oszillatorfrequenzen λi = ωi/ω¯, fu¨r die per Constructionem λ1λ2λ3 = 1
gilt. Spha¨rische Potentiale, wie sie den folgenden Rechnungen zugrundegelegt werden,
werden experimentell eher selten realisiert. Es ist dennoch legitim von diesem numerisch
einfacheren Fall auszugehen, da jedes spha¨rische Potential mit bestimmter Oszillator-
la¨nge als Repra¨sentant einer ganzen Klasse deformierter Potentiale betrachtet werden
kann. Diese Klasse ist durch gleiches geometrisches Mittel ω¯ der Oszillatorfrequenzen
gekennzeichnet. Innerhalb einer Klasse sind integrale Gro¨ßen, wie Energie und Teil-
chenzahl, bei gegebenen Wechselwirkungssta¨rken und gegebenem chemischen Potential
gleich.
Dies la¨ßt sich auf rein formalem Niveau beweisen, wobei man sich o.B.d.A. auf ein
einkomponentiges System beschra¨nkt. Der lokale Fermiimpuls des Grundzustandes er-
fu¨llt notwendigerweise an jedem Ort ~x die Extremalbedingung (8.39). Diese Gleichung
verknu¨pft den lokalen Fermiimpuls eindeutig mit dem Wert des externen Potentials am
gleichen Ort. Es existiert daher eine Funktion κ˜(U), in die das chemische Potential und
die Wechselwirkungssta¨rken eingehen, sodaß gilt:
κ(~x) = κ˜(U(~x)). (8.41)
Damit sind alle Gro¨ßen, die ein Funktional der lokalen Fermiimpulse sind, z.B. Teilchen-
zahl und Energie, als reines Funktional des a¨ußeren Potentials darstellbar. Insbesondere
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gilt fu¨r die Energie
E =
∫
d3x E˜(U(~x)). (8.42)
Die Ortsabha¨ngigkeit des Integranden wird allein vor der Ortsabha¨ngigkeit des exter-
nen Potentials bestimmt. Daher la¨ßt sich eine Koordinatentransformation durchfu¨hren,
die das deformierte Oszillatorpotential U(~x) in ein spha¨risch symmetrisches Potential
U ′(~x′) in transformierten Koordinaten xi → x′i = λixi u¨berfu¨hrt
U(x1, x2, x3) → U ′(x′1, x′2, x′3) = U(x′1/λ1, x′2/λ2, x′3/λ3). (8.43)
Die entsprechende Substitution der Integrationsvariablen im Energieintegral fu¨hrt auf
die Relation
E =
∫
d3x E˜(U(~x)) = 1
λ1λ2λ3
∫
d3x′ E˜(U ′(~x′)). (8.44)
Das erste Integral ergibt die Energie des Systems im urspru¨nglichen deformierten Oszil-
latorpotential, wa¨hrend das zweite Integral die Energie in einem spha¨rischen Potential
U ′(~x) beschreibt. Da allgemein λ1λ2λ3 = 1 gilt, sind beide Energien gleich. Damit ist
gezeigt, daß die Energie eines Vielteilchensystems in Thomas-Fermi-Na¨herung in einem
spha¨rischen Oszillator gleich der in einem deformierten Oszillator ist, wenn die mitt-
leren Oszillatorla¨ngen ω¯ beider Potentiale gleich sind. Entsprechendes gilt fu¨r andere
Observablen, die durch Integrale u¨ber die lokalen Fermiimpulse bestimmt sind, z.B.
fu¨r die Teilchenzahl. Im Umkehrschluß folgt, daß bei gegebener Teilchenzahl das che-
mische Potential und der maximale Fermiimpuls bzw. die maximale Dichte ebenfalls
gleich sind. Zusammengefaßt: In Thomas-Fermi-Na¨herung sind Energie, Teilchenzahl
und maximaler Fermiimpuls bzw. maximale Dichte bei gegebenen Wechselwirkungssta¨r-
ken und chemischem Potential fu¨r alle Oszillatorpotentiale mit gleicher mittlerer Oszil-
latorfrequenz ω¯ gleich. Die Gleichheit der mittleren Oszillatorfrequenzen kann auch als
Volumengleichheit aller A¨quipotentialellipsoide veranschaulicht werden.
Dieser einfache Zusammenhang gilt nur in Thomas-Fermi-Na¨herung. Bereits die Hin-
zunahme der na¨chsten Ordnung der Gradientenentwicklung fu¨hrt dazu, daß die Ener-
giedichte nicht mehr als lokale Funktion des a¨ußeren Potentials (8.41) dargestellt wer-
den kann. Das gilt fu¨r jeden u¨ber eine Lokale-Dichte-Na¨herung hinausgehenden An-
satz. Vorsicht ist auch bezu¨glich stark deformierter Potentiale geboten: Grundlage
fu¨r die Anwendbarkeit des Skalierungsverhaltens ist die Gu¨ltigkeit der Thomas-Fermi-
Na¨herung. Daher ist es nicht mo¨glich, extrem deformierte Potentiale, die zu quasi-
zweidimensionalen oder quasi-eindimensionalen Systemen fu¨hren, mittels Skalierung
auf ein dreidimensionales spha¨risches Potential abzubilden.
Die Untersuchungen des folgenden Kapitels machen von diesem Skalierungsverhalten
der relevanten Gro¨ßen insofern Gebrauch, als daß alle Rechnungen, sofern die Form
des externen Feldes eine Rolle spielt, fu¨r spha¨risch symmetrische Oszillatorpotentiale
ausgefu¨hrt werden. Die Ergebnisse lassen sich schließlich auf deformierte Oszillatorpo-
tentiale mit gleicher mittlerer Oszillatorfrequenz ω¯ = 3
√
ω1ω2ω3 bzw. gleicher mittlerer
Oszillatorla¨nge ¯`= 3
√
`1`2`3 u¨bertragen.
8.3.4 Erweiterte Thomas-Fermi-Na¨herung
Wie im einleitenden Abschnitt 8.1.2 diskutiert wurde, kann die Thomas-Fermi-Na¨he-
rung als nullte Ordnung einer systematischen Entwicklung der semiklassischen Ener-
giedichte verstanden werden. Dabei wird angenommen, daß alle Terme, die Gradienten
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der Dichte enthalten, klein gegenu¨ber den Termen sind, in die nur der lokale Wert der
Dichte eingeht. Diese Annahme ist an der Oberfla¨che des inhomogenen Systems nicht
gerechtfertigt, da die Dichte hier zwangsla¨ufig große Gradienten und gleichzeitig kleine
Absolutwerte aufweist.
Um die Qualita¨t der Thomas-Fermi-Na¨herung zu quantifizieren, muß der na¨chste
Term der Gradientenentwicklung betrachtet werden. Der Einfachheit halber wird hier
nur die Gradientenkorrektur der kinetischen Energiedichten untersucht. Entsprechend
Gleichung (8.6) [GrVo79, BrGu85] lautet der erste u¨ber die Thomas-Fermi-Na¨herung
hinausgehende Term der Gradientenentwicklung fu¨r ein einkomponentiges Fermigas
T∇ = 1
72m
|~∇ρ(~x)|2
ρ(~x)
=
1
48pi2m
κ(~x) |~∇κ(~x)|2. (8.45)
In der Kernphysik ist dieser Beitrag als Weizsa¨cker-Term bekannt, der Vorfaktor wird
gelegentlich modifiziert, um spezielle Oberfla¨cheneigenschaften in einem effektiven Sin-
ne zu beru¨cksichtigen. Der Laplaceterm in Gleichung (8.6) tra¨gt nicht zur integrierten
kinetischen Energie bei und kann daher weggelassen werden.
Die Summe der Thomas-Fermi-Energiedichte (8.32) und der Gradientenkorrektur
(8.45) definiert das Energiedichtefunktional der erweiterten Thomas-Fermi-Na¨herung.
Im Prinzip kann die gesamte Untersuchung auf diesem erweiterten Energiefunktional
aufgebaut werden. Zur Bestimmung der Grundzustandsdichten ist dann allerdings ein
gekoppeltes System von nichtlinearen Differentialgleichungen zu lo¨sen.
Um den Einfluß der Gradientenkorrektur bzw. die Qualita¨t der Thomas-Fermi-Na¨-
herung zu quantifizieren, ist es ausreichend, die Gradientenkorrektur im Sinne einer
Sto¨rungsrechnung niedrigster Ordnung zu beru¨cksichtigen. Die Gradientenkorrektur
zur Energie wird durch Integration von (8.45) mit den in Thomas-Fermi-Na¨herung
berechneten lokalen Fermiimpulsen bestimmt. Im Abschnitt B.2.3 des Anhangs wird
diese Rechnung fu¨r das freie Fermigas analytisch durchgefu¨hrt. Es zeigt sich, daß die
Thomas-Fermi-Na¨herung bereits ohne Beru¨cksichtigung der Gradiententerme fu¨r die
zu untersuchenden Teilchenzahlen eine ausgezeichnete Na¨herung darstellt.
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Kapitel 9
Ultrakalte verdu¨nnte Fermigase
in externen Potentialen
In diesem Kapitel werden im Rahmen der Thomas-Fermi-Na¨herung die Effekte der
Atom-Atom-Wechselwirkung auf Grundzustandseigenschaften der verdu¨nnten ultrakal-
ten inhomogenen Fermigase untersucht. Das Hauptaugenmerk richtet sich auf die Rolle
der p-Wellenwechselwirkung und ihren Einfluß auf die Struktur und Stabilita¨t der ein-
und zweikomponentigen Fermigase. Im Zusammenspiel mit der s-Wellenwechselwirkung
ergeben sich im zweikomponentigen System eine Reihe neuartiger Effekte, die von
großer experimenteller Bedeutung sein ko¨nnten.
9.1 Einkomponentige Fermigase: Grundlagen
Als einfachstes nichttriviales System sei ein einkomponentiges wechselwirkendes Fermi-
gas in einem externen Potential betrachtet. Alle Teilchen sind im quantenmechanischen
Sinne ununterscheidbar und wegen des fermionischen Charakters durch einen antisym-
metrischen Vielteilchenzustand zu beschreiben. Das hat unmittelbar zur Folge, daß die
effektive s-Wellenwechselwirkung in einem einkomponentigen System keinen Beitrag
zum Energiefunktional liefert, nur die p-Wellenwechselwirkung hat einen Einfluß auf
die Struktur des Systems.
9.1.1 Thomas-Fermi-Energiedichte
Ausgangspunkt fu¨r die Untersuchung des ein- bzw. zweikomponentigen Fermigases ist
ein Hamiltonoperator, bestehend aus kinetischer Energie, externem Fallenpotential und
s- und p-Wellenkomponente der effektiven Kontaktwechselwirkung. Daraus la¨ßt sich,
der Diskussion in den Abschnitten 8.2 und 8.3 folgend, das Energiedichtefunktional in
Thomas-Fermi-Na¨herung ableiten. Fu¨r ein einkomponentiges Fermigas ergibt sich aus
(8.32) die Energiedichte
E [κ](~x) = 1
6pi2
U(~x) κ3(~x) +
1
20pi2m
κ5(~x) +
a31
30pi3m
κ8(~x). (9.1)
In diesem Kapitel werden die Energiedichte und die daraus abgeleiteten Beziehungen
zugunsten der U¨bersicht in den lokalen Fermiimpulsen κ(~x) dargestellt, eine Umformu-
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lierung auf eine Abha¨ngigkeit von der Dichte ρ(~x) = 1
6pi2
κ3(~x) ist jederzeit mo¨glich.
Wie bereits betont, tra¨gt im Falle des einkomponentigen Fermigases der s-Wellenterm
der Kontaktwechselwirkung aufgrund des Pauliprinzips nicht bei. Damit ist der p-
Wellenterm die niedrigste beitragende Ordnung der Atom-Atom-Wechselwirkung. Soll
der Einfluß der Wechselwirkung, also Effekte jenseits des freien Fermigases, studiert
werden, so ist der p-Wellenbeitrag der effektiven Kontaktwechselwirkung zwingend zu
beru¨cksichtigen. In gleicher Ordnung wie dieser p-Wellenbeitrag ist auch ein mo¨glicher
Effektive-Reichweite-Term der s-Wellenwechselwirkung zu erwarten. Er wurde zwar in
der Streula¨ngeformulierung der effektiven Kontaktwechselwirkung nicht beru¨cksichtigt,
kann jedoch ohne weiteres erga¨nzt werden. Das fu¨hrt zu einer Modifikation des κ8-
Terms, die in Form einer effektiven p-Wellenstreula¨nge beru¨cksichtigt werden kann. Da
die effektive Reichweite jedoch stets in der Gro¨ßenordnung der Potentialreichweite liegt,
kann diese Korrektur gegenu¨ber der p-Wellenstreula¨nge, die in den interessanten Fa¨llen
sehr viel gro¨ßer als die Potentialreichweite ist, vernachla¨ssigt werden.
Die Grundzustandsdichte in Thomas-Fermi-Na¨herung ergibt sich durch Minimierung
des Energiefunktionals bei Variation des lokalen Fermiimpulses κ(~x) unter der Neben-
bedingung konstanter Teilchenzahl N . Die Nebenbedingung la¨ßt sich durch Einfu¨hrung
des chemischen Potentials µ als Lagrangeparameter und Minimierung des transformier-
ten Energiefunktionals
F [κ] =
∫
d3x F [κ](~x) =
∫
d3x
(
E [κ](~x)− µ
6pi2
κ3(~x)
)
(9.2)
beru¨cksichtigen. Die Variation dieses Integrals verschwindet, wenn die Ableitung des
Integranden nach dem lokalen Fermiimpuls verschwindet. Das Variationsproblem redu-
ziert sich somit auf eine algebraische Extremalbedingung (8.39), die fu¨r das einkompo-
nentige Fermigas die Form
m [µ− U(~x)] = 1
2
κ2(~x) +
8 a31
15pi
κ5(~x) (9.3)
annimmt. Diese Extremalbedingung ist von dem lokalen Fermiimpuls des Grundzu-
standes punktweise fu¨r alle ~x zu erfu¨llen, dabei sind triviale Lo¨sungen κ(~x) = 0 bereits
separiert.
Was la¨ßt sich anhand dieser Gleichung u¨ber die allgemeine Struktur der Lo¨sung aus-
sagen? Die Aufgabe besteht in der Bestimmung der positiven reellen Nullstellen eines
Polynoms von fu¨nftem Grade mit reellen Koeffizienten. Allgemein existieren 5 Null-
stellen von denen eine ungerade Zahl, also mindestens eine, reell ist (siehe Abschnitt
8.3.2). Die Zahl der reellen und positiven Nullstellen ergibt sich aus der Descartes-
schen Zeichenregel [BrSm89]: Sie ist gleich oder um eine gerade Zahl kleiner als die
Zahl der Vorzeichenwechsel der Koeffizientenfolge des Polynoms. Hieraus ergeben sich
unmittelbar zwei zu unterscheidende Fa¨lle: positive und negative p-Wellenstreula¨nge.
Im Falle positiver Streula¨nge a1 hat die Koeffizientenfolge einen Vorzeichenwechsel
und damit genau eine positive reelle Nullstelle innerhalb des klassisch erlaubten Be-
reiches µ > U(~x). Demnach existiert fu¨r effektiv abstoßende Wechselwirkungen genau
eine physikalische Lo¨sung fu¨r den lokalen Fermiimpuls des Grundzustandes in Thomas-
Fermi-Na¨herung. Jenseits des klassischen Umkehrpunktes hat die Extremalbedingung
(9.3) keine positive reelle Lo¨sung, so daß die Grundzustandsdichte entsprechend der
trivialen Lo¨sung identisch Null ist.
Der Fall negativer Streula¨ngen ist weniger eindeutig. Hier besitzt die Koeffizienten-
folge innerhalb des klassisch erlaubten Bereichs zwei Vorzeichenwechsel, d.h. zwei oder
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Abbildung 9.1 · Grundzustandsdichten in
Thomas-Fermi-Na¨herung fu¨r das einkom-
ponentige Fermigas mit N = 106 Teilchen
in einer spha¨rischen Falle mit Oszilla-
torla¨nge `. Die verschiedenen Kurven
zeigen die wechselwirkungsfreie Lo¨-
sung ( ), Lo¨sungen zu effektiv ab-
stoßenden p-Wellenwechselwirkungen mit
a1/` = 0.02, 0.04, 0.06, 0.08, 0.1 ( ) und
solche zu anziehenden Wechselwirkungen mit
a1/` = −0.02, −0.03, −0.04 ( ). Jenseits
von a1/` = −0.044 ( ) existiert keine
Lo¨sung der Extremalbedingung mehr.
keine positive reelle Lo¨sungen. Da die Bedingung (9.3) lediglich notwendig aber nicht
hinreichend fu¨r ein Minimum der legendretransformierten Energiedichte F [κ](~x) ist,
beschreibt in Fa¨llen mit zwei positiven reellen Nullstellen tatsa¨chlich nur eine der bei-
den ein Minimum von F [κ](~x). Die zweite Lo¨sung entspricht einem Maximum, das
fu¨r die Beschreibung des Grundzustandes im Rahmen der Dichtefunktionaltheorie kei-
ne Bedeutung hat. Folglich existiert fu¨r anziehende Wechselwirkungen maximal eine
physikalische Lo¨sung im klassisch erlaubten Bereich. Wenn keine physikalische Lo¨sung
existiert, bedeutet dies, daß kein metastabiler Zustand des Fermigases mit niedriger
Dichte auftritt. Dieser Fall wird spa¨ter im Detail diskutiert.
In den folgenden Abschnitten werden die physikalischen Eigenschaften der Thomas-
Fermi-Grundzusta¨nde, insbesondere der Dichten und Energien, in Abha¨ngigkeit von
den relevanten Parametern, d.h. der p-Wellenstreula¨nge, der Teilchenzahl und des Ach-
senverha¨ltnisses der Falle, diskutiert.
9.1.2 Effekt der p-Wellenwechselwirkung
Im ersten Schritt soll der Effekt der Atom-Atom-Wechselwirkung, die hier in Gestalt
der effektiven p-Wellen-Kontaktwechselwirkung auftritt, untersucht werden. Es bietet
sich an, die relevanten Gro¨ßen, wie Dichten, Energien und Radien als Funktion des ein-
zigen Wechselwirkungsparameters, dem Verha¨ltnis von p-Wellenstreula¨nge und Oszil-
latorla¨nge a1/`, zu betrachten. Dazu wird die Extremalbedingung (9.3) in einem ersten
Schritt fu¨r gegebenes chemisches Potential punktweise numerisch gelo¨st. Es resultiert
eine diskrete Repra¨sentation des Dichteprofils fu¨r den Grundzustand auf einem ra¨um-
lichen Gitter. In einem zweiten Schritt ko¨nnen daraus durch numerische Integration
Teilchenzahl, Energie und rms-Radius bestimmt werden.
Die Abbildung 9.1 zeigt die Grundzustandsdichten eines einkomponentigen Fermi-
gases mit N = 106 Teilchen in einem spha¨risch symmetrischen Oszillatorpotential mit
Oszillatorla¨nge ` zu verschiedenen Werten von a1/`. Experimentell kann auf dieses
Verha¨ltnis durch Modifikation des Fallenpotentials oder durch Abstimmung der Streu-
la¨nge Einfluß genommen werden. Um einen Eindruck von den Gro¨ßenordnungen zu
geben: Ein Wechselwirkungsparameter a1/` = 0.1 entspricht bei derzeit typischen Fal-
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Abbildung 9.2 · Energie (a) und rms-Radius (b) des einkomponentigen Fermigases in
Thomas-Fermi-Na¨herung als Funktion des Logarithmus der Teilchenzahl fu¨r verschiedene p-
Wellenwechselwirkungen. Beide Gro¨ßen sind in Einheiten der wechselwirkungsfreien Gro¨ßen
zur entsprechenden Teilchenzahl aufgetragen. Dick gezeichnete Kurven entsprechen abstoßen-
den, du¨nne anziehenden Wechselwirkungen, die Betra¨ge der Streula¨ngen sind im einzelnen
|a1|/` = 0.01 ( ), 0.02 ( ), 0.03 ( ) und 0.05 ( ). Die grauen Quadrate
markieren die kritische Teilchenzahl jenseits derer kein metastabiler Zustand existiert.
lenkonfigurationen mit ` ≈ 1µm einer Streula¨nge von a1 ≈ 1900aB oder bei typischen
Streula¨ngen von a1 ≈ 100aB einer Oszillatorla¨nge von ` ≈ 0.05µm. Hier bezeichnet
aB = 0.53A˚ = 0.53× 10−4µm den sog. Bohrradius.
Die Abbildung macht deutlich, daß die Form des Dichteprofils des einkomponentigen
Fermigases deutlich von der p-Wellenwechselwirkung beeinflußt wird: Mit wachsender
Streula¨nge sinkt die zentrale Dichte stark ab und die Ausdehnung des Systems wa¨chst
entsprechend. Dieses Verhalten la¨ßt sich anhand der Energiedichte (9.1) leicht verste-
hen. Der Term der p-Wellenwechselwirkung geht proportional zu κ8 bzw. ρ8/3 ein und
ist der dominante Energiebeitrag bei großen Dichten. Fu¨r positive p-Wellenstreula¨ngen
und damit positive Koeffizienten vor dem Wechselwirkungsterm der Energiedichte ten-
diert das System im Sinne der Energieminimierung dazu, die Dichte lokal klein zu halten
um große Wechselwirkungsbeitra¨ge zu vermeiden. Das fu¨hrt zur zunehmenden Abfla-
chung der Dichteverteilung und einem entsprechend vergro¨ßerten Radius. Dem wirkt
der Beitrag des externen Potentials entgegen, der mit zunehmender Ausdehnung des
Systems anwa¨chst. Der energieoptimale Zustand stellt also einen Kompromiß zwischen
Wechselwirkungsenergie, die ausgedehnte Dichteverteilungen bevorzugt, und Energie-
beitrag des Fallenpotentials, der kompakte Dichteprofile begu¨nstigt, dar.
Im Falle anziehender p-Wellenwechselwirkungen, d.h. negativer Streula¨ngen, erzeu-
gen große lokale Dichten große negative Wechselwirkungsbeitra¨ge. Das System neigt
zur Ausbildung hoher Dichten im Fallenzentrum, wie die Abbildung demonstriert. Dem
wirkt der Beitrag der kinetischen Energie entgegen, der einen positiven, zu κ5 propor-
tionalen Beitrag zur Energie liefert. Die lokale Dichte wird durch ein Gleichgewicht
zwischen Wechselwirkungsenergie, die hohe Dichten und kompakte Verteilungen bevor-
zugt, und kinetischer Energie, die niedrige Dichten begu¨nstigt, bestimmt. U¨berschreitet
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der Betrag der Streula¨nge fu¨r anziehende p-Wellenwechselwirkungen einen Grenzwert,
dann kann der kinetische Term den Wechselwirkungsterm bei gegebener Teilchenzahl
nicht mehr kompensieren und das System kollabiert formal in einen Zustand mit unend-
licher Dichte. Diese Grenze fu¨r die Stabilita¨t des Fermigases in Gegenwart anziehender
Wechselwirkungen wird in Abschnitt 9.2 im Detail diskutiert.
Zum Abschluß ist in Abbildung 9.2 die Abha¨ngigkeit der Energie und des rms-Radius
fu¨r das einkomponentige Fermigas von der Teilchenzahl und der Wechselwirkungssta¨r-
ke dargestellt. Die Berechnung erfolgt durch Integration der Dichte bzw. Energiedichte
unter Verwendung der numerischen Lo¨sung der Extremalbedingung (9.3). Die verschie-
denen Kurven entsprechen verschiedenen positiven und negativen p-Wellenstreula¨ngen
und sind jeweils auf die Energie bzw. den rms-Radius des nichtwechselwirkenden Sy-
stems gleicher Teilchenzahl bezogen.
Der Einfluß der p-Wellenwechselwirkung sowohl auf die Energie als auch auf den
rms-Radius wa¨chst sehr stark mit der Teilchenzahl und mit dem Betrag der p-Wellen-
streula¨nge an. Wa¨hrend fu¨r Systeme mit schwachen Wechselwirkungen (|a1|/` ≈ 0.01)
bis zu hohen Teilchenzahlen (N ≈ 109) praktisch keine Abweichung von den freien
Observablen zu beobachten ist, treten bei Wechselwirkungsparametern |a1|/`, die um
lediglich einen Faktor fu¨nf gro¨ßer sind, schon bei kleinen Teilchenzahlen signifikante
Abweichungen von der freien Lo¨sung auf.
Besonders interessant sind die Fa¨lle mit anziehender p-Wellenwechselwirkung. Wie
bereits diskutiert existiert bei gegebener negativer Streula¨nge eine maximale Teilchen-
zahl fu¨r das metastabile Fermigas, die mit wachsendem Betrag der Streula¨nge sinkt. Die
Abbildung zeigt, daß der Kollaps unabha¨ngig von der Sta¨rke der Wechselwirkung und
der Teilchenzahl bei festen Werten der Energie und des rms-Radius auftritt: Fu¨r die
Energie bei E(N)/E0(N) ≈ 0.953 und fu¨r den Radius bei Rrms(N)/R0rms(N) ≈ 0.926.
Einkomponentige Fermigase mit kleineren Werten dieser beiden Verha¨ltnisse sind nicht
stabil.
9.2 Einkomponentige Fermigase: Stabilita¨t
Ein zentraler Punkt der hier angestellten Untersuchungen ist die Stabilita¨t des Fer-
migases in Gegenwart anziehender Wechselwirkungen. Bereits bei der Diskussion der
mathematischen Eigenschaften der Extremalbedingung (9.3) wurde festgestellt, daß es
fu¨r negative p-Wellenstreula¨ngen nicht in jedem Fall eine Lo¨sung gibt. Die physika-
lische Konsequenz ist, daß der metastabile Zustand, in dem das verdu¨nnte ultrakalte
Fermigas im externen Potential pra¨pariert werden soll, nicht fu¨r alle Wechselwirkungs-
sta¨rken und Teilchenzahlen existiert. Wie bereits im vorangehenden Abschnitt gezeigt,
gibt es eine gewisse maximale Teilchenzahl bzw. eine maximale Wechselwirkungssta¨rke,
bis zu der dieser metastabile Zustand existiert. Jenseits dieser Grenze tritt nur noch
der stabile Grundzustand — ein Tro¨pfchen oder Kristall hoher Dichte — auf, dessen
Struktur mit der hier verwendeten Kontaktwechselwirkung nicht beschrieben werden
kann. Hier sollen explizite Bedingungen fu¨r die Existenz des metastabilen Zustandes
in Abha¨ngigkeit von Streula¨nge und lokalem Fermiimpuls bzw. Teilchenzahl abgeleitet
werden.
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Abbildung 9.3 · Energie als Funktion des Ra-
diusparameters α der Parametrisierung des
lokalen Fermiimpulses (9.4) fu¨r ein einkom-
ponentiges Fermigas mit N = 106 Teil-
chen. Die Kurven beschreiben des freie Sy-
stem ( ) und die wechselwirkenden Sy-
steme mit p-Wellenstreula¨ngen a1/` = −0.035
( ), −0.051 ( ) und −0.065 ( ).
Die Energien sind auf die Grundzustandsener-
gie des freien Systems normiert.
9.2.1 Illustration im Rahmen eines Variationsmodells
Zur Illustration der Instabilita¨t des einkomponentigen Fermigases in Folge anziehender
p-Wellenwechselwirkungen ist ein einfaches Variationsmodell sehr nu¨tzlich. Dazu wird
der lokale Fermiimpuls durch eine einfache Parametrisierung dargestellt, die sich an der
analytischen Form der freien Lo¨sung orientiert
κ(x) =
2 3
√
6N
α
√
1−
(x
α
)2
fu¨r x ≤ α. (9.4)
Der Variationsparameter α entspricht dem klassischen Umkehrpunkt, jenseits dessen
der lokale Fermiimpuls in Thomas-Fermi-Na¨herung identisch verschwindet. Durch Ein-
setzen der Parametrisierung in die Energiedichte (9.1) und Integration bis zum klassi-
schen Umkehrpunkt erha¨lt man die analytische Form der Energie als Funktion von α,
a1, ` und N :
E(α, `, a1, N) = Cu
N α2
`4
+ Ct
N5/3
α2
+ C1
N8/3 a31
α5
(9.5)
mit
Cu =
3
16m
, Ct =
3 3
√
9/2
2m
, C1 =
262144 3
√
4/3
1925pi2m
. (9.6)
Der erste Summand stammt vom Beitrag des externen Potentials und wa¨chst propor-
tional zu α2; zusammen mit dem positiven Koeffizienten bewirkt dies ein Ansteigen der
Energie mit wachsendem Radius der Dichteverteilung. Der zweite Term repra¨sentiert die
kinetische Energie und fa¨llt mit α−2 ab, d.h. sein Beitrag fa¨llt mit wachsendem Radius.
Im wechselwirkungsfreien Fall bestimmt das Gleichgewicht zwischen diesen beiden Ter-
men den Grundzustandsradius. In Gegenwart einer anziehenden Wechselwirkung mit
negativer Streula¨nge liefert der letzte Term einen negativen Beitrag, dessen Betrag mit
α−5 zu kleinen Radien hin ansteigt. Bei hinreichend kleinem α dominiert dieser Beitrag
u¨ber den positiven Beitrag der kinetischen Energie und fu¨hrt zu negativen Energien.
Im Grenzu¨bergang α→ 0 divergiert die Energie sogar gegen −∞. Dies ist jedoch eine
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Pathologie des effektiven Kontaktpotentials, das dann nicht mehr anwendbar ist. Phy-
sikalisch bildet sich bei sehr kleinen Radien der absolute Grundzustand des Systems —
das Tro¨pfchen hoher Dichte.
In Abbildung 9.3 ist die detaillierte Abha¨ngigkeit der Energie von α fu¨r ein System aus
N = 106 Teilchen bei verschiedenen p-Wellenstreula¨ngen gezeigt. Wie bereits diskutiert,
existiert im wechselwirkungsfreien Fall nur ein Minimum bei positiven Energien. Sobald
eine schwache attraktive Wechselwirkung einbezogen wird, zeigt sich ein absolutes Mini-
mum bei extrem kleinen Radien. Das Minimum bei Radien von der Gro¨ßenordnung der
Oszillatorla¨nge ist nur noch lokal, der damit assoziierte Zustand des verdu¨nnten Fer-
migases ist somit metastabil. Erho¨ht sich die Wechselwirkungssta¨rke |a1|, dann wird
dieses Minimum zusehends flacher und geht bei einer kritischen Wechselwirkungssta¨r-
ke in einen Sattelpunkt u¨ber. Fu¨r Wechselwirkungen jenseits dieser kritischen Sta¨rke
existiert das lokale Minimum — d.h. der metastabile Zustand des verdu¨nnten Gases —
nicht mehr.
9.2.2 Stabilita¨tsbedingungen
Eine geschlossene Form der Stabilita¨tsbedingung des einkomponentigen Fermigases, d.h.
der Existenzbedingung fu¨r den metastabilen Zustand, la¨ßt sich aus der Extremalbedin-
gung (9.3)
m [µ− U(~x)] = 1
2
κ2(~x) +
8 a31
15pi
κ5(~x) (9.3)
ableiten. Die rechte Seite zeigt als Funktion des lokalen Fermiimpulses an einem gegebe-
nen Ort ein charakteristisches Verhalten: Fu¨r negative p-Wellenstreula¨ngen bildet die
rechte Seite ein Maximum aus und geht fu¨r große Fermiimpulse zu negativen Werten
u¨ber. Die Abbildung 9.4 zeigt dies fu¨r verschiedene Werte der Streula¨nge. Die Lo¨sung
der Extremalgleichung ist durch genau solche κ(~x) gegeben, fu¨r die diese Funktion gleich
der Gro¨ße [µ− U(~x)] ist.
Offenbar existieren Lo¨sungen im Falle attraktiver Wechselwirkungen nur bis zu einem
maximalen Wert von [µ−U(~x)]. Diese Einschra¨nkung ist inbesondere am Ort des Mini-
mums des externen Potentials relevant, in dem U(~x) o.B.d.A. den Wert Null annehmen
soll. Somit definiert das Maximum der rechten Seite der Extremalbedingung eine obere
Schranke fu¨r das chemische Potential, das sog. kritische chemische Potential µcrit, bis zu
dem Lo¨sungen der Extremalbedingung (9.3) existieren. Eine einfache Rechnung liefert
µcrit =
3(3pi)3/2
40ma21
. (9.7)
Der dem Maximum zugeordnete lokale Fermiimpuls κcrit ergibt sich zu
κcrit = −
3
√
3pi
2 a1
. (9.8)
Falls das chemische Potential µ kleiner als das kritische chemische Potential µcrit ist,
existieren zwei positive reelle Lo¨sungen der Extremalbedingung. Allerdings beschreibt
nur die Lo¨sung zum niedrigeren Fermiimpuls (schwarze Kurvensegmente in Abbildung
9.4) ein Minimum der legendretransformierten Energiedichte F [κ](~x). Die Lo¨sung zum
gro¨ßeren Fermiimpuls (graue Kurvensegmente) entspricht einem Maximum und besitzt
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5 Abbildung 9.4 · Rechte Seite der Extre-
malbedingung (9.3) als Funktion des loka-
len Fermiimpulses fu¨r verschiedene attrak-
tive p-Wellenwechselwirkungen mit a1/` =
−0.02 ( ) −0.025 ( ) und −0.03
( ) bzw. fu¨r a1/` = 0 ( ). Die grau-
en Kurvensegmente entsprechen einem Ma-
ximum der legendretransformierten Energie-
dichte F [κ], die schwarzen Segmente einem
Minimum. Das Maximum der Kurven defi-
niert ein kritisches chemisches Potential µcrit
und einen kritischen Fermiimpuls κcrit.
im Rahmen der Dichtefunktionaltheorie keine physikalische Bedeutung. Daraus folgt,
daß nicht nur das chemische Potential der physikalischen Lo¨sung, sondern auch der
lokale Fermiimpuls κ(~x) nach oben beschra¨nkt ist. Beide Schranken sind durch das
Maximum der rechten Seite der Extremalbedingung (9.3) definiert.
Damit erha¨lt man zwei Stabilita¨tsbedingungen, die eine Aussage u¨ber die Existenz
des metastabilen Zustandes erlauben. Erstens, die TF-Na¨herung besitzt in Gegenwart
attraktiver Wechselwirkung nur Lo¨sungen, deren lokaler Fermiimpuls an jedem Ort
kleiner der durch κcrit gesetzten oberen Schranke ist
1:
−a1κ(~x) ≤
3
√
3pi
2
. (9.9)
Da die Grundzustandsdichte und damit der lokale Fermiimpuls im Minimum des ex-
ternen Potentials maximal wird, ist diese Einschra¨nkung dort zuerst verletzt. Zweitens,
der metastabile Zustand existiert fu¨r anziehende Wechselwirkungen nur solange das
chemische Potential kleiner als die durch µcrit gegebene Schranke ist:
a21 µ ≤
3(3pi)3/2
40m
. (9.10)
Ist das angesetzte chemische Potential gro¨ßer als µcrit, so existiert wiederum keine
physikalische Lo¨sung der Extremalbedingung. Das impliziert die Existenz einer ma-
ximalen Teilchenzahl fu¨r den metastabilen Zustand. Fu¨r Systeme mit einer gro¨ßeren
Teilchenzahl existiert kein metastabiler Zustand und es bleibt nur der selbstgebundene
Grundzustand hoher Dichte.
Fu¨r praktische Belange ist eine Formulierung der Stabilita¨tsbedingung in den einfa-
chen physikalischen Observablen Teilchenzahl, Oszillatorla¨nge und Streula¨nge hilfreich.
Eine analytische Darstellung einer solchen Bedingung wu¨rde allerdings die geschlosse-
nen Lo¨sung der Extremalbedingung voraussetzen. Da dies im allgemeinen nicht mo¨g-
lich ist, bleibt nur eine numerische Behandlung. Dazu wird die Extremalbedingung (9.3)
1In einer Arbeit von H.T.C. Stoof und M. Houbiers [StHo98] wird eine Stabilita¨tsbedingung gleicher
Struktur allerdings mit einer um den Faktor
3
√
5pi2/6 ≈ 0.6 modifizierten rechten Seite angegeben. Aus
dieser Arbeit geht nicht hervor, wie diese Bedingung abgeleitet wurde.
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Abbildung 9.5 · Stabilita¨tsbedingung fu¨r
das einkomponentige Fermigas im exter-
nen Oszillatorpotential in Gegenwart einer
attraktiven p-Wellenwechselwirkung. Darge-
stellt ist der Logarithmus der kritischen Teil-
chenzahl in Abha¨ngigkeit von der negati-
ven p-Wellenstreula¨nge a1/`. Die Punkte zei-
gen die Ergebnisse der direkten numerischen
Rechnung, die Linie ( ) entspricht dem
Grenzfall der Stabilita¨tsbedingung (9.11). Das
Kreuz markiert die typische Gro¨ßenordnung
derzeit experimentell realisierter Parameter.
fu¨r gegebene Wechselwirkungssta¨rke und maximales chemisches Potential entsprechend
(9.10) numerisch gelo¨st. Das Integral u¨ber die resultierende Dichte ergibt die dem che-
mischen Potential zugeordnete Teilchenzahl. Dies ist die maximale Teilchenzahl, fu¨r die
ein metastabiler Zustand existiert. Fu¨r gro¨ßere Teilchenzahlen, d.h. gro¨ßere chemische
Potentiale, existiert keine Lo¨sung der Extremalgleichung. Auf diese Weise werden die
maximalen Teilchenzahlen fu¨r einen Satz von Streula¨ngen a1 bestimmt.
Davon ausgehend wird eine Parametrisierung fu¨r die Stabilita¨tsbedingung in der
Teilchenzahl konstruiert. Es zeigt sich, daß die numerischen Ergebnisse hervorragend
durch eine Parametrisierung der Form
C
(
6
√
N
a1
`
)
≤ 1 mit C = −2.246 (9.11)
reproduziert werden. Die Form der Parametrisierung orientiert sich an der analyti-
schen Lo¨sung des wechselwirkungsfreien Systems. Hier ist der Fermiimpuls (B.40) im
Ursprung proportional zu 6
√
N/`, so daß sich durch Einsetzen in (9.9) die Struktur
der Parametrisierung ergibt. Der Koeffizient C wird durch Minimierung der mittleren
quadratischen Abweichung gegenu¨ber der numerischen Stabilita¨tsgrenze bestimmt. Die
Parametrisierung stimmt mit den Resultaten der Numerik bis auf Abweichungen weit
unter einem Prozent u¨berein.
Eine Illustration der Gro¨ßenordnungen, bei denen diese Stabilita¨tsbedingung zum
Tragen kommt, gibt Abbildung 9.5. Hier ist die kritische TeilchenzahlNcrit = [`/(Ca1)]
6
als Grenzfall der Stabilita¨tsbedingung (9.11) als Funktion von a1/` dargestellt. Daneben
sind die Resultate der direkten numerischen Bestimmung der kritischen Teilchenzahl
fu¨r einige Streula¨ngen als Punkte eingetragen, hier zeigt sich die exzellente U¨berein-
stimmung.
Mit derzeit typischen experimentellen Parametern bewegt man sich unterhalb der
Stabilita¨tsgrenze, das Kreuz in der Abbildung markiert typische Parameter: a1 ≈
200aB, ` ≈ 1µm und N ≈ 106. Zum Erreichen der Stabilita¨tsgrenze wa¨re z.B. eine
Erho¨hung der Wechselwirkungssta¨rke um einen Faktor vier bzw. eine Verringerung der
Oszillatorla¨nge auf ein Viertel no¨tig. Das liegt durchaus in dem Parameterbereich, der
zuku¨nftigen Experimenten zuga¨nglich sein sollte.
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9.3 Zweikomponentige Fermigase: Grundlagen
Ultrakalte Gase, bestehend aus zwei fermionischen Spezies, sind im Vergleich zu den
einkomponentigen Systemen aus experimenteller wie theoretischer Sicht um ein Viel-
faches interessanter. Hauptursache hierfu¨r ist der s-Wellenteil der Wechselwirkung, der
nur zwischen verschiedenen fermionischen Spezies nicht jedoch im einkomponentigen
System beitra¨gt. Aus der experimentellen Perspektive ermo¨glicht die s-Wellenwech-
selwirkung eine effiziente Evaporationsku¨hlung des zweikomponentigen Systems. Auf
diese Weise wurden bereits Temperaturen unterhalb der Fermienergie fu¨r ein zweikom-
ponentiges 40K-System realisiert [DeJi99]. Aus theoretischer wie experimenteller Sicht
ero¨ffnet das Zusammenspiel von s- und p-Wellenwechselwirkungen eine Vielzahl inter-
essanter Pha¨nomene von denen zwei, der Kollaps des metastabilen Kondensates sowie
die ra¨umliche Separation der beiden Komponenten, in den folgenden Abschnitten na¨-
her behandelt werden. Dieser Abschnitt bescha¨ftigt sich mit den formalen Grundlagen
sowie allgemeinen Eigenschaften.
9.3.1 Thomas-Fermi-Energiedichtefunktional
Aus der allgemeinen Form der Energiedichte (8.32) ergibt sich fu¨r das zweikomponentige
System, bestehend aus Konstituenten gleicher Masse m, in der Darstellung durch die
lokalen Fermiimpulse κ1(~x) und κ2(~x) der beiden Komponenten
E [κ1, κ2](~x) = 1
6pi2
[
U1(~x) κ
3
1(~x) + U2(~x) κ
3
2(~x)
]
+
1
20pi2m
[
κ51(~x) + κ
5
2(~x)
]
+
a0
9pi3m
κ31(~x)κ
3
2(~x)
+
a31
30pi3m
[
κ81(~x) + κ
8
2(~x) +
1
2κ
3
1(~x)κ
5
2(~x) +
1
2κ
5
1(~x)κ
3
2(~x)
]
.
(9.12)
Der wesentliche Unterschied zur Energiedichte des einkomponentigen Systems sind die
Kreuzterme in den s- und p-Wellenbeitra¨gen der effektiven Kontaktwechselwirkung,
die die Fermiimpulse der beiden Spezies miteinander koppeln. Insbesondere geht die
s-Wellenkomponente hier proportional zum Produkt der Dichten beider Komponenten
ein, sie wirkt also nur zwischen Atomen verschiedener Spezies. Die p-Wellenwechsel-
wirkung entha¨lt sowohl Terme proportional den Fermiimpulsen einer Komponente als
auch Terme mit dem Produkt der Fermiimpulse beider Komponenten.
Wie in Abschnitt 8.3.2 dargestellt, ergibt sich die Grundzustandsdichte durch Mini-
mierung der Energie unter der Nebenbedingung fester Teilchenzahlen der beiden Spezi-
es. Die Nebenbedingungen werden mit Hilfe zweier Lagrangeparameter, den chemischen
Potentialen µ1 und µ2, eingefu¨hrt. Zu minimieren ist die Legendretransformierte der
Energie
F [κ1, κ2] =
∫
d3x F [κ1, κ2](~x)
=
∫
d3x
(
E [κ1, κ2](~x)− µ1
6pi2
κ31(~x)−
µ2
6pi2
κ32(~x)
)
.
(9.13)
Das fu¨hrt auf einen Satz von algebraische Gleichungen (8.39), die eine notwendige
Bedingung fu¨r ein Minimum darstellen. Fu¨r den Fall des zweikomponentigen Fermigases
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ergibt sich ein System aus zwei gekoppelten Gleichungen
m[µ1 − U1(~x)] = 1
2
κ21(~x) +
2 a0
3pi
κ32(~x) +
a31
30pi
[
16 κ51(~x) + 3 κ
5
2(~x) + 5 κ
2
1(~x)κ
3
2(~x)
]
m[µ2 − U2(~x)] = 1
2
κ22(~x) +
2 a0
3pi
κ31(~x) +
a31
30pi
[
16 κ52(~x) + 3 κ
5
1(~x) + 5 κ
2
2(~x)κ
3
1(~x)
]
.
(9.14)
Die trivialen Lo¨sungen κ1(~x) = 0 bzw. κ2(~x) = 0 sind hier bereits separiert. Die Kopp-
lung der beiden Polynomgleichungen beruht auf den bereits erwa¨hnten Kreuztermen
der s- und p-Wellenwechselwirkung.
Dieses Gleichungssystem bietet in Abha¨ngigkeit von den Wechselwirkungsparame-
tern, den externen Potentialen und den Teilchenzahlen bzw. chemischen Potentialen ei-
ne große Vielfalt von Lo¨sungen. In der vorliegenden Arbeit soll von den vereinfachenden
Annahmen gleicher Teilchenzahl N = N1 = N2 und gleicher Differenz von chemischem
Potential und Fallenpotential [µ−U(~x)] = [µ1−U1(~x)] = [µ2−U2(~x)] ausgegangen wer-
den. Unter diesen Annahmen bleiben aufgrund der Symmetrie der Gleichungen (9.14)
gegen Vertauschung der Komponentenindizes nur zwei Klassen von Lo¨sungen.
Erstens, der lokale Fermiimpuls einer Komponente verschwindet fu¨r gegebenes ~x
entsprechend der trivialen Lo¨sung. Die dadurch reduzierte Extremalbedingung fu¨r die
zweite Komponente entspricht der Extremalbedingung (9.3) des einkomponentigen Ga-
ses. Um gleiche und von Null verschiedene Teilchenzahlen zu gewa¨hrleisten, mu¨ssen
beide Komponenten in ra¨umlich disjunkten Regionen der Falle lokalisiert sein. Die s-
Wellenwechselwirkung tra¨gt fu¨r Lo¨sungen dieses Typs nicht bei, da das Produkt der
lokalen Fermiimpulse beider Komponenten an jedem Ort verschwindet. Dieser Fall wird
fu¨r die in Abschnitt 9.5 behandelte Komponentenseparation relevant.
Zweitens, die lokalen Fermiimpulse beider Komponenten sind identisch κ(~x) = κ1(~x) =
κ2(~x). Hier vereinfacht sich die Energiedichte (9.12) auf
E [κ](~x) = 1
3pi2
U(~x) κ3(~x) +
1
10pi2m
κ5(~x) +
a0
9pi3m
κ6(~x) +
a31
10pi3m
κ8(~x). (9.15)
Im Unterschied zur Energiedichte des einkomponentigen Gases tritt hier ein Beitrag der
s-Wellenwechselwirkung, der proportional zu κ6(~x) ist, in Erscheinung. Das gekoppelte
System der Extremalbedingungen (9.14) vereinfacht sich auf eine einzige Gleichung
m[µ− U(~x)] = 1
2
κ2(~x) +
2 a0
3pi
κ3(~x) +
4 a31
5pi
κ5(~x). (9.16)
Es handelt sich um eine Polynomialgleichung fu¨nften Grades, die mit den Mitteln ana-
lysiert werden kann, die bereits im Falle des einkomponentigen Fermigases Anwendung
fanden. Die Zahl der positiven reellen Nullstellen, die als potentielle physikalische Lo¨-
sungen in Frage kommen, kann mit der Descartesschen Zeichenregel (vgl. Abschnitt
9.1.1) bestimmt werden. In Abha¨ngigkeit von den Wechselwirkungsparametern a0 und
a1 lassen sich folgende Fa¨lle unterscheiden:
• a0 ≥ 0, a1 ≥ 0: Es existiert genau eine positive reelle Lo¨sung der Extremalbedin-
gung (9.16) innerhalb des klassisch erlaubten Bereichs µ > U(~x).
• a0 ≤ 0, a1 ≤ 0 und a0 > 0, a1 < 0: Es existieren keine oder zwei positive reelle
Lo¨sungen, wobei im letzten Fall eine der Lo¨sungen einem Maximum, die andere
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Abbildung 9.6 · Dichten fu¨r ein zweikomponentiges Fermigas mit N = 106 Teilchen pro Kom-
ponente mit reiner s-Wellen- (a) bzw. reiner p-Wellenwechselwirkung (b). Die Kurven entspre-
chen anziehenden Wechselwirkungen mit Streula¨ngen a0/` = −0.02, −0.03, −0.04, −0.05 bzw.
a1/` = −0.02, −0.03 ( ) sowie abstoßenden Wechselwirkungen mit al/` = 0.02, 0.04, 0.06
und 0.1 ( ). Zur Orientierung sind die wechselwirkungsfreie Lo¨sung ( ) und die Lo¨-
sungen nahe der Stabilita¨tsgrenze ( ) fu¨r a0/` = −0.053 bzw. a1/` = −0.038 ebenfalls
dargestellt.
einem Minimum von F [κ1, κ2] entspricht. Analog zum einkomponentigen System
existiert eine von den Wechselwirkungsparametern abha¨ngige Bedingung fu¨r die
Existenz eines metastabilen Fermigases. Dieser Fall wird in Abschnitt 9.4.1 aus-
fu¨hrlich diskutiert.
• a0 < 0, a1 > 0: Die Extremalbedingung besitzt eine bzw. drei positive reelle
Lo¨sungen, von denen eine bzw. zwei einem Minimum von F [κ1, κ2] entsprechen.
Formal existiert fu¨r beliebige [µ− U(~x)] eine Lo¨sung, physikalisch handelt es sich
jedoch nicht immer um einen metastabilen Zustand. Ein genauere Untersuchung in
Abschnitt 9.4.2 zeigt, daß hier ein Phasenu¨bergang zu einer neuartigen Hochdich-
tephase auftritt, die allein durch die abstoßende p-Wellenkomponente stabilisiert
wird.
9.3.2 Einfluß der Wechselwirkung
In diesem Abschnitt soll ein U¨berblick u¨ber den Einfluß der Wechselwirkung auf die
Struktur des zweikomponentigen Fermigases gegeben werden. Dazu wird die Extremal-
bedingung (9.16), die unter der Annahme gleicher Teilchenzahlen N = N1 = N2 fu¨r
beide Komponenten gu¨ltig ist, numerisch gelo¨st.
Einen ersten Eindruck u¨ber den Einfluß der s- bzw. p-Wellenwechselwirkung auf die
Struktur des zweikomponentigen Fermigases gibt Abbildung 9.6. Hier sind die Dichten
fu¨r ein System mit N = 106 Teilchen je Komponente in einem spha¨rischen Oszillator
mit Oszillatorla¨nge ` fu¨r verschiedene positive und negative s- bzw. p-Wellenstreula¨ngen
dargestellt. Die jeweils andere Wechselwirkungskomponente wird Null gesetzt.
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Abbildung 9.7 · Energie und rms-Radius des zweikomponentigen Fermigases als Funktion des
Logarithmus der Teilchenzahl fu¨r verschiedene Wechselwirkungen. Beide Gro¨ßen sind auf die
Werte der wechselwirkungsfreien Lo¨sung zur entsprechenden Teilchenzahl normiert. Die dicken
Linien entsprechen Wechselwirkungen mit a0/` = 0.02, du¨nne Linien a0/` = −0.02. Fu¨r die
p-Wellenstreula¨ngen der verschiedenen Fa¨lle gilt: a1/` = 0 ( ), 0.02 ( ) und −0.02
( ). Die grauen Quadrate markieren die kritischen Teilchenzahlen.
Allgemein gilt, daß abstoßende Wechselwirkungen zu einer Absenkung der zentra-
len Dichte und einer Erho¨hung des Radius der Dichteverteilungen fu¨hren. Umgekehrt
verringern anziehende Wechselwirkungen den Radius und erho¨hen die zentrale Dich-
te. U¨ber dieses allgemeine Verhalten hinaus haben s- und p-Wellenwechselwirkungen
verschiedene Auswirkungen. Fu¨r kleine Betra¨ge der Streula¨nge hat die s-Wellenwech-
selwirkung mehr Einfluß auf die Form der Dichte als eine p-Wellenwechselwirkung mit
gleicher Streula¨nge. Bei gro¨ßeren Streula¨ngen zeigt sich das umgekehrte Verhalten,
die Dichte wird fu¨r abstoßende p-Wellenwechselwirkungen sta¨rker unterdru¨ckt, es er-
gibt sich eine flache, weit ausgedehnte Verteilung. Desweiteren tritt der Kollaps infolge
anziehender p-Wellenwechselwirkungen bei sehr viel kleineren Streula¨ngen und niedri-
geren Dichten ein als fu¨r anziehende s-Wellenwechselwirkungen. Dieses Verhalten la¨ßt
sich anhand der analytischen Form der Energiedichte (9.15) verstehen: Der Beitrag der
s-Wellenwechselwirkung ist proportional zu a0 und κ
6(~x), wa¨hrend der p-Wellenbeitrag
proportional zu a31 und κ
8(~x) ist. Die ho¨here Potenz, mit der der lokale Fermiimpuls
in die Energiedichte eingeht, erkla¨rt die ho¨here Sensitivita¨t der p-Wellenkomponente
auf die Dichte. Die Tatsache, daß die p-Wellenstreula¨nge kubisch eingeht begru¨ndet,
warum erst bei gro¨ßeren Betra¨gen ein signifikanter Effekt zu beobachten ist.
Aus dem Zusammenspiel von s- und p-Wellenterm ergeben sich vielfa¨ltige Mo¨glich-
keiten. Zur Illustration sind in Abbildung 9.7 die Energien und rms-Radien, bezo-
gen auf die Werte fu¨r das wechselwirkungsfreie System, als Funktion der Teilchen-
zahl fu¨r verschiedene Kombinationen der beiden Streula¨ngen aufgetragen. Die oberen
Kurvenscharen gelten fu¨r abstoßende s-Wellenwechselwirkungen a0/` = 0.02, die un-
teren fu¨r anziehende a0/` = −0.02. Die drei Kurven jeder Schar beziehen sich auf
a1/` = −0.02, 0 und 0.02 (von unten nach oben). Die Graphik macht deutlich, daß
die s-Wellenwechselwirkung in Systemen kleiner Teilchenzahl dominant ist. Mit zuneh-
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mender Teilchenzahl gewinnt die p-Wellenwechselwirkung jedoch schnell an Bedeutung
und bestimmt die Struktur der Systeme bei großer Teilchenzahl vo¨llig. In Anbetracht
dessen ist es angeraten, die p-Wellenwechselwirkung bei der Untersuchung der Struktur
der ultrakalten Fermigase gleichberechtigt mit der s-Wellenwechselwirkung zu beru¨ck-
sichtigen. Ob die Effekte des p-Wellenbeitrags zu vernachla¨ssigen sind, ist anhand des
Endergebnisses zu entscheiden.
Ein wichtiger Aspekt ist die Stabilita¨t der Fermigase gegenu¨ber einem Kollaps in
einen gebundenen Zustand hoher Dichte. Wie bei den einkomponentigen Systemen tritt
dieser Kollaps bei
”
anziehenden” Wechselwirkungen oberhalb einer kritischen Teilchen-
zahl auf, die entsprechenden Punkte sind in der Abbildung 9.7 durch graue Quadrate
gekennzeichnet. Offenbar tritt der Kollaps nicht nur fu¨r rein anziehende Wechselwir-
kungen, d.h. solche mit negativen Streula¨ngen in s- und p-Welle, sondern auch fu¨r
solche mit anziehender p-Welle und abstoßender s-Welle auf. Umgekehrt zeigt das Sy-
stem mit anziehender s-Welle und abstoßender p-Welle keinen Kollaps. Diese durch
das Wechselspiel zwischen s- und p-Wellenwechselwirkung sehr reichhaltigen Stabili-
ta¨tseigenschaften des zweikomponentigen Fermigases sind Gegenstand des folgenden
Abschnitts.
9.4 Zweikomponentige Fermigase: Stabilita¨t
Dieser Abschnitt bescha¨ftigt sich im Detail mit der Stabilita¨t des verdu¨nnten zweikom-
ponentigen Fermigas in Gegenwart anziehender Wechselwirkungen. Da beide Wechsel-
wirkungskomponenten zur Energiedichte beitragen, ha¨ngt es sowohl von der s- als auch
der p-Wellenstreula¨nge ab, ob ein metastabiler Zustand als Lo¨sung der Extremalbe-
dingung (9.16) existiert. Hier sind zwei Klassen von
”
anziehenden” Wechselwirkungen
zu unterscheiden: Solche mit negativen oder verschwindenden p-Wellenstreula¨ngen, sie
werden im folgenden Abschnitt behandelt, und solche mit positiven p-Wellenstreula¨ngen.
Letztere zeigen einige besondere Pha¨nomene, die in den Abschnitten 9.4.2 und 9.4.3 un-
tersucht werden.
9.4.1 Die Fa¨lle a0 ≤ 0, a1 ≤ 0 und a0 > 0, a1 < 0
Wie im Falle des einkomponentigen Kondensates besteht fu¨r attraktive Wechselwir-
kungen die Mo¨glichkeit, daß kein metastabiler Zustand als Lo¨sung der Extremalbedin-
gung (9.16) existiert. Da im zweikomponentigen Gas sowohl s- als auch p-Wellenwech-
selwirkung beitragen, ha¨ngt die Existenz eines metastabilen Kondensates von der s- und
p-Wellenstreula¨nge und der Teilchenzahl des System ab. In diesem Abschnitt werden
rein anziehende Wechselwirkungen, d.h. a0 ≤ 0 und a1 ≤ 0, sowie Wechselwirkung-
en mit abstoßender s-Wellenkomponente a0 > 0 und anziehender p-Wellenkomponente
a1 < 0 diskutiert. Der Fall anziehender s-Wellenwechselwirkung und abstoßender p-
Wellenwechselwirkung zeigt einige Besonderheiten und wird im folgenden Abschnitt
gesondert behandelt.
Wie im Falle der einkomponentigen Fermigase lassen sich analytische Grenzen fu¨r
die Existenz des metastabilen Zustandes direkt aus der Extremalbedingung (9.16)
m[µ− U(~x)] = 1
2
κ2(~x) +
2 a0
3pi
κ3(~x) +
4 a31
5pi
κ5(~x), (9.16)
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Abbildung 9.8 · Rechte Seite der Ex-
tremalbedingung (9.16) fu¨r das zweikom-
ponentige Fermigas als Funktion des lo-
kalen Fermiimpulses fu¨r verschiedene at-
traktive s- und p-Wellenwechselwirkungen
mit (a0/`, a1/`) = (−0.02, 0) ( ),
(−0.02,−0.02) ( ) und (+0.02,−0.02)
( ) und fu¨r das wechselwirkungsfreie Sy-
stem ( ). Die grauen Kurvensegmen-
te entsprechen einem Energiemaximum, die
schwarzen einem Energieminimum. Die Punk-
te markieren den kritischen Fermiimpuls und
das kritische chemische Potential.
die unter der Annahme gleicher chemischer Potentiale beider Komponenten gilt, ab-
leiten. Die Abbildung 9.8 zeigt die rechte Seite der Extremalbedingung als Funktion
des lokalen Fermiimpulses fu¨r verschiedene Wechselwirkungssta¨rken. Da bei den hier
betrachteten Wechselwirkungstypen der fu¨hrende Term mit negativen Koeffizienten ein-
geht, besitzt die rechte Seite ein absolutes Maximum bei endlichen Fermiimpulsen und
fa¨llt bei großen Fermiimpulsen auf zunehmend negative Werte ab. Der dem Maximum
zugeordnete Fermiimpuls ergibt sich als Lo¨sung der Gleichung
−a0 κcrit − 2 (a1 κcrit)3 = pi/2. (9.17)
Diese Gleichung stellt eine erste Form der Stabilita¨tsbedingung fu¨r das zweikompo-
nentige Fermigas dar. Die Extremalbedingung besitzt fu¨r Wechselwirkungen mit a0 ≤
0, a1 ≤ 0 bzw. a0 > 0, a1 < 0 keine Lo¨sung zu Fermiimpulsen gro¨ßer diesem kritischen
Fermiimpuls κcrit, die mit einem Minimum der Energie in Thomas-Fermi-Na¨herung
identifiziert werden ko¨nnen. Die formalen Lo¨sungen der Extremalbedingungen mit Fer-
miimpulsen jenseits der Maximums sind mit einem Energiemaximum verknu¨pft und
beschreiben keinen Gleichgewichtszustand. Der metastabile Zustand des zweikompo-
nentigen Kondensates existiert also nur solange die Stabilita¨tsbedingung
−a0 κ(~x)− 2 (a1 κ(~x))3 ≤ pi/2 (9.18)
erfu¨llt ist. Diese Bedingung stellt insbesondere eine Einschra¨nkung am Ort des Mini-
mums des externen Potentials dar, im Falle des harmonischen Oszillators also ~x = 0.
Durch Einsetzen des kritischen Fermiimpulses in die Extremalbedingung (9.16) ergibt
sich ein kritisches chemisches Potential µcrit, das dem Wert des Maximums der rechten
Seite entspricht. Daraus ergibt sich eine alternative Formulierung der Stabilita¨tsbedin-
gung: Fu¨r Systeme mit chemischen Potentialen gro¨ßer µcrit existiert kein metastabiler
Zustand.
Diese Bedingung zeigt, daß beide Wechselwirkungskomponenten gleichermaßen u¨ber
die Stabilita¨t des Kondensates entscheiden. Im Falle einer rein anziehenden Wechsel-
wirkung stellt die Stabilita¨tsbedingung eine obere Schranke fu¨r den Betrag der Streu-
la¨ngen beider Partialwellen dar. Dabei ist nur die Summe beider Komponenten fu¨r die
Existenz des metastabilen Zustandes entscheidend, d.h. eine der beiden Komponenten
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kann durchaus eine sta¨rkere Anziehung vermitteln ohne den Kollaps des Fermigases zu
bewirken, solange die andere Komponente nur entsprechend schwach anziehend ist. Im
Falle einer anziehenden p-Wellen- und einer abstoßenden s-Wellenkomponente, fu¨hrt die
abstoßende Komponente zu einer Stabilisierung, indem der kritische Fermiimpuls bei
konstanter negativer p-Wellenstreula¨nge mit wachsender positiver s-Wellenstreula¨nge
ansteigt.
Im Falle verschwindender p-Wellenstreula¨ngen reduziert sich die Stabilita¨tsbedingung
(9.18) auf die einfache Beziehung
−a0 κ(~x) ≤ pi/2. (9.19)
Diese Form wurde bereits von H.T.C. Stoof et al. [StBi96, HoFe97, StHo98] durch
Untersuchung der Stabilita¨t einer homogenen, aus zwei Spinkomponenten zusammen-
gesetzten Fermiflu¨ssigkeit gegen Spindichtefluktuationen gefunden. Die hier angestell-
ten Untersuchungen unter Einbeziehung der p-Wellenkomponente der effektiven Kon-
taktwechselwirkung zeigen, daß diese Beziehung wirklich nur im Falle verschwindender
oder vernachla¨ssigbarer p-Wellenstreula¨ngen anwendbar ist. Der p-Wellenbeitrag hat
deutlichen Einfluß auf die Stabilita¨t. Er ist erst dann vernachla¨ssigbar, wenn die p-
Wellenstreula¨nge um mehr als eine Gro¨ßenordnung kleiner als die s-Wellenstreula¨nge
ist.
Fu¨r gegebene Wechselwirkungssta¨rken la¨ßt sich aus (9.17) der kritische Fermiimpuls
und durch Einsetzen in (9.16) das kritische chemische Potential µcrit bestimmen. Durch
numerische Lo¨sung der Extremalbedingung fu¨r dieses chemische Potential und Integra-
tion der resultierenden Dichte ergibt sich die kritische Teilchenzahl Ncrit fu¨r jede der
beiden Komponenten. Die so bestimmten kritischen Teilchenzahlen ko¨nnen zur Kon-
struktion einer einfachen Parametrisierung der Stabilita¨tsbedingung in Abha¨ngigkeit
von der Teilchenzahl N , der Oszillatorla¨nge ` und der Streula¨ngen a0 und a1 benutzt
werden.
Die Parametrisierung orientiert sich an der analytischen Lo¨sung fu¨r den wechselwir-
kungsfreien Fall, der zufolge der lokale Fermiimpuls im Ursprung proportional zu 6
√
N/`
ist. Wie sich bereits beim einkomponentigen Fermigas in Abschnitt 9.2.2 gezeigt hat, ist
die dimensionslose Gro¨ße 6
√
N al/` eine universelle Variable fu¨r Fragen der Stabilita¨t.
Damit lassen sich in einem ersten Schritt die Stabilita¨tsbedingungen fu¨r die Spezial-
fa¨lle verschwindender s- bzw. verschwindender p-Wellenwechselwirkung darstellen. Mit
dem durch Anpassung an die kritischen Teilchenzahlen aus der numerischen Lo¨sung
festgelegten Koeffizienten ergibt sich fu¨r den Fall verschwindender p-Wellenstreula¨nge
−1.835
(
6
√
N
a0
`
)
≤ 1 fu¨r a0 ≤ 0, a1 = 0. (9.20)
Entsprechend gilt bei verschwindender s-Wellenstreula¨nge
−2.570
(
6
√
N
a1
`
)
≤ 1 fu¨r a0 = 0, a1 ≤ 0. (9.21)
Beide Parametrisierungen reproduzieren die numerisch bestimmten kritischen Teilchen-
zahlen bis auf relative Abweichungen weit unter einem Prozent, was bereits auf dem
Niveau der Unsicherheiten der numerischen Rechnung liegt.
In Analogie zur analytischen Form (9.18) kann eine Parametrisierung der Stabili-
ta¨tsbedingung fu¨r allgemeine Wechselwirkungen konstruiert werden. Um die numerisch
bestimmte Stabilita¨tsgrenze fu¨r allgemeine Wechselwirkungen in gleicher Genauigkeit
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Abbildung 9.9 · Logarithmus der kritischen Teilchenzahl als Funktion der s-Wellenstreula¨nge
a0/` fu¨r attraktive oder verschwindende p-Wellenwechselwirkungen mit a1/` = 0 ( ), −0.01
( ),−0.02 ( ),−0.03 ( ) und−0.05 ( ). Die Punkte entstammen der direkten
numerischen Rechnung, die Kurven geben den Grenzfall der Stabilita¨tsbedingung (9.22) wieder.
wie in den beiden Spezialfa¨llen zu reproduzieren, ist es no¨tig, einen pha¨nomenologi-
schen Kreuzterm einzufu¨hren, der aus dem Produkt der ersten beiden Terme gebildet
ist. Dies fu¨hrt auf die allgemeine Parametrisierung
C0
(
6
√
N
a0
`
)
+ C31
(
6
√
N
a1
`
)3
+ C201
(
6
√
N
a0
`
)(
6
√
N
a1
`
)ν
≤ 1. (9.22)
Die Koeffizienten C0, C1 und C01 sind fu¨r die beiden untersuchten Wechselwirkungsty-
pen separat zu bestimmen. Dabei ist zu beachten, daß in den Grenzfa¨llen a1 → 0 bei
a0 < 0 bzw. a0 → 0 fu¨r a1 < 0 die Stabilita¨tsbedingungen (9.20) bzw. (9.21) reprodu-
ziert werden. Dadurch sind fu¨r den Typ a0 ≤ 0, a1 ≤ 0 die Koeffizienten C0 und C1 und
im Falle a0 > 0, a1 < 0 ist der Koeffizient C1 festgelegt. Die Anpassung der verblei-
benden Koeffizienten an die numerisch bestimmten Stabilita¨tsgrenzen fu¨hrt auf die in
Tabelle 9.1 zusammengefaßten Parameter. Der Exponent ν ist fu¨r die hier betrachteten
Fa¨lle gleich 1, im folgenden Abschnitt wird jedoch eine Modifikation no¨tig. Die relative
Abweichung der parametrisierten Stabilita¨tsbedingung vom numerischen Resultat liegt
wiederum deutlich unter 1%.
Die kritischen Teilchenzahlen fu¨r Wechselwirkungen mit anziehender oder verschwin-
dender p-Wellenkomponente (a1 ≤ 0) sind in Abbildung 9.9 in Abha¨ngigkeit von der
Wechselwirkung C0 C1 C01 ν
a0 ≤ 0, a1 = 0 -1.835 — — —
a0 = 0, a1 ≤ 0 — -2.570 — —
a0 ≤ 0, a1 ≤ 0 -1.835 -2.570 0.656 1
a0 ≥ 0, a1 < 0 -1.378 -2.570 1.360 1
a0 < 0, a1 ≥ 0 -1.835 -1.940 2.246 3
Tabelle 9.1 · Koeffizienten der pa-
rametrisierten Stabilita¨tsbedingung
(9.22) fu¨r das zweikomponenti-
ge Fermigas fu¨r die verschiedenen
Wechselwirkungstypen.
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Abbildung 9.10 ·
”
Stabilita¨tskarte” fu¨r zweikomponentige Fermigase mit attraktiven bzw. ver-
schwindenden p-Wellenwechselwirkungen (a1 ≤ 0). Die Konturgraphik zeigt den Logarithmus
der kritischen Teilchenzahl als Funktion der beiden Streula¨ngen a0/` und a1/`. Die Kontu-
ren sind in Schritten einer Zehnerpotenz der Teilchenzahl gesetzt und decken den Bereich
Ncrit = 10
3 . . . 1013 ab.
s-Wellenstreula¨nge fu¨r verschiedene p-Wellenstreula¨ngen aufgetragen. Die Punkte ent-
stammen der direkten numerischen Bestimmung der kritischen Teilchenzahl. Die Kur-
ven entsprechen der parametrisierten Stabilita¨tsbedingung (9.22) mit den Koeffizienten
nach Tabelle 9.1 und stimmen sehr gut mit der numerischen Rechnung u¨berein. Die
Abbildung 9.9 macht deutlich, daß die p-Wellenwechselwirkung von großer Bedeutung
fu¨r die Stabilita¨t des Kondensates ist. Im Falle verschwindender p-Wellenwechselwir-
kung ist die Teilchenzahl des metastabilen Kondensates nur fu¨r negative a0 beschra¨nkt.
Sobald eine anziehende p-Wellenkomponente auftritt, ergibt sich auch fu¨r abstoßende
s-Wellenwechselwirkungen eine Beschra¨nkung der Teilchenzahl. Die s-Wellenabstoßung
wirkt hier stabilisierend, indem die kritische Teilchenzahl mit wachsendem positivem
a0 leicht anwa¨chst. Offenbar ist eine abstoßende s-Wellenwechselwirkung kein Garant
fu¨r einen metastabilen Kondensatzustand fu¨r beliebige Teilchenzahlen. Vielmehr do-
miniert die anziehende p-Wellenkomponente und fu¨hrt zu einer endlichen kritischen
Teilchenzahl fu¨r beliebige a0.
Eine alternative Darstellung der Stabilita¨tsgrenzen des zweikomponentigen Fermiga-
ses findet sich in Abbildung 9.10. Hier ist der Logarithmus der kritischen Teichenzahl als
Funktion der beiden Streula¨ngen in Form einer Konturgraphik gezeigt. Je dunkler die
Schattierung, desto gro¨ßer die kritische Teilchenzahl. Im Bereich der positiven a0-Achse
divergiert die kritische Teilchenzahl gegen unendlich, was durch die schwarze Fu¨llung
symbolisiert wird. Diese Graphik macht die Bedeutung der p-Wellenkomponente fu¨r die
Stabilita¨t des Kondensates besonders deutlich. Eine Vera¨nderung der p-Wellenstreula¨n-
ge hat viel gro¨ßeren Einfluß auf die kritische Teilchenzahl als eine vergleichbare A¨nde-
rung der s-Wellenstreula¨nge. Vergleicht man z.B. eine reine p-Wellenwechselwirkung
mit gegebener negativer Streula¨nge mit einer reinen s-Wellenwechselwirkung gleicher
Streula¨nge, so ist die kritische Teilchenzahl im ersten Falle deutlich niedriger. Die
p-Wellenkomponente setzt also strengere Stabilita¨tsgrenzen als eine entsprechende s-
Wellenwechselwirkung. Insbesondere bewirkt eine s-Wellenabstoßung nur eine vergleichs-
weise geringe Erho¨hung der kritischen Teilchenzahl, d.h. Stabilisierung des Fermigases,
181
Kapitel 9 · Ultrakalte verdu¨nnte Fermigase in externen Potentialen
in Gegenwart einer anziehenden p-Wellenkomponente.
Unter diesen Gesichtspunkten erscheint eine Vernachla¨ssigung der p-Wellenwechsel-
wirkung fu¨r die Untersuchung der Stabilita¨t nur zu vertreten, wenn die p-Wellenstreu-
la¨nge um deutlich mehr als eine Gro¨ßenordnung unter der s-Wellenstreula¨nge liegt.
9.4.2 Der Fall a0 < 0, a1 > 0
Ein Reihe besonderer Effekte zeigt sich im Falle anziehender s-Wellen- und abstoßen-
der p-Wellenwechselwirkungen. Das Verhalten der rechten Seite der Extremalbedin-
gung (9.16) fu¨r große Fermiimpulse wird von dem zu κ5 proportionalen Beitrag der p-
Wellenwechselwirkung bestimmt. Im Unterschied zu den im vorangehenden Abschnitt
betrachteten Wechselwirkungstypen wa¨chst die rechte Seite fu¨r große κ bei positivem
a1 zu beliebig großen Werten. Die Abbildung 9.11 zeigt einige Beispiele fu¨r die funktio-
nale Abha¨ngigkeit der rechten Seite der Gleichung (9.16) vom lokalen Fermiimpuls fu¨r
verschiedene p-Wellenstreula¨ngen. Anhand der Struktur der rechten Seite der Extremal-
bedingung lassen sich drei Wechselwirkungsregime unterscheiden. Das relevante Maß
ist hierbei das Verha¨ltnis der p-Wellenstreula¨nge zum Betrag der s-Wellenstreula¨nge
a1/|a0|.
Fu¨r Streula¨ngenverha¨ltnisse oberhalb einer gewissen Schranke, d.h. fu¨r hinreichend
stark abstoßende p-Wellenwechselwirkungen, wa¨chst die rechten Seite der Extremalbe-
dingung (9.16) monoton mit dem lokalen Fermiimpuls, d.h. es tritt kein lokales Maxi-
mum mehr auf. Ein Beispiel zeigt die punktierte Kurve in Abbildung 9.11. Die Stabi-
lita¨tsbedingung (9.18) ist fu¨r derartige Wechselwirkungen fu¨r beliebige Fermiimpulse
trivial erfu¨llt. Aus ihr ergibt sich eine analytische Bedingung fu¨r Monotonie der rechten
Seite der Extremalbedingung
a1
|a0| ≥
2
3pi2/3
≈ 0.311. (9.23)
Erfu¨llt das Verha¨ltnis der Streula¨ngen diese Bedingung, dann existiert fu¨r beliebige
Werte von [µ− U(~x)] genau eine Lo¨sung der Extremalbedingung, die einem Minimum
der Energie unter der Nebenbedingung gegebener Teilchenzahl entspricht. Mit anderen
Worten: Der metastabile Zustand existiert fu¨r beliebige chemische Potentiale und mit-
hin fu¨r beliebige Teilchenzahlen. Die schwach abstoßende p-Wellenwechselwirkung ist
in der Lage, das System fu¨r beliebige Teilchenzahlen gegen den durch die anziehende
s-Wellenwechselwirkung induzierten Kollaps zu stabilisieren.
Fa¨llt das Streula¨ngenverha¨ltnis unter die durch (9.23) gesetzte Grenze, dann tritt
bei mittleren Fermiimpulsen zuna¨chst ein Sattelpunkt und dann ein lokales Maximum
sowie ein lokales Minimum auf. Ein typisches Beispiel hierfu¨r zeigt die durchgezoge-
ne Kurve in Abbildung 9.11 und die Abbildung 9.12(a). Die einem Minimum in der
Energiedichte entsprechenden Lo¨sungen der Extremalbedingung (9.16) liegen auf zwei
separaten Zweigen der dargestellten Kurve, einem bei niedrigen Dichten und einem bei
hohen Dichten. Der Niederdichtezweig ist durch den Beitrag der kinetischen Energie ge-
gen den Kollaps stabilisiert und wird bezu¨glich des Fermiimpulses und des chemischen
Potentials durch das lokale Maximum (κcrit, µcrit) nach oben begrenzt. Der Hochdichte-
zweig hingegen ist durch das lokale Minimum (κmin, µmin) nach unten beschra¨nkt und
wird allein durch die abstoßende p-Wellenwechselwirkung stabilisiert.
Sofern [µ−U(~x)] kleiner als der Wert des lokalen Minimums µmin ist, existiert genau
eine Lo¨sung der Extremalbedingung, die auf dem Niederdichtezweig liegt. Ein Beispiel
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Abbildung 9.11 · Rechte Seite der Extre-
malbedingung (9.16) fu¨r das zweikomponen-
tige Fermigas als Funktion des lokalen Fer-
miimpulses κ fu¨r negative s-Wellenstreula¨nge
a0/` = −0.05 und verschiedene positive p-
Wellenstreula¨ngen a1/` = 0.016 ( ),
0.015 ( ), 0.014 ( ) und 0 ( ).
Die schwarzen Segmente beschreiben lokale
Energieminima, die grauen Segmente Energie-
maxima.
dafu¨r ist in Abbildung 9.12 in dem mit ¬ bezeichnete Fall gezeigt.
Liegt das chemische Potential u¨ber dem Wert des kritischen chemischen Potentials
µcrit, das den Niederdichtezweig begrenzt, so existiert nur noch die Lo¨sung auf dem
Hochdichtezweig. In diesem Fall bildet sich im Zentrum der Falle eine neuartige Hoch-
dichtephase aus, die durch einen diskontinuierlichen Sprung von der regula¨ren Nieder-
dichtephase getrennt ist. Ein Beispiel hierfu¨r ist in Fall ® der Abbildung 9.12 gezeigt.
Die Stabilita¨tsbedingung (9.18) und das dazugeho¨rige kritische chemische Potential ge-
ben fu¨r diesen Wechselwirkungstypus eine obere Schranke fu¨r einen reinen Niederdich-
tezustand an. Im Gegensatz zu den im vorangehenden Abschnitt diskutierten Typen
anziehender Wechselwirkungen kollabiert das Fermigas bei U¨berschreiten der Schran-
ke nicht. Stattdessen bildet das System eine p-wellenstabilisierte Hochdichtephase im
Zentrum der Falle aus.
Die p-wellenstabilisierte Hochdichtephase kann schon vor U¨berscheiten des kriti-
schen chemischen Potentials auftreten. Wie die Abbildung 9.12(a) zeigt, existieren fu¨r
µmin ≤ [µ−U(~x)] ≤ µcrit zwei Lo¨sungen der Extremalbedingung, die einem lokalen Mi-
nimum der legendretransformierten Energiedichte F [κ] entsprechen. Im unteren Teil des
Bereichs ist das Minimum bei niedrigen Dichten energetisch bevorzugt, am oberen Ende
des Bereichs das Minimum auf dem Hochdichtezweig. Der Punkt, fu¨r den F [κ] in beiden
lokalen Minima den gleichen Wert annimmt, definiert ein chemisches Potential µtrans.
In einem Gleichgewichtszustand wird die Hochdichtephase genau dann in Erscheinung
treten, wenn das zugeho¨rige Minimum eine niedrigere Energiedichte ausweist als die Lo¨-
sung auf dem Niederdichtezweig, d.h. sobald [µ−U(~x)] ≥ µtrans. In Abbildung 9.12(a)
ist dieser U¨bergang im Sinne einer
”
Maxwell-Konstruktion” angedeutet. Die Lo¨sungen
auf dem Niederdichtezweig jenseits von µtrans sind metastabil gegen einen U¨bergang
zu der energetisch niedrigeren Lo¨sung auf dem Hochdichtezweig. Es ha¨ngt von der
detaillierten Dynamik ab, wann in einem Nichtgleichgewichtssystem mit wachsender
Teilchenzahl der U¨bergang von der metastabilen Niederdichte- zur Hochdichtelo¨sung
auftritt. Dies wird im folgenden Abschnitt na¨her diskutiert. Die hier angestellte Ana-
lyse zeigt, daß das Auftreten einer Hochdichtephase fu¨r µ > µtrans mo¨glich und fu¨r
µ > µcrit notwendig ist.
Mit fallendem Verha¨ltnis der beiden Streula¨ngen a1/|a0| sinkt sowohl das dem lokalen
Minimum zugeordnete chemische Potential µmin als auch das chemische Potential fu¨r
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Abbildung 9.12 · (a) Rechte Seite der Extremalbedingung (9.16) fu¨r das zweikomponentige
Fermigas als Funktion des lokalen Fermiimpulses κ fu¨r a0/` = −0.05 und a1/` = 0.015. Die
Lo¨sungen auf den durchgezogenen Segmenten entsprechen absoluten Energieminima, die punk-
tierten Segmente geben lokale Energieminima wieder. (b) Lokale Fermiimpulse als Funktion
des Ortes zu den drei in Teilbild (a) durch horizontale Linien markierten chemischen Potentia-
len. Die durchgezogenen Kurven geben die energieminimale Lo¨sung wieder, die punktierten die
metastabile Niederdichtelo¨sung.
den Gleichgewichtsu¨bergang µtrans ab. Fu¨r Wechselwirkungen mit
a1
|a0| <
3
√
160
729pi2
≈ 0.281 (9.24)
tritt das Minimum bei negativen chemischen Potentialen auf: µmin < 0. Ein Beispiel fu¨r
diesen Wechselwirkungstyp gibt die strichpunktierte Kurve in Abbildung 9.11. Hier exi-
stieren formal sogar Lo¨sungen der Extremalbedingung zu negativen chemischen Poten-
tialen, die selbstgebundenen Systemen entsprechen. Erreicht das Streula¨ngenverha¨ltnis
die Grenze
a1
|a0| < 0.274, (9.25)
dann liegt auch das chemische Potential der Maxwellkonstruktion µtrans bei negativen
Werten. Wie im folgenden Abschnitt gezeigt wird, existiert fu¨r solche Wechselwirkung-
en kein metastabiler Hochdichtezustand mehr. Sobald die Stabilita¨tsbedingung (9.18)
verletzt bzw. das kritische Potential µcrit u¨berschritten wird, kollabiert das System.
Zusammengefaßt ergeben sich fu¨r anziehende s-Wellen- und abstoßende p-Wellen-
wechselwirkungen in Abha¨ngigkeit vom Verha¨ltnis der Streula¨ngen a1/|a0| folgende
Strukturen der Grundzustandsdichte:
(I) a1/|a0| > 0.311: Das System ist durch die abstoßende p-Wellenwechselwirkung fu¨r
beliebige chemische Potentiale, d.h. Teilchenzahlen, stabil. Fu¨r Wechselwirkungen
in der Na¨he der Schranke zeigt sich eine Erho¨hung der zentralen Dichte, die das
Auftreten der Hochdichtephase anku¨ndigt.
184
9.4 · Zweikomponentige Fermigase: Stabilita¨t
-0.1 -0.08 -0.06 -0.04 -0.02 0
a0/`
4
6
8
10
12
log10Ncrit
Abbildung 9.13 · Kritische Teilchenzahl ent-
sprechend (9.22) fu¨r zweikomponentige Fermi-
gase mit anziehender s-Wellen und abstoßen-
der p-Wellenwechselwirkung. Dargestellt ist
der Logarithmus von Ncrit als Funktion der s-
Wellenstreula¨nge fu¨r verschiedene Werte der
p-Wellenstreula¨nge a1/` = 0 ( ), 0.005
( ), 0.01 ( ), 0.015 ( ) und
0.02 ( ). Die senkrechten Kurventeile
markieren das Einsetzen der absoluten p-
Wellenstabilisierung. Die Punkte entstammen
der direkten numerischen Rechnung.
(II) 0.274 < a1/|a0| < 0.311: Fu¨r chemische Potentiale unterhalb µcrit, d.h. Systemen
die der Stabilita¨tsbedingung (9.18) genu¨gen, existiert die herko¨mmliche Nieder-
dichtephase. Wird die Stabilita¨tsbedingung verletzt, so tritt eine p-wellenstabili-
sierte Hochdichtephase im Zentrum der Falle auf, die ihrerseits metastabil gegen
U¨bergang in den selbstgebundenen Grundzustand ist. Im Bereich µtrans < µ < µcrit
kann bereits ein U¨bergang von der metastabilen Niederdichtelo¨sung zur energetisch
bevorzugten Hochdichtelo¨sung erfolgen.
(III) a1/|a0| < 0.274: Ist die Stabilita¨tsbedingung (9.18) erfu¨llt, d.h. µ < µcrit, so exi-
stiert die regula¨re metastabile Niederdichtelo¨sung. Oberhalb des kritischen chemi-
schen Potentials kollabiert das System in den absoluten Grundzustand, die Hoch-
dichtephase ist nicht mehr metastabil.
Die Stabilita¨tsbedingung (9.18) entscheidet bei diesem Wechselwirkungtypus nur u¨ber
die Existenz einer reinen metastabilen Niederdichtephase. Ist sie erfu¨llt, so gibt es eine
metastabile Niederdichtelo¨sung fu¨r jeden Ort in der Falle. Wechselwirkungen der ersten
Kategorie erfu¨llen (9.18) immer. Bei Wechselwirkungen der zweiten Kategorie tritt bei
Verletzung der Stabilita¨tsbedingung eine metastabile Hochdichtephase im Zentrum der
Falle auf. In der dritten Kategorie erfolgt der direkte U¨bergang zu einem selbstgebun-
denen System.
Wie im vorangehenden Abschnitt wird eine Parametrisierung der Stabilita¨tsbedin-
gung in der Teilchenzahl angestrebt, das Verfahren ist ganz analog. Es zeigt sich, daß
die numerisch bestimmten kritischen Teilchenzahlen Ncrit durch die Parametrisierung
(9.22) beschrieben werden ko¨nnen. Im Gegensatz zu den vorher behandelten Wech-
selwirkungen mit negativer p-Wellenstreula¨nge muß ν = 3 gewa¨hlt werden, um die
Bedingung (9.23) fu¨r die absolute Stabilisierung, die aus der analytischen Stabilita¨tsbe-
dingung (9.18) abgeleitet wurde, mit der parametrisierten Stabilita¨tsbedingung repro-
duzieren zu ko¨nnen. Der Parameter C0 ist bereits durch den Grenzfall verschwindender
p-Wellenstreula¨nge (9.20) festgelegt, die Anpassung der u¨brigen Parameter ergibt die
in Tabelle 9.1 auf Seite 180 angegebenen Werte. Die Parametrisierung reproduziert die
numerisch bestimmten Stabilita¨tsgrenzen wiederum bis auf Abweichungen weit unter
einem Prozent.
In Abbildung 9.13 ist der Logarithmus der kritischen Teilchenzahl, die sich aus
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Abbildung 9.14 ·
”
Stabilita¨tskarte” fu¨r zweikomponentige Fermigase mit anziehender s-Wellen-
und abstoßender p-Wellenwechselwirkung. Die Konturgraphik zeigt den Logarithmus der kri-
tischen Teilchenzahl als Funktion der beiden Streula¨ngen a0/` und a1/`. Die weiße Fla¨che
kennzeichnet den Bereich unendlicher kritischer Teilchenzahl (I). Im Bereich (II) tritt bei U¨ber-
schreiten der kritischen Teilchenzahl eine metastabile Hochdichtephase auf, und im Bereich (III)
erfolgt der U¨bergang in den Grundzustand.
der Stabilita¨tsbedingung ergibt, als Funktion der s-Wellenstreula¨nge fu¨r verschiede-
ne Werte der p-Wellenstreula¨nge aufgetragen. Fu¨r Wechselwirkungen mit starker s-
Wellenanziehung ha¨ngt die kritische Teilchenzahl nur unwesentlich von der p-Wellen-
streula¨nge ab. Sobald das Streula¨ngenverha¨ltnis jedoch die Bedingung (9.23) der ab-
soluten p-Wellenstabilisierung erfu¨llt, springt die kritische Teilchenzahl auf unendlich.
Insofern ha¨ngt die Stabilita¨t des Fermigases sehr stark von der p-Wellenstreula¨nge ab,
denn sie entscheidet ob ein System mit anziehender s-Wellenwechselwirkung eine be-
schra¨nkte Teilchenzahl aufweist oder nicht.
Einen umfassenden U¨berblick gibt die Darstellung der kritischen Teilchenzahl in
Form einer Konturgraphik als Funktion der beiden Partialwellenstreula¨ngen, wie in
Abbildung 9.14 gezeigt. Die drei oben diskutierten Wechselwirkungskategorien (I)-(III)
sind markiert, die beiden Geraden kennzeichnen die Grenzen (9.23) und (9.25). Bei
Wechselwirkungen in den Bereichen (II) und (III) hat die p-Wellenabstoßung kaum
Einfluß auf die kritische Teilchenzahl. Es zeigt sich lediglich eine schwache Kru¨mmung
der Konturlinien mit zunehmender p-Wellenstreula¨nge. Dafu¨r ist der Effekt der p-
Wellenkomponente beim U¨bergang in den Bereich (I) um so dramatischer: Die kritische
Teilchenzahl springt abrupt auf unendlich, sobald Bedingung (9.23) erfu¨llt ist. Schließ-
lich zeigt die Abbildung, wie klein der Bereich (II) ist, in dem jenseits der kritischen
Teilchenzahl die p-wellenstabilisierte Hochdichtephase auftritt.
9.4.3 Struktur und Stabilita¨t der Hochdichtephase
Trotz der engen Vorgaben an die Parameter der Wechselwirkungen, soll die Struktur
und Stabilita¨t des außergewo¨hnlichen Zustandes der p-wellenstabilisierten Hochdichte-
phase hier na¨her beleuchtet werden.
Zuerst wird ein schematisches Bild der Entstehung der Hochdichtephase entwickelt.
Dazu sei ein zweikomponentiges System mit konstanter Wechselwirkung (a0/` = −0.05,
a1/` = 0.015) und wachsender Teilchenzahl betrachtet. In Abbildung 9.15(a) ist der
Zusammenhang zwischen Teilchenzahl und chemischem Potential fu¨r einen spha¨rischen
harmonischen Oszillator gezeigt. Die beiden Zweige werden von zwei Klassen von Lo¨-
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Abbildung 9.15 · (a) Chemisches Potential µ in Abha¨ngigkeit von der Teilchenzahl fu¨r das
zweikomponentige Fermigas mit a0/` = −0.05 und a1/` = 0.015. Der untere Zweig beschreibt
Lo¨sungen, die vollsta¨ndig auf dem Niederdichtezweig liegen, der obere Zweig solche, die eine
Hochdichtephase entsprechend der Maxwellkonstruktion enthalten. Das punktierte Segment
stellt eine metastabile Lo¨sung dar. (b) Dichten fu¨r die in Teil (a) markierten Lo¨sungen unterhalb
( ) bzw. oberhalb ( ) der kritischen Teilchenzahl Ncrit ≈ 4× 106.
sungen gebildet. Fu¨r µ < µcrit existiert eine Lo¨sung, die vollsta¨ndig auf dem Nieder-
dichtezweig (vergleiche Abbildung 9.12) liegt und somit eine glatte, niedrige Dichte in
der gesamten Falle aufweist. Die Fa¨lle ¬-® in Abbildung 9.15(b) zeigen Beispiele fu¨r
diese Lo¨sungsklasse. Oberhalb des chemischen Potentials µtrans existiert eine Lo¨sung
der Extremalbedingung auf dem Hochdichtezweig, die lokal einen kleineren Wert der
legendretransformierten Energiedichte F [κ] aufweist. In einem Gleichgewichtszustand
wird die Dichte fu¨r alle Punkte mit [µ−U(~x)] > µtrans, also im Zentrum der Falle, vom
Hochdichtezweig gebildet. Typische Beispiele zeigen die Fa¨lle ¯ und °, die durch eine
ausgepra¨gte Hochdichtephase im Zentrum der Falle gekennzeichnet sind. Fu¨r chemische
Potentiale zwischen µtrans und µcrit sind beide Lo¨sungsklassen mo¨glich, die Lo¨sung mit
Hochdichtephase und die glatte Niederdichtelo¨sung. Wie in der Abbildung durch die
punktierte Linie angedeutet, ist die Niederdichtelo¨sung in diesem Bereich nur metasta-
bil, die Hochdichtephase ist energetisch gu¨nstiger.
Im Sinne eines Gedankenexperimentes sei ein idealisiertes System mit langsam wach-
sender Teilchenzahl betrachtet. Fu¨r Teilchenzahlen N < Ntrans, wie z.B. in Fall ¬, exi-
stiert nur die glatte Niederdichtelo¨sung. Erho¨ht sich die Zahl der Teilchen und erreicht
Ntrans, so besteht die Mo¨glichkeit, daß sich im Fallenzentrum die energetisch gu¨nstigere
Hochdichtephase ausbildet. Es sind allerdings Dichtefluktuationen notwendig, um die
Barriere von der Niederdichte- zur Hochdichtelo¨sung zu u¨berwinden. In einem ideali-
sierten Szenario mit minimalen Dichtefluktuationen wird das System im metastabilen
Niederdichtezustand bleiben bis die kritische Teilchenzahl Ncrit erreicht ist, wie durch
die Fa¨lle ­ und ® gezeigt. Die Barriere fu¨r den U¨bergang in die Hochdichtephase verrin-
gert sich mit wachsendem N und verschwindet bei Ncrit vollsta¨ndig, so daß spa¨testens
hier eine Hochdichtephase in Erscheinung tritt. U¨ber ihre Ausdehnung entscheidet das
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mechanische Druckgleichgewicht an der Grenzfla¨che. Da der Druck durch
−p(~x) = E [κ](~x)− µ
3pi2
κ3(~x) = F [κ](~x) (9.26)
gegeben ist, besteht ein Druckgleichgewicht beider Phasen gerade fu¨r solche [µ−U(~x)],
bei denen die beiden lokalen Minima der transformierten Energiedichte F [κ] den glei-
chen Wert haben, also gerade fu¨r µtrans. Die Grenzfla¨che zwischen Hoch- und Nieder-
dichtephase wird von der Hyperfla¨che [µ−U(~x)] = µtrans gebildet. Das fu¨hrt dazu, daß
die Hochdichtephase nach der Bildung aus dem metastabilen Niederdichtezustand, sei
es durch U¨berschreiten der kritischen Teilchenzahl oder durch eine Dichtefluktuation
im Bereich Ntrans < N < Ncrit, eine relativ große Ausdehnung aufweist. Die beiden
in Abbildung 9.15(b) gezeigten Fa¨lle ® bzw. ¯ mit Teilchenzahlen knapp unterhalb
bzw. knapp oberhalb der kritischen Teilchenzahl Ncrit belegen dies. Der Sprung in der
Dichte um eine Gro¨ßenordnung im Zusammenhang mit der Ausdehnung der Hochdich-
tephase bewirkt einen sprunghaften Abfall des chemischen Potentials bei konstanter
Teilchenzahl, sobald die Hochdichtephase gebildet wird. Die Lo¨sung springt vom me-
tastabilen Niederdichtezweig in Abbildung 9.15(a) auf den Zweig der Hochdichtephase
bei kleinerem µ. Mit steigender Teilchenzahl wa¨chst die Dichte und der Radius der
Hochdichtephase weiter an.
In diesem Bild la¨ßt sich auch der Kollaps des Systems fu¨r Wechselwirkungen mit
a1/|a0| < 0.274 verstehen. Wie oben erwa¨hnt, tritt hier keine stabile Hochdichtephase
auf, sondern das System kollabiert bei U¨berschreiten der kritischen Teilchenzahl Ncrit in
einen selbstgebundenen Zustand. Der Grund besteht darin, daß fu¨r derartige Wechsel-
wirkungen das chemische Potential µtrans negative Werte annimmt. In der Hochdichte-
phase bildet zumindest ein Teil des Gases einen selbstgebundenen Mean-Field-Zustand
fu¨r den das externe Potential nicht mehr relevant ist.2
Hier schließt sich die Frage nach der Eignung der effektiven Kontaktwechselwirkung
fu¨r die Beschreibung der Hochdichtephase an. Es ist offenkundig, daß die Kontakt-
wechselwirkung per constructionem nicht auf selbstgebundene Systeme anwendbar ist.
Aber auch die Beschreibung der Hochdichtephase sto¨ßt an die Gu¨ltigkeitsgrenzen der
effektiven Kontaktwechselwirkung. In Abschnitt 7.3.5 wurde gezeigt, daß die Energien
in einem Zweiteilchensystem mit Hilfe der Kontaktwechselwirkung bis zu relativ ho-
hen Werten des Parameters q|a0|, wobei q den Betrag des Zweiteilchen-Relativimpulses
bezeichnet, gut beschrieben werden ko¨nnen. Erachtet man 5% relative Abweichung
von der exakten Energie als tolerabel, so sind Werte bis zu q|a0| ≈ 1.5 mo¨glich. Fu¨r
das Vielteilchensystem fu¨hrt dies auf eine Oberschranke fu¨r das Produkt aus Fermiim-
puls und Streula¨nge von κ|a0| . 3. Fu¨r die in Abbildung 9.11 diskutierten Beispiele
mit a0/` = −0.05 gilt eine Grenze von κ . 60`−1 fu¨r den lokalen Fermiimpuls. Of-
fenbar liegt der Hochdichtezweig bereits fu¨r a1/|a0| ≈ 0.3, d.h. knapp unterhalb der
p-Wellenstreula¨nge fu¨r die er erstmals auftritt, an der Anwendbarkeitsgrenze der Na¨-
herung. Fu¨r kleinere Streula¨ngenverha¨ltnisse wachsen die Fermiimpulse des Hochdich-
tezweigs rapide, so daß auf Basis der effektiven Kontaktwechselwirkung keine Aussage
u¨ber die Struktur der Hochdichtephase gemacht werden kann.
Aus physikalischer Sicht ergeben sich weitere Einschra¨nkungen bezu¨glich der Stabi-
lita¨t der Hochdichtephase. Der metastabile Zustand des verdu¨nnten Fermigases besitzt
2Bezu¨glich der hier beschriebenen Pha¨nomene sei auf die im Zusammenhang mit dieser Arbeit ent-
standene Webseite http://theory.gsi.de/˜trap/ verwiesen. Hier finden sich weiterfu¨hrende Illustrationen
zur Entstehung der Hochdichtephase und zum Einfluß der p-Wellenwechselwirkung in zweikomponen-
tigen Fermigasen.
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eine begrenzte Lebensdauer, die von der Dichte des System bestimmt wird. Dabei bil-
den Dreiteilchenkollisionen, bei denen zwei Atome einen gebundenen Zustand (Dimer)
bilden und das dritte beteiligte Atom die u¨berschu¨ssige Energie aufnimmt, den do-
minanten Verlustmechanismus. Typischerweise entweichen alle drei Teilchen in einer
derartigen Kollision aus der Falle. Die Rate solcher Dreiteilchenprozesse ist im wesent-
lichen proportional zur dritten Potenz der Dichte [BeBr00]. Das fu¨hrt dazu, daß sich die
Verlustrate in der Hochdichtephase, die eine um mindestens eine Gro¨ßenordnung ho¨-
here Dichte als die Niederdichtephase aufweist, um mindestens drei Gro¨ßenordnungen
versta¨rkt. Sobald eine Hochdichtephase auftritt, steigt die Verlustrate im Zentrum der
Falle sprunghaft an, und praktisch die gesamte Hochdichtekomponente geht in Zeiten,
die mindestens drei Gro¨ßenordnungen kleiner als die Lebensdauer des Niederdichtezu-
standes sind, verloren.
9.4.4 Experimentelle Relevanz
Die verschiedenen Pha¨nomene, die sich fu¨r attraktive Wechselwirkungen ergeben, er-
o¨ffnen interessante Fragestellungen fu¨r experimentelle Untersuchungen. Zwei Beispiele
verdeutlichen dies: Als erstes Beispiel sei ein zweikomponentiges Gas aus 6Li Atomen in
verschiedenen magnetischen Unterzusta¨nden des Gesamtdrehimpulses genannt. Expe-
rimentellen Untersuchungen zufolge [AbMc97], besitzt 6Li eine anomale s-Wellenstreu-
la¨nge von a0 = −2160aB, was auf die Existenz eines schwach gebundenen s-Wellen-
zustandes hindeutet. In einer spha¨rischen harmonischen Falle mit typischer Oszillator-
la¨nge ` = 1µm entspricht das einem Wechselwirkungsparameter a0/` ≈ −0.11. Unter
Vernachla¨ssigung der p-Wellenwechselwirkung, die in diesem Fall ohne weiteres gerecht-
fertigt ist, ergibt sich aus der Stabilita¨tsbedingung (9.20) eine kritische Teilchenzahl von
Ncrit = 14800 fu¨r jede der beiden Komponenten. Diese Begrenzung der Teilchenzahl
des metastabilen Zustandes stellt eine ernsthafte Einschra¨nkung dar, die unmittelbare
experimentelle Relevanz besitzt. Das zweikomponentige 6Li-System gilt als bevorzugter
Kandidat fu¨r die Beobachtung des BCS-Phasenu¨bergangs in ultrakalten atomaren Ga-
sen [HoFe97], gerade weil aufgrund der außerordentlich großen s-Wellenstreula¨nge eine
relativ hohe U¨bergangstemperatur in der Gro¨ßenordnung 10 mK erwartet wird. Des-
weiteren wurde gezeigt, daß die kritische Temperatur fu¨r den BCS-U¨bergang deutlich
mit der Teilchenzahl ansteigt [HoFe97]. Voraussetzung fu¨r die Bildung der supraflui-
den Phase ist die Stabilita¨t des ultrakalten Fermigases in der Normalphase, somit gilt
die strenge Begrenzung der Teilchenzahl durch Ncrit. Die Erzeugung einer suprafluiden
Phase im zweikomponentigen 6Li-System, ist also nur mit kleinen Teilchenzahlen und
entsprechend niedrigen kritischen Temperaturen fu¨r den BCS-U¨bergang mo¨glich. Der
Vorteil der großen negativen Streula¨nge wird hierdurch zunichte gemacht.
Ein zweites Beispiel ist das 40K-System. Die experimentelle s-Wellenstreula¨nge weist
einen moderaten positiven Wert von a0 = (157± 20)aB auf [DeBo99]. Der interessante
Punkt ist eine experimentell nachgewiesene Resonanz im p-Wellenkanal, die zu ver-
gleichsweise hohen Wirkungsquerschnitten fu¨r p-Wellenstreuung fu¨hrt. M. Marinescu
und L. You [MaYo98] haben gezeigt, daß es mo¨glich ist, die effektive Sta¨rke der Atom-
Atom-Wechselwirkung durch Anlegen eines externen stationa¨ren elektrischen Feldes zu
beeinflussen. Dazu wird eine Formresonanz induziert, deren Energie von der Sta¨rke des
elektrischen Feldes abha¨ngt. Damit kann die Streula¨nge durch Variation der Feldsta¨rke
nahezu beliebig vera¨ndert werden. Im 40K-System ko¨nnte so die p-Wellenstreula¨nge,
durch Ausnutzung der ohnehin vorhandenen Resonanz, auf sehr hohe Werte
”
einge-
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stellt” werden. Alternativ ko¨nnte die s-Wellenstreula¨nge durch Konstruktion einer s-
Wellenresonanz auf negative Werte modifiziert werden, so daß im Zusammenspiel mit ei-
ner moderaten positiven p-Wellenstreula¨nge eine Realisierung der p-wellenstabilisierten
Hochdichtephase mo¨glich scheint.
9.5 Zweikomponentige Fermigase:
Komponentenseparation
Neben dem Kollaps des verdu¨nnten Fermigases in einen selbstgebundenen Zustand ist
in einem zweikomponentigen System ein weiterer Strukturu¨bergang mo¨glich. Es han-
delt sich um den U¨bergang von einem Fermigas mit zwei identischen u¨berlappenden
Dichteverteilungen zu einem mit ra¨umlich separierten Dichteprofilen der beiden Kom-
ponenten. Da sich die beiden Komponenten in der typischen experimentellen Realisation
[DeJi99] bezu¨glich ihrer Drehimpulsprojektion unterschieden, geht die Komponenten-
separation mit einer makroskopischen Magnetisierung einher.
Im Gegensatz zum Kollaps, der durch das Verschwinden des metastabilen Zustandes
als Lo¨sung der Extremalbedingung definiert ist, beruht die Beschreibung des Phasen-
u¨bergangs von identischen zu separierten Dichten auf einem Energieargument: Oberhalb
einer gewissen Teilchenzahl ist die separierte Konfiguration energetisch gu¨nstiger als die
Konfiguration identischer Dichten.
9.5.1 Energiedichte und Komponentenseparation
Beim Strukturu¨bergang von einem zweikomponentigen System mit identischen Dichte-
profilen zu einem mit separierten Dichten spielen abstoßende Wechselwirkungen, ins-
besondere im s-Wellenteil, die treibende Rolle. Die Natur dieses U¨bergangs zeigt sich
bereits anhand der allgemeinen Energiedichte (9.12) des zweikomponentigen Systems:
E [κ1, κ2](~x) = U(~x)
6pi2
[
κ31(~x) + κ
3
2(~x)
]
+
1
20pi2m
[
κ51(~x) + κ
5
2(~x)
]
+
a0
9pi3m
κ31(~x)κ
3
2(~x) (9.12)
+
a31
30pi3m
[
κ81(~x) + κ
8
2(~x)
]
+
a31
60pi3m
[
κ31(~x)κ
5
2(~x) + κ
5
1(~x)κ
3
2(~x)
]
.
Der Einfachheit halber wird hier von gleichen Fallenpotentialen U(~x) = U1(~x) = U2(~x)
fu¨r beide Komponenten ausgegangen. Eine eventuell vorhandene Verschiebung der bei-
den Fallenpotentiale um eine Konstante kann in der Gesamtenergie und den chemischen
Potentialen nachtra¨glich beru¨cksichtigt werden. Die auftretenden Terme lassen sich in
zwei Gruppen unterteilen: In die Summanden der ersten Spalte geht nur die Summe
der lokalen Fermiimpulse beider Komponenten in verschiedenen Potenzen ein — sie
werden vom Beitrag des externen Potentials, der kinetischen Energie und einem Teil
des Beitrags der p-Wellenwechselwirkung gebildet. In die Terme der zweiten Spalte
geht das Produkt der Fermiimpulse der beiden Komponenten ein — diese Kreuzter-
me werden von der s- und der p-Wellenwechselwirkung erzeugt. Aus Sicht der Dich-
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tefunktionaltheorie entscheidet die Energieminimierung, welche Dichteverteilung den
Grundzustand beschreibt.
Die Form des Energiedichtefunktionals gibt Grund zur Annahme, daß es fu¨r stark
abstoßende s-Wellenwechselwirkungen energetisch gu¨nstiger sein kann, zwei Dichtever-
teilungen anzunehmen, die sich nur wenig u¨berlappen, d.h. deren Produkt in jedem
Punkt klein ist. Im Grenzfall verschwindender U¨berlappung, d.h. κ1(~x)κ2(~x) = 0 fu¨r
alle ~x, verschwinden alle Terme der zweiten Gruppe, also insbesondere der Beitrag der
s-Wellenwechselwirkung, vo¨llig. Die Energiedichte reduziert sich in diesem Fall, der als
separierte Konfiguration bezeichnet wird, auf
Esep[κ1, κ2](~x) = U(~x)
6pi2
[
κ31(~x) + κ
3
2(~x)
]
+
1
20pi2m
[
κ51(~x) + κ
5
2(~x)
]
+
a31
30pi3m
[
κ81(~x) + κ
8
2(~x)
]
.
(9.27)
Da die lokalen Fermiimpulse der beiden Komponenten disjunkte Tra¨ger haben, kann
formal ein Summenfermiimpuls κˆ(~x) = κ1(~x) + κ2(~x) eingefu¨hrt werden, der auf die
Summe der Teilchenzahlen beider Komponenten normiert ist, d.h. unter der Annah-
me gleicher Teilchenzahlen auf 2N . Fu¨r die Gesamtenergie ist es unerheblich, wie der
Summenfermiimpuls ra¨umlich auf die beiden Komponenten verteilt wird, solange beide
Fermiimpulse auf die Teilchenzahl N normiert sind. Die Energiedichte reduziert sich so
auf die Energiedichte des einkomponentigen Systems (9.1) mit der doppelten Teilchen-
zahl. Der Summenfermiimpuls κˆ(~x) ist durch die entsprechende Extremalbedingung
(9.3) unter der Nebenbedingung, daß die Teilchenzahl 2N betra¨gt, gegeben.
9.5.2 Ein Variationsmodell
Zur Illustration der Komponentenseparation eignet sich ein Variationsmodell, in dem
die beiden konkurrierenden Konfigurationen durch einfache Versuchsdichten parame-
trisiert werden. Fu¨r den Fall identischer Dichten der beiden Komponenten bietet sich
die aus der wechselwirkungsfreien Lo¨sung abgeleitete Parametrisierung des lokalen Fer-
miimpulses an:
κovl1 (~x) = κ
ovl
2 (~x) =
2 3
√
6N
α
√
1− (x/α)2, (9.28)
wie sie bereits in Abschnitt 9.2.1 verwendet wurde. Die Energie, definiert als Integral
u¨ber die Energiedichte (9.12), la¨ßt sich fu¨r diese Parametrisierung analytisch als Funk-
tion des Variationsparameters α, der Streula¨ngen und der Teilchenzahl darstellen
Eovl = Cu
α2N
`4
+ Ct
N5/3
α2
+ C0
a0N
2
α3
+ C1
a31N
8/3
α5
(9.29)
mit den Konstanten
Cu =
3
8m
, Ct =
3 (9/2)1/3
m
, C0 =
16384
315pi2m
, C1 =
262144 · 62/3
1925pi2m
. (9.30)
Der optimale Parameter α, der das Minimum der Energie bei gegebener Teilchenzahl
und Streula¨ngen beschreibt, ist numerisch leicht zu bestimmen. Die so berechneten
Energien stimmen im betrachteten Parameterbereich bis auf wenige Promille mit der
exakten Lo¨sung der Extremalbedingung (9.16) fu¨r diesen Fall u¨berein.
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Fu¨r die Beschreibung der zweiten Konfiguration, dem Fall separierter Komponenten,
ist eine Erweiterung der Parametrisierung no¨tig. Eine Mo¨glichkeit ist die Multiplikation
der spha¨rischen Parametrisierung mit einer Stufenfunktion θ(x3) in der x3-Koordinate
κsep1 (~x) = κ
sep
2 (−~x) = 2 θ(x3) κovl(~x). (9.31)
Die so entstehenden Dichteprofile sind hauptsa¨chlich in der positiven bzw. negativen
Hemispha¨re lokalisiert und von einer scharfen Oberfla¨che in der x1-x2-Ebene begrenzt.
Prinzipiell wa¨ren beliebige andere ra¨umliche Konfigurationen der separierten Phasen
denkbar, solange das Produkt der Dichten beider Komponenten an jedem Ort ver-
schwindet. Die Gro¨ße der Oberfla¨che zwischen den Komponenten hat keinen Einfluß auf
die Energie in Thomas-Fermi-Na¨herung. Werden allerdings Gradientenkorrekturen in
das Energiefunktional einbezogen, dann liefern diese Oberfla¨chen einen positiven wenn
auch kleinen Energiebeitrag. Daher ist es physikalisch sinnvoll, stets die Konfiguration
minimaler Oberfla¨che fu¨r die Separation anzunehmen.
Die Energie der separierten Konfiguration nimmt als Funktion des Variationspara-
meters α die einfache Form
Esep = Cu
α2N
`4
+ 22/3 Ct
N5/3
α2
+
28/3
3
C1
a31N
8/3
α5
(9.32)
an. Da die Dichten beider Komponenten nicht u¨berlappen, tra¨gt die s-Wellenkompo-
nente der Wechselwirkung nicht bei. Im Vergleich zur Energie der u¨berlappenden Konfi-
guration sind die Vorfaktoren der kinetischen Energie und der p-Wellenwechselwirkung
modifiziert.
Man vergleiche die Energien der beiden Konfigurationen zuna¨chst ohne Beru¨cksichti-
gung der p-Wellenwechselwirkung und unter der Annahme, daß die optimalen Variati-
onsparameter α der beiden Versuchsdichten bei gegebener Teilchenzahl ungefa¨hr gleich
sind. Fu¨r verschwindende s-Wellenstreula¨nge unterscheiden sich die Energien beider
Konfigurationen nur im Koeffizienten der kinetischen Energie, der im separierten Fall
um 22/3 gro¨ßer ist. Die u¨berlappende Konfiguration ist demnach fu¨r verschwindende
oder schwach abstoßende s-Wellenwechselwirkungen energetisch begu¨nstigt. Bei hin-
reichend starker s-Wellenabstoßung wird die Differenz der kinetischen Beitra¨ge durch
den Wechselwirkungsterm, der nur in der u¨berlappenden Konfiguration beitra¨gt, kom-
pensiert. Oberhalb einer gewissen s-Wellenstreula¨nge ist die separierte Konfiguration
demnach energetisch bevorzugt. Die folgenden beiden Abschnitte gehen detailliert auf
den U¨bergang zwischen u¨berlappender und separierter Konfiguration ein.
An dieser Stelle soll quantitativ auf die Rolle der Gradientenkorrektur und die An-
wendbarkeit der Thomas-Fermi-Na¨herung fu¨r diese Untersuchung eingegangen werden.
Die Thomas-Fermi-Na¨herung vernachla¨ssigt alle Terme, die vom Gradienten der Dich-
te abha¨ngen. Daher stellen nichtstetige Dichten wie (9.31) nur mo¨gliche Lo¨sungen der
Thomas-Fermi-Na¨herung dar. Die Gradiententerme fu¨hren zu stetigen Dichteprofilen,
da die Energiedichte an den Unstetigkeitsstellen sonst unendliche groß wu¨rden. Eine
einfache Erweiterung der Versuchsdichte verwendet eine Fermifunktion statt der Stu-
fenfunktion
κfermi1 (~x) = κ
fermi
2 (−~x) =
2
1 + exp(x3/σ)
ρovl(~x). (9.33)
Der zusa¨tzliche Variationsparameter σ kontrolliert die Dicke der diffusen Oberfla¨che
und damit die U¨berlappung der beiden Komponenten. Im Grenzfall σ → 0 ergeben sich
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Abbildung 9.16 · Grundzustandsenergie fu¨r zweikomponentige Fermigase mit u¨berlappender
(dicke Linien) bzw. vollsta¨ndig separierter Dichte (du¨nne Linien) als Funktion des Logarithmus
der Teilchenzahl fu¨r Wechselwirkungen mit abstoßender s-Wellenkomponente a0/` = 0.04 sowie
(a) abstoßende p-Wellenkomponente mit a1/` = 0 ( ), 0.01 ( ) und 0.02 ( ) bzw.
(b) anziehender p-Wellenkomponente mit a1/` = 0 ( ), −0.01 ( ) und −0.023 ( ).
Alle Energien sind auf die Energie E0 der freien Lo¨sung zur jeweiligen Teilchenzahl normiert.
die vollsta¨ndig separierten Dichten (9.31), fu¨r σ → ∞ wird die spha¨rische Verteilung
(9.28) reproduziert.
Mit Hilfe dieser Parametrisierung la¨ßt sich die Energieminimierung fu¨r die erweiterte
Thomas-Fermi-Na¨herung unter Einbeziehung der Gradientenkorrektur (8.45) durchfu¨h-
ren. Die Variation des Radiusparameters α und der Oberfla¨chendicke σ fu¨r verschiedene
Werte der Streula¨nge a0 fu¨hrt auf Energien, die praktisch mit dem Ergebnis mit voll-
sta¨ndig separierten Dichte (9.32) ohne Beru¨cksichtigung der Gradientenkorrektur u¨ber-
einstimmen. Der optimale Wert des Oberfla¨chenparameters ha¨ngt nur sehr schwach
von der Wechselwirkungssta¨rke ab und betra¨gt σ/α ≈ 10−3 bei typischen Teilchenzah-
len. Der Beitrag der Gradientenkorrektur zur Energie ist trotz dieser scharf begrenzten
Oberfla¨che minimal: E∇/E0 . 10−5. Ein wesentlicher Beitrag stammt hierbei von der
a¨ußeren Oberfla¨che und nicht von der Grenzfla¨che zwischen den Komponenten. Die
Gradientenkorrektur und die diffuse Trennung zwischen den Komponenten sind fu¨r die
Berechnung der Energie der separierten Phase somit vernachla¨ssigbar.
9.5.3 Systematik der Komponentenseparation
Das Variationsmodell kann genutzt werden, um die Systematik der Komponentense-
paration in Abha¨ngigkeit von der Wechselwirkungssta¨rke, d.h. der s- und p-Wellen-
streula¨nge, zu studieren. Hier wird sich eine sehr detailreiche Struktur zeigen, die sehr
sensitiv vom Zusammenspiel der s- und p-Wellenwechselwirkung abha¨ngt. Naiv erwartet
man fu¨r alle Wechselwirkungen mit abstoßendem s- oder p-Wellenteil das Auftreten der
Komponentenseparation, da in allen Fa¨llen eine abstoßende Wechselwirkung zwischen
den beiden Komponenten des Systems wirkt. Diese Erwartung wird sich allerdings als
falsch herausstellen.
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Sei zuerst der Fall abstoßender s-Wellenwechselwirkungen betrachtet. In Abbildung
9.16 sind die minimierten Energien der u¨berlappenden Konfiguration Eovl und der se-
parierten Konfiguration Esep u¨ber dem Logarithmus der Teilchenzahl fu¨r abstoßende
s-Wellenwechselwirkungen mit verschiedenen p-Wellenwechselwirkungen aufgetragen.
Fu¨r verschwindende p-Wellenwechselwirkung (durchgezogene Linien) ist die Energie der
vollsta¨ndig separierten Konfiguration proportional zur Energie des wechselwirkungs-
freien Systems, d.h. Esep/E0 ist eine Konstante. Nur die kinetische Energie und das
externe Potential liefern in dieser Konfiguration einen Energiebeitrag, die abstoßen-
de s-Wellenwechselwirkung wegen der verschwindenden U¨berlappung der beiden Kom-
ponenten nicht. Nichtsdestotrotz liegt die Energie der separierten Konfiguration u¨ber
der Energie des wechselwirkungsfreien Systems gleicher Teilchenzahl, da die Dichte
und die kinetische Energie aufgrund der Lokalisierung aller Teilchen einer Kompo-
nente in einer Ha¨lfte der Falle wesentlich ho¨her sind. Die skalierte Energie Eovl/E0
der Konfiguration mit identischen Dichten wa¨chst dagegen aufgrund der repulsiven s-
Wellenwechselwirkung mit der Teilchenzahl. Der Schnittpunkt beider Kurven definiert
eine kritische Teilchenzahl Nsep fu¨r die Komponentenseparation in einem Gleichge-
wichtssystem. Unterhalb der kritischen Teilchenzahl ist die Konfiguration u¨berlappen-
der Dichten energetisch bevorzugt, oberhalb von Nsep diejenige separierter Dichten.
Eine abstoßende p-Wellenwechselwirkung liefert in beiden Konfigurationen einen po-
sitiven Beitrag zur Energie, der stark mit der Teilchenzahl anwa¨chst (siehe gestrichelte
und punktierte Linien). Die analytische Form der Energien (9.29) bzw. (9.32) zeigt,
daß der p-Wellenbeitrag in der separierten Konfiguration mit gro¨ßerem Gewicht eingeht.
Dies fu¨hrt dazu, daß die Energie der separierten Konfiguration oberhalb einer charakte-
ristischen p-Wellenstreula¨nge fu¨r beliebige Teilchenzahlen u¨ber der Energie der u¨berlap-
penden Konfiguration liegt. Demzufolge tritt keine Komponentenseparation mehr auf.
Die abstoßende p-Wellenwechselwirkung stabilisiert das System gegenu¨ber der durch die
abstoßende s-Wellenwechselwirkung induzierten Komponentenseparation. Die punktier-
ten Kurven in Abbildung 9.16(a) zeigen den Fall einer p-Wellenwechselwirkung, die ge-
rade stark genug ist, eine derartige Stabilisierung zu bewirken. Die entscheidende Gro¨ße
ist das Verha¨ltnis von p- und s-Wellenstreula¨nge — in diesem Beispiel a1/a0 = 1/2. Fu¨r
Wechselwirkungen mit einem kleineren Streula¨ngenverha¨ltnis, die noch keine absolute
Stabilisierung zeigen, wird die kritische Teilchenzahl Nsep fu¨r die Komponentensepa-
ration durch die abstoßende p-Wellenkomponente leicht erho¨ht. Wie die gestrichelten
Kurven der Abbildung 9.16(a) zeigen, ist der Einfluß aber minimal.
Fu¨r anziehende p-Wellenwechselwirkungen tritt ein weiterer Effekt in Erscheinung:
Die Teilchenzahlen der u¨berlappenden und der separierten Konfiguration werden durch
die kritischen Teilchenzahlen fu¨r den Kollaps des Fermigases in einen Hochdichtezu-
stand begrenzt. Diese Grenze liegt in der gleichen Gro¨ßenordnung wie die kritische
Teilchenzahl fu¨r die Separation. In Abbildung 9.16(b) sind die Energien beider Kon-
figurationen fu¨r abstoßende s-Wellen- und anziehende p-Wellenwechselwirkungen ge-
zeigt. Die Quadrate kennzeichnen die kritischen Teilchenzahlen fu¨r den Kollaps des
Systems in einen Hochdichtezustand. Allgemein zeigt sich, daß eine anziehende p-
Wellenwechselwirkung eine Absenkung der Energien beider Konfigurationen bewirkt,
die mit wachsender Teilchenzahl und wachsendem Betrag der Streula¨nge zunimmt. Fu¨r
schwache p-Wellenkomponenten senkt sich die kritische Teilchenzahl Nsep fu¨r die Kom-
ponentenseparation ab, allerdings sinkt gleichzeitig auch die kritische Teilchenzahl fu¨r
den Kollaps. Wie die punktierten Kurven der Abbildung zeigen, tritt ab einer gewis-
sen negativen p-Wellenstreula¨nge der Fall ein, daß keine kritische Teilchenzahl Nsep
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mehr definiert werden kann, da die separierte Konfiguration vor Erreichen der Energie-
gleichheit kollabiert. Fu¨r solche Wechselwirkungen existiert keine metastabile separierte
Phase. Das Gas kann lediglich in einem metastabilen Zustand mit identischen Dichten
existieren, der oberhalb einer entsprechenden kritischen Teilchenzahl ebenfalls kolla-
biert.
Schließlich bleiben noch Wechselwirkungen mit abstoßender p-Wellen- und anzie-
hender oder verschwindender s-Wellenkomponente zu diskutieren. In solchen Systemen
hat die u¨berlappende Phase in jedem Fall eine niedrigere Energie, da die abstoßen-
de p-Wellenkomponente mit geringerem Gewicht eingeht und zudem die anziehende
s-Wellenkomponente aktiv ist. Eine Komponentenseparation kann allein durch eine ab-
stoßende p-Wellenwechselwirkung nicht verursacht werden. Vielmehr ist hierfu¨r eine
s-Wellenabstoßung zwingend notwendig.
Zusammengefaßt: Eine metastabile separierte Phase tritt nur fu¨r abstoßende s-Wel-
lenwechselwirkungen mit betragsma¨ßig kleinem p-Wellenteil auf. Fu¨r sta¨rkere p-Wel-
lenabstoßung ist die separierte Phase energetisch immer oberhalb der Konfiguration
mit identischen Dichten, fu¨r sta¨rkere p-Wellenanziehung kollabiert das System.
9.5.4 Separationsbedingungen
Man kann noch einen Schritt weiter gehen und explizite Separationsbedingungen fu¨r
den U¨bergang von der u¨berlappenden zur separierten Phase konstruieren. Dazu wird
auf die direkte numerische Lo¨sung der Extremalbedingungen und die damit berechne-
ten Energien fu¨r beide Konfigurationen zuru¨ckgegriffen. Zuerst wird fu¨r ein gegebenes
chemisches Potential die Teilchenzahl und die Energie der u¨berlappenden Konfigura-
tion ermittelt. Danach wird das chemische Potential der separierten Konfiguration so
angepaßt, daß die Teilchenzahl der der u¨berlappenden Konfiguration entspricht. Ist dies
der Fall, wird die Energie der separierten Konfiguration bestimmt. Der Vergleich der
beiden Energien gibt Aufschluß daru¨ber, ob die betrachtete Teilchenzahl oberhalb oder
unterhalb der kritischen Teilchenzahl fu¨r die Komponentenseparation liegt. Dieses Ver-
fahren wird im Sinne einer Iterationsprozedur wiederholt, bis die Energie der beiden
Konfigurationen bis auf relative Abweichungen von ho¨chstens einem Promille gleich ist.
Die resultierenden kritischen TeilchenzahlenNsep werden verwendet, um eine parame-
trisierte Stabilita¨tsbedingung in Abha¨ngigkeit von der Teilchenzahl, der Oszillatorla¨nge
und den Streula¨ngen zu konstruieren. Hier erweist sich die Parametrisierung
C0
(
6
√
N
a0
`
)
+ C31
(
6
√
N
a1
`
)3
≤ 1 (9.34)
ohne den in (9.22) eingefu¨hrten Kreuzterm als vollkommen ausreichend. Der Parameter
C0 wird durch Anpassung an die kritischen Teilchenzahlen Nsep fu¨r eine reine absto-
ßende s-Wellenwechselwirkung bestimmt. Der Parameter C1 ist sodann fu¨r abstoßende
und anziehende p-Wellenkomponenten separat zu bestimmen. Die Ergebnisse dieser
Anpassung sind in Tabelle 9.2 zusammengefaßt. Die direkt bestimmten kritischen Teil-
chenzahlen werden damit bis auf Abweichungen von 1% reproduziert.
In Abbildung 9.17 ist der Logarithmus der kritischen Teilchenzahl Nsep, die sich aus
der Separationsbedingung ergibt, als Funktion der s-Wellenstreula¨nge fu¨r abstoßende
bzw. anziehende p-Wellenwechselwirkungen aufgetragen. Hier sind mehrere charakteri-
stische Pha¨nomene zu beobachten:
Fu¨r abstoßende p-Wellenwechselwirkungen existiert eine untere Grenze fu¨r die s-Wel-
lenstreula¨nge, unterhalb derer keine Komponentenseparation auftritt, d.h. Nsep → ∞.
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Abbildung 9.17 · Logarithmus der kritischen Teilchenzahl fu¨r die Komponentenseparation als
Funktion der s-Wellenstreula¨nge a0/` fu¨r (a) abstoßende p-Wellenwechselwirkungen a1/` = 0
( ), 0.005 ( ), 0.01 ( ), 0.015 ( ) und 0.02 ( )bzw. (b) anziehende p-
Wellenwechselwirkungen a1/` = 0 ( ), −0.005 ( ), −0.01 ( ), −0.015 ( ) und
−0.02 ( ). Die Punkte entstammen der direkten numerischen Rechnung, die Kurven geben
das Resultat der Separationsbedingung (9.34) wieder. Die grauen Quadrate in (b) geben den
Schnittpunkt mit der Stabilita¨tsgrenze des separierten Systems an.
Aus der Separationsbedingung ergibt sich, daß keine Komponentenseparation auftritt
sofern die Streula¨ngen der Bedingung
a1
a0
> 0.349 (9.35)
genu¨gen. Abstoßende p-Wellenwechselwirkungen bewirken also eine Stabilisierung des
Systems gegenu¨ber Komponentenseparation, die von der abstoßenden s-Wellenwechsel-
wirkung induziert wird. Die Ursache hierfu¨r wurde bereits im Rahmen des Variations-
modells diskutiert: Die abstoßende p-Wellenwechselwirkung tra¨gt auch in der separier-
ten Konfiguration bei und fu¨hrt dazu, daß deren Energie fu¨r beliebige Teilchenzahlen
oberhalb der u¨berlappenden Konfiguration liegt. Auch fu¨r Wechselwirkungen, bei de-
nen die Separation auftritt, bewirkt die p-Wellenabstoßung eine leichte Erho¨hung der
kritischen Teilchenzahl.
Fu¨r anziehende p-Wellenwechselwirkungen zeigt sich ein sehr kompliziertes Szena-
rio, da es zur U¨berlagerung zwischen Separation und Kollaps kommt. Fu¨r starke s-
Wellenabstoßungen bewirkt die anziehende p-Wellenkomponente eine Reduktion von
Nsep, da sie die Energie der separierten Konfiguration sta¨rker absenkt. Fu¨r schwache s-
Wellenabstoßung wird der durch die p-Wellenanziehung induzierte Kollaps des Systems
Wechselwirkung C0 C1
a0 > 0, a1 = 0 0.823 —
a0 > 0, a1 ≥ 0 0.823 -1.246
a0 > 0, a1 ≤ 0 0.823 -1.401
Tabelle 9.2 · Koeffizienten der parametrisierten Se-
parationsbedingung (9.34) fu¨r das zweikomponen-
tige Fermigas fu¨r die verschiedenen Wechselwir-
kungstypen.
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relevant. Fu¨r Streula¨ngenverha¨ltnisse
|a1|
a0
> 0.394 (9.36)
existiert keine metastabile separierte Konfiguration mehr. Sollte das System durch ei-
ne Dichtefluktuation eine separierte Phase ausbilden, so wu¨rden diese unmittelbar in
einen selbstgebundenen Hochdichtezustand kollabieren. Die Teilchenzahlen, oberhalb
derer keine metastabile separierte Konfiguration mehr existiert — und demnach keine
kritische Teilchenzahl Nsep definiert werden kann — sind in Abbildung 9.17(b) durch
graue Quadrate markiert.
9.5.5 Separation versus Kollaps
Dieser Abschnitt soll die Effekte, die sich aus dem Zusammenspiel zwischen Komponen-
tenseparation und der Instabilita¨t der separierten bzw. u¨berlappenden Phase ergeben,
genauer beleuchten.
Als Vorbereitung sei der einfache Fall rein abstoßender s- und p-Wellenwechselwirkun-
gen betrachtet. In Abbildung 9.18(a) ist ein
”
Phasendiagramm”fu¨r das zweikomponenti-
ge Fermigas mit einer charakteristischen p-Wellenstreula¨nge (a1/` = 0.01) als Funktion
der Teilchenzahl und s-Wellenstreula¨nge dargestellt. Fu¨r derartige Wechselwirkungen
kann das System im Rahmen der Thomas-Fermi-Na¨herung in zwei verschiedenen Zu-
sta¨nden auftreten: identische u¨berlappende Dichten oder separierte Komponenten. Bei-
de Zusta¨nde existieren fu¨r beliebige Teilchenzahlen und Wechselwirkungssta¨rken, ihre
Energien unterscheiden sich jedoch in Abha¨ngigkeit von diesen Parametern. Daraus
ergeben sich zwei Regionen im Phasendiagramm des Gleichgewichtssystems:
(I) Die Konfiguration identischer Dichten fu¨r beide Komponenten ist energetisch ge-
genu¨ber dem separierten Zustand bevorzugt und bildet den Grundzustand des
Gleichgewichtssystems.
(II) Der Zustand separierter Komponenten ist energetisch bevorzugt und bildet den
Grundzustand des Gleichgewichtes. Die Konfiguration u¨berlappender Dichten tritt
allenfalls metastabil (gegen Separation der Komponenten) auf.
Die Grenze zwischen beiden Bereichen ist durch die Separationsbedingung (9.34) defi-
niert und durch die strichpunktierte Kurve in Abbildung 9.18 dargestellt.
Das Phasendiagramm in Gegenwart anziehender p-Wellenwechselwirkungen, in Ab-
bildung 9.18(b) exemplarisch a1/` = −0.02, ist um einiges komplexer. Neben der Kom-
ponentenseparation spielt hier der Kollaps des Fermigases in einen selbstgebundenen
Zustand eine entscheidende Rolle. Sowohl die u¨berlappende als auch die separierte Kon-
figuration kann unter Einwirkung der p-Wellenanziehung instabil gegen diesen Kollaps
sein. Wie bereits erwa¨hnt, gelten fu¨r beide Konfigurationen verschiedene Stabilita¨tsbe-
dingungen: Die Stabilita¨tsgrenze der separierten Konfiguration ist in Abbildung 9.18(b)
durch die gestrichelte Linie dargestellt, die der u¨berlappenden Konfiguration durch die
durchgezogene Linie. Mit wachsender Teilchenzahl wird die separierte Konfiguration
fru¨her instabil als die u¨berlappende, daher existiert eine Region im Phasendiagramm,
in der nur die u¨berlappende Phase existiert. Im einzelnen ergeben sich folgende zusa¨tz-
liche Bereiche
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Abbildung 9.18 · Phasendiagramm fu¨r das zweikomponentige Fermigas mit abstoßender s-
Wellenwechselwirkung und abstoßender (a) bzw. anziehender p-Wellenwechselwirkung (b). Die
Linien geben die kritischen Teilchenzahlen fu¨r den Kollaps des Systems mit identischen Dichten
( ), den U¨bergang zu separierten Komponenten ( ) sowie den Kollaps der separierten
Phase ( ) an. Zum Vergleich ist die kritische Teilchenzahl fu¨r die Komponentenseparation
( ) bei verschwindender p-Wellenwechselwirkung angegeben. Die Struktur des Systems in
den verschiedenen Regionen des Phasendiagramms wird im Text diskutiert.
(III) Der Zustand separierter Komponenten ist instabil gegen den Kollaps in einen
selbstgebundenen Zustand, nur die Konfiguration u¨berlappender Dichten ist me-
tastabil (gegen Kollaps).
(IV) Das zweikomponentige Fermigas ist fu¨r beide Konfigurationen instabil und kolla-
biert in einen Bindungszustand.
Diese Phasendiagramme geben einen Eindruck von der Vielfalt der Pha¨nomene, die
sich durch Einbeziehung der p-Wellenwechselwirkung ero¨ffnet. Sie zeigen gleichzeitig,
daß man bei Vernachla¨ssigung des p-Wellenteils Gefahr la¨uft, einige wesentliche Ei-
genschaften des Systems zu u¨bersehen. Ein Beispiel: Gegeben sei ein zweikomponen-
tiges System mit Streula¨ngen a0/` = 0.08 und a1/` = −0.02. Betrachtet man das
Phasendiagramm 9.18(b) so durchla¨uft das System mit wachsender Teilchenzahl alle
beschriebenen Bereiche: Bei kleinen Teilchenzahlen zeigt es u¨berlappende identische
Dichteverteilungen (I). Fu¨r gro¨ßere Teilchenzahlen schließt sich ein Bereich (II) an, in
dem es energetisch gu¨nstiger ist, die beiden Komponenten zu separieren. Wenn dieser
U¨bergang erfolgt, dann kollabiert das System beim Erreichen des Bereichs (III). Falls
die Komponentenseparation ausbleibt und sich das System metastabil durch den Be-
reich (II) entwickelt, dann tritt der Kollaps erst bei um zwei Gro¨ßenordnungen ho¨heren
Teilchenzahlen mit Erreichen des Bereiches (IV) ein. Bei Vernachla¨ssigung der rela-
tiv schwachen p-Wellenwechselwirkung wu¨rde dieses komplexe Wechselspiel zwischen
Separation und Kollaps vollkommen verborgen bleiben.3
3Zum Phasendiagramm des zweikomponentigen Fermigases sowie dessen Abha¨ngigkeit von der p-
Wellenstreula¨nge finden sich weitergehende Illustrationen auf der Webseite http://theory.gsi.de/˜trap/.
Insbesondere werden anhand zweier Animationen die grundlegenden Vera¨nderungen des Phasedia-
gramms unter dem Einfluß anziehender bzw. abstoßender p-Wellenwechselwirkungen demonstriert.
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Anhang A
Erga¨nzungen zu Teil I
A.1 Fermigas
An dieser Stelle sollen Erwartungswerte einiger relevanter Operatoren fu¨r den Grund-
zustand des Fermigases abgeleitet werden. Die Einteilchenzusta¨nde sind durch ebene
Wellen mit Impulsquantenzahlen ~k gegeben〈
~x
∣∣~k〉 = 1√
V
exp(i~k ~x), (A.1)
der Vielteilchenzustand durch die Slaterdeterminante aller Einteilchenzusta¨nde mit Im-
pulsen bis zum Fermiimpuls kF .
A.1.1 Integrale u¨ber die Fermikugel
Zuerst seien einige beno¨tigte Impulsintegrale aufgelistet. Die Integrationen erstrecken
sich immer u¨ber die Fermikugel, d.h. der Betrag des Impulses muß kleiner oder gleich
dem Fermiimpuls kF sein. ∫
d3k 1 =
4pi
3
k3F (A.2)
∫
d3k ~k2 =
4pi
5
k5F (A.3)
∫
d3k (~k~nr) = 0 (A.4)
∫
d3k (~k~nr)
2 =
4pi
15
k5F (A.5)
∫
d3k exp(±i~k~r) = 4pi k3F
j1(x)
x
(A.6)
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∫
d3k ~k exp(±i~k~r) = ±4pii k4F
(
− j0(x)
x
+
3j1(x)
x2
)
~nr (A.7)
∫
d3k ~k2 exp(±i~k~r) = 4pi k5F
(2j0(x)
x2
+
[1
x
− 6
x3
]
j1(x)
)
(A.8)
∫
d3k (~k~nr) exp(±i~k~r) = ±4pii k4F
(
− j0(x)
x
+
3j1(x)
x2
)
(A.9)
∫
d3k (~k~nr)
2 exp(±i~k~r) = 4pi k5F
(4j0(x)
x2
+
[1
x
− 12
x3
]
j1(x)
)
(A.10)
In allen Gleichung wird die Abku¨rzung x = kF r verwendet.
A.1.2 Erwartungswerte im Fermigas
Nun werden die Erwartungswerte einiger Operatoren fu¨r den Fermigas-Grundzustand
abgeleitet. Dabei werden die Einteilchenzusta¨nde allein durch eine Impulsquantenzahl
gekennzeichnet, Spin und Isospin sind hier nicht beru¨cksichtigt. Die Erwartungswerte
unter Einbeziehung weiterer diskreter Quantenzahlen lassen sich aber leicht auf die hier
gezeigten Relationen zuru¨ckfu¨hren.
Bei der Berechnung wird vom Kontinuumslimes zur Umformung der Summe u¨ber
alle Impulszusta¨nde bis zur Fermikante in ein Integral u¨ber die Fermikugel Gebrauch
gemacht
kF∑
~ki
. . . → V
(2pi)3
∫ kF
d3k . . . (A.11)
Die Summations- bzw. Integrationsgrenzen werden im folgenden nicht mehr ausge-
schrieben, im Falle der Impulsvariablen erstreckt sich die Integration immer u¨ber die
Fermikugel, fu¨r die Ortsvariablen u¨ber den gesamten Raum.
Zuerst wird der Erwartungswert des Operators des Impulsquadrates ~p2, d.h. im we-
sentlichen der kinetischen Energie, betrachtet. Es gilt unter Zuhilfenahme von (A.3):〈
~p2
〉
=
∑
~k
〈
~k
∣∣ ~p2 ∣∣~k〉 =∑
~k
~k2
〈
~k
∣∣~k〉
=
V
(2pi)3
∫
d3k ~k2 =
V
(2pi)3
4pi
5
k5F
=
V
10pi2
k5F .
(A.12)
Die Erwartungswerte von Zweiteilchenoperatoren werden zweckma¨ßiger Weise in
einen direkten und einen Austauschterm zerlegt〈 ◦ 〉 = 〈 ◦ 〉
di
+
〈 ◦ 〉
xc
. (A.13)
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Zuna¨chst zum Erwartungswert einer lokalen Operatorfunktion f(r) der Relativkoordi-
nate, z.B. eines lokalen Potentials. Fu¨r den direkten Term folgt mit (A.2)
〈
f(r)
〉
di
=
1
2
∑
~k1~k2
〈
~k1~k2
∣∣ f(r) ∣∣~k1~k2〉
=
1
2
∫
d3Xd3r f(r)
∑
~k1,~k2
∣∣〈~x1~x2∣∣~k1~k2〉∣∣2
=
V
2(2pi)6
∫
d3r f(r)
∫
d3k1d
3k2 1
=
V
2(2pi)6
(4pi
3
k3F
)2 ∫
d3r f(r)
=
V
72pi4
k6F
∫
d3r f(r).
(A.14)
Die Einteilchenkoordinaten verstehen sich hier und im folgenden in der Darstellung
durch Schwerpunkts- und Relativkoordinate im Zweiteilchensystem: ~x1 = ~X + ~r/2,
~x2 = ~X − ~r/2. Fu¨r den Austauschterm ergibt sich mit (A.6)〈
f(r)
〉
xc
= −1
2
∑
~k1,~k2
〈
~k1~k2
∣∣ f(r) ∣∣~k2~k1〉
= −1
2
∫
d3Xd3r f(r)
∑
~k1,~k2
〈
~k1~k2
∣∣~x1~x2〉〈~x1~x2∣∣~k2~k1〉
= − V
2(2pi)6
∫
d3r f(r)
∫
d3k1d
3k2 exp(−i~k1~r) exp(i~k2~r)
= − V
2(2pi)6
(4pik3F )
2
∫
d3r f(r)
(j1(kF r)
kF r
)2
= − V
72pi4
k6F
∫
d3r f(r) l21(kF r),
(A.15)
dabei bezeichnet l1(x) die sogenannte Slaterfunktion
l1(x) = 3
j1(x)
x
. (A.16)
Als na¨chstes sei der Erwartungswert eines doppelten Gradientenoperators der Form
~q f(r)~q betrachtet, wobei ~q = 12(~p(1) − ~p(2)) den Operator des Relativimpulses be-
schreibt. Er tritt zum Beispiel im Gradiententeil der effektiven Massenkorrektur auf.
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Fu¨r den direkten Term folgt mit (A.2), (A.3) und (A.4)〈
~q f(r)~q
〉
di
=
1
2
∑
~k1,~k2
〈
~k1~k2
∣∣~q f(r)~q ∣∣~k1~k2〉
=
1
2
∫
d3Xd3r f(r)
∑
~k1,~k2
∣∣〈~x1~x2∣∣~q ∣∣~k1~k2〉∣∣2
=
V 3
2(2pi)6
∫
d3r f(r)
∫
d3k1d
3k2
1
4
(~k1 − ~k2)2
∣∣〈~x1~x2∣∣~k1~k2〉∣∣2
=
V
8(2pi)6
∫
d3r f(r)
∫
d3k1d
3k2 (~k
2
1 +
~k22 − 2~k1~k2)
=
V
8(2pi)6
2
(4pi
5
k5F
)(4pi
3
k3F
)∫
d3r f(r)
=
V
240pi4
k8F
∫
d3r f(r).
(A.17)
Fu¨r den Austauschterm ergibt sich mit (A.6),(A.7) und (A.8)〈
~q f(r)~q
〉
xc
= −1
2
∑
~k1,~k2
〈
~k1~k2
∣∣~q f(r)~q ∣∣~k2~k1〉
= −1
2
∫
d3Xd3r f(r)
∑
~k1,~k2
〈
~k1~k2
∣∣~q ∣∣~x1~x2〉〈~x1~x2∣∣~q ∣∣~k2~k1〉
= − V
3
2(2pi)6
∫
d3r f(r)
∫
d3k1d
3k2 ×
× −1
4
(~k1 − ~k2)2
〈
~k1~k2
∣∣~x1~x2〉〈~x1~x2∣∣~k2~k1〉
=
V
8(2pi)6
∫
d3r f(r)
∫
d3k1d
3k2 ×
× (~k21 + ~k22 − 2~k1~k2) exp(−i~k1~r) exp(i~k2~r)
=
V
8(2pi)6
∫
d3r f(r)
{
2
(
4pik3F
j1(kF r)
kF r
)
×
×
(
4pik5F
[2j0(kF r)
(kF r)2
+
( 1
kF r
− 6
(kF r)3
)
j1(kF r)
])
− 2
(
4pik4F
[
− j0(kF r)
kF r
+
3j1(kF r)
(kF r)2
])2}
= − V
240pi4
k8F
∫
d3r f(r) l2(kF r),
(A.18)
mit der Hilfsfunktion
l2(x) = 15
[
j20(x)
x2
+
(15
x4
− 1
x2
)
j21(x)−
8
x3
j0(x)j1(x)
]
. (A.19)
Schließlich wird noch der Erwartungswert des doppelten Radialimpulsoperators der
Form qr f(r)qr mit qr = ~nr~q, wie er in den Radialteil der effektiven Massenkorrektur
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eingeht, abgeleitet. Der direkte Term lautet mit (A.2), (A.4) und (A.5)〈
qr f(r)qr
〉
di
=
1
2
∑
~k1,~k2
〈
~k1~k2
∣∣qr f(r)qr ∣∣~k1~k2〉
=
1
2
∫
d3Xd3r f(r)
∑
~k1,~k2
∣∣〈~x1~x2∣∣qr ∣∣~k1~k2〉∣∣2
=
V 3
2(2pi)6
∫
d3r f(r)
∫
d3k1d
3k2
1
4
[~nr(~k1 − ~k2)]2
∣∣〈~x1~x2∣∣~k1~k2〉∣∣2
=
V
8(2pi)6
∫
d3r f(r)
∫
d3k1d
3k2 [(~nr~k1)
2 + (~nr~k2)
2 − 2(~nr~k1)(~nr~k2)]
=
V
8(2pi)6
2
(4pi
15
k5F
)(4pi
3
k3F
)∫
d3r f(r)
=
V
720pi4
k8F
∫
d3r f(r).
(A.20)
Der Austauschterm lautet mit (A.6), (A.9) und (A.10)〈
qr f(r)qr
〉
xc
= −1
2
∑
~k1,~k2
〈
~k1~k2
∣∣qr f(r)qr ∣∣~k2~k1〉
= −1
2
∫
d3Xd3r f(r)
∑
~k1,~k2
〈
~k1~k2
∣∣qr ∣∣~x1~x2〉〈~x1~x2∣∣qr ∣∣~k2~k1〉
= − V
3
2(2pi)6
∫
d3r f(r)
∫
d3k1d
3k2 ×
× −1
4
[~nr(~k1 − ~k2)]2
〈
~k1~k2
∣∣~x1~x2〉〈~x1~x2∣∣~k2~k1〉
=
V
8(2pi)6
∫
d3r f(r)
∫
d3k1d
3k2 ×
× [(~nr~k1)2 + (~nr~k2)2 − 2(~nr~k1)(~nr~k2)] exp(−i~k1~r) exp(i~k2~r)
=
V
8(2pi)6
∫
d3r f(r)
{
2
(
4pik3F
j1(kF r)
kF r
)
×
×
(
4pik5F
[4j0(kF r)
(kF r)2
+
( 1
kF r
− 12
(kF r)3
)
j1(kF r)
])
− 2
(
4pik4F
[
− j0(kF r)
kF r
+
3j1(kF r)
(kF r)2
])2}
= − V
720pi4
k8F
∫
d3r f(r) l3(kF r),
(A.21)
mit der Abku¨rzung
l3(x) = 45
[
j20(x)
x2
+
(21
x4
− 1
x2
)
j21(x)−
10
x3
j0(x)j1(x)
]
. (A.22)
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Erga¨nzungen zu Teil II
B.1 Pseudopotential nach Huang und Yang
An dieser Stelle soll das Konzept des Pseudopotentials nach K. Huang und C.N. Yang
entsprechend den Ausfu¨hrungen in [Huan63, HuYa57]1 kurz dargestellt werden, um die
wesentlichen Unterschiede zu der in Kapitel 7 konstruierten effektiven Kontaktwechsel-
wirkung zu verdeutlichen.
B.1.1 Ableitung des Pseudopotentials
Grundgedanke des Huangschen Pseudopotentials ist es, die Wirkung der vollen Wech-
selwirkung auf die Relativwellenfunktion zweier Teilchen durch eine Randbedingung im
Ursprung r = 0 zu simulieren. Diese Randbedingung kann dann durch eine Kontakt-
wechselwirkung dargestellt werden.
Betrachte ein System zweier Teilchen die vermittels eines Zentralpotentials v(r) end-
licher Reichweite λ wechselwirken. Die Relativwellenfunktion φ(~r) ist Lo¨sung der Schro¨-
dingergleichung
1
2µ
(
~∇2 + k2)φ(~r) = v(r) φ(~r). (B.1)
Dank der spha¨rischen Symmetrie des Potentials la¨ßt sich die Wellenfunktion in Radial-
und Winkelanteil zerlegen φ(~r) = Rl(r)Ylm(Ω), wobei der Winkelteil Ylm(Ω) = Ylm(ϑ, ϕ)
durch die Kugelfla¨chenfunktionen zu den Drehimpulsquantenzahlen l und m gegeben
ist. Die Radialwellenfunktion Rl(r) gehorcht der Gleichung
1
2µ
(1
r
∂2
∂r2
r − l(l + 1)
r2
+ k2
)
Rl(r) = v(r)Rl(r). (B.2)
Außerhalb der Reichweite des Potentials ist die exakte Lo¨sung dieser Gleichung gegeben
durch
Rl(r) = Al
[
jl(kr)− tan ηl(k) nl(kr)
]
fu¨r r > λ, (B.3)
1Die Ableitung des Pseudopotential in [HuYa57] entha¨lt zwei wesentliche Fehler bezu¨glich der Dre-
himpulsfaktoren in den Gleichungen (9) und (10), die sich auf das Endergebnis (12) fu¨r die ho¨heren
Partialwellen auswirken. Eine korrekte Version der Rechnung findet sich in [Huan63].
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wobei ηl(k) die Streuphase der l. Partialwelle bezeichnet, jl(x) bzw. nl(x) sind die spha¨-
rischen Bessel- bzw. Neumannfunktionen zum Drehimpuls l. Der Normierungsfaktor Al
ist von den a¨ußeren Randbedingungen abha¨ngig und soll nicht weiter festgelegt werden.
Nun folgt der entscheidende Schritt: Es wird angenommen, daß ein Pseudopotential
vps(r) existiert, das dieselben Streuphasen erzeugt wie das urspru¨ngliche Potential v(r),
jedoch verschwindende Reichweite aufweist. Die Radialwellenfunktion Rpsl (r) zu diesem
Potential erfu¨llt die freie Schro¨dingergleichung fu¨r alle r mit Ausnahme des Ursprungs
Dl Rpsl (r) = 0 fu¨r r 6= 0 (B.4)
mit dem aus Gru¨nden der U¨bersicht eingefu¨hrten Differentialoperator
Dl = 1
r
∂2
∂r2
r − l(l + 1)
r2
+ k2. (B.5)
Die Lo¨sung dieser Gleichung mit Ausnahme des Punktes r = 0 ist per constructionem
gegeben durch
Rpsl (r) = Al
[
jl(kr)− tan ηl(k) nl(kr)
]
fu¨r r 6= 0, (B.6)
wobei ηl(k) die Streuphasen des urspru¨nglichen Potentials bezeichnen. Außerhalb der
Reichweite des urspru¨nglichen Potentials, (r > λ) stimmen die beiden Wellenfunktionen
u¨berein Rpsl (r) = Rl(r). Fu¨r 0 < r < λ ist das Verhalten der vollen Lo¨sung Rl(r) von
der detaillierten Struktur des urspru¨nglichen Potentials abha¨ngig und nicht nur von
der asymptotischen Information die die Streuphasen enthalten. Die Lo¨sung zum Pseu-
dopotential Rpsl (r) ist auch in diesem Bereich allein durch die Streuphasen bestimmt
und entspricht einer Fortsetzung der Lo¨sung im Außenbereich. Lediglich am Punkt
r = 0 ist die potentialfreie Gleichung (B.4) nicht gu¨ltig und das Pseudopotential tritt
in Erscheinung.
Die Aufgabe besteht darin, den bisher unbestimmten Pseudopotentialterm, der in
der Schro¨dingergleichung fu¨r den Punkt r = 0 zu beru¨cksichtigen ist, abzuleiten. Dazu
wird die linke Seite der Radialgleichung (B.4) fu¨r die beiden Summanden der Relativ-
wellenfunktion, die Bessel- und die Neumannfunktion, separat untersucht. Der Diffe-
rentialoperator angewendet auf die Besselfunktion liefert Null fu¨r alle r, insbesondere
auch fu¨r r = 0
Dl jl(kr) = 0 fu¨r alle r. (B.7)
Fu¨r die Neumannfunktion gilt dies nur fu¨r r 6= 0
Dl nl(kr) = 0 fu¨r r 6= 0, (B.8)
an der Stelle r = 0 ist der Ausdruck nicht definiert. Man betrachte daher ein spha¨risches
Volumen mit Radius  und integriert die mit rl gewichtete Neumannfunktion∫
V
d3r rl Dl nl(kr) =
∫
V
d3r rl
(
~∇2 − l(l + 1)
r2
+ k2
)
nl(kr)
=
∫
Σ
d~σ rl ~∇nl(kr)−
∫
V
d3r (l rl−1)
∂
∂r
nl(kr)
+
∫
V
d3r rl
(
− l(l + 1)
r2
+ k2
)
nl(kr).
(B.9)
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Dabei wurde das Integral u¨ber den Laplaceoperator mit Hilfe des 1. Greensche Inte-
gralsatzes in eine Oberfla¨chenintegral u¨ber den Gradienten und ein verbleibendes Vo-
lumenintegral reduziert (partielle Integration in 3 Dimensionen). Unter der Annahme
k 1 lassen sich Bessel- und Neumannfunktionen entwickeln
jl(x)
x1
=
xl
(2l + 1)!!
, nl(x)
x1
= −(2l − 1)!!
xl+1
, (B.10)
dabei ist (2l+1)!! = 1 ·3 ·5 · · · (2l+1) die sog. Doppelfaktulta¨t. Einsetzen dieser Formen
in die Integrale zeigt, daß sich das Volumenintegral aus dem 1. Greenschen Satz und
der Zentrifugalterm exakt herausheben und daß das verbleibende Integral u¨ber den
k2-Term verschwindet. Es bleibt lediglich das Oberfla¨chenintegral, das mit Hilfe der
Entwicklung (B.10) explizit gelo¨st werden kann∫
V
d3r rl Dl nl(kr) k1=
∫
Σ
d~σ rl ~∇nl(kr) = 4pi (l + 1)(2l − 1)!!
kl+1
(B.11)
Aus dem letzten Ausdruck la¨ßt sich ablesen, daß der Differentialoperator angewendet
auf die Neumannfunktion im Integralsinne folgendermaßen umgeschrieben werden kann
Dl nl(kr) = 4pi (l + 1)(2l − 1)!!
kl+1
δ(3)(~r)
rl
. (B.12)
Zusammen mit Gleichung (B.7) ergibt sich fu¨r den Differentialoperator angewendet auf
eine Radialwellenfunktion der Form (B.6) die fu¨r alle r gu¨ltige Gestalt
Dl Rpsl (r) = −4pi(l + 1)(2l − 1)!!
tan ηl(k)
kl+1
δ(3)(~r)
rl
Al. (B.13)
Um diese Differentialgleichung als Schro¨dingergleichung interpretieren zu ko¨nnen,
muß die rechte Seite um die Radialwellenfunktion erga¨nzt werden, dies geschieht durch
Umformulierung des Normierungsfaktors Al. Er kann mit Hilfe eines Differentialopera-
tors aus der Radialwellenfunktion Rps selbst extrahiert werden. In der Umgebung des
Ursprungs nimmt die Radialwellenfunktion (B.6) mit (B.10) die Gestalt
Rpsl (r)
kr1
= Al
[
(kr)l
(2l + 1)!!
+ tan ηl(k)
(2l − 1)!!
(kr)l+1
]
(B.14)
an. Wie man sich leicht u¨berzeugt, la¨ßt sich die Normierungskonstante damit umfor-
mulieren zu (siehe hierzu auch Abschnitt B.1.2)
Al =
(2l + 1)!!
(2l + 1)!
1
kl
[
∂2l+1
∂r2l+1
rl+1 Rpsl (r)
]
r=0
. (B.15)
Einsetzen in Gleichung (B.13) fu¨hrt auf eine Gleichung, die formal die Gestalt einer
Schro¨dingergleichung aufweist
1
2µ
Dl Rpsl (r) = γl
δ(3)(~r)
rl
∂2l+1
∂r2l+1
rl+1Rpsl (r) (B.16)
mit der impulsabha¨ngigen Sta¨rke
γl = −4pi
2µ
(l + 1) (2l − 1)!! (2l + 1)!!
(2l + 1)!
tan ηl(k)
k2l+1
. (B.17)
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Diese Gleichung ist fu¨r die Pseudo-Relativwellenfunktion Rpsl (r) fu¨r alle r erfu¨llt. Der
Ausdruck auf der rechten Seite bildet das Pseudopotential der l. Partialwelle. Nimmt
man die Interpretation der rechten Seite als zustandsunabha¨ngiges Potential ernst, so
kann die Schro¨dingergleichung fu¨r eine allgemeine Radialwellenfunktion Rl(r) formu-
liert werden
1
2µ
(1
r
∂2
∂r2
r − l(l + 1)
r2
+ k2
)
Rl(r) = v
ps
l (r) Rl(r) (B.18)
mit dem Pseudopotential
vpsl (r) = γl
δ(3)(~r)
rl
∂2l+1
∂r2l+1
rl+1. (B.19)
Die Potentiale der einzelnen Partialwellen lassen sich mit Hilfe von Projektoren auf die
einzelnen Drehimpulse zu einem Gesamtpotential zusammenfu¨gen, darauf kann hier
jedoch verzichtet werden.
B.1.2 Diskussion des Pseudopotentials
An dieser Stelle werden einige Eigenschaften des Pseudopotentials nach Huang und
Yang diskutiert, die es wesentlich von der effektiven Kontaktwechselwirkung nach Ka-
pitel 7 unterscheiden.
Ein erster wesentlicher Punkt betrifft die Relation zum Ausgangspotential: Unter
der Annahme, daß das urspru¨ngliche Potential keine gebundenen Zusta¨nde aufweist,
ist das Pseudopotential (B.19) streuphasena¨quivalent zur vollen Wechselwirkung, d.h.
die Streuphasen stimmen in allen Partialwellen und zu allen Impulsen mit denen des
urspru¨nglichen Potentials u¨berein. Da in das Pseudopotential nur der Tangens der
Streuphasen eingeht, gilt die Streuphasena¨quivalenz fu¨r Potentiale mit gebundenen
Zusta¨nden nur noch Modulo dem Beitrag pinb der gebundenen Zusta¨nde nach dem
Levinsontheorem.
Hier liegt der große Unterschied zur effektiven Kontaktwechselwirkung: Das Konzept
des Pseudopotentials orientiert sich an den Zweiteilchen-Streueigenschaften der vollen
Wechselwirkung und nicht am Energiespektrum. Wie in Abschnitt 7.2.4 gezeigt, fu¨hrt
das zu einer dramatischen Unterscha¨tzung der Wechselwirkungsbeitra¨ge in einem Mean-
Field-Modell bei Anwendung des Pseudopotentials jenseits der s-Welle. Dessen Eignung
fu¨r Mean-Field-Rechnungen ist also mehr als fraglich.
Der zweite wesentliche Punkt ist, daß das Pseudopotential in der Form (B.19) kein
hermitescher Operator ist. Das ist eine direkte Folge des zugrundeliegenden Konzepts,
das Pseudopotential u¨ber eine Randbedingung an die Wellenfunktion zu konstruieren.
Die der Ableitung zugrundegelegte Funktion Rpsl (r) ist keine physikalisch sinnvolle Wel-
lenfunktion, sie fa¨llt lediglich außerhalb der Reichweite des urspru¨nglichen Potentials
mit der physikalischen Wellenfunktion zusammen. Fu¨r kleine Absta¨nde ist sie unphy-
sikalisch, da sie fu¨r r → 0 divergiert! Im Prinzip verbietet diese Nichthermitezita¨t die
Interpretation als Potential. Fu¨r den Einsatz dieser Konstruktion in einer konventio-
nellen Vielteilchenrechnung ist eine hermitesche Form notwendig. Es ist in der Tat
mo¨glich das Pseudopotential in eine hermitesche Form zu u¨berfu¨hren, wie im folgenden
Abschnitt gezeigt wird. Dies ist jedoch nicht unbedingt sinnvoll, da damit die Exaktheit
des Pseudopotential bezu¨glich der Streuphasen zunichte gemacht wird.
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Ein letzter Punkt ist eine gewisse Willku¨r des resultierenden Pseudopotentials in
der Form (B.19) mit den Potentialsta¨rken (B.17). Diese beruht auf der Darstellung der
Normierungskonstanten Al durch Ableitung der Wellenfunktion nach Gleichung (B.15).
Die Verwendung der (2l+1). Ableitung ist willku¨rlich, die Normkonstante kann ebenso
mit einer ersten Ableitung dargestellt werden
Al =
(2l + 1)!!
2l + 1
1
kl
[
1
r2l
∂
∂r
rl+1 Rpsl (r)
]
r=0
. (B.20)
Analog kann die Normierungskonstante mit beliebigen Ordnungen, begonnen mit der
ersten Ableitung bis zur (2l+1). Ableitung, dargestellt werden. Keiner der Ausdru¨cke ist
im Rahmen des Konzepts des Pseudopotentials besonders bevorzugt, so daß das Pseu-
dopotential (B.19) ebensogut durch beliebige andere Ableitungsordnungen formuliert
werden ko¨nnte. Diese Willku¨r, die sich in den Beitra¨gen jenseits der s-Welle bemerkbar
macht, wird erst wieder aufgehoben, wenn man zu einer hermiteschen Darstellung des
Pseudopotentials u¨bergeht, wie im folgenden Abschnitt gezeigt wird.
B.1.3 Erweiterung des Pseudopotentials
Die Nichthermitezita¨t manifestiert sich unmittelbar bei der Berechnung von Matrixele-
menten des Pseudopotentials, sie sind von der Form
〈
Rˆl
∣∣ vpsl ∣∣Rl〉 = γl ∫ d3r Rˆl(r)rl δ(3)(~r) ∂2l+1∂r2l+1 rl+1Rl(r)
6= 〈Rl∣∣ vpsl ∣∣Rˆl〉? = 〈Rˆl∣∣ vpsl † ∣∣Rl〉. (B.21)
Das Problem konzentriert sich auf die Ableitungsoperatoren, die nur auf eine der beiden
im Matrixelement auftretenden Wellenfunktionen wirken. Der Grund fu¨r die Einfu¨h-
rung dieser Ableitungsoperatoren war die Elimination des unbekannten Normierungs-
faktors der Wellenfunktion (B.15). Dieser Faktor wird von den Randbedingungen, die
im Vielteilchenproblem auf die Zweiteilchenwellenfunktion wirken, bestimmt. Um die-
ses Problem von vornherein zu vermeiden, ko¨nnen derartige Randbedingungen bei der
Konstruktion des Pseudopotentials beru¨cksichtigt werden.
Fu¨r die anwendungsrelevanten Fa¨lle la¨ßt sich das Pseudopotential (B.19) im nach-
hinein auf eine hermitesche Form bringen. Im allgemeinen soll das Pseudopotential im
Rahmen einer Mean-Field- oder Variationsrechnung fu¨r das Vielteilchensystem Verwen-
dung finden. Die dabei eingesetzten Testwellenfunktionen werden meist aus Lo¨sungen
des wechselwirkungsfreien Systems abgeleitet. Hier kann angenommen werden, daß die
Zweiteilchen-Relativwellenfunktion ein regula¨res Verhalten zeigt und sich eine Taylor-
entwicklung im Ursprung in niedrigster nichtverschwindender Ordnung durchfu¨hren
la¨ßt. Es sei angenommen, daß das Verhalten der partialwellenzerlegten Wellenfunktion
im Ursprung allein durch die Drehimpulsbarriere bestimmt ist
Rl(r)
r→0−→ 1
l!
[
∂lRl(r)
∂rl
]
r=0
rl. (B.22)
Die (2l + 1)-fache Ableitung bei r = 0 la¨ßt sich damit direkt angeben[
∂2l+1
∂r2l+1
rl+1 Rl(r)
]
r=0
=
(2l + 1)!
l!
[
∂lRl(r)
∂rl
]
r=0
. (B.23)
208
B.2 · Freies Fermigas im harmonischen Oszillator
An dieser Stelle wird die Willku¨r bezu¨glich der Ordnung der Ableitung bei der Defi-
nition des Pseudopotentials, wie sie im vorangehenden Abschnitt angesprochen wurde,
neutralisiert. In diesem Schritt wird im wesentlichen erneut die Normierungskonstante
fu¨r eine physikalische Wellenfunktion durch Ableitung an der Stelle r = 0 bestimmt.
Fu¨r das Pseudopotential ergibt sich somit der eindeutige Ausdruck
vpsl (~r) = γl
(2l + 1)!
l!
δ(3)(~r)
rl
∂l
∂rl
. (B.24)
Formuliert man das Matrixelement fu¨r diese Form des Pseudopotentials, so gelangt
man durch Ersetzen des Quotienten mit der konjugierten Radialwellenfunktion durch
die entsprechende Ableitung nach (B.22) zu
〈
Rˆl
∣∣ vpsl ∣∣Rl〉 = γl (2l + 1)!l!
∫
d3r
Rˆ?l (r)
rl
δ(3)(~r)
∂lRl(r)
∂rl
= γl
(2l + 1)!
(l!)2
∫
d3r
∂lRˆ?l (r)
∂rl
δ(3)(~r)
∂lRl(r)
∂rl
!
=
〈
Rˆl
∣∣ vps?l ∣∣Rl〉.
(B.25)
Der letzte Term kann als Matrixelement einer hermiteschen Wechselwirkung aufgefaßt
werden, die in Ortsdarstellung durch
vps?l (~r) =

∂ l
∂rl
γ?l δ
(3)(~r)

∂ l
∂rl
(B.26)
mit γ?l = −
4pi
2µ
(l + 1)(2l + 1)!!(2l − 1)!!
(l!)2
tan ηl(k)
k2l+1
gegeben ist. Dieses hermitesche Pseudopotential vps?l (r) ist nicht mehr exakt in dem Sin-
ne, daß die Lo¨sungen der Schro¨dingergleichung zu allen Impulsen eine (Wellen)funktion
mit den Streuphasen des Ausgangpotentials liefern. Es erfu¨llt die Schro¨dingergleichung
(B.16) nicht mehr, da Annahmen u¨ber die Wellenfunktion im Ursprung gemacht wur-
den, die von der Pseudo-Radialwellenfunktion Rpsl (r) nicht erfu¨llt werden. Vielmehr be-
sitzt das hermitesche Pseudopotential angewendet auf physikalische Wellenfunktionen
vermittels der Integralkonstruktion (B.25) dieselben Matrixelemente wie das exakte
nichthermitesche Pseudopotential. Daher ist es in Bezug auf Mean-Field-Rechnungen
gleichwertig.
B.2 Freies Fermigas im harmonischen Oszillator
Der einfachste Spezialfall der zu untersuchenden ultrakalten fermionischen Atome in
externen Potentialen ist das nichtwechselwirkende einkomponentige Fermigas. Dieser
Spezialfall wird hier verwendet, um einige allgemeine Eigenschaften der Thomas-Fermi-
Na¨herung zu studieren. Da eine exakte quantenmechanische Lo¨sung dieses Problems
mo¨glich ist, ko¨nnen durch Vergleich die Qualita¨t und die Einschra¨nkungen der Na¨he-
rung quantitativ untersucht werden.
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B.2.1 Exakte Lo¨sung
Das wechselwirkungsfreie Fermigas in einem a¨ußeren harmonischen Oszillator ist eines
der wenigen exakt lo¨sbaren Systeme in der Vielteilchenquantenmechanik. Der Vielteil-
chengrundzustand ist durch die Slaterdeterminante der energetisch niedrigsten N Ein-
teilchenzusta¨nde gegeben. Die Einteilchenzusta¨nde sind durch d Quantenzahlen ν1...d
gekennzeichnet, wobei d die Dimension des Raumes bezeichnet. Hier soll von einem
spha¨risch symmetrischen Oszillatorpotential (λ = 1) mit Oszillatorfrequenz ω ausge-
gangen werden, die Verallgemeinerung auf deformierte Potentiale ist offensichtlich. Die
Energie eines Einteilchenzustandes
(ν) = ω (ν + d/2) mit ν =
d∑
i=1
νi (B.27)
ha¨ngt nur von der Summe ν der Quantenzahlen ab. Damit sind die Einteilchenzusta¨nde
hochgradig energetisch entartet — alle Einteilchenzusta¨nde mit gleicher Summenquan-
tenzahl ν haben die gleiche Energie. Der Entartungsgrad fu¨r einen Einteilchenzustand
mit der Summenquantenzahl ν ist
η(ν) =
(ν + d− 1)!
ν! (d− 1)! . (B.28)
Die magischen Teilchenzahlen fu¨r das Fermigas im harmonischen Oszillator, d.h. die
Teilchenzahlen bei denen alle Einteilchenzusta¨nde bis zu einer gegebenen Summenquan-
tenzahl vollsta¨ndig besetzt sind, ergeben sich aus folgender Relation
Nmagic(ν) =
ν∑
ν′=0
η(ν ′) =
(ν + d)!
ν! d!
, (B.29)
dabei ist ν = 0, 1, . . . die Summenquantenzahl des letzten (vollsta¨ndig besetzten) Ein-
teilchenzustandes. Im dreidimensionalen Fall lauten die ersten magischen Zahlen
Nd=3magic = {1, 4, 10, 20, 35, 56, 84, 120, 165, 220, . . . }. (B.30)
Vielteilchensysteme mit einer magischen Zahl von Teilchen sind von besonderer Bedeu-
tung, da sie als einzige nicht entartet sind und rotationssymmetrische Einteilchendichten
zeigen. Ihre Energie la¨ßt sich geschlossen als Funktion der Summenquantenzahl ν des
ho¨chsten besetzten Einteilchenzustandes angeben
Emagic(ν) =
ν∑
ν′=0
(ν ′) η(ν ′)
= ω
[
(ν + d)!
ν! d!
+
(ν + d)!
(ν − 1)! d! +
(ν + d)!
2 ν! (d− 1)! −
(ν + d+ 1)!
ν! (d+ 1)!
]
.
(B.31)
Ein allgemeiner Ausdruck fu¨r die Energie des N -Teilchenfermigases im harmonischen
Oszillator la¨ßt sich formal ebenso angeben. Dazu wird zuna¨chst die Summenquanten-
zahl des letzten besetzten Einteilchenzustandes im Vielteilchensystem als Funktion der
Teilchenzahl N ausgedru¨ckt
νlast(N) =
∞∑
ν=0
θ(N −Nmagic(ν)− 1) (B.32)
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mit der u¨blichen Definition der Sprungfunktion θ(x), die fu¨r x ≥ 0 den Wert 1 an-
nimmt und sonst verschwindet. Die Energie des N -Teilchensystems ergibt sich sofort
durch sukzessives Fu¨llen der Einteilchenniveaus, wobei die Energien des jeweils
”
letzten
Teilchens” summiert werden
E(N) =
N∑
n=1
(νlast(n))
= ω
[ N∑
n=1
∞∑
ν=0
Θ(n−Nmagic(ν)− 1) + d
2
N
]
.
(B.33)
Dieser Ausdruck kann leicht numerisch ausgewertet werden. Die Summation u¨ber die
Summenquantenzahl ν kann oberhalb eines gewissen Schranke abgebrochen werden, ei-
ne in jedem Fall gu¨ltige obere Abscha¨tzung fu¨r diese Schranke ist durch die Teilchenzahl
N gegeben.
B.2.2 Thomas-Fermi-Na¨herung
Die Behandlung des Fermigases in einem a¨ußeren harmonischen Oszillator U(~x) in
Thomas-Fermi-Na¨herung basiert auf der Energiedichte (8.32). Fu¨r den wechselwir-
kungsfreien Fall reduziert sie sich auf die Beitra¨ge der kinetischen Energie und des
externen Potentials
E [κ](~x) = 1
6pi2
U(~x)κ3(~x) +
1
20pi2m
κ5(~x). (B.34)
Fu¨r ein mehrkomponentiges System entkoppeln die Energiedichten der einzelnen Spe-
zies und es genu¨gt eine einzelne Komponente zu untersuchen. Die Extremalbedingung
(8.39) nimmt ohne die Wechselwirkungsterme die einfache Form
m [µ− U(~x)] = 1
2
κ2(~x) (B.35)
an. Fu¨r einen spha¨risch symmetrischen harmonischen Oszillator U(x) = 1
2m`4
x2 mit
Oszillatorla¨nge ` = 1/
√
mω erha¨lt man daraus unmittelbar folgende analytische Gestalt
fu¨r den lokalen Fermiimpuls des Grundzustandes:
κ(~x) =
√
2m [µ− U(~x)] = 1
`
√
2m`2µ−
(x
`
)2
. (B.36)
Die Grundzustandsdichte ergibt sich vermittels der Beziehung ρ(~x) = 1
6pi2
κ3(~x). Ei-
ne charakteristische Eigenschaft der Thomas-Fermi-Lo¨sung ist das Verschwinden der
Dichte auf einer Hyperfla¨che, die durch Gleichheit des chemischen Potentials µ und des
Fallenpotentials definiert ist. Fu¨r den spha¨rischen harmonischen Oszillator fu¨hrt das
auf den klassischen Umkehrradius
xcl =
√
2m`4 µ. (B.37)
Jenseits des klassischen Umkehrpunkts ist die Dichte identisch Null zu setzen, die Glei-
chung (B.36) hat dort keine physikalische Bedeutung. Das chemische Potential selbst
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ergibt sich aus der Nebenbedingung, daß das Integral u¨ber die Dichte die Gesamtteil-
chenzahl ergibt
N = 4pi
∫ xcl
0
dx x2 ρ(x) =
1
6
(m`2 µ)3 =
1
6
(µ
ω
)3
. (B.38)
Daraus la¨ßt sich folgende Beziehung zwischen dem chemischen Potential und der Teil-
chenzahl ablesen
µ =
1
m`2
3
√
6N = ω
3
√
6N. (B.39)
Dieser Ausdruck la¨ßt sich wiederum in (B.36) und (B.37) einsetzen, um das chemische
Potential zu eliminieren. Fu¨r den lokalen Fermiimpuls folgt so
κ(x) =
1
`
√
2
3
√
6N −
(x
`
)2
=
2 3
√
6N
xcl
√
1−
( x
xcl
)2
(B.40)
und fu¨r den klassischen Umkehrpunkt
xcl = `
√
2
6
√
6N. (B.41)
Schließlich la¨ßt sich damit auch die Grundzustandsenergie des Fermigases in Thomas-
Fermi-Na¨herung bestimmen. Durch Einsetzen des lokalen Fermiimpulses (B.36) und
des chemischen Potentials (B.39) in die Energiedichte (B.34) und Integration bis zum
klassischen Umkehrpunkt ergibt sich fu¨r die Energie pro Teilchen
E
N
=
4pi
N
∫ xcl
0
dx x2 E [κ](x) = 3
4
1
m`2
3
√
6N =
3
4
µ. (B.42)
Die Energie pro Teilchen in Thomas-Fermi-Na¨herung ist eine glatte Funktion propor-
tional zu 3
√
N . In Konsequenz des semiklassischen Charakters ko¨nnen spezielle Quan-
teneffekte, wie z.B. die magischen Teilchenzahlen, nicht beschrieben werden. Dennoch
liefert das einfache Thomas-Fermi-Modell schon eine durchaus zufriedenstellende Be-
schreibung des globalen Verhaltens, wie im folgenden Abschnitt gezeigt wird.
B.2.3 Qualita¨t der Thomas-Fermi-Na¨herung
Anhand des wechselwirkungsfreien Systems la¨ßt sich die Qualita¨t der Thomas-Fermi-
Na¨herung durch direkten Vergleich mit den exakten Ergebnissen, z.B. fu¨r die Energie
des Fermigases, pru¨fen. Hier geht es insbesondere um die Anwendbarkeit des semi-
klassischen Ansatzes sowie die Relevanz der Gradientenkorrektur zur Thomas-Fermi-
Na¨herung.
Sei zuna¨chst die Energie des nichtwechselwirkenden Fermigases fu¨r kleine Teilchen-
zahlen betrachtet. In Abbildung B.1(a) ist die exakte Energie pro Teilchen der Energie
in Thomas-Fermi-Na¨herung fu¨r Fermigase mit bis zu 100 Teilchen gegenu¨bergestellt.
Es wird deutlich, daß die Thomas-Fermi-Na¨herung die glatte Komponente der Ener-
gieabha¨ngigkeit, entsprechend der Aufteilung des Strutinskytheorems (vgl. Abschnitt
8.1.2), fu¨r alle Teilchenzahlen ausgezeichnet beschreibt. Daru¨ber hinaus machen die
Quantenkorrekturen zu dieser semiklassischen Energieabha¨ngigkeit nur wenige Prozent
aus.
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Abbildung B.1 · (a) Vergleich der exakten Energie pro Teilchen (•) fu¨r ein Fermigas im spha¨-
rischen harmonischen Oszillator mit dem Resultat der Thomas-Fermi-Na¨herung ( ). (b)
Relative Differenz zwischen exakter Energie und Thomas-Fermi-Na¨herung (•) im Vergleich zum
sto¨rungstheoretisch berechneten Beitrag der Gradientenkorrektur ( ).
Eine quantitative Aussage erlaubt Abbildung B.1(b), worin die relative Differenz zwi-
schen exakter Energie und semiklassischer Thomas-Fermi-Energie dargestellt ist. Hier
zeigen sich deutlich die sog.
”
Schaleneffekte”: Systeme mit magischen Teilchenzahlen
haben bezogen auf den glatten Anteil der Energieabha¨ngigkeit eine besonders niedrige
Energie. Diese Fluktuationen sind durch genuine Quanteneffekte, na¨mlich die vollsta¨n-
dige Besetzung einer Gruppe energetisch entarteter Einteilchenniveaus, hervorgerufen
und gehen klar u¨ber die semiklassische Na¨herung hinaus. Sie bilden die fluktuieren-
de Komponente des Strutinskytheorems, die offenbar wesentlich kleiner als der glatte
semiklassische Beitrag ist. Fu¨r ein System mit 100 Teilchen, erzeugen die Schalenef-
fekte nur eine etwa einprozentige Variation der Energie, bei 1000 Teilchen betra¨gt die
Variation lediglich 0.2%. Fu¨r die im folgenden Kapitel zur Diskussion stehenden Teil-
chenzahlen in der Gro¨ßenordnung 106 sind die Quantenfluktuationen vernachla¨ssigbar
und der semiklassische Zugang stellt eine ausgezeichnete Na¨herung dar.
Die Abbildung B.1(b) zeigt eine weitere systematische Abweichung der Energien in
Thomas-Fermi-Na¨herung von den exakten Resultaten. Neben den Fluktuationen wei-
sen die exakten Energien eine mit der Teilchenzahl fallende Verschiebung gegenu¨ber
der Thomas-Fermi-Na¨herung auf, die auf die Vernachla¨ssigung der Gradiententerme
zuru¨ckzufu¨hren ist. Diese Abweichung kann durch Beru¨cksichtigung der Gradienten-
korrektur zur kinetischen Energie (8.45) im Sinne einer Sto¨rungsrechnung ausgeglichen
werden. Dazu wird das Integral u¨ber die Energiedichte der Gradientenkorrektur T∇ mit
dem lokalen Fermiimpuls in Thomas-Fermi-Na¨herung (B.40) berechnet
T∇
N
=
4pi
N
∫
dx x2 T∇[κ](x) = 3
8m`2
1
3
√
6N
. (B.43)
Demnach fa¨llt die Energie der Gradientenkorrektur T∇/N mit wachsender Teilchenzahl
proportional zu N−1/3 ab, wa¨hrend die Thomas-Fermi-Energie proportional zu N 1/3
wa¨chst. In Abbildung B.1(b) ist der relative Beitrag der Gradientenkorrektur als ge-
strichelte Kurve dargestellt. Es zeigt sich, daß die Thomas-Fermi-Na¨herung zuzu¨glich
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Abbildung B.2 · Vergleich der Einteilchendich-
ten berechnet im Rahmen der Fermionischen
Molekulardynamik ( ) und in Thomas-
Fermi-Na¨herung ( ) fu¨r die magischen
Teilchenzahlen N = 1, 4, 10, 20, 35, 56 und 84
(von unten nach oben).
Gradientenkorrektur den glatten Teil der Energieabha¨ngigkeit sehr gut beschreibt, die
Quanteneffekte a¨ußern sich lediglich als Fluktuationen um dieses semiklassische Mittel.
Der Beitrag der Gradientenkorrektur, wie auch die Spannweite der Fluktuationen,
liegen fu¨r ein Fermigas mit 100 Teilchen bei etwa 1%. Bei den im folgenden Kapi-
tel untersuchten Teilchenzahlen N ≈ 106 liegen beide Beitra¨ge in der Gro¨ßenordnung
von 0.002% und sind somit absolut vernachla¨ssigbar. Das belegt, daß sowohl der se-
miklassische Ansatz als auch die Lokale-Dichte- oder Thomas-Fermi-Na¨herung fu¨r die
Beschreibung der ultrakalten verdu¨nnten Fermigase in externen Potentialen hervorra-
gend geeignet sind.
Abschließend soll die Qualita¨t der Thomas-Fermi-Na¨herung anhand der Dichteprofi-
le fu¨r Systeme niedriger Teilchenzahl illustriert werden. Dazu wird die Thomas-Fermi-
Dichte (B.40) mit dem Resultat eines quasi-exakten Modells, der Fermionischen Mole-
kulardynamik (FMD), verglichen. Die Details dieses Modells gehen u¨ber den Rahmen
dieser Arbeit hinaus, sind jedoch an anderer Stelle ausfu¨hrlich dokumentiert [FMD00,
FMD97a, Neff98, Schn96]. Das Modell basiert auf der Beschreibung des fermionischen
Vielteilchenzustandes durch eine Slaterdeterminante aus parametrisierten Einteilchen-
zusta¨nden. Jeder Einteilchenzustand ist durch eine Gaußfunktion mit variablem Schwer-
punktsort und -impuls sowie variabler Breite dargestellt. Der Grundzustand wird durch
numerische Minimierung der Energie des Vielteilchensystems bestimmt. Im Rahmen
dieses Modells, das fu¨r die Beschreibung der Struktur von Atomkernen bzw. der Dyna-
mik von Schwerionenkollisionen entwickelt wurde, lassen bei gegenwa¨rtiger Rechnerlei-
stung Systeme mit bis zu 150 Teilchen behandelt. Im Falle des wechselwirkungsfreien
Fermigases im harmonischen Oszillator ist das Modell praktisch exakt, da die Para-
metrisierung der Einteilchenzusta¨nde im Zusammenwirken mit der Antisymmetrisie-
rung des Vielteilchenzustandes, den exakte Eigenzustand des Vielteilchensystems im
harmonischen Oszillator mit hoher Genauigkeit reproduzieren kann [Schn96]. Dement-
sprechend stimmen die Energien bis auf die numerischen Toleranzen der Minimierungs-
routine mit den exakten Werten u¨berein.
Die im Rahmen der FMD berechneten Einteilchendichten des freien Fermigases im
harmonischen Oszillator werden in Abbildung B.2 den Thomas-Fermi-Dichten fu¨r die
niedrigsten magischen Teilchenzahlen gegenu¨bergestellt. Die quantenmechanisch prak-
tisch exakten Dichten der FMD zeigen im Zentrum der Falle typische Oszillationen, die
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noch auf die Struktur der Einteilchenzusta¨nde hindeuten. Dagegen fallen die Thomas-
Fermi-Dichten monoton mit dem Abstand ab, was auf die semiklassische Na¨herung
zuru¨ckzufu¨hren ist. Trotzdem beschreibt die Thomas-Fermi-Na¨herung die allgemeine
Form der Dichteprofile, selbst fu¨r derart geringe Teilchenzahlen, recht gut. Lediglich
die genuin quantenmechanischen Fluktuationen der Dichte ko¨nnen nicht reproduziert
werden. Im Verha¨ltnis zum Absolutwert der Dichte verlieren diese Fluktuationen mit
wachsender Teilchenzahl an Bedeutung, so daß die Thomas-Fermi-Na¨herung bereits
bei ca. 1000 Teilchen eine sehr gute Approximation fu¨r das Dichteprofil liefert. Das gilt
natu¨rlich erst recht fu¨r Systeme mit 106 und mehr Teilchen.
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Anhang C
Mathematica-Notebooks
Der u¨berwiegende Teil der numerischen Rechnungen dieser Arbeit wurde mit dem Com-
puteralgebrasystem Mathematica durchgefu¨hrt. Die dazu entwickelten Notebooks ge-
ben einen guten Einblick in die Funktionsweise der verwendeten theoretischen Metho-
den und in die physikalischen Zusammenha¨nge.
Um dem interessierten Leser die Mo¨glichkeit zu geben, diese Zusammenha¨nge nach-
zuvollziehen, wurden einige exemplarische Mathematica-Notebooks erarbeitet, die
einzelne Aspekte der im Hauptteil dieser Arbeit diskutierten Themen beleuchten. Die
Quelltexte dieser Notebooks fu¨r die Mathematica-Versionen 3 und 4 sind im Internet
unter
http://theory.gsi.de/˜rroth/phd/
verfu¨gbar. Die Notebooks sind klar strukturiert und kommentiert, allerdings wird der
physikalische und formale Hintergrund erst im Zusammenhang mit den Ausfu¨hrungen
in dieser Arbeit versta¨ndlich. Im folgenden werden die einzelnen Dateien mit einer
kurzen Beschreibung des Inhalts und der Ergebnisse aufgefu¨hrt.
C.1 Neutronenmaterie mit Homework-1-Potential
Als erste Demonstration der Anwendung der Methode der unita¨ren Korrelatoren wird
das Problem der homogene Neutronenmaterie mit Homework-1-Potential aufgegriffen,
wie es in Kapitel 3 diskutiert wird. Die folgenden Notebooks widmen sich der Bestim-
mung optimaler Korrelatoren fu¨r dieses Problem, der Berechnung der Energie als Funk-
tion der Dichte, der Einfu¨hrung dichteabha¨ngiger Korrelatoren und der Bestimmung
korrelierter Ein- und Zweiteilchendichten.
hw1 energy 2opt.nb — In diesem Beispiel wird der optimale Korrelator fu¨r das Ho-
mework-1-Problem durch Minimierung des korrelierten Energieerwartungswertes
im Zweiteilchensystem bestimmt (siehe Abschnitt 3.1.1). Die Korrelationsfunk-
tion wird mittels einer einfachen Parametrisierung mit drei Variationsparametern
dargestellt, die Ansatzwellenfunktion ist eine Konstante. Da das Potential rein ab-
stoßend ist, fu¨hrt die uneingeschra¨nkte Energieminimierung auf einen Korrelator
unendlicher Reichweite. Man ist gezwungen die Reichweite des Korrelators vorzu-
geben und nur die verbleibenden Parameter durch Variation zu bestimmen. Mit
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dem so definierten zweiteilchenoptimalen Korrelator wird die korrelierte Energie
fu¨r Neutronenmaterie als Funktion der Dichte bestimmt (vgl. Abschnitt 3.1.2). Das
Ergebnis stimmt recht gut mit sehr aufwendigen FHNC- und VMC-Rechnungen
u¨berein. Bei spezieller Wahl des Reichweiteparameters des zweiteilchenoptimalen
Korrelators lassen sich die Referenzrechnungen mit großer Genauigkeit reprodu-
zieren.
hw1 energy mopt.nb — Eine andere Methode die Korrelationsfunktion festzulegen
besteht in der Minimierung des korrelierten Energieerwartungswertes in homogener
Materie (siehe Abschnitt 3.1.4). Hierbei existiert ein eindeutiges Energieminimum
als Funktion der Parameter des Ansatzes fu¨r die Korrelationsfunktion bei gegebe-
ner Dichte. Der resultierende Korrelator ha¨ngt nur schwach von der Dichte ab, so
daß von einem mittleren zustandsunabha¨ngigen Korrelator ausgegangen werden
kann. Die mit diesem materieoptimalen Korrelator berechnete Energie in Zwei-
teilchenna¨herung liegt fu¨r große Dichten signifikant unter der Referenz. Wie nach
dem Ritzschen Variationsprinzip zu erwarten, liegen die Energien auch unterhalb
derer des zweiteilchenoptimalen Korrelators. Die Minimierung senkt die Energien
in Zweiteilchenna¨herung ku¨nstlich auf Kosten der ho¨heren Ordnungen der Clu-
sterentwicklung ab. Es wird no¨tig die Beitra¨ge jenseits der Zweiteilchenordnung zu
beru¨cksichtigen, wenigstens in effektiver Weise.
hw1 energy dens.nb — Eine Mo¨glichkeit, die Beitra¨ge jenseits der Zweiteilchenord-
nung effektiv zu beru¨cksichtigen, ist die Konstruktion dichteabha¨ngiger Korrelato-
ren (vgl. Abschnitt 3.2.2). Ausgehend von dem materieoptimalen Korrelator, wie
im vorangehenden Notebook bestimmt, werden die Korrelatorparameter mit der
Dimension einer La¨nge mit einer linear mit dem Fermiimpuls abfallenden Funk-
tion skaliert. Der Steigungsparameter wird durch Anpassung des in Zweiteilchen-
na¨herung bestimmten Energieerwartungswertes in Materie an das Resultat einer
VMC-Rechnung bei einem gegebenen Wert der Dichte bestimmt. Die mit diesem
dichteabha¨ngigen Korrelator berechnete Energie in Zweiteilchenna¨herung stimmt
im gesamten Dichteintervall ausgezeichnet mit den Referenzenergien u¨berein. Die
dichteabha¨ngigen Korrelatoren stellen ein ma¨chtiges Werkzeug dar, um ohne nu-
merischen Mehraufwand die Effekte jenseits der Zweiteilchenna¨herung zu beru¨ck-
sichtigen. Durch Anpassung eines einzigen pha¨nomenologischen Parameters la¨ßt
sich die Zustandsgleichung in einem weiten Dichteintervall reproduzieren. Mit der
einmal fixierten Dichteabha¨ngigkeit ko¨nnen andere Observablen, z.B. korrelierte
Dichten, berechnet werden.
hw1 density dens.nb — Der materieoptimale und der dichteabha¨ngige Korrelator
werden verwendet, um den Einfluß der Korrelationen auf Ein- und Zweiteilchen-
dichten zu studieren. Zuerst werden die Diagonalelemente der korrelierten Zwei-
teilchendichte fu¨r beide Korrelatoren bestimmt (siehe Abschnitt 3.3.1). Die korre-
lierte Zweiteilchendichte zeigt ein dominantes Korrelationsloch, in dem die Dichte
praktisch auf Null reduziert ist, wa¨hrend die unkorrelierte Dichte nur das Aus-
tauschloch, in dem die Dichte wegen der zweifachen Spinentartung auf die Ha¨lfte
abgesenkt ist, aufweist. Das Korrelationsloch des dichteabha¨ngigen Korrelators be-
sitzt entsprechend der Skalierung der Korrelatorparameter einen kleineren Radius.
Die korrelierten Außerdiagonalelemente der Einteilchendichte in Ortsdarstellung
(vgl. Abschnitt 3.3.2) zeigen eine leichte Modifikation der Amplitude. Die Fou-
217
Anhang C · Mathematica-Notebooks
riertransformation fu¨hrt auf die Besetzungszahlen im Impulsraum. Hier zeigt sich
der Effekt der kurzreichweitigen wechselwirkungsinduzierten Korrelationen in der
Bevo¨lkerung von Zusta¨nden oberhalb des Fermiimpulses und entsprechend einer
Entvo¨lkerung von Zusta¨nden innerhalb der Fermikugel. Der Anteil der außerhalb
der Fermikugel bevo¨lkerten Zusta¨nde wa¨chst mit steigender Dichte. Oberhalb einer
gewissen Dichte liefert der materieoptimale Korrelator negative Besetzungszahlen.
Das ist klarer Weise eine Pathologie der Zweiteilchenna¨herung. Die effektive Be-
ru¨cksichtigung ho¨herer Ordnungen mittels des dichteabha¨ngigen Korrelators ver-
hindert solche unphysikalischen Ergebnisse. Diese Rechnungen demonstrieren die
Universalita¨t der Methode der unita¨ren Korrelatoren. Sie erlaubt die Beschreibung
des Einflusses des Cores der Wechselwirkung auf alle physikalischen Observablen in
konsistenter Weise. Daru¨ber hinaus stellt die Zweiteilchenna¨herung plus Dichteab-
ha¨ngigkeit ein wertvolles Werkzeug dar, um mit moderatem numerischen Aufwand
bis zu hohen Dichten eine gute effektive Beschreibung der Korrelationseffekte im
Vielteilchensystem zu liefern.
C.2 4He-Flu¨ssigkeit und Tro¨pfchen
Diese drei Notebooks demonstrieren die Anwendung der Methode der unita¨ren Kor-
relatoren auf bosonische Systeme am Beispiel des atomaren 4He mit Lennard-Jones-
Wechselwirkung. Es werden sowohl homogene unendliche 4He-Flu¨ssigkeiten (Kapitel 5)
als auch Tro¨pfchen kleiner Teilchenzahl (Kapitel 6) behandelt. Besonderes Augenmerk
richtet sich auf die Anwendung dichteabha¨ngiger Korrelatoren in Zweiteilchenna¨herung.
he4 liquid 2body.nb — Zuna¨chst wird der optimale Korrelator durch Wahl einer ge-
eigneten Parametrisierung der Korrelationsfunktion und Minimierung des Energie-
erwartungswertes in homogener 4He-Flu¨ssigkeit bestimmt (siehe Abschnitt 5.3.1).
Mit der optimalen Korrelationsfunktion werden die Beitra¨ge zum korrelierten Ha-
miltonoperator dargestellt und mit dem unkorrelierten Lennard-Jones-Potential
verglichen. Abschließend wird der korrelierte Energieerwartungswert als Funktion
der Dichte bestimmt (siehe Abschnitt 5.3.3). Wie sich zeigt, ist die Zweiteilchenna¨-
herung fu¨r bosonische Materie nicht in der Lage, ein Energieminimum bei endlichen
Dichten zu beschreiben. Die Energie sinkt proportional der Dichte ab. Dennoch de-
monstriert diese Anwendung, daß der unita¨re Korrelator in der Lage ist, den extrem
starken Core des Lennard-Jones-Potentials vollkommen zu neutralisieren.
he4 liquid 2dens.nb — Der im vorangehenden Notebook bestimmte optimale Kor-
relator wird um eine pha¨nomenologische Dichteabha¨ngigkeit erweitert (siehe Ab-
schnitt 5.3.4), um den Einfluß der ho¨heren Ordnungen der Clusterentwicklung in
effektiver Weise auf Zweiteilchenniveau zu beschreiben. Der eine Parameter der
Dichteabha¨ngigkeit wird so gewa¨hlt, daß die Energie einer GFMC-Rechnung fu¨r
eine bestimmte Dichte (Sa¨ttigungsdichte) reproduziert wird. Mit dem so definier-
ten dichteabha¨ngigen Korrelator wird die Energie der 4He-Flu¨ssigkeit in Zweiteil-
chenna¨herung als Funktion der Dichte bestimmt. Das Resultat reproduziert die
als exakt anzusehenden GFMC-Rechnung in einem weiten Bereich um den Sa¨tti-
gungspunkt mit großer Genauigkeit. Mit lediglich einem freien Parameter gelingt
es, den Verlauf der Zustandsgleichung sehr gut zu beschreiben. Das demonstriert
wie ma¨chtig die Methode der unita¨ren Korrelatoren selbst bei derart stark korre-
218
C.2 · 4He-Flu¨ssigkeit und Tro¨pfchen
lationsdominierten Systemen ist.
he4 droplet 2dens.nb — Mit dem optimalen statischen und dem dichteabha¨ngi-
gen Korrelator, wie sie in den vorangehenden Notebooks bestimmt wurden, wer-
den die Bindungenergien und rms-Radien kleiner 4He-Tro¨pfchen untersucht. Als
Vielteilchen-Versuchszustand wird ein Produkt aus gaußfo¨rmigen Einteilchenzu-
sta¨nden mit variabler Breite gewa¨hlt. Der Parameter wird durch Minimierung der
korrelierten Energie in Zweiteilchenna¨herung unter Verwendung des statischen (sie-
he Abschnitt 6.2.1) bzw. des dichteabha¨ngigen Korrelators (siehe Abschnitt 6.2.3)
bestimmt. So werden die Grundzustandswellenfunktionen von 4He-Tro¨pfchen mit
bis zu 10 Teilchen bestimmt und deren Energien und Radien berechnet. Die Er-
gebnisse werden mit aufwendigen Variations-Monte-Carlo-Rechnungen verglichen,
es zeigt sich, daß der statische Korrelator in Zweiteilchenna¨herung zur U¨berbin-
dung fu¨hrt. Der dichteabha¨ngige Korrelator reproduziert die Referenzenergien aber
hervorragend. Das belegt, daß das Konzept der Dichteabha¨ngigkeit universellen
Charakter hat. Die in der homogenen Flu¨ssigkeit angepaßte Dichteabha¨ngigkeit
fu¨hrt ohne A¨nderung auch zu einer hervorragenden Beschreibung der Energien in
Systemen kleiner Teilchenzahl.
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Notation
• Konstanten
~ = 1 Plancksches Wirkungsquantum
~
2/mN = 41.4711 MeV fm
2 inverse mittlere Nukleonenmasse
• Koordinaten und Impulse
~x Ortskoordinate eines Teilchens
~p Impuls eines Teilchens
~r = ~x1 − ~x2 Relativkoordinate zweier Teilchen
~q = 12(~p1 − ~p2) Relativimpuls zweier Teilchen
~X = 1N
∑N
i ~xi Schwerpunktskoordinate eines N -Teilchensystems
~P =
∑N
i ~pi Schwerpunktsimpuls eines N -Teilchensystems
x = |~x|, p = |~p|, ... Betra¨ge der Koordinaten- und Impulsvektoren
• Operatoren
o k-Teilchenoperator im k-Teilchenraum
o(i1...ik) k-Teilchenoperator im Vielteilchenraum bezu¨glich der
Einteilchenra¨ume i1, ..., ik
O allgemeiner Operator im Vielteilchenraum
ON allgemeiner Operator im N -Teilchenraum
O[k] irreduzibler k-Teilchenanteil eines Operators im Vielteil-
chenraum
• Methode der unita¨ren Korrelatoren
C Korrelationsoperator im Vielteilchenraum
c = C2 Korrelationsoperator im Zweiteilchenraum
O˜ = C†OC korrelierter Operator im Vielteilchenraum
O˜[k] irreduzibler k-Teilchenanteil eines korrelierten Operators
O˜C2 bzw. O˜C3 korrelierter Operator in Zwei- bzw. Dreiteilchenna¨herung∣∣ψ˜〉 = C ∣∣ψ〉 korrelierter Zustand
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