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Abstract
Transfer learning is an emerging technique in machine learning, by which we
can solve a new task with the knowledge obtained from an old task in order to
address the lack of labeled data. In particular deep domain adaptation (a branch of
transfer learning) gets the most attention in recently published articles. The intui-
tion behind this is that deep neural networks usually have a large capacity to learn
representation from one dataset and part of the information can be further used for
a new task. In this research, we firstly present the complete scenarios of transfer
learning according to the domains and tasks. Secondly, we conduct a comprehen-
sive survey related to deep domain adaptation and categorize the recent advances
into three types based on implementing approaches: fine-tuning networks,
adversarial domain adaptation, and sample-reconstruction approaches. Thirdly, we
discuss the details of these methods and introduce some typical real-world applica-
tions. Finally, we conclude our work and explore some potential issues to be further
addressed.
Keywords: transfer learning, deep domain adaptation, fine-tuning,
adversarial domain adaptation, sample-reconstruction
1. Introduction
Inspired by the biological neurons, deep neural networks are well known for
their ability to learn data representation from a huge amount of labeled data such as
the famous convolutional neural networks (CNNs). Specifically, given a specific
task such as image classification, we usually need to train a deep neural network
from scratch with enough training data so that our model can achieve acceptable
performance. However, sufficient training data for a new task is not always avail-
able as manually collecting and annotating data are labor-intensive and expensive.
Especially in some specific domains such as healthcare, a privacy concern is also
raised. Meanwhile, training a deep network with a large dataset is usually time-
consuming and involves huge computational resources. Intuitively, it is not realistic
and practical to learn from zero, because the real way we humans learn is that we
usually try to solve a new task based on the knowledge obtained from past experi-
ences. For example, once we have learned a programming language (e.g., Java), we
can easily learn a new one (e.g., Python) as the basic programming fundamentals
are the same.
Transfer Learning is an inspiring method that can help apply the knowledge
gained from a source task to a new/target task. Specifically, the goal of transfer
learning is to obtain some transferable representations between the source domain
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and target domain and utilize the stored knowledge to improve the performance on
the target task. Note that transfer learning is an extensive research topic that
involves many learning methods. In particular, deep domain adaptation gets the
most attention in recent years among these methods. Therefore, after briefly intro-
ducing the transfer learning in this research, we pay our attention to analyzing and
discussing the recent advances in deep domain adaptation.
The rest of this chapter is structured as follows. In Section 2, we give an over-
view and specific definitions of transfer learning. In Section 3, we summarize the
main approaches for deep domain adaptation. In Section 4, 5 and 6, we discuss the
details for conducting deep domain adaptation. The recent applications based on
deep domain adaptation methods are also introduced in Section 7. Finally, we
conclude this research and discuss future trends in Section 8.
2. Overview
We first give some notations and definitions which match those from the survey
paper written by Pan et al. [1], and these notations are also widely adopted in many
other survey papers such as [2, 3].
Definition 1 (Domain [1]) Given a specific dataset X ¼ X1, … ,Xnf g∈X , whereX
denotes the feature space, and a marginal probability distribution on the dataset P Xð Þ.
A domain can be defined asD ¼ X ,P Xð Þf g. Therefore, a domain consists of two
components: the feature space and the marginal probability distribution on the dataset.
Definition 2 (Task [1]) Given a specific dataset X ¼ X1, … ,Xnf g∈X and their
labels Y ¼ Y1, … ,Ynf g∈Y, where Y denotes the label space. A task can be defined
as T ¼ Y,F Xð Þf g, where F is an objective predictive function to learn, which can
be seen as a conditional distribution P YjXð Þ.
Definition 3 (Transfer Learning [1]) Given a source domain Ds and its
corresponding task T s, where the learned function F s can be interpreted as some
knowledge obtained in Ds and T s. Our goal is to get the target predictive function
F t for target task T t with target domainDt. Transfer learning aims to help improve
the performance of F t by utilizing the knowledge F s, where Ds 6¼ Dt or T s 6¼ T t.
In short, transfer learning can be simply denoted as
Ds,T s ! Dt,T t (1)
Transfer learning is a very broad research subject in machine learning. In this
research, we mainly focus on transfer learning based on deep neural networks (i.e.,
deep learning). Therefore, as shown in Figure 1, based onDs 6¼ Dt or T s 6¼ T t, we
can have three scenarios when applying transfer learning. Note that whenDs ¼ Dt
and T s ¼ T t, the problem becomes a traditional deep learning task. In such case, a
dataset is usually divided into a training datasetDs and a test training datasetDt, then
we can train a neural network F onDs and apply the pre-trained model F toDt.
When Ds ¼ Dt and T s 6¼ T t, transfer learning is usually transformed into a
multi-task learning problem. Since the source domain and the target domain share
the same feature space, we can utilize one giant neural network to solve different
types of tasks at the same time. For example, multi-task learning is widely used in
the autopilot system. Given an input image, we can utilize a deep neural network
that has enough capacity to recognize the cars, the pedestrians, traffic signs, and the
locations of these objectives in the image.
WhenDs 6¼ Dt and T s ¼ T t, deep domain adaptation technique is usually used
to transfer the knowledge from the source to the target. In general, the goal of
domain adaptation is to learn a mapping function F to reduce the domain
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divergence between Ds and Dt including distribution shift and different feature
spaces. Formally, the definition of domain adaptation can be defined as.
Definition 4 (Domain Adaptation) Given a source domainDs for task T s and a
target domain Dt for task T t, where Ds 6¼ Dt. Domain adaptation aims to learn a
predictive function F t so that the knowledge obtained from Ds and T s can be used
for enhancing F t. In other words, the domain divergence is adapted in F t.
WhenDs 6¼ Dt and T s 6¼ T t, transfer learning should be conducted carefully. If
the data in source domainDs is very different from that in target domainDt, brute-
force transfer may hurt the performance of predictive function F t, not to mention
the scenario when source task T s and target task T t are also different. From a
literature review of deep learning, we notice that there is little research in this
scenario and it is still an open question.
In summary, the above definitions give us the answer to what to transfer, and the
four scenarios demonstrate the research issue of when to transfer. As shown in Figure 2,
in contrast to the categorization of transfer learning that is introduced in the survey
paper [1], our discussions mainly focus on transfer learning in deep neural networks. In
the following sections, we pay our attention to how to transfer. Specifically, we will
introduce and summarize three main methods for deep domain adaptation.
Figure 1.
Hierarchically-structured taxonomy of transfer learning in this survey.
Figure 2.
Categorization of transfer learning based on labels. (The image is from Pan [1]).
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3. Deep domain adaptation
According to the definition of domain adaptation, we assume that the tasks of
the source domain and target domain are the same, and the data in the source
domain and target domain are different but related (i.e.,Ds 6¼ Dt and T s ¼ T t). In
general, the goal of domain adaptation is to reduce the domain distribution dis-
crepancy between the source domain and the target domain so that the knowledge
learned from the source domain can be further applied to the target domain.
Compared with the traditional shallow method, deep domain adaptation mainly
focuses on utilizing deep neural networks to improve the performance of the pre-
dictive function F t. Formally, a neural network can be denoted as
Ŷ ¼ F X;Θð Þ (2)
where F denotes a neural network and Θ is a set of parameters, Ŷ represents the
predicted label of input X. The deep neural architecture is usually specifically
designed to learn representation with back-propagation from the source and target
data for domain adaptation. The intuition behind domain adaptation is that we can
find some domain-invariant schemes or sharing features from related datasets. In
other words, we ensure that the internal representations learned from related
domains in deep neural networks are indiscriminating. In this section, based on the
published works in recent years, we discuss how to reduce the domain divergence in
deep neural networks and categorize deep domain adaptation approaches into three
main ways, including fine-tuning networks, domain-adversarial learning, and
sample-reconstruction approach.
3.1 Categorization based on implementing approaches
3.1.1 Fine-tuning networks
A natural way to reduce the domain shift is to fine-tune the pre-trained networks
with the data in the target domain, as the past researches show that the internal
representations of deep convolutional neural networks learned from large datasets,
such as ImageNet, can be effectively used for solving a variety of tasks in computer
vision. Specifically, for a pre-trained model such as VGG [4] or ResNet [5], we can
keep its earlier layers fixed/frozen and only fine-tune the weights in the high-level
portion of the network by continuing back-propagation. Or we can fine-tune all the
layers if needed. The main idea behind this is that the learned low-level representa-
tions in the earlier layers mainly consist of generic features such as the edge detec-
tor. During fine-tuning the networks, the discrepancy between the source domain
and target domain is usually measured by a criterion such as class labels based
criterion, and statistic criterion. Instead of directly using the measurement as a
criterion to adjust networks, regularization techniques can also be used for fine-
tuning, which mainly includes parameter regularization and sample regularization.
3.1.2 Adversarial domain adaptation
Generative Adversarial Networks (GANs) are a promising method and get the
most attention due to its unsupervised learning approach and the flexibility of
generator design. Since the first version of GANs is proposed by Goodfellow et al.
[6], many variants based on it have been proposed for solving different types of
tasks. Specifically, there are normally two networks in GANs, namely a generator
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and a discriminator. The generator can synthesize fake examples from an input
space called latent space and the discriminator can distinguish real samples from
fake. By alternately training these two players, both of them can enhance their
abilities. The fundamental idea behind GANs is that we want the data distribution
learned by the generator is close to the true data distribution. And this is very
similar to the principle of domain adaptation, which is that the learned data distri-
bution between the source domain and the target domain is close to each other (i.e.,
domain confusion). For example, a representative work related to adversarial
domain adaptation is [7], in which a generalized framework based on GANs is
introduced. Instead of using GANs for domain-adversarial learning, a more simple
but powerful method is to add a domain classifier into a general deep network for
encouraging domain confusion [8].
3.1.3 Data-reconstruction approaches
Data-reconstruction approaches are a type of deep domain adaptation method
that utilizes the deep encoder-decoder architectures, where the encoder networks
are used for the tasks and the decoder network can be treated as an auxiliary task to
ensure that the learned features between the source domain and target domain are
invariant or sharing. There are mainly two types of methods to conduct data recon-
struction: (1) A typical way is by utilizing an encoder-decoder deep network for
domain adaptation such as [9]; (2) Another way is to conduct sample reconstruc-
tion based on GANs such as cycle GANs [10].
3.1.4 Hybrid approaches
In general, the core idea of deep domain adaptation is to learn indiscriminating
internal representations from the source domain and target domain with deep
neural networks. Therefore, we can combine different kinds of approaches
discussed above to enhance the overall performance. For example, in [11], they
adopt both the encoder-decoder reconstruction method and the statistic criterion
method.
3.2 Categorization based on learning methods
Based on whether there are labels in the target domain datasets, we can further
divide the above approaches into supervised learning and unsupervised learning.
Note that the unsupervised learning methods can be generalized and applied to
semi-supervised cases, therefore, we mainly discuss these two methods in this
research. Table 1 shows the categorization of deep domain adaptation based on
whether the labels are needed in the target domain. A similar categorization is also
introduced in [12].
3.3 Categorization based on data space
In some survey papers, the domain adaptation methods can also be categorized
into two main methods based on the similarity of data space. (1) Homogeneous
domain adaptation represents that the source data space and the target data space is
the same (i.e., X s ¼ X t). E.g., the source dataset consists of some images of cars
from open public datasets, and the images of cars in the target dataset are manually
collected from the real world. (2) Heterogeneous domain adaptation represents that
the datasets are from different data space (i.e., X s 6¼ X t). E.g., text vs. images.
Figure 3 presents the topology that is introduced in [12].
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4. Fine-tuning networks
In the last section, we categorize the main methods to conduct domain adapta-
tion with deep neural networks and give some high-level information. In this
section, we firstly discuss the details of four approaches for fine-tuning networks in
Table 1.
4.1 Label criterion
The most basic approach to conduct domain adaptation is to fine-tune a pre-
trained network with labeled data from the target domain. Hence, we assume that
the labels in the target dataset are available and we can utilize a supervised learning
approach to adjust the weights/parameters in the network. Based on the definition
of the task, our target task T t based on label criterion approach is
T t ¼ L Y t, Ŷ t
 
¼ L Y t,F t Xt;Θð Þð Þ (3)





 1 Yð Þ log 1 Ŷ
 
, which is commonly used in many works. Note that
Θ is a set of parameters which is normally initialized with weights from the
pre-trained model.
As discussed in Section 3.1, a question is that how many layers in the neural
network we should freeze. In general, there are two main factors that can influence
the fine-tuning procedure: the size of the target dataset and its similarity to the
source domain. Based on the two factors, some common rules of thumb are intro-
duced in [13]. One typical work is [14], in which a unified supervised method for
Supervised Unsupervised
Fine-tuning Label criterion ✓
Statistic criterion ✓
Parameter regularization ✓ ✓
Sample regularization ✓ ✓
Adversarial-domain Domain classifier ✓




Categorization of deep domain adaptation based on whether the labels in the target domain are available.
Figure 3.
Categorization of domain adaptation based on feature space. (The image is from Wang [12]).
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deep domain adaptation is proposed. Another problem is that what if there are no
labels in the target dataset. Therefore, an unsupervised learning method must be
applied to the target dataset for domain confusion.
4.2 Statistic criterion
From the definition of domain adaptation, we see that the fundamental goal is to
reduce the domain divergence between the source domain and target domain so
that the function F t can achieve good performance on the target domain. There-
fore, it’s important and valuable to use a criterion to measure the divergence
between different domains. In other words, we need to have a measurement of the
difference of probability distributions from different datasets.
Maximum Mean Discrepancy (MMD) [15] is a well-known criterion that is
widely adopted in deep domain adaptation such as [16, 17]. Specifically, MMD
computes the mean squared difference between the two datasets, which can be
defined as
DMMD X


































































































where ϕðÞ denotes the feature space map. In practice, we can use the kernel
method kðÞ to make MMD be computed easily (i.e., Gaussian kernel).
H -divergence [18] is a more general theory to measure the domain divergence,
which is defined as




h xsð Þ ¼ 1½   Pr
xtDt










where h∈H is a binary classifier (i.e., hypothesis). For example, in [19],
domain-adversarial networks are proposed based on this statistic criterion (note
that this method can belong to the approach of domain-adversarial learning).
4.3 Parameter regularization
Note that for fine-tuning networks with the label criterion or the statistic crite-
rion, the weights in the networks are usually shared between the source domain and
target domain. In contrast to these methods, some researchers argue that the weights
for each domain should be related but not shared. Based on this idea, the authors in
[20] propose a two-stream architecture with a weight regularization method. Two
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where a j and b j are different parameters in each layer. Rather than using two
networks for domain adaptation, in [21], they introduce a domain guided method to
drop some weights in the networks directly.
4.4 Sample regularization
Alternatively, instead of adapting the parameters in the networks, we can re-
weight the data in each layer of feed-forward neural networks. The typical method
to reduce internal covariate shit in deep neural networks is to conduct batch





p þ β (7)
Note that xi usually denotes the hidden activation of input sample xi in each
layer of a neural network (e.g., the output feature map of each convolutional layer).
μ ¼ 1B
PB
i¼1xi and σ ¼ 1B
PB
i¼1 xi  μð Þ
2. B is the batch size, γ and β are two hyper-
parameters to learn. Based on this method, [23] propose a revised method for
practical domain adaptation. And in [24], researchers adopt instance normalization
for stylization.
5. Adversarial domain adaptation
Instead of directly fine-tuning networks, adversarial domain adaptation is an
appealing alternative to unsupervised learning. It mainly addresses the problem that
there are abundant labeled data in the source domain but sparse/limited unlabeled
samples in the target domain. The core idea of the adversarial domain adaptation is
based on GANs. Specifically, a generalized architecture to implement this idea is
proposed in [7]. In this section, we detail two main ideas: target data generating and
domain classifier.
5.1 Target data generating
To overcome the limitation of sparse unlabeled data, target data generating is an
approach to directly generate samples with labels for the target domain so that we
can utilize them to train a classifier for the new task. One representative work is the
CoGANs [25], in which there are two GANs involved: one for processing the labeled
data in the source domain and another for processing the unlabeled data in the
target domain. Part of the weights in the two generators is shared/tied in order to
reduce the domain divergence. In addition to two discriminators for classifying the
fake and real samples, there is also an extra classifier to classify the samples based
on the information of labels in the source domain. By jointly training these two
GANs, we can generate unlimited pairs of data, in which each pair consists of a
synthetic source sample and a synthetic target sample and each pair shares the same
label. Therefore, after finishing jointly training the two GANs, the pre-trained extra
classifier is the function F t that we need for solving the new task. Similar work can
also be found in [26], in which a transformation in the pixel space is introduced.
In summary, target data generating is a domain adaptation approach that focuses
on generating target data, which can also be treated as an auxiliary task to reduce
domain shift by a weight sharing mechanism between two GANs. The main disad-
vantage is that the training cost for generating synthesized samples with two GANs
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is expensive especially when the target datasets consist of large-size samples such as
high-resolution images.
5.2 Domain classifier
Instead of directly synthesizing labeled data for domain adaptation, an alterna-
tive way is to add an extra domain classifier to enough domain confusion. The role
of domain classifier is similar to that of the discriminator in GANs, it can distinguish
the data between the source domain and target domain (the discriminator in GANs
is responsible for recognizing the fake from the real data). With the help of an
adversarial learning approach, the domain classifier can help the network learn
domain-invariant representation from the source domain and the target domain. In
other words, the trained model can be directly used for the target/new task.
Therefore, the key is how to conduct adversarial learning with the domain
classifier. In [8], a gradient reversal layer (GRL) before domain classifier is intro-
duced to maximize the gradients for encouraging domain confusion (we normally
minimize the gradients for reducing the scalar value of a loss function). In [27], a
domain confusion loss is proposed beside the domain classifier loss.
6. Sample-reconstruction approaches
The core idea of the data-reconstruction approach is to utilize the reconstruction
as an auxiliary task for encouraging domain confusion in an unsupervised manner.
In this section, we discuss two types of approaches that are mainly addressed in
recent years, including the encoder-decoder-based method and the GANs-based
method.
6.1 Encoder-decoder-based approaches
To reconstruct the samples, the basic method is that we can adopt an auto-
encoder framework, in which there is an encoder network and decoder network.
The encoder can map an input sample into a hidden representation and the decoder
can reconstruct the input sample based on the hidden representation. In particular,
the encoder-decoder networks for domain adaptation typically involve a shared
encoder between the source domain and target domain so that the encoder can learn
some domain-invariant representation. An earlier work can be found in [9], in
which the stacked denoising auto-encoder is adopted for sentiment classification.
Recently, a typical work called deep reconstruction-classification networks is
introduced in [11], in which the encoder and decoder are both implemented with
convolutional networks. Specifically, the convolutional encoder is used for super-
vised classification of the labeled data from the source domain. Meanwhile, it also
maps the unlabeled data from the target domain into hidden representation, which
is further decoded by the convolutional encoder for reconstructing the input. By
jointly training these networks with the data from the source and target domains,
the shared encoder can learn some common representations from both datasets,
which results in domain adaptation. Other similar work based on auto-encoder can
also be found in [11, 28].
6.2 GAN-based approaches
Traditionally, the GANs [6] consists of a generator and discriminator, where the
generator can be seen as a decoder network which can decode some random noise
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into a fake sample and the discriminator can be treated as an encoder network
which is used to encode the sample into some high-level features for classification
(i.e., fake or real). Instead of just using a decoder network as the generator, a typical
work known as Cycle GANs is proposed in [10], in which the generator is
implemented with an encoder-decoder network. Specifically, this encoder-decoder
generator is used for dual learning: G xsð Þ ! xt and F xtð Þ ! xs. And the discrimina-
tor also has two roles: to distinguish between the fake xt and real xt, and to
distinguish between the fake xs and real xs. By alternatively training these two
players in GANs, the encoder-decoder generator can lean a reversible mapping
function. In other words, the domain-invariant features are obtained from two
different datasets. However, one remaining problem is that the encoder-decoder
network usually consists of millions of parameters, with enough capacity, it can
map an input image from the source domain to any random image which is close to
the target domain. Therefore, in addition to using the standard adversarial loss for
training the GANs, the consistency loss (i.e., L1 norm) is also proposed to make sure
that F G xð Þð Þ≈x.
Lcyc G,Fð Þ ¼ xsdata xsð Þ F G xsð Þð Þ  xsk k1 þ xtdata xtð Þ F G xtð Þð Þ  xtk k1 (8)
where G xsð Þ denotes fake xt and F G xsð Þð Þ is reconstructed xs (i.e., F xtð Þ ! xs).
Inspired by the Cycle GANs, many variants based on encoder-decoder generator
are proposed for domain adaptation, such as the Disco GANs [29] and the Dual
GANs [30].
7. Applications
As shown in Figure 1, the scope of transfer learning is far beyond traditional
machine learning. Theoretically, the problems addressed by deep learning can also
be solved by transfer learning. In this section, we narrow the discussion to the
typical real-world applications based on deep domain adaptation. In Section 7.1, we
summarize the most methods discussed above for computer vision. In Section 7.2,
we discuss the applications beyond the context of image processing, including
natural language processing, speech recognition and other real-world applications
based on processing time-serial data.
7.1 Applications in computer vision
7.1.1 Image classification and recognition
Classification is a fundamental and most basic problem in machine learning,
most of the above methods are introduced to address this problem. Therefore, we
pay our attention to the advances that deep domain adaptation can bring for image
classification, rather than repeatedly introducing them. Probably the most well-
known example is fine-tuning a giant network that is pre-trained with the ImageNet
dataset for real-world applications such as pet recognition. Despite the fact that
manually collecting data is time-consuming and expensive, the data collected from
the real-world is usually imbalanced (e.g., there are only 100 images of class A but
10,000 images of class B). If we train a classifier from scratch, the performance can
be poor because it cannot learn enough knowledge from the limited samples (e.g.,
class A). However, if we utilize a pre-trained model based on the well-collected
ImageNet and fine-tune it, the problem caused by an imbalance dataset will be
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reduced because the model has already obtained rich knowledge from the source
domain.
Another typical real-world application that we can gain benefits from domain
adaptation is face recognition. A general approach to solve this problem is to train a
model based on a dataset of labeled face images. In contrast, the large-scale
unlabeled video datasets are always available. However, the divergence of data in
the video is usually limited and there remains a clear gap between these two
different domains. In order to utilize the rich information from video and overcome
these challenges, the authors in [31] propose a framework for face recognition in
unlabeled video based on the adversarial domain adaptation approach.
7.1.2 Object detection
The recent object detection methods are mainly driven by two approaches:
Faster R-CNN [32] and YOLO [33]. Specifically, two tasks are mainly involved in
object detection: The first one is to detect whether there are objects in an input
image (i.e., to output the bounding box of each object in the image); Meanwhile, the
object in each bounding box is also classified. Object detection is a very common
learning task in many real-world applications such as intelligent surveillance sys-
tems [34]. By utilizing domain adaptation approaches for the new task of object
detection in the wild, the Domain Adaptive Faster R-CNN is introduced in [35].
And the core idea is also to utilize domain classifier with GRL to encourage domain
confusion (i.e., in Section 5.2). Another recent similar work is also discussed in [36],
in which the GRL is also adopted and the process of conducting domain adaptation
is divided into two stages called progress domain adaptation.
7.1.3 Image segmentation
The convolutional encoder-decoder architecture has achieved great success for
image segmentation in recent years. Specifically, given an input image, the
convolutional encoder-decoder network can map this image into a pixel-level clas-
sification image (i.e., each pixel is classified with a label). The problem of domain
shifts can also appear in this task, which results in poor performance on a new
domain. In [37], the researchers introduce a domain adversarial learning method
which includes both global and category-specific techniques. They argue that two
factors can cause domain shift: the global changes between the two distinct domains
and the category-specific changes. (i.e., the distribution of cars from two different
cities may be different.) Based on this assumption, two new loss functions are
introduced, one is used for reducing the global distribution shift between the source
images and target images and the other is used for adapting the category-specific
divergence between the target images and the transferring label statistics. Instead of
just using a simple adversarial objective, the authors in [38] propose an iterative
optimization procedure based on GANs for addressing domain shift.
7.1.4 Image-to-image translation
As mentioned in Section 6.2, Cycle GANs [10] is a typical method for image-to-
image translation based on deep domain adaptation. In general, image-to-image
translation denotes that we can map an image from the source domain to the target
domain and vice versa. One real task that is also addressed in Cycle GANs is the
style transfer application. To our best knowledge, the algorithm of neural style
transfer is firstly proposed in [39], the core idea in this paper is how to define the
content loss and style loss between the source data and the target data. Actually, it
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can be treated as a statistic criterion approach which is discussed in Section 4.2.
In the paper of demystifying neural style transfer [40], the authors show that
matching Gram matrices (i.e., style loss) is equivalent to minimize the MMD (i.e.,
Eq. 4). Based on this argument, they introduce several style transfer methods by
utilizing different types of kernel functions in the MMD and achieve impressive
results.
7.1.5 Image caption
An interesting but challenging task is to utilize deep neural networks to describe
an input image with natural language, which is well known as the image caption.
Specifically, the goal of image caption is to learn a mapping function F t, so that we
can get F t Imageð Þ ! Text and vice versa. Note that there are two different data
space involved in this task: a dataset with images vs. a dataset with text. Therefore,
based on the categorization methods which are discussed in Section 3.3, image
caption belongs to heterogeneous domain adaptation. A general method to imple-
ment this idea is to utilize a CNN-RNN architecture (i.e., recurrent neural net-
work), where the CNN is used for encoding an input image to some hidden
representation and the RNN can decode the representation to some sentences which
can describe the content of this image. In particular, the CNN is usually pre-trained
based on the ImageNet and then we can re-train it in the CNN-RNN [41].
When we apply an image-caption model which is trained from image dataset A
on image dataset B, the performance will degrade due to the distribution change or
domain shift of two datasets. To address this problem, the work in [42] introduces
an adversarial learning method to address unpaired data in the target domain for
image caption (i.e., adversarial domain adaptation approach in Section 5). In [43],
the authors propose a dual learning method for addressing this problem, which
involves two steps: (1) A CNN-RNN model is trained with sufficient labeled data in
the source domain. (2) The model is then fine-tuned with limited target data. The
core idea of dual learning mechanism involved a reverse mapping process: the
model firstly maps an input target image to text (i.e., CNN  RNN Imageð Þ ! Text)
and the text is then mapped back to an image by a generator network, which is
further distinguished by a discriminator network. Therefore, the work in [43]
belongs to sample-reconstruction approach (i.e., in Section 6).
7.2 Applications beyond computer vision
7.2.1 Natural language processing
Deep domain adaptation technique is also used for solving a variety of tasks in
processing natural language. In [44], an effective domain mixing method for
machine translation is introduced. The core idea is to jointly train domain discrim-
ination and translation networks. The authors in [45] propose aspect-augmented
adversarial networks for text classification. The main idea is to adopt a domain
classifier, which has been discussed in Section 5.2. Recently, an interesting research
area is to utilize neural models to automatically generate answers based on the input
questions, which is also known as questions answering. However, the main chal-
lenge to train models is that it is usually difficult to collect a large dataset of labeled
question-answer pairs. Therefore, domain adaptation is a natural choice to address
this problem. E.g., in [46], a framework called generative domain-adaptive nets is
introduced. Specifically, a generative model is used to generate questions from the
unlabeled text for enhancing the model performance. Other applications of domain
12
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adaptation can also be found in sentence specificity prediction [47], where the
specificity denotes the quality of a sentence that belongs to a specific subject.
7.2.2 Speech recognition
A typical real-world application is to transcribe speech into text, which is also
known as automatic speech recognition. Domain adaptation is also suitable for
addressing the training-testing mismatch of speech recognition that is caused by the
shift of data distribution between different datasets. For example, a neural model
trained on a manually collected dataset may generalize poorly in the real-world
application of speech recognition due to the environmental noises. In [48], an
adaptive teacher-student learning method is proposed for domain adaptation in
speech recognition systems. In [49], the domain classifier that is discussed above is
also adopted for robust speech recognition. Similar work can also be found in [50],
in which the adversarial learning method for domain adaptation is also used for
addressing the unseen recoding conditions.
7.2.3 Time-series data processing
Domain adaptation can also enhance the performance of processing many other
time-series datasets such as healthcare time-series datasets [51], in which the
authors present a variational recurrent adversarial method for domain adaptation.
The main idea is to learn domain-invariant temporal latent representations of mul-
tivariate time-series data. Another real-world task that involves time-series data is
to build diver assistant systems. In [52], an auxiliary domain classifier is also
adopted to enhance the performance of recurrent neural networks for driving
maneuvers anticipation. And the core idea in this paper is also to learn sharing
features from different datasets by the domain classifier. An interesting work
related to inertial information processing is introduced in [53], in which a novel
framework called MotionTransformer is proposed for extracting domain-invariant
features of raw sequences.
8. Conclusion
In this chapter, we firstly introduce the background and explain why transfer
learning is important for helping learn real-world tasks. Then we give a strict
definition of transfer learning and its scope. In particular, we pay our attention to
deep domain adaptation, which is a subset of transfer learning and it mainly
addresses the situation where we have different but related datasets for a common
learning task. Next, we categorize the deep domain adaptation based on three
aspects: the specific implementing approaches, the learning methods, and the data
space. In general, deep domain adaptation is one type of method that mainly utilizes
deep neural networks to reduce the domain shift or data distribution so that we can
enhance the performance of the target task with the help of the knowledge obtained
from the source domain. Specifically, we mainly discuss the recent advanced
methods for domain adaptation from the deep learning community, including fine-
tuning networks, adversarial domain adaptation, and data-reconstruction
approaches. Finally, we introduce and summarize the typical real-world applica-
tions in computer vision from recently published articles, from which we can see
that the unsupervised learning approach based on GANs gets the most attention. In
addition, we discuss many other applications beyond the context of image
processing. And we notice that many deep domain adaptation methods that are
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initially proposed for processing images are also suitable for addressing a variety of
tasks in natural language processing, speech recognition, and time-series data
processing.
Although deep domain adaptation has been successfully used for solving various
types of tasks, we should be careful to conduct transfer learning, as brute-force
transfer may hurt the performance of our model. The above applications mainly
focus on homogeneous domain adaptation, which means that the data between the
source domain and the target domain is related and we assume that deep neural
networks can find some shared representation from these two domains. However,
the data collected from real-world may not always meet this requirement. There-
fore, the future challenge is how to apply a heterogeneous domain adaptation
method effectively. From the above analyses, we notice that transfer learning has
been mainly applied to a limited scale of applications. Therefore, more challenges
are also needed to address in the future such as logical inference and graph neural
networks based tasks.
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