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The choice of academic major and, subsequently, an academic institution has a massive
effect on a person’s career. About 40% of students either transfer to a different major or
different college or totally drop out of college within six years because they realize they
don’t like their academic situation. Various social science research has shown that per-
sonality traits play a significant role in academic preference. Still, there has not been a
comprehensive, data-driven approach to translate this into academic choice. . There was
no existing data for this kind of research, so we surveyed over 500 students. We conducted
a survey to capture students’ personality traits and preference of college major and used
that information to train a machine learning model to predict college major preference.
This research validates the viability of using personality traits as indicators for educational
preference. We demonstrate that using decision tree, very accurate classification can be
done with over 90% accuracy and help with career guidance. Furthermore, we explored
the two methods of dimension reduction - one using Principal Component Analysis (PCA)
and another relying on Social Science research and using Big-Five personality Traits (also
known as OCEAN indexes) to simplify the problem further. With these techniques, the
dimension was reduced by half without decreasing the accuracy of our classifier.
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With this research, a readily deployable recommendation system is created that can
help students find their most enjoyable academic path and aid guidance counselor and




Data-Driven Recommendation of Academic Options Based on Personality Traits
Aashish Ghimire
The choice of academic major and, subsequently, an academic institution has a massive
effect on a person’s career. It not only determines their career path but their earning
potential, professional happiness, etc. [1] About 40% of people who are admitted to a college
do not graduate within six years. Yet, very limited resources are available for students to
help make those decisions, and each guidance counselor is responsible for roughly 400 to 900
students across the United States. A tool to help these decisions would benefit students,
parents, and guidance counselors.
Various research studies have shown that personality traits affect college choice, but
there were no studies or tools to utilize this information. With this research, we validate
that the personality traits can be used to classify majors, and subsequently, to recommend
college majors to students. We identified a method to make that recommendation with
more than 90% accuracy. We also analyzed methods of simplifying the personality traits
dimension and identified two techniques that can reduce the input data by half and still
maintain over 90% accuracy.
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The choices of academic major and institution are among the most fundamental steps
in a person’s career. A student has to make that decision early in their career and often
without sufficient information. According to the department of education, the overall 6-
year graduation rate for first-time, full-time undergraduate students who began seeking a
bachelor’s degree at 4-year degree-granting institutions in fall 2012 was 62 percent. That
is, by 2018, some 62 percent of students had completed a bachelor’s degree at the same
institution where they started in 2012. The 6-year graduation rate was 61 percent at public
institutions, 67 percent at private nonprofit institutions, and 25 percent at private for-
profit institutions [4]. This 6-year limit does not take the breaks taken for religious mission,
military services etc. For the cohert starting in 2011, the eight-year graduation rate was
only 61.8 % [5].
Six-year graduation rates for first-time, full-time undergraduate students who began
seeking a bachelor’s degree at 4-year degree-granting institutions in fall 2012 varied ac-
cording to institutional selectivity. In particular, 6-year graduation rates were highest at
institutions that were the most selective (i.e., those with acceptance rates of less than
25 percent) and were lowest at institutions that were the least selective (i.e., those with
an open admissions policy). For example, at 4-year institutions with an open admissions
policy, 34 percent of students completed a bachelor’s degree within six years. At 4-year
institutions with acceptance rates of less than 25 percent, the 6-year graduation rate was 90
percent. Similarly, the graduation rate of the schools where most students live on campus
is significantly higher than that of schools where most students commute. [4].
The reason some colleges do so much better than others consists of multiple layers. A
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part of the answer involves structure. Students tend to do better when they are following
defined academic path rather than randomly signing up for classes without a clear picture
of the end goal. It has been shown that schools that provide some sort of degree plan or
”pre-majors” have a much better retention rate compared to others. [6]
1.2 Problem today
These data shows the effect that guidance counseling can have on student success,
and also shows the importance of choice of institution and major. According to a CNBC
report, about 25 percent of all students transfer college at some point before graduation.
These statistics clearly demonstrate that the importance of choosing the right campus,
academic major, campus setting, etc. makes a lot of difference for a student whether they
will graduate. Traditionally, schools provide a guidance counselor to help students making
these decisions. According to The National Association for College Admission Counseling
(NACAC), the national student-to-counselor ratio is 482:1. In some states like Arizona,
there are as many as 924 students per guidance counselor [3]. At this ratio, a guidance
counselor cannot realistically suggest the best-fit college or major for each student.
In order to aid these students with making those decisions, guidance counselors could
potentially use different data-driven and well-informed approaches. But, as of now, the
state of the art guidance counselor tool is the college database that can be used to filter
the institution based on size, location, major, etc. but nothing beyond that according to
the market research by the project partner Graphium Inc. There are some commercial
services available directly to the students based on their preferences, but they are riddled
with university advertisements and sponsored sections, where colleges that pay are boosted
higher up on the chart and are not very distinguishable from the real recommendation.
Similarly, the College Board - the most popular college recommendation website - is run by
the same institution that conducts SAT tests. It puts the full weight on college test scores
and GPA but not the the strengths, weaknesses, and personality of the students.
3
Fig. 1.1: The student to counselor ration in the different US States [3].
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1.3 Scope of Research
This research aimed to is a part of a larger recommendation suite launched by our
project partner, Graphium Inc, who will be recommending not just college majors, but
other areas to focus on as well, including extracurricular activities and so on. The scope of
this study comprises three research questions:
1.3.1 R1: How effective is the use of personality traits in predicting a preferred
college major?
The use of personality traits for academic majors has not been studied or used in
any data-driven way. This study explores the viability of the use of personality traits in
academic major recommendations.
1.3.2 R2: How do expert-derived personality traits compare to a data-driven
dimension reduction technique ?
Using personality type questionnaires to group a person into a different personality is
the social science equivalent of dimension reduction. Prior knowledge of psychology is used
to make that educated guess for dimension reduction. This study compares the performance
of such a technique with a popular data-driven dimension reduction technique - Principal
Component Analysis (PCA).
1.3.3 R3: What is the most effective classification technique to determine
college major from personality traits?
There exist many different classification techniques with their own weakness and strength
on different kinds of data sets. This research identifies a classification technique that would
be most effective to be used as a classifier for the recommendation system that would use
the questionnaire as features to make academic major recommendations.
When these questions are answered, the effectiveness of using personality traits in aca-
demic decision-making can be determined. This research can lead to the identification of
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the effective classification technique and possibly contribute to developing a tool to recom-
mend an academic major based on personality traits. This will make a huge difference for
students who do not have adequate access to guidance counselors to help them with these
kinds of decisions. This would also provide a good starting point for the career exploration
for students as well as a resource for parents and guidance counselors in helping students
make their decisions.
For this study, a labeled dataset that has features that measure the personality traits
of a student as well as their choice of academic majors was needed. In order to obtain that
information, we decided to conduct a survey to obtain the labeled data. While designing
the survey, special consideration was made to keep it consistent with the app sign up and
onboarding process of the Spotivity app, the career guide software developed by Graphium
Inc that this project aims to contribute to. Keeping the survey question consistent with
an existing survey in the app will make the integration and the deployment of this feature
seamless. For that reason, same demography and personality questionnaires were asked as
for the feature variable for the study and academic majors to serve as the labeled target vari-
ables. These surveys were launched simultaneously on two platforms - Amazon Mechanical
Turk as well as internally in Utah State University.
Once these data were obtained through the surveys, they were cleaned and filtered to
exclude any spam and short-duration surveys. Those two surveys were analyzed separately
in order to be able to make a comparison later. These filtered data were used to train
the classifier to predict academic major preference using three different sets of features.
First, the raw input - the answers to 10 personality questions, were used as the feature sets.
Similarly, the OCEAN scores were calculated using the published technique of reducing
the ten answers into five personality traits of openness, conscientiousness, extraversion,
agreeableness, and neuroticism. Finally, the principal Component Analysis technique was
used to reduce the dimension of the raw data and was used as feature sets as well. The
same sets of classification techniques were used for all three feature sets. I used the Decision
Tree (DT) classifier across different depths of the tree. The data was split in a 70:30 ratio
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for training data and test data to evaluate the performance of our classifier.
After the evaluation of the predicted major against the three choices made by each
survey respondent, it can be concluded that the use of personality traits for the recommen-
dation of academic major is viable in real-world use. The test accuracy of over 94 percent
was achieved with all three feature sets. Regarding the depth of the decision tree, a tree
with 15 levels of depth will yield to about 90 percent, and the gains are minimal beyond
the depth of 20, hovering about 94 to 95 percent.
Comparing the accuracy achieved by using the OCEAN Index as the feature sets with
the feature sets from the Principal Component Analysis, both techniques perform roughly
equally with the tree of depth 20 or more. However, the use of OCEAN scores provides an
additional layer of information - an interpretable feature set that has a real-world meaning,
unlike PCA features. These scores can be used to give a personalized recommendation for
the student to strengthen their skills in certain area.
CHAPTER 2
RELATED WORKS
2.1 Study of linkage between personality type and academic majors
There have been several studies to classify human traits into different personality types
and to study student performance in different academic majors. Most famously, Holland [7]
classified academic major with six personality types. It is shown in table 2.1. The analysis
of covariance results indicated that four of the five expectation scales were significantly
related to students’ personality types. In contrast, only two of the expectation scales were
significantly related to environment types. This classification was widely used across differ-
ent papers in psychology research for decades [2]. Allred et al. studied the validity of the
stereotypes surrounding the choice of academic majors and stress level in different academic
disciplines [8].
Giacomino and Akers in 1998 conducted a study within the business school. They
found out that the choice of a specific major is linked to personality traits, values, and
interpersonal behavior and is again mediated by gender differences [9]. In 2010, Pringle
et al. studied personality type and their role in the academic major, but this was limited
to the Business school exploring different sub-branches within the School of Business [10].
In 2016, Eide et al. conducted a comprehensive study that reviewed 11 different papers
that studied the relationship between personality types and academic major [1]. These
studies use newer ”Big Five Personality Traits” - openness, conscientiousness, extraversion,
agreeableness, and neuroticism . The initial model was advanced by Ernest Tupes and
Raymond Christal in 1961 but failed to reach an academic audience until the 1980s [11]. In
1990, J.M. Digman advanced his five-factor model of personality [12], which Lewis Goldberg
extended to the highest level of organization [13]. These five overarching domains have been
found to contain and subsume most known personality traits and are assumed to represent
8










































































Table 2.1: Table showing Holland’s classification of academic majors [2].
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the basic structure behind all personality traits. In this study, these five personality traits
will be used for our recommendation.
2.2 Use of the personality traits for academic majors and college recommen-
dations:
In 1982, Cebula conducted a study to examine what motivates a student to choose
a certain academic focus [14] . However, this was limited to their Business school, and
the study indicated that the potential of future income was the biggest driver. Zheng et al.
conducted another study in 2002 to examine the predictor for academic success for freshmen
and found some aspects of personality traits, like the self-perception of abilities, playing a
major role [15].
Most prior works are from a social science perspective and not taken as a classification
problem. In my research, I explore the viability of using personality traits data to make
recommendations for academic majors.
CHAPTER 3
METHODOLOGY
This study was designed to answer three research questions: How effective is the use
of personality traits in predicting a preferred college major; How do expert-derived person-
ality traits compare to a data-driven dimension reduction technique; and What is the most
effective classification technique to determine a college major from personality traits? Since
there isn’t available data to be used for the classification, I, as a major part of this study,
collect the data in the form of a survey. This survey asks ten probing personality questions,
as described in section 3.2. It also asks three questions related to college major preference,
along with a couple of demographics questions. With these survey responses, the scores
for five personality traits (using a psychology expert-derived dimension reduction) are also
calculated from the answers to the ten personality questions and are used for the classifica-
tions. For comparison, I also build classification models using the answers to ten questions
and from the components derived with Principal Component Analysis (PCA). I compare
the performance of feature sets.
This research is part of a larger project with partner company Graphium Inc., which
is building a comprehensive recommendation suite through the Spotivity app that not only
covers the college and major recommendation but various other after school activities,
scholarships and such. For the scope of my studies, I limit the scope to the academic major
recommendation. The questions for the survey were heavily guided by the type of question
asked for the user of that platform to keep the consistency and for easier deployment.
There are different sets of questions that can be asked to get information on one’s
personality. Oregon Research Institute maintains a public domain collection which currently
contains 3329 items [16]. There are various versions of the tests, ranging from as few as five
items to more than 100 questions for the test. For Example, Goldberg et al. published a
120 question test called IPIP-NEO-120 [13]. It was widely used, and various research has
11
been done since to reduce and simplify it.
For our study, we needed a survey that is short and simple enough to be completed
without burdening users because it would be done online. Gosling et. al. from University of
Texas developed the Ten-Item Personality Inventory (TIPI) in 2003 to meet the need for very
short measures of the Big Five for time-limited contexts or large survey questionnaires [17]
. Even though this survey is relatively short, it has been widely adopted. The ten questions
of TIPI were used for this study.
3.1 Ten-Item Personality Inventory-(TIPI) - 10 Questions for the Personality
Type Classification
In the user survey, the following ten questions were asked to gauge the personality type
of the user:
1. I see myself as extroverted and enthusiastic.
2. I see myself as critical and quarrelsome.
3. I see myself as dependable and self-disciplined.
4. I see myself as anxious and easily upset.
5. I see myself as complex and open to new experiences.
6. I see myself as reserved and quiet.
7. I see myself as sympathetic and warm.
8. I see myself as disorganized and careless.
9. I see myself as calm and emotionally stable.
10. I see myself as conventional and uncreative.
12
3.2 Big Five Personalty Traits(OCEAN) for dimension reduction
For classifying the user and better understanding their personality type, we use a Big
Five Personality Trait index - a method that uses openness, conscientiousness, extraversion,
agreeableness, and neuroticism. This is often referred as the OCEAN or CANOE index. In
our study, we will assign the user as being either negative ( score of 2.5 or under), neutral
(between 2.5 to 5.5) or positive (5.5 and over). These three buckets of being negative,
positive, and negative in each of five personality traits gives interpretable categories - which
can be used to provide personalized help to the students. For example, if someone is in
the ’negative’ openness bucket, they can be helped with tasks and activities for boosting
confidence and public speaking. There are certain connotations based on a personality
type being positive or negative. If the user is in the neutral bucket, no inference is made
from that index. A brief introduction of those five personality types and the connotation
associated with each bucket of those traits are described in the table [3.1] as described by
Brick et al. [18].
3.3 Scoring of survey questions:
A seven-level Likert Scale [19] was used to record the responses to the ten questions on
the personality of TIPI (see section 3.1) . This is the recommended scoring method by the
creator of TIPI [17] . The possible options and their corresponding score was:
1. Strongly disagree - score of 1
2. Disagree - score of 2
3. Somewhat disagree - score of 3
4. Neither agree nor disagree - score of 4
5. Somewhat agree - score of 5
6. Agree - score of 6
7. Strongly agree - score of 7
13








































low well-being in late adulthood
teamwork, satisfaction
Table 3.1: Connotation associated with being in different personality traits score
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3.4 Calculations of the mean OCEAN scores
Scores for the OCEAN personality index can be from the ten scores of the TIPI. Scores
for each of the five OCEAN categories are calculated using the following formulae as per
the Gossling et. al. worksheet [17], where TQ1, TQ2 ... TQ10 refer to answers to the 10
TIPI personality questions:
Openness =
TP5 + (8− TP10)
2
Conscientiousness =
TP1 + (8− TP8)
2
Extraversion =
TP1 + (8− TP6)
2
Agreeableness =
(8− TP2) + TP7
2
Neuroticism =
(8− TP4) + TP9
2
Along with these 10 questions for the personality types, our survey contained three
demographics questions:
1. Age: This was used mainly to make sure the survey is limited to respondents aged
between 18 to 28. We decided on this limitation because this ensures the responses
from people who are either in college or thinking about going to college. Additional
filters were used in Amazon Mechanical Turk (MTurk) platform, as described in the
next section.
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2. Gender: Three options were provided as Male, Female and Non-Binary as per sugges-
tion from Institutional Review Board (IRB).
3. Race/Ethnicity: Six options were provided: White, Black or African American, Amer-
ican Indian or Alaska Native, Asian, Native Hawaiian or Other Pacific Islander and
Others. This is as per the latest identification options used by the US Census Bureau.
4. Attention checker: MTurk survey can be, at times, susceptible to automated bots
taking surveys for the rewards. Besides using MTurk’s tools to weed out these survey
takers as mentioned in section 2.20.2, an attention checker was built into the survey.
After completing the first two sections, a simple arithmetic problem was presented,
and respondents were only allowed to proceed and compensated if they passed the
attention checker questions. If they answered incorrectly, the survey was instantly
ended.
3.5 Academic Major Preference
The list of all college majors listed by at the US Department of education was obtained
from their public database [20]. This yielded 397 unique majors. To narrow it down, only
majors offered at more than 100 schools were picked, which left 261 majors. From there, all
the majors are divided into 14 general categories - as per how these majors are commonly
classified in their school’s organization structure. These are shown in the table 3.2.
After asking three demographics and ten personality questions, survey takers were
provided with an attention checker question. See figure 3.1 for an example of a question
regarding personality type. When they pass the attention checker, users were provided the
question where they were presented a list of five academic majors randomly selected from
the 14 major categories and asked to choose the major that interests them the most. With
limited number of training data, recommending individual major is not feasible and recom-
mending a category makes it easier if a student is to switch major within the department
compared to totally different one. See figure 3.2 for an example of a question regarding
the academic major. To aid the user, three common majors in that category were given
16




Law / Administration 15
Education 10
Engineering 46
Social and Behavioural Science 21
Life Science 30
Language and Literature 16
Vocational 16
Arts 9
Communication & Media 8
Physical Science 16
Philosophy & Theology 10
Table 3.2: Table showing the number of majors in each general major category
Fig. 3.1: Example of asking one of 10 TIPI questions
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Fig. 3.2: Example of question asking user for their preferred major
as examples along with the questionnaires. For Example, Physical Science (Physics, Math-
ematics, Chemistry, etc.). The whole list of examples provided for each general category
is listed in Appendix A. For each user, the choices they were offered, and their selections
were recorded. These questions were repeated two more times to ensure uniform coverage
of all the majors. The decision was made to break this into three questions so that the user
read all the options for those questions. Reading through all 14 options for a major for
each question could be tedious, and the user might be inclined to pick a random answer.
The order and choice of an option was randomized so as to not introduce bias by grouping
certain majors together. The options were replaced for each iteration so that if the user’s
top two or three choices are all grouped in the first question, they will get a chance to select
those in the second iteration. There is a small chance of about 2% that a user might not see
any of their top three major preferences. This study makes an assumption that there would
be a large enough sample size that eventually, it would average out for the top preference
major to be shown.
3.6 Survey Platform and Data Collection
The survey was designed in Qualtrics’s survey platform. The survey is attached in
Appendix A. The survey questions were partly based on the questions that are already
being asked on the platform that our project partner is deploying.
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Survey responses were collected from two different sources - Utah State University stu-
dents and Amazon Mechanical Turk workers. For the sake of comparison, these two groups
of data were analyzed and used separately. The USU Institutional Review Board (IRB)
approved the surveys for both Utah State University Students and Amazon Mechanical
Turk (MTurk) platform with a slightly varied questionnaire (to fit the logistics of validating
and paying MTurk’s respondents (see Appendices B and C). Participants were compensated
equally - one dollar in Amazon gift cards.
3.6.1 Survey of students at Utah State University
A survey was distributed to students at Utah State University. For the survey re-
cruitment, it was distributed by Quick Response (QR) Code to the cadets of the US Army
Reserves Officer Training Corps (ROTC) program at the University. Similarly, an an-
nouncement was sent by a Teaching Assistant in the general psychology class at USU.
ROTC program and the general education class were chosen to maximize the diversity of
survey takers from different academic disciplines. Being a USU student automatically im-
plied the location of the United States and the status of college students. The age was of
the respondent was restricted to 25 or under.
3.6.2 survey using Amazon Mechanical Turk (MTurk) platform
The Amazon Mechanical Turk (MTurk) platform was used to gather more survey re-
sults. MTurk is a commercial survey and crowd-sourcing platform where a user completes
a task for a small reward. In MTurk, this survey was restricted to United States residents.
Similarly, the survey was only made available to users with at least a High School diploma
using MTurk’s premium filter purchase. To avoid the spammy responses for the reward,
Amazon provides an option to limit the exposure of the surveys to a set of reliable survey
takers. The reliability of survey takers is generally measured in terms of acceptance rate.
MTurk allows the survey requester to accept or reject surveys based on the quality of works.
For example, if the user have a tendency of completing a survey in a very short time, or
use other programmatic tools to complete it, they get rejected more often and have lower
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acceptance rate. For the purpose of this study, MTurk filter was used to limit responses to
users with more than 95% acceptance rate and 500 accepted surveys.
CHAPTER 4
SURVEY DATA
The survey, as described in Chapter 2, was launched to two platforms simultaneously
- on Amazon Mechanical Turk (MTurk) and at Utah State University. The Utah State
University Survey was left open for two weeks, with the majority of responses coming on
the first three days. For MTurk, the first batch of 20 surveys was launched to validate our
setup, and later another 380 surveys were collected in the space of 3 days.
4.1 Survey Participation: Amazon Mechanical Turk
There were a total of 728 responses from Amazon mechanical Turk. However, when
we select only those who are aged between 18 to 25 and who fully completed the survey,
we have 420 left. We next looked into the completion time and removed any surveys that
took less than 60 seconds. After these filter criteria, 355 responses remained. For that valid
data, the mean completion time is 142 seconds, and the median is 106 seconds.
4.1.1 Gender distribution:
The MTurk survey participant 4.1 are fairly even in gender distribution as compared
to USU data:




Table 4.1: Gender distribution of participant in MTurk and USU data
4.1.2 Racial distribution:
The racial distribution of survey is as listed in the table 4.2 below:
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Race MTurk Count MTurk % USU Count USU %
White 266 75% 164 87.23%
Black or African American 44 12.67% 2 1.06%
American Indian or Alaska Native 3 0.8% 3 1.59%
Asian 41 11.54% 15 7.97%
Native Hawaiian or Other Pacific Islander 1 0.28% 1 0.53%
Others 11 3.09% 3 1.59%
Table 4.2: Racial distribution of participant in Mturk and USU data
4.1.3 Personality Type questions:
Of 10 questions in the Ten Item Personality Measure (TIPI), half are reverse-scored.
It means the survey is designed in such a way that for half of the question, it is expected
that answers are skewed towards ”Disagree,” and half skewed towards ”Agree”. A sample
plot is attached figure. 4.1 . All other plots are listed in Appendix D. The table 4.3 below
shows the count of each response.


















I see myself as
extroverted
and enthusiastic
67 95 54 26 43 41 29
I see myself as
critical and
quarrelsome
30 59 67 26 46 67 60
I see myself as
dependable and
self-disciplined
120 116 74 17 21 8 2
I see myself as
anxious
and easily upset
43 46 71 24 78 71 52




96 102 86 36 21 8 6
I see myself as
reserved
and quiet
82 100 65 28 28 39 13
I see myself as
sympathetic
and warm
99 125 63 26 28 9 6
I see myself as
disorganized
and careless
20 37 47 30 45 85 91
I see myself as
calm and
emotionally stable
89 121 62 38 30 9 6
I see myself as
conventional
and uncreative
28 43 34 46 52 79 73
Table 4.3: MTurk Data: Count of each answers in personality type questions
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In the next chapter, these survey responses will be used to calculate the personality
type and make recommendations.
4.2 Survey Participation : Utah State University
There were a total of 204 responses from Utah State University. However, when we
select only those who are aged between 18 to 25 and fully completed the survey, we have
195 left. We next looked into the completion time and removed the surveys that took less
than 60 seconds. After these filter criteria, 188 responses remained. For that valid data,
the mean completion time is 221 seconds, and the median is 146 seconds.
4.2.1 Gender distribution:
The survey participant is disproportionately skewed towards female participant in the
Utah State University data, as shown in the table 4.1.
4.2.2 Racial distribution:
The racial distribution of survey is as listed in the table 4.2 and discussed in more
detail in section 4.2.4:
4.2.3 Personality Type questions:
For the ten personality questions (TIPI) to find out the personality type, there is a
different distribution depending upon the positive and negative framing of the question.
See figure. 4.2 and figure. 4.3 as examples. All other plots are listed in Appendix E. Table
4.4 below shows the count of each response.
4.2.4 Sampling Bias and separate processing of data
As per most research done among two different communities, this survey could be
vulnerable to a sampling bias. The US population is about 13.4% Black or African American
[21], but the proportion in Utah State University’s survey is under 1%. While this is closer to
Utah State’s population (1.5%), this is very different from the overall US population. The
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Fig. 4.2: Answer distribution for the question # 2 above


















I see myself as
extroverted
and enthusiastic
26 60 63 10 23 5 2
I see myself as
critical and
quarrelsome
4 18 17 31 23 71 14
I see myself as
dependable and
self-disciplined
56 89 32 7 2 2 0
I see myself as
anxious
and easily upset
13 20 46 17 30 52 10




32 79 63 11 3 0 0
I see myself as
reserved
and quiet
14 25 61 25 26 27 10
I see myself as
sympathetic
and warm
56 83 39 6 4 0 0
I see myself as
disorganized
and careless
1 3 24 7 28 62 63
I see myself as
calm and
emotionally stable
23 73 44 19 26 2 1
I see myself as
conventional
and uncreative
9 6 40 28 40 43 21
Table 4.4: USU data: Count of each answers in personality type questions
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racial composition is MTurk’s data is much closer to the US demography. For example,
it has about 12.5% of Black or African American population - very similar to national
averages.
In terms of gender as well, MTurk’s data is very well balanced, while USU’s survey is
skewed towards higher female participation. In terms of time taken to complete the survey,
USU has a much higher time (mean of 221 seconds as opposed to 142 seconds at MTurk).
This generally signifies that the user put thought into their answers. Similarly, USU data
is guaranteed to be students, but the same could not be said for the MTurk survey.
Therefore, these data are analyzed separately. This not only helps to see the perfor-
mance of our classifier on a different independent dataset but also helps to identify if skew
in one dataset is causing issues.
CHAPTER 5
CLASSIFICATION
The three primary research questions for these projects are (a) R1: How effective is the
use of personality traits in predicting a preferred college major? (b) R2: How do expert-
derived personality traits compare to a data-driven dimension reduction technique? and (c)
R3: What is the most effective classification technique to determine a college major from
personality traits? I launched the survey, collected the data, and did some exploration of
data as described in the first four chapters.
This all leads to the method of classification which will be used to make the academic
major recommendations. The accuracy of the test dataset validates our hypothesis that
personality traits are suitable features for major classification. Similarly, the comparison
between the performance of the OCEAN feature set (which is derived from the years of re-
search in Psychology ) and Principal Component Analysis (PCA) would provide insight into
dimension reduction techniques. Finally, this will also help identify a suitable classification
technique.
5.1 Classification based on raw TIPI survey
For the first part of the classification, the raw inputs from users were used as features.
Based on the multi-class nature of the target class (one of 14 general categories of academic
majors), a decision tree was used for classification.
Since each user was asked for their preferred major three times, there are three answers
for each participant. A target list consisting of these three major preferences was built, and





10 questions asked for personality traits questionnaire
Management, Business,Health Service
Law / Administration, Education
Engineering, Social and Behavioural Science
Life Science, Language and Literature
Vocational, Arts, Communication & Media
Physical Science, Philosophy & Theology
Table 5.1: Features and target class for classification with raw TIPI survey responses
5.1.1 Features and Target class
Scikit-learn [22] library was used for decision-tree classification. The features and target
are as shown in the table 5.1
5.1.2 Tree depth and classification
The decision tree is also affected by the depth of the tree - hence it is benchmarked
with the tree of depth 1 to 100 level. This allows for finding optimal tree depth. Figure
5.1 shows the accuracy of classification over different depth of the decision tree and using
different feature sets. The red graph is using raw answers, which generally performs the
best.
From the graph and list of accuracy, the decision tree performs really well at a depth
of 16 with an accuracy of 0.959. While the accuracy may slightly increase for a high
depth of the tree; we want to keep the tree as shallow as possible. It has highly diminishing
returns for depth over 20. Keeping the tree shallow also ensures that the model does not
suffer from overfitting, keeping the model generalizable.
5.2 Dimension Redaction - by OCEAN Indexes
For the larger dataset, using the answer of each TIPI questionnaire as the feature set to
train the classifier is often time consuming and unnecessary. This can be done with a similar
accuracy by the technique of dimension reductions. Most of the time in machine learning,
dimension reduction is a black box, and the feature sets derived from a higher dimension
to lower dimensions have no intuitive real-world meaning. We use OCEAN Index, which
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Fig. 5.1: Accuracy of the decision tree over different tree depth using different features
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Openness Conscientiousness Extraversion Agreeableness Neuroticism
mean 5.05 5.31 3.8 4.9 4.79
std 1.25 1.33 1.5 1.3 1.48
min 1 1.5 1 1 1
25th percentile 4 4.5 2.5 4 4
50th percentile 5 5.5 4 5 5
75th percentile 6 6.5 5 6 6
max 7 7 7 7 7
Table 5.2: The aggregate statistical details of calculated OCEAN Indices - MTurk Survey
Openness Conscientiousness Extraversion Agreeableness Neuroticism
mean 5.13 5.8 4.47 5.33 4.70
std 0.99 1.05 1.3 1.01 1.37
min 3 2 1 2.5 1
25th percentile 4.5 5 3.5 4.5 3.88
50th percentile 5 6 4.5 5.5 5
75th percentile 6 6.5 5.5 6 6
max 7 7 7 7 7
Table 5.3: The aggregate statistical details of calculated OCEAN Indices - Utah State
University Survey
reduces 10 TIPI questions to 5 interpretable attributes.
5.2.1 Personality Type calculations
For the data summarized in Chapter 3, calculations were done as described in the
experiment design to get the personality type for each user.
The brief statistical properties of observed personality types, in MTurk data and USU
data are shown in the table 5.2 and table 5.3 respectively:
5.2.2 Features and Target class
The five features derived from the social science researches in the form of the OCEAN
index along with the gender were used as the features here. They are listed in table 5.7.
5.2.3 Tree depth and classification
The decision tree is also affected by the depth of the tree - hence it is benchmarked
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Fig. 5.2: Distribution of college majors based on Openness using results from the MTurk
Survey
with the tree of depth 1 to 100 level. This allows for finding optimal tree depth. Figure 5.1
shows the accuracy of classification over different depth of the decision tree.
From the graph and list of accuracy, the decision tree performs really well at a depth
of 17 at the accuracy of 0.92 and later at dept 20 with an accuracy of 0.95 Here,
we can see that the number of feature sets was cut in half; however, the accuracy is still
very close to when compared with using the raw data.
5.2.4 College Majors for different personality traits
More detailed exploration was done to see the distribution of college majors for positive
and negative scale of all five personality types. Figures 5.2 , 5.3, 5.4, 5.5, 5.6 show the
distribution in MTurk data.










Law / Administration, Education
Engineering, Social and Behavioural Science
Life Science, Language and Literature
Vocational, Arts, Communication & Media
Physical Science, Philosophy & Theology
Table 5.4: Features and target class for classification with raw data
Fig. 5.3: Distribution of college majors based on Conscientiousness using results from the
MTurk Survey
33
Fig. 5.4: Distribution of college majors based on Extraversion using results from the MTurk
Survey
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Fig. 5.5: Distribution of college majors based on Agreeableness using results from the MTurk
Survey
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Law / Administration, Education
Engineering, Social and Behavioural Science
Life Science, Language and Literature
Vocational, Arts, Communication & Media
Physical Science, Philosophy & Theology
Table 5.5: Features and target class for classification with raw data
5.3 Dimension Reduction by Principal Component Analysis (PCA)
For the third technique, Scikit-learn’s Component Analysis (PCA) was used for reduc-
ing the dimension of user responses into five components. Unlike OCEAN, these components
do not have a real-world meaning. However, they represent the 10 TIPI questions.
5.3.1 Features and Target class
The data was first fit into PCA to get the first five principal components. Scikit-learn





principalDf = pd.DataFrame(data = principalComponents
, columns = [‘pc1’, ‘pc2’,‘pc3’,‘pc4’,‘pc5’])
5.3.2 Tree depth and classification
The decision tree is also affected by the depth of the tree - hence it is benchmarked
with tree of depth 1 to 100 level. This allows for finding optimal tree depth. Figure 5.1
shows the accuracy of classification over different depth of the decision tree.
From the graph and list of accuracy, the decision tree performs really well at a depth
of 20 at the accuracy of 0.94.
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Fig. 5.7: Accuracy of OCEAN and PCA technique between depth 5-20
5.4 Accuracy among Raw, OCEAN Dimension Reduced and PCA Dimension
Reduced Features
With enough tree depth, these accuracies mostly converse. There is not much of a
difference between them, as evident in the figure 5.1
However, if zoomed in and looked for the tree depth between 5 to 15, the PCA lags
slightly behind OCEAN dimensions, but it eventually catches up with enough depth. This
can be seen in figure 5.7
5.5 Classification with Neural Network
The whole classification was repeated with the Neural Network classification technique
using MLPClassifier. This model optimizes the log-loss function using LBFGS, or stochastic
gradient descent [22]. The classification was done using different solver, and parameters used
are shown in table 5.6 This model achieved an accuracy of 0.66 with over 400 hidden
neurons. While that is a moderately good result for a 14-class target variable, this was
nowhere near the accuracy of the decision tree. Similarly, it took a lot longer to train. In
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an 8-core 4.4 GHz processor machine, training in neural networks with 500 hidden neurons
took over 21 minutes, while the decision tree is unusually trained within 10 seconds.
Parameters Value
Hidden Layers 1 to 250 (default= 100)
solver ‘lbfgs’, ‘sgd’, ‘adam’
alpha 1e-5
activation Relu
Table 5.6: Parameters for neural network MLPClassifier
The accuracy of neural Networks across the different number of hidden neurons is
shown in the figure 5.8










Law / Administration, Education
Engineering, Social and Behavioural Science
Life Science, Language and Literature
Vocational, Arts, Communication & Media
Physical Science, Philosophy & Theology
Table 5.7: Features and target class for Neural Networks Classification






Table 5.8: The result of T-Test between the personality traits derived from two dataset
5.6 Classification on Utah State University Survey Data
The classifier was retrained in the training split (70 percent) of the Utah State Uni-
versity data before making recommendations for USU surveys and benchmarked with the
30 percent of test data. Due to sample bias, the accuracy was poor when tested without
retraining. This shows that the classifier should not be generalized to any particular group
or demography. It is very important to train it in the same kind of training data. Even
with the slightly skewed sampling, the USU Survey data performed roughly in the same
accuracy as MTurk data when the model is retrained and benchmarked. The accuracy of a
decision tree with the raw survey, dimension reduced by OCEAN index and PCA technique
are attached in the figure 5.9.
A pairwise T-Test was done on the OCEAN score responses of MTurk and USU data.
The result of T-test is in the table 5.8.
Put all together, the USU survey data could be classified just as well as MTurk data.
The accuracy of all three techniques is as shown in the figure 5.9.
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Fig. 5.9: Accuracy of the different decision tree over different tree depth
CHAPTER 6
DISCUSSION AND CONCLUSION
We began this research with three questions:
1. R1: What is the viability of the use of the personality traits for the data-driven
academic recommendation?
2. R2: How do the use of expert’s prior knowledge used for dimension reduction compare
to the use of data science’s approach?
3. R3: What is the optimal classification technique for this recommendation system?
For this study, a framework to collect the user data simulating the user onboarding
process of the deployed app was created, and the survey was launched on Amazon Mechan-
ical Turk (MTurk) platform and also through in-university recruitment. Over 800 surveys
were collected, and 543 were deemed valid and analyzed.
6.1 Key Contributions
The key contribution of this research is discussed below.
6.1.1 Viability of use of the personality traits for the data-driven academic
recommendation
Based on both survey, it can be inferred that people with different personality traits
prefer different academic majors. Based on those results, there is a clear correlation between
the personality type and major preference and can be incorporated into the recommendation
system. With the framework in place, more data can be added to the system, and the
confidence in the recommendation can be increased with reinforcement learning. With over
90% correct classification of major preference in both MTurk and USU data, it showed that
data is resilient to some class imbalance and can be used in real-world product deployment.
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So far, even though there has been some study in the relationship between academic field
and personality, there has been no such study that explores the correlations across all the
majors. Also, the application of the machine learning classifier to make personality traits
based college recommendation is a novel application of this relationship. This could add a
new factor and layer to existing college recommendation practices.
While these prediction can reinforce the existing notion on one’s mind on what they
should be studying, this can be looked from a different prospective and used as diagnostic
and correcting tool. If we see a large number of females are recommended a certain majors
because they answer personality traits question in a peculiar way, this can be used to reach
out to them and organize program that can introduce them to other career paths and
choices.
6.1.2 Effect of dimension reduction technique in the recommendations
In this research, two different way of dimensions reduction was used and compared.
First, it was clearly demonstrated that the reduction of dimension in behavioral data could
be done without the loss in classification accuracy. The ten-question survey was reduced to
five feature sets, and very comparable accuracy was maintained. Of the technique itself, the
social-science based technique to use Five Major Personality traits (OCEAN index) worked
as well as the state-of-the-art Principal Component Analysis (PCA) technique. However,
using OCEAN gives some more valuable information that is actionable. For example, if
someone scores very low in ’Openness’ - it can be understood that person needs some
help in that area. But if only PCA is used, the components are arbitrary, and action
items cannot be inferred. As per the scope of the study, the performance of PCA is being
measured for this specific set of attributes and classification and has to be taken as such.
This is not a study to benchmark PCA against another dimension reduction technique in
general. Because of the fact that the OCEAN index and these questionnaires were derived
from years of study in social science research, it performs very well in this use case.
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6.1.3 Identification of usable classification technique for recommendation
With this project, a well-performing classifier was identified for the particular use
case. A Decision tree classifier, with the use of OCEAN score as the dimension reduction
technique performs well and also provides an insights that can be used for other use cases.
This classifier achieves over 90% accuracy with relatively small training data and training
time. Other classification technique like Deep Neural Network (DNN) was also used. While
DNN achieved usable accuracy of 65 percent, it took more than 120 times more time to
train the neural network to get that accuracy. Neural networks took over 20 minutes for
500 hidden neurons (with an accuracy of 65 percent), while decision tree classifier training
took less than 10 seconds. Our goal here is not to perform an absolute benchmarking and
comparison of different classifier, but to find the classifier that works best for the data we
have. Decision tree has the best performance for the data size we have, but this could
change if there is different data, and can be evaluated continuously.
With these three questions of the research scope answered, this can be incorporated
with other planning tools to help both high-school students to align with their interests
and for the guardians and guidance counselor to help facilitate their work. Moreover, when
used as a part of the larger career compass suite as intended, this study makes a meaningful
contribution.
6.2 Future Works
There were some limitation and caveats in this project because of scope and availability
of data. One portion of data was heavily skewed to white and female demography, which
can create a bias and results can not be realizable in a different context. Similarly, because
the short TIPI questionnaire were used in this survey, it can have biases on self perceived
traits and self reporting. A future work which a broader data set and a larger questionnaire
can help reduce that biases.
In this research, the survey respondents are either young high school graduates and
early college students. While surveying them gives a good insight in interest level on certain
college majors - It does not prove the success in their career field. A natural future work
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in the area could be a study that covers the professional in a different field and different
majors. While this would be an enormous task to gather the representative data, this
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Default Question Block
Please enter your age:
Please choose your sex:
Please choose your race/ethnicity:
Block 1





Black or African American
American Indian or Alaska Native
Asian





Neither agree nor disagree
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I see myself as critical and quarrelsome 
I see myself as dependable and self-disciplined 





















Neither agree nor disagree
Somewhat disagree
Disagree
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I see myself as complex and open to new experiences
I see myself as reserved and quiet 
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I see myself as disorganized and careless 
I see myself as calm and emotionally stable 
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Of the college majors shown below, select the one that interests you the most:
Of the college majors shown below, select the one that interests you the most:
Of the college majors shown below, select the one that interests you the most:
What is answer to 2 + 3 ?
Block 3
Language and Literature (Literature, English, Foreign Language, etc.)
Life Science (Biology, Ecology, Neuroscience, etc)
Education (Elementary Education, Special Ed and Teaching, Curriculum Development, etc)
Health Services (Medical Doctor, Nursing, Dental, etc)
Management (Business Administration, Finance, Management Science, etc)
Social and Behavioral Science (Psychology, Human Development, History, etc)
Philosophy and Theology (Philosophy, Religious Education, Ethics, etc)
Management (Business Administration, Finance, Management Science, etc)
Physical Science (Physics, Mathematics, Chemistry, etc)
Language and Literature (Literature, English, Foreign Language, etc.)
Arts (Music, Fine Art, Theater, etc)
Life Science (Biology, Ecology, Neuroscience, etc)
Management (Business Administration, Finance, Management Science, etc)
Communication & Media (Journalism, Public Relations, Social Media Marketing, etc)
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Powered by Qualtrics
Here is your Survey Completion code: ${e://Field/Random%20ID}
Enter this code to the Amazon Mechanical Turk to complete the survey. 
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You are invited to participate in a research study by Dr. Travis Dorsch, an associate professor in the department of 
Human Development and Family Studies, Dr. John Edwards, an assistant professor, and Aashish Ghimire, a student 
in the Department of Computer Science at Utah State University. 
The purpose of this research is to study the relationship between personality traits and preference of academic 
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APPENDIX D
Distribution of Personality type questions - Amazon Mechanical Turk Survey
Fig. D.1: Answer distribution for the question Q1
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Fig. D.2: Answer distribution for the question Q2
Fig. D.3: Answer distribution for the question Q3
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Fig. D.4: Answer distribution for the question Q4
Fig. D.5: Answer distribution for the question Q5
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Fig. D.6: Answer distribution for the question Q6
Fig. D.7: Answer distribution for the question Q7
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Fig. D.8: Answer distribution for the question Q8
Fig. D.9: Answer distribution for the question Q9
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Fig. D.10: Answer distribution for the question Q10
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APPENDIX E
Distribution of Major across Personality type questions - Utah State University Survey
Fig. E.1: Distribution of college majors based on Openness
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Fig. E.2: Distribution of college majors based on Conscientiousness
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Fig. E.3: Distribution of college majors based on Extraversion
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Fig. E.4: Distribution of college majors based on Agreeableness
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Fig. E.5: Distribution of college majors based on Neuroticism
