Abstract. Existing tests for factorial designs in the nonparametric case are based on hypotheses formulated in terms of distribution functions. Typical null hypotheses, however, are formulated in terms of some parameters or effect measures, particularly in heteroscedastic settings. Here this idea is extended to nonparametric models by introducing a novel nonparametric ANOVA-type-statistic based on ranks which is suitable for testing hypotheses formulated in meaningful nonparametric treatment effects in general factorial designs. This is achieved by a careful in-depth study of the common distribution of rank-based estimators for the treatment effects. Since the statistic is asymptotically not a pivotal quantity we propose three different approximation techniques, discuss their theoretic properties and compare them in extensive simulations together with two additional Wald-type tests. An extension of the presented idea to general repeated measures designs is briefly outlined. The proposed rank-based procedures maintain the pre-assigned type-I error rate quite accurately, also in unbalanced and heteroscedastic models.
Introduction
Factorial designs are frequently used layouts in experimental science which are typically inferred by means of parametric procedures. However, the corresponding assumptions such as homoscedasticity or normality are typically not met in practice. Moreover, if ordinal or ordered categorical data are observed the classical parametric models are not appropriate since these data are non-metric data and means are not defined. Thus, different effect measures are required by which treatment effects can be described or hypotheses may be formulated. These nonparametric effect measures should be appropriate for metric as well as non-metric data, e.g., ordered categorical data.
In a nonparametric two-sample design with independent observations X ik ∼ F i , k = 1, . . . , n i ; i = 1, 2, Mann and Whitney (1947) introduced the quantity w = P (X 11 ≤ X 21 ) = F 1 dF 2 as a nonparametric measurement of an overlap of the two continuous distributions F 1 and F 2 . An estimator of w is easily obtained by replacing the distribution functions F i by their empirical counterparts F i . This leads to the well-known rank estimator w = 1 n 1 (R 2· − (n 2 + 1)/2), where R 2· is the mean of the ranks R ik of the observations X ik among all N = n 1 + n 2 observations. The obviously appealing property that this estimator is obtained from the ranks of the observations mainly contributed to the popularity of the test based on it, the so-called Wilcoxon-Mann-Whitney test. Moreover, as pointed out by Acion et al. (2006) , the intuitive quantity w has several desirable and meaningful properties as a reasonable effect for the description of the treatment and is widely accepted in practice, see e.g., Brumback et al. (2006) , Kieser et al. (2013 ), De Neve et al. (2014 , Fischer et al. (2014) , Fischer and Oja (2015) and Vermeulen et al. (2015) . In addition, this effect is used for assessing the accuracy of diagnostic tests in medicine since it is equal to the area under the receiver operating characteristic (ROC)-curve, see Bamber (1975) and in factorial diagnostic designs see, e.g., Kaufmann et al. (2005) , Lange (2008) , Zapf (2013), and Zapf et al. (2016) .
A generalization of the relative effect w to more than two distributions or to factorial designs is not obvious and entails some difficulties. A generalization based on the pairwise effects w i = P (X 1 ≤ X i1 ), = i = 1, . . . , d has been considered by Rust and Fligner (1984) for the special case of the several sample design assuming continuous distribution functions. Using these pairwise relative effects, however, can lead to paradox results since the pairwise effects are not transitive. For details see e.g. Gardner (1970) , Brown and Hettmansperger (2002) or Thangavelu and Brunner (2007) and the references cited therein.
The problem of the non-transitivity of the pairwise effects can be circumvented by comparing the distribution functions F i with the same reference distribution. For several samples with independent observations X ik ∼ F i , i = 1, . . . , d; k = 1, . . . , n i , N = d i=1 n i , Kruskal (1952) and Kruskal and Wallis (1952) used the pooled distribution function H = 1 N d i=1 n i F i as a reference distribution and suggested the relative effect r i = HdF i as a nonparametric effect measure. Since H is the mean of the distribution functions F i weighted by the relative sample sizes n i /N , the quantities r i depend on the sample sizes and can therefore not be regarded as model constants by which hypotheses may be formulated. For this reason a different nonparametric effect measure p i = GdF i , for the case of d distribution functions F 1 , . . . , F d had been suggested by Brunner and Puri (2001) . Here, G =
denotes the unweighted mean of the distribution functions F 1 , . . . , F d . This effect size measure has been studied in more detail by Domhof (2001) and further by Alvo (2005, 2008) , and .
To demonstrate the meaning of the dependency of r i on sample sizes, consider the following example. Let F i , i = 1, 2, 3 denote normal distributions N (µ i , 1) with expectations µ 1 = 1, µ 2 = 0, and µ 3 = −1 and variances σ 2 i ≡ σ 2 = 1. Let further denote n 1 = 20, n 2 = 10, and n 3 = 5, the first setting of sample sizes and n 1 = 5, n 2 = 10, and n 3 = 20 the second setting where N = 35 is the total sample size in both cases. Finally let H = 1 N d i=1 n i F i denote the weighted mean of the distribution functions and G = 1 d d i=1 F i the unweighted mean. The (weighted) relative effects r i = HdF i and the (unweighted) relative effects p i = GdF i displayed in Table 1 for the two settings of sample sizes are quite different. Obviously, it is not reasonable to regard the 'effects' r i as fixed model effects by which hypotheses could be formulated or for which confidence intervals could be constructed. The unweighted effects p i , however, remain unchanged by the different settings of sample sizes. Thus these unweighted effects will be used for the formulation of hypotheses. Table 1 : Weighted relative effects r i = HdF i (left) and unweighted relative effects p i = GdF i (right) for the two settings of sample sizes and for the normal distributions F 1 = N (1, 1), F 2 = N (0, 1), and F 3 = N (−1, 1). The extension to factorial designs is obvious. Replacing the centering matrix P d by an appropriate contrast matrix C, the hypothesis is then formulated as H p 0 (C) : Cp = 0. In the same way, the stronger hypothesis of no treatment effect H F 0 : F 1 = F 2 can be extended from the case of two samples to factorial designs by using an appropriate contrast matrix C and stating the hypothesis as H F 0 (C) : CF = 0, where F = (F 1 , . . . , F d ) denotes the vector of distribution functions . These hypotheses, however, are more restrictive than the hypotheses formulated by the relative effects p i = GdF i since CF = 0 implies Cp = Gd(CF ) = 0 but not vice versa. Note that in both cases the hypotheses are based on fixed model quantities which do not depend an sample sizes.
Weighted Relative Effects Unweighted Relative Effects
The advantage of the procedures based on H F 0 (C) : CF = 0 is that the covariance matrix of the contrasts CR · of the vector of rank means R · = (R 1· , . . . , R d· ) has a quite simple form under this hypothesis . Moreover, It can be consistently estimated from the ranks. The clear disadvantage is that these procedures are only designed for testing and that there are no fixed model quantities by which easily interpretable treatment effects could be defined or confidence intervals could be computed to visualized the variability of the data in the trial.
This would be different for procedures based on the (unweighted) relative treatment effects p i , which are appropriate to describe nonparametric treatment effects for which confidence intervals could be derived. On the other hand, the covariance matrix of the contrasts CR · of the rank means has a quite involved structure under the hypothesis H p 0 (C) : Cp = 0 (for details see Puri, 1964 , who derived the general covariance matrix of the vector of rank means R · ). This fact seems to be one of the reasons why general rank tests in factorial designs have mainly been developed for testing hypotheses based on the distribution functions, i.e. H F 0 (C) : CF = 0. It is our intention to close this gap. The computation of the quite involved covariance matrix is based on a similar matrix technique as used in Konietschke et al. (2012) which is generalized here to factorial designs. Moreover, we want to provide procedures for testing hypotheses about easily interpretable nonparametric treatment effects in those cases where it is obviously not reasonable to formulate hypotheses based on contrasts of distribution functions. This may be regarded as a generalization of the Behrens-Fisher problem to nonparametric factorial designs. A real data set is provided in the following example.
The immune system stimulating effect in a stress situation of a drug compared to a placebo was investigated in an animal experiment involving 40 Wistar rats who were randomly partitioned in two groups. One group of 20 animals received normal food while the other half received reduced food to generate a stress for these animals. Within each group 10 animals were randomly assigned to a drug added to the food while the other 10 rats in each group received a placebo. The immune system stimulating effect was measured by the number of leucocytes [10 6 /ml] in the peritoneal liquid obtained by a stimulation prior to the section of the abdominal membrane. This experiment was performed as a 2 × 2-design to answer the question whether the immune response in a stress situation was the same as in a normal situation. The data are displayed as box plots in Figure1. Obviously, it is not reasonable to formulate the hypothesis of no interaction between the stress situation and the treatment by means of the distributions functions since the variances as well as the shapes of the distributions are different for the two stress situations. Here it seems to be more appropriate to formulate the hypotheses in terms of the relative effects p i . The complete data set of this example is displayed in the supplemenentary material while the analysis of this experiment by the proposed rank procedure is provided in Section 8. approximations for small samples have only been investigated for H F 0 (C) in Brunner et al. (1997 and Brunner and Langer (2000) . Thus, it is the intention of the present paper to derive inference procedures for H p 0 (C) which are asymptotically valid and at the same time possess good small sample properties. This appears particularly necessary since most of the biological or medical experiments are performed as laboratory or animal experiments or as trials in clinical epidemiology involving only a small or moderate number of animals or patients or with biological material where only a few replicates are available.
The paper is organized as follows. In Section 2 we introduce the underlying model, effects and corresponding rank estimators. After studying their asymptotic distribution in Section 3, we propose statistics for testing factorial hypotheses about the nonparametric treatment effects and investigate their asymptotic properties in Section 4. Section 11 generalizes the current approach to repeated measures designs. Applications to specific layouts are given in Section 6. In Section 7 extensive simulations are conducted and different approximation techniques are compared with the classical Kruskal-Wallis test. The results obtained by the rank-based procedures suggested in this paper are discussed in the last section. All proofs and technical details are given in the Appendix.
Notations and Statistical Model
To be as general as possible we assume a nonparametric model with independent random variables
In order to allow for ties and all types of discrete data, such as count data, ordered categorical data and even dichotomous data in a unified form, we use the so-called normalized version of the distribution function
which is the mean of its right-and left-continuous version (Ruymgaart, 1980; . To describe treatment effects in this set-up, we will use the relative effects between the distributions of group i and j
and define a relative treatment effect of distribution i with respect to all distributions j = 1, . . . , d by
3)
) for a random variable Z ∼ G being independent of X i1 . Thus, an effect p i smaller than 1/2 means that the observations from the distribution F i tend to smaller values than those from the mean distribution G. Note that by definition,
The use of p i allows for a transitive effect ordering which would in general not be the case with w i , see the discussion in Brown and Hettmansperger (2002) . Moreover, these relative effects do not have the drawback of depending on sample sizes n 1 , . . . , n d unlike the quantities r i = HdF i defined by Kruskal and Wallis (1952) , where H = 1 N d =1 n F denotes the weighted mean of the distributions. This advantage enables the formulation of nonparametric hypotheses in terms of these relative effects in a general set-up. To this end let p = (p 1 , . . . p d ) denote the vector of these relative effects and let C denote an appropriate contrast matrix to formulate any linear hypothesis
about the relative treatment effects defined in (2.3). We note that factorial designs are covered by this approach by introducing an appropriate structure for the index i by splitting it in sub-indices i 1 , i 2 , . . . according to the number of factors considered in the design. Thus, this formulation includes nested designs as well as cross-classifications of different orders, see, e.g., Section 2.1 in Brunner and Puri (2001) in connection with H F 0 or Section 4 in Pauly et al. (2015a) for such designs in a semiparametric framework that can be directly translated to our model (2.1).
, where c(u) denotes the normalized version of the count function, i.e. c(u) = 0, 1 2 , 1 according as u <, =, or > 0. Replacing the distribution functions F i (x), i = 1, . . . , d, by their empirical counterparts F i (x), estimators of the the relative effects p i are obtained from linear combinations of all pairwise rankings, i.e.
where
and where R
ik denotes the (mid-)rank of X ik among all n + n i observation within the two samples
Note that in case of equal sample sizes n 1 = · · · = n d = n, the quantities p i reduce to
where R ik is the rank of X ik in the combined sample and R i· = 1 n i n i k=1 R ik are the the rank means. It is well-known that also in the case of ties the estimates w i are unbiased and L 2 -consistent estimators of w i , , i = 1, . . . , d, see, e.g., Brunner and Puri (2001) . The same properties also hold for the estimators p i since they are linear combinations of the w i .
The representation of the asymptotic covariance matrix of √ N p, however, is quite involved (Puri, 1964) and the derivation of consistent estimators of the variances and the covariances requires tedious computations. Therefore, it is one of the aims of the present paper to provide a simple technique for the representation and estimation of theses quantities. To this end, we will use the following vector and matrix notation. Let F = (F 1 , . . . , F d ) denote the vector of the distribution functions and let
and w = (w 1 , w 2 , . . . , w d ) denote the d 2 -vector of the relative effects w i in (2.2). The estimators w and
vector of 1s and ⊗ denotes the Kronecker product of matrices. Then the vector p of the relative effects and its estimator p can be represented as
By (2.7), the asymptotic covariance matrix V of
, where S denotes the asymptotic covariance matrix of √ N w. Note that S = (S ij ) i,j=1,...,d is a d 2 × d 2 partitioned matrix the elements S ij ∈ R d×d of which are the asymptotic covariance matrices of √ N ( w i , w j ) . The representation and estimation of the matrices S ij are discussed in the next section.
Asymptotic Results
Here we derive the asymptotic distribution of
We first summarize some well-known results about the asymptotic distribution of , Brunner and Munzel (2000) . To this end we re-state the asymptotic equivalence theorem for w i to prepare the more involved asymptotic results for t N . This theorem represents t N ( , i) = √ N ( w i − w i ) by sums of independent random variables U N ( , i) which have, asymptotically, the same distribution as t N ( , i). Notice that we neither require that the distributions F and F i are continuous nor that the ratios of the sample sizes converge to constants. For convenience, we only formulate the results for = 1 and i = 2. All other combinations of ( , i), = i, follow immediately.
be independent observations, j = 1, 2; k = 1, . . . , n j . Let w 12 and w 12 be as defined in (2.2) and (2.6), respectively. If min(n 1 , n 2 ) → ∞ then √ N ( w 12 − w 12 ) has, asymptotically, the same distribution as
which is a sum of (unobservable) independent random variables.
From this we can directly deduce the asymptotic normality of
denote the variance of U N , where σ 2 1 = Var (F 2 (X 11 )) and σ 2 2 = Var (F 1 (X 21 )) and assume that σ 2 1 , σ 2 2 > 0. Then, under the assumptions of Theorem 3.1, √ N ( w 12 − w 12 )/σ N has, asymptotically, a standard normal distribution
An L 2 -consistent rank estimator σ 2 N is given below.
THEOREM 3.3 (VARIANCE ESTIMATOR)
Under the assumptions of Theorem 3.1 and Theorem 3.2 an L 2 -consistent estimator of the unknown variance σ 2 N is given by
is the empirical variance of
jk denotes the (mid-)rank of X jk among all n 1 + n 2 observations in the pooled samples 1 and 2, while R (j) jk denotes the (mid-)rank of X jk among all n j observations within sample j, for j = 1, 2.
For a proof of the results stated in Theorems 3.1 and 3.3 we refer to Brunner and Munzel (2000) . From these theorems it follows immediately that √ N ( w 12 − w 12 )/ σ N has, asymptotically, a standard normal distribution N (0, 1).
To derive the asymptotic covariance matrix of t N = √ N ( p − p), we use the representation of p and p in (2.7) and obtain
From Theorem 3.3 we obtain the following asymptotic equivalence for the components w i − w i of w − w,
where N = d i=1 n i and the sign . = . means that the two sequences of random variables on the left and right side are asymptotically equivalent. This means in particular that they have the same asymptotic covariance matrix.
We collect the unobservable random variables Z i in the vectors
Next, we derive the asymptotic covariance matrix S of
14)
The explicit derivation of these formulas is given in the Appendix. Finally, we obtain the asymptotic covariance matrix of
The unknown quantities τ r (s, t) in (3.14) are easily estimated from the pairwise ranks of the samples s, r = 1, . . . , d, which are obtained by replacing the distribution functions in (3.14) with their empirical counterparts. Let R (sr) rk denote the (mid-)rank of X rk among all n s + n r observations within the samples s and r and let R (r) rk denote the (mid-)rank of X rk among all n r observations within sample r. Finally, let R (sr) r· denote the mean of the ranks R (sr) rk of the n r observations within sample r. Then, by using basic relations between ranks and empirical distribution functions it follows that
Now let D rk (s) = F s (X rk ) − w sr for convenience. Then a rank estimator of τ r (s, t) in (3.14) is given by
The L 2 -consistency of these estimators is easily established by the same techniques used to prove Theorem 3.3 (see, e.g, Brunner and Munzel, 2000) . The details are therefore omitted.
Replacing the quantities τ r (s, t) in (3.12) and (3.13) by τ r (s, t), we obtain L 2 -consistent estimators s i ( , ) and s ii ( , ) for the covariance elements given in (3.12) and (3.13), respectively. The resulting estimator of the asymptotic covariance matrix S of
and finally, from (3.11), we obtain an estimator V N of the asymptotic covariance matrix V of the statistic
Test Statistics
The considerations from the preceding sections show that 
may be utilized. Recall, however, that even for the more restrictive null hypothesis H F 0 it is well known that W N (C) may become extremely liberal unless very large sample sizes are available, see, e.g., Brunner et al. (1997) or Vallejo et al. (2010) . In our situation this becomes even worse due to the complicated structure of the covariance matrix V involving more unknown quantities which have to be estimated. Moreover, the matrix V is in general singular since the sum of all effects is always constant
Thus, if C does not have a full column rank it follows that the matrix M + N = (C V N C ) + does in general not converge in probability to the matrix 
-distribution. However, the above rank assumption may be hard to justify in practice. For these reasons we do not consider this approach. Instead we use the ANOVA-type-statistic (4.19) where T = C (CC ) + C is the unique projection matrix on the column space of C, see e.g. Brunner et al. (1997) or Brunner and Puri (2001) . Note that H p 0 : T p = 0 ⇐⇒ Cp = 0 since C (CC ) + is a generalized inverse of C. Furthermore, we have implicitly assumed in (11.36) that tr(T V ) = 0. This assumption is quite weak and simply means that the projection of p into the hypothesis space is non-constant (almost surely).
THEOREM 4.1 (ASYMPTOTIC DISTRIBUTION OF Q N (T )) Under the assumptions (2.1) and (3.8) the quadratic form Q N (T ) in (11.36) has, asymptotically under the null H p 0 : T p = 0, the same distribution as
where C i are independent standard normal random variables and
Since the asymptotic distribution of Q N (T ) is non-pivotal we propose three different approximation procedures. The first one is based on estimating the unknown quantities of the limit Q(T ) in Theorem 4.1 above by substituting V with V N , i.e. we estimate the eigenvalues by λ i = λ i (T V N ), the eigenvalues of T V N , and the trace by tr(T V N ). Then the distribution of
can be calculated, e.g., via Monte-Carlo, with arbitrary precision. Denoting the corresponding (1 − α)-quantile of the distribution of Q(T ) by c(α), we obtain an asymptotic level α test ϕ N = I{Q N (T ) > c(α)} under the null, see Theorem 4.2 below, which may be called ANOVA-eigen-type-p-test. Here, I{·} denotes the indicator function.
The second possibility is adopted from the semiparametric mean-based case in Brunner et al. (1997) , where a well established Box-type approximation for quadratic forms (see Box, 1954 ) is used. It is obtained by fitting the first two moments of p T p with that of a scaled gχ 2 f -distribution. This leads to the following approximation
where gf = tr(T V ) and f is estimated by
This leads to the test
} which may be called ANOVA-Box-type-p-test. In order to correct for a slight liberality of this test for small sample sizes we approximate the null distribution of Q N (T ) by an F (f, f 1 )-distribution. The second degree of freedom f 1 is chosen in such a way that asymptotically the approximation in (4.22) is obtained. Moreover, in the two-sample case it reduces to the approximation given in Brunner and Munzel (2000) . To this end, we suggest to estimate f 1 by
Here, R ik denotes the rank of X ik among all N observations and R
ik the rank of X ik among all n i observations in group i. Note that the estimator f 1 in (4.24) fulfills the desired properties, i.e. f 1 → ∞ in probability under (3.8) and reduces to the Brunner and Munzel (2000) approximation in the two-sample case.
Finally, the resulting ANOVA-type-p-test is given by
THEOREM 4.2 (PROPERTIES OF THE TESTS)
Under the assumptions (2.1) and (3.8) the following statements hold:
We would like to note that it is straightforward to derive confidence intervals for the nonparametric effects p i = G dF i in (2.3) and contrasts of them using the above results. Applying the delta-method these can even be made range-preserving by means of logit or probit transformations (see, e.g., Brunner and Munzel, 2013, p. 117) . For example, approximate (1 − α) confidence intervals for p i are obtained from
where g(·) is differentiable in p i , and with g (p i ) = 0. For instance, g(x) = x, or g(x) = logit(x) are typical choices (Konietschke et al., 2012) .
Extensions to General Repeated Measures Designs
The previous sections dealt with general nonparametric factorial designs involving an arbitrary number of fixed crossed or nested factors. In this section we outline how to generalize our idea to nonparametric factorial repeated measures designs. This extends the results for simple one-group layouts by Konietschke et al. (2010) to several group layouts and general split-plot designs. To this end, we consider independent random vectors
representing t ∈ N repeated measurements observed on subject k in group i. As above, a factorial structure on the groups (whole-plot / between-subjects factors) and repeated measures (sub-plot / withinsubjects factors) can be included by splitting the indices i and , respectively. Also in this setting we can define adequate model parameters on the marginals X i 1 ∼ F i . In particular, those are given by the relative effect p i of the distribution of group i at time with respect to the unweighted pooled distribution
This relative effect p i can also be written as the mean p i = w ··i of the relative marginal effects
Collecting all p i in a vector p = (p 11 , p 12 , . . . , p dt ) the linear hypotheses of interest can be written as H p 0 : Cp = 0 using an adequate hypothesis matrix C in the same way as in the linear models setting. Inference methods for testing more restrictive null hypotheses formulated in terms of distribution functions have been developed by and .
A factorial structure on the groups or repeated measures is easily obtained in this setup by splitting the indices i or into sub-indices i , i , . . . or , , . . ., respectively. Thus, higher-way layouts with repeated measures or longitudinal data are covered by the general model defined in (11.31).
For testing H p 0 , estimates for the effects p i are obtained as in Section 2 by substituting the distribution functions F i (x) in (11.32) with their empirical counterparts
Thus, an estimator for the vector p is given by p = ( p 11 , p 12 , . . . , p dt ) and its asymptotic behaviour can be studied similar to Section 3. In particular, an application of the asymptotic equivalence theorem and the Cramer-Wold-Device shows that √ N ( p − p) possesses an asymptotic multivariate normal distribution with mean 0 and an unknown covariance matrix V . Its rather complex form is given in the supplementary material where we also introduce a consistent rank-based estimator of V . This allows us to develop ANOVA-type tests for H p 0 : Cp = 0 following the same steps as in Section 4. For ease of presentation we will apply these methods with more details in a future paper, where we also investigate their finite sample behaviour.
Specific Designs
In this section we apply the results derived in the previous sections to some frequently used specific designs, where the hypotheses are formulated in terms of the nonparametric effects p i = G dF i as defined in (2.3). These unweighted effects, proposed by Brunner and Puri (2001, Section 3.2) and later considered in detail by Domhof (2001) as well as Gao and Alvo (2005) and , can be regarded as nonparametric treatment effects which are defined by the distributions in the designs. Thus, they are fixed model-based constants in contrast to the effects r i defined in the introduction and first discussed by Kruskal and Wallis (1952) . Since these r i depend on the sample sizes by definition, it is not reasonable to formulate hypotheses about these sample size dependent quantities r i . The nonparametric effects p i do not have these drawbacks. Moreover, they can be interpreted as effects of F i with respect to
where Z G ∼ G is independent of X i1 ∼ F i . We note that these effects p i correspond to the means in the classical homoscedastic ANOVA models where the means represent the centers of gravity of the distributions. More general, the p i describe a tendency to larger or smaller values of observations from group i with respect to the mean distribution G.
This motivates us to formulate hypotheses H p 0 (T ) : T p = 0 (as in defined Section 4) based on these nonparametric effects in general factorial designs. It is technically managed as in classical linear model theorems by splitting up the indices i = 1, . . . , d into sub-indices i 1 , i 2 , . . . according to the factorial structure of the design. In the one-way layout, for example, where the factor A has i = 1, . . . , a levels we have X ik ∼ F i , i = 1, . . . , a. Here the null hypothesis of equal treatment effects is formulated as
where P a = I a − 1 a J a denotes the a-dimensional centring matrix. In this case, the statistic Q N (T ) in (11.36) reduces to
: P a p = 0, the statistic Q N (P a ) can be approximated by one of the three methods described in Section 4, where T is replaced by P a .
In a two-way layout with two crossed factors A and B, with levels i = 1, . . . , a and j = 1, . . . , b, respectively, it is only assumed that the observations X ijk ∼ F ij , i = 1, . . . , a; j = 1, . . . , b; k = 1, . . . , n ij are independent and non-constant. Then using the mean distribution function G = 1 ab a i=1 b j=1 F ij the nonparametric effects are written as p ij = G dF ij and are collected in the vector p = (p 11 , . . . p ab ) . Their interpretation is as follows: If p ij ≤ p rs the observations under factor combination (i, j) tend to result in smaller values as the observations under factor combination (r, s). Moreover, another interpretation can be given in terms of additive effects by using a decomposition of the distribution functions as in and the supporting information in de Neve and Thas (2015):
Plugging this into the definition of the nonparametric effect results in an additive effects representation as in classical linear models
(αβ) ij = 0 for all j = 1, . . . , b and b j=1 (αβ) ij = 0 for all i = 1, . . . , a, see the supplement for details. Here we can, e.g., rewrite the additive effect β j as
to gain the following interpretation: If β j > 0 it is more likely that a randomly selected observation Z bj ∼ F ·j from the mean distribution F ·j under level j of factor B is larger than a randomly selected observation Z G from the mean distribution G.
Finally, nonparametric hypotheses for nonparametric effects are formulated as in classical linear models via contrast matrices as
With the decomposition (6.29) the above hypotheses can be written in a more popular way, e.g.
Moreover, similar contrast matrices can be used in the context of repeated measures designs, see e.g., Section 1.3 in for related hypotheses formulated in terms of distribution functions.
We note that similar hypotheses have been discussed by Boos and Brownie (1992) in the special case of an (a × 2)-design. The statistics can again be derived by plugging in T R for T in (11.36), R ∈ {A, B, AB}. Also have discussed the meaning and interpretation of general nonparametric effects in terms of the distribution functions in detail. The nonparametric effect p ij is simply a measure of an overlap of the distribution function F ij (x) with the mean distribution function G(x) and thus is to be understood in the same line as a nonparametric effect based on the distribution functions.
Simulations
Next we investigate the small sample properties of the three statistical tests ϕ N , ϕ N , and ϕ N based on the ANOVA-type statistic Q N (T ) in (11.36) with the three approximations (4.21), (4.23), and (4.24), respectively, within extensive simulation studies with regard to their (a) maintenance of the preassigned type I error level (α = 5%) under the hypothesis H p 0 (T ) : T p = 0 and (b) their powers to detect specific alternatives.
All simulations were performed using R (version 2.15.0, R Development Core Team, 2010) with nsim = 10, 000 simulation runs for each setting. The distribution of Q(T ) given in (4.21) was approximated using n M C = 10, 000 Monte-Carlo runs, and the critical values were estimated from this distribution. Hereby, the eigenvalues of the matrix T V N were computed with the base R-function eigen.
In order to compare the newly developed methods with other procedures we first restrict our considerations to the one-way layout (balanced and unbalanced) with a = 4 independent treatment groups, and by using both symmetric and skewed distributions. In this set-up the above procedures test the null hypothesis H p 0 : p 1 = p 2 = p 3 = p 4 . As competitors the classical Kruskal-Wallis rank test and two Wald-type tests are considered:
} based on the WTS given in (4.18) and a related test in a Wald-type statistic for a probabilistic index model (PIM, Thas et al., 2012) using a sandwich-type covariance matrix estimator, say S, and weighted rank estimators for the PIM effects, say α, instead of V N and p, respectively, and a χ 2 -quantile with estimated degrees of freedom given by r(C SC ). The latter is motivated from the considerations in de Neve and Thas (2015) and denoted as DTS. We note that it is a test for the related null hypothesis H α 0 : α 1 = · · · = α 4 formulated in terms of the weighted PIM effects α i (see Equation (4) in de Neve and Thas, 2015, for its explicit definition) which is equal to H p 0 in the balanced case. The ingredients of the test statistic were calculated as described in the supplementary material of de Neve and Thas (2015) with the R package PIM (Version 1.1.5.6). Moreover, note that the Kruskal-Wallis test has been developed for testing the more restrictive null hypothesis H F 0 : F 1 = F 2 = · · · = F a formulated in terms of the distribution functions. Symmetrically distributed data was generated from the model
where the random error terms
were generated from different standardized symmetric distributions, i.e., the random variables ik were generated from standard normal or the double exponential distribution, respectively. Skewed data was generated from log-normal-distributions by X ik = exp(η ik ), where η ik ∼ N (0, σ 2 i ) and possibly different variances σ 2 i . Note that the null hypothesis H p 0 : P a p = 0 holds in both cases, because of the symmetry and the monotonicity of the exponential function.
A major assessment criterion for the accuracy of the methods is their behavior when different sample sizes and variances are combined, i.e. when increasing sample sizes are combined with increasing variances (positive pairing) or with decreasing variances (negative pairing) (see Pauly et al., 2015a) . We consider balanced situations with sample size vector n 1 = (n 1 , n 2 , n 3 , n 4 ) = (5, 5, 5, 5) and unbalanced situations with sample size vector n 2 = (n 1 , n 2 , n 3 , n 4 ) = (10, 20, 30, 40), respectively. The scaling vector σ = (σ 1 , σ 2 , σ 3 , σ 4 ) was chosen from (1, 1, 1, 1), (1, √ 2, 2, √ 5) or ( √ 5, 2, √ 2, 1), respectively. In order to investigate the behavior of the tests when the sample sizes increase, a constant m ∈ {5, 10, 20, 25} was added to each component of the vectors n 1 and n 2 , i.e. n i + m1 4 = (n 1 + m, n 2 + m, n 3 + m, n 4 + m), i = 1, 2. The different simulation settings are summarized in Table 11 .
Because of space limitation, we only display the results of the two balanced settings 1 and 3 in Tables 3 and 4 below. The simulation results of the other settings 2, 4, and 5 are listed in Section 4 (More Simulation Results) of the supplementary material. For the homoscedastic balanced case (Table 3) the Kruskal-Wallis test controls the nominal type-1 error level (α = 5%) very satisfactorily for all investigated distributions. This result is not surprising, because in this case the hypothesis H F 0 holds. The DTS and the WTS tend to be highly liberal for small sample sizes (n i ≤ 15). With increasing sample sizes the liberality of both tests slowly decreases. However, even for the scenarios with larger sample sizes their type-I-error control is not acceptable. A similar behaviour of such Wald-type statistics has been observed for various models, see e.g. Vallejo et al. (2010 ), Pauly et al. (2015a or DiCiccio and Romano (2015) . The behaviour of the ANOVA-type tests is different. For smaller sample sizes (n i ≤ 25) Table 2 : Simulated one-way layout with a = 4 samples, where m ∈ {0, 5, 10, 20, 25} and n 1 = (5, 5, 5, 5), and n 2 = (10, 20, 30, 40).
Setting Sample Size
Scaling Factors Meaning 1 n = n 1 + m1 4 σ = (1, 1, 1, 1) Balanced homoscedastic 2 n = n 2 + m1 4 σ = (1, 1, 1, 1) Unbalanced homoscedastic 3
both the tests ϕ N and ϕ N tend to result in more or less liberal conclusions. In case of 'extreme' small samples (n i = 5), the estimated type-1 error level is about 8%. The ANOVA-type test ϕ N based on the F -approximation of the statistic Q N (T ) controls the type-1 error level even for extreme small sample sizes and under all investigated distributions.
Next we comment on the balanced heteroscedastic setting 3 displayed in Table 4 Summarizing the above simulation results it turns out that the ANOVA-type test ϕ N based on the F -approximation of the statistic Q N (T ) turns out to control the type-I error rate at best in all considered cases here. The same remark also holds for the other simulation settings shown in the supplementary material. Thus, the ANOVA-type test ϕ N is recommended for practical applications.
Next we investigate the powers of the procedures to detect certain alternatives. Data is generated by X ik ∼ N (µ i , 1), i = 1, . . . , 4; k = 1, . . . , n, and sample sizes n i ≡ n ∈ {15, 20}. Due to their liberal behaviour in all investigated settings we do not consider both Wald-type tests in the power simulations and subsequent considerations regarding factorial designs. We consider two types of alternatives:
-(increasing-trend alternative).
In both cases, δ is increased as δ = 0, 0.1, . . . , 1.6. The simulation results are displayed in Table 5 . It can be seen that both the powers of the Kruskal-Wallis test (KW) and the ANOVA-type test ϕ N using the F -approximation are very likely and none of the two procedures is superior to the other. Furthermore, both the powers of the ANOVA-type tests ϕ N and ϕ N are slightly higher than those of the Kruskal-Wallis test and ϕ N which may be explained by their slightly liberal behaviour. We have also run simulations for non-normal data where we obtained similar results (not presented here). 
Software and Analysis of the Data Example
In order to provide freely available software for data analysis and educational purposes we implemented an R software package called rankFD for rank based analysis of independent observations in factorial designs. For a user-friendly implementation it is equipped with a graphical user interface. The package contains the ANOVA-type-p-test (who turned out to be the best in our simulation study) for making inference in one-, two-or arbitrary higher-way layouts as well specific nested designs. Furthermore, all test procedures for testing the hypothesis H F 0 formulated in terms of the distribution functions are implemented. Besides of a descriptive overview it also provides p-values and confidence intervals for the main treatment effects along with plotting options. The R package will be updated frequently. The R-package is freely available at CRAN. Here it has been exemplified for analysing the motivating data example described in the Introduction.
The statistics and p-values for testing the main effects A (food condition) and B (treatment) as well as the interaction AB between the food condition and the treatment are listed in Table 9 . It appears from Table 9 that both the factors Food as well as Treatment have a significant impact on the numbers of leucocytes at 5% level. The data do not provide any evidence for an interaction between the treatment and the food condition.
Point estimates of the nonparametric treatment effects p ij = GdF ij for each drug × food combination are computed. The index i refers to the factor A (food condition: i = 1, normal food; i = 2, reduced food) while the second index j refers to the factor B (treatment: j = 1, placebo; j = 2, drug). Also two-sided (range preserving) 95%-confidence intervals for the p ij are computed as given in (4.25) where the logit transformation g(x) = log(x/(1 − x)) has been used. The results are listed in Table 10 . Table 7 : Estimates and 95%-confidence intervals for the nonparametric treatment effects p ij = GdF ij in the leucocytes trial. The index i refers to the food condition while the index j refers to the treatment. The range-preserving limit are obtained by the logit-transformation g(x) = log(x/(1 − x)). The estimated effect p 21 = 0.209 for the reduced food under placebo means that the observations from F 21 tend to be smaller than those from the mean distribution G = 1 4 2 i,j=1 F ij , or more precisely, the probability that a randomly selected observation Z from the mean distribution G is smaller than a randomly selected observation X 21 from F 21 equals 0.209. Similarly, the estimated effect p 12 = 0.855 for the normal food under the drug means that the observations from F 12 tend to be larger than those from the mean distribution G. We note that the confidence intervals for Placebo and Drug do not overlap within each food condition which may be interpreted that the drug is effective in both cases.
Discussion
Rank methods for the analysis of factorial designs denote a substantial and important area in statistical research and applications. Both the Wilcoxon-Mann-Whitney test and the Kruskal-Wallis test can be viewed as one of the most frequently applied nonparametric methods. Furthermore, these procedures have been generalized for the analysis of factorial layouts by several authors. However, up to now, all of these are only worked out to test hypotheses being formulated in terms of the distribution functions, i.e. H F 0 (T ) : T F = 0, where T = C (CC ) + C for an appropriate contrast matrix C. These hypotheses are quite restrictive, in particular, no designs involving heteroscedastic variances are included in this setup. Moreover, the test procedures are not consistent to detect arbitrary alternatives H F 1 (T ) : T F = 0. They are only consistent for alternatives of the form H Thus, it is reasonable to base nonparametric procedures on these effects p i since the alternative H p 1 (T ) : T p = 0 is the complement of the hypothesis H p 0 (T ) : T p = 0. These hypotheses are more general than the restrictive hypotheses formulated by the distribution functions. In particular, hypotheses and effects in heteroscedastic designs which are commonly appearing in practice can be handled by this approach. Moreover, since the p i are fixed model quantities we can provide meaningful and intuitively interpretable confidence intervals for them. This would not have been possible using weighted relative effects (such as r i mentioned in Section 1) since they are no fixed model quantities that may lead to difficult interpretations as demonstrated in Table 1 in the introduction.
Regarding technical considerations , the asymptotic distribution of rank statistics based on such effects is quite difficult to handle since the asymptotic covariance matrix has a quite involved structure (see, e.g., Puri, 1964) . All the more it appears difficult to derive estimators of the variances and covariances and to show their consistency. This problem is overcome in the present approach by generating the vector p = (p 1 , . . . , p d ) of the relative effects p i as well as its estimator p = ( p 1 , . . . , p d ) from the vector w = (w 1 , w 2 , . . . , w d ) of pairwise relative effects w i = (w 1i , . . . , w di ) = F dF i by the simple matrix multiplication in (2.7). By an in-depth study of the properties of p, test procedures for general null hypotheses H p 0 (T ) : T p = 0 in factorial designs and general split-plot layouts have been developed. Thus, the current gap between H F 0 (T ) : T F = 0 and the set of alternatives for which these tests are consistent has been closed by providing procedures for testing H 
Appendix
Derivation of the covariances (3.12)-(3.13). For ease of notation we will utilize the notation
and note that E(ξ i ) = 0 and that E(ξ i ξ i ) = 0 = whenever i = i due to independence. From this it follows in case of i = i = = :
due to independence. Moreover, in case of i = i = = = i we calculate
In all other cases similar independence considerations show that s i (l, l ) = 0. Concerning s ii (l, l ) we can proceed similarly by expanding
In case i = i = = = i this simplifies to
and the other cases are all analogue. 2
Proof of Theorem 4.1. Since √ N ( p − p) is asymptotically normal with mean zero and covariance matrix V the result follows from the continuous mapping theorem together with well-known results on quadratic forms, see e.g. Mathai and Provost (1992, p.29-36) , where we implicitly utilized that
Proof of Theorem 4.2. (a) Since V is a consistent estimator for V it holds that the difference between Q and Q converges to zero in probability, i.e. Q − Q = o P (1). Thus, due to continuity of the limit distribution, c(α) converges in probability to the corresponding (1 − α)-quantile of L(Q), the distribution of Q. The result now follows from an application of Lemma 1 in Janssen and Pauls (2003). (b) Fix Cp = 0 and expand the enumerator of the test statistic as
where the last equality follows from the asymptotic considerations in Section 3. Since p T p > 0 and tr(T V N ) → tr(T V ) = 0 in probability, it follows from Slutzky's Lemma that Q N (C) → +∞ in probability. This proves consistency of
} consistency follows from f ≥ 1 (by Cauchy-Schwarz). Finally, the prove for ϕ N = 1{Q N (C) > F 1−α ( f , f 1 )} follows similarly by noting that f 1 → ∞ in probability and thus f −1 χ 2 f → 1 in probability, see e.g. the Proof of Theorem 3.1.(a) in Pauly et al. (2015b) . 2
Supplementary Material 11 Extensions to General Repeated Measures Designs
Some of the results from Section 5 are copied here for the readers convenience.
Let us consider a general nonparametric factorial repeated measures designs given by independent random vectors (11.31) representing the t ∈ N repeated measurements on subject k in group i. As in the paper a factorial structure on the groups (whole-plot / between-subjects factors) and repeated measures (sub-plot / withinsubjects factors) can be included by splitting up the indices i and , respectively. Also in this setting we can define adequate model parameters on the marginals of X i 1 ∼ F i . In particular, these are given by the relative effect of the distribution of group i at time with respect to the unweighted pooled (11.32) It can again be written as the mean p i = w ··i of the relative marginal effects w rsi = F rs dF i , 1 ≤ i, r ≤ d, 1 ≤ s, ≤ t, Collecting all p i in a vector p = (p 11 , p 12 , . . . , p dt ) our linear hypotheses of interest can be written as H p 0 : Cp = 0 for an adequate hypothesis matrices C. For testing H p 0 estimates for the effects p i are obtained by substituting the distribution functions F i (x) in (11.32) with their empirical counterparts
Thus, an estimator for the vector p is given by p = ( p 11 , p 12 , . . . , p dt ) and its asymptotic behaviour can be studied similar to the univariate case. In particular, defining the vector
and the matrix
and denoting their empirical counterparts as w rs and W , respectively, it holds that
Here vec denotes the usual matrix operator which stacks the columns of a matrix on top of each other and the matrix E dt is given by
Thus, by the asymptotic equivalence theorem, the random vector
Here Z = (Z 11 , Z 12 , . . . , Z dt ) with Z i = (Z 11i , Z 12i , . . . , Z dti ) and
denote sums of independent random variables. From this expression the following central limit theorem follows.
is asymptotically multivariate normally distributed with expectaion 0 and covariance matrix
Proof.
To apply the Cramer-Wold device let k = (k 11 , . . . , k dt ) denote an arbitrary vector of constants with ||k|| = 1. It follows from the asymptotic equivalence result stated above that
are independent random variables with expectation zero. Since these random variables are uniformly bounded it follows from the Lindeberg-Feller central limit theorem and the Cramer-Wold device that √ N ( p−p) is asymptotically multivariate normally distributed with expectation 0 and covariance matrix
Since the involved covariance matrix Σ = (Σ rsi ) ≡ Cov ( √ N Z) is unknown we have to estimate it. Therefore, we first analyze its explicit form and proceed as in Placzek (2013) . First, consider the case i = r and s = and set Σ rsrs = N Cov (Z pqrs , Z p q rs ) 1≤p,p ≤d,1≤q,q ≤t ≡ σ rs (p, q, p , q ) 1≤p,p ≤d,1≤q,q ≤t .
Since Z rsrs = 0, Z rsi = −Z i rs and X i k is independent from X i k for all i = i or k = k it follows that σ rs (p, q, p , q ) = (11.35) Now, consider the case (r, s) = (i, ) and set
From similar considerations as above it follows for each entry that σ rsi (p, q, p , q ) = (11.36) where again T = C (CC ) + C is the unique projection matrix on the column space of C, see e.g. Brunner et al. (1997) or Brunner and Puri (2001) . As in Theorem 4.1 of the paper Q N (C) has, asymptotically under the null H p 0 : T p = 0, the same distribution as a weighted sum of independent χ 2 1 -distributed random variables. An ANOVA-eigen-type-p-test can be obtained by estimating the unknown weights using the consistent matrix estimator V N . The investigation of this approach will be part of future work together with a simultaneous inference procedure.
Interpretation of the Nonparametric Effects
Here we outline an interpretation of the nonparametric effects by using a decomposition of the distribution functions as in . It is similar to the interpretation for the relative effects considered in the supporting information in de Neve and Thas (2015) . For ease of convenience we only consider the situation of a crossed two-way layout. To this end, write
(AB) ij = 0 for all j = 1, . . . , b and b j=1 (AB) ij = 0 for all i = 1, . . . , a. This expression is related to the classical mean decomposition in linear models. In particular, we can write
. . , a, j = 1, . . . , b. Inserting the above decomposition into the nonparametric effects p ij now results in
Here the additive effects all fulfill the side conditions
(αβ) ij = 0 for all j = 1, . . . , b and b j=1 (αβ) ij = 0 for all i = 1, . . . , a which they inherit from the corresponding functions. Thus, as in the supporting information in de Neve and Thas (2015), we can interpret the additive effect α i as
where Z G ∼ G and Z ai ∼ F i· . Similar interpretations hold for β j (see the paper for details) and (αβ) ij , respectively.
More Details on the Analysis of the Data Example
Some parts from Section 8 are copied here for the readers convenience.
In order to provide freely available software for data analysis and educational purposes we implemented an R software package called rankFD for rank based analysis of factorial designs with independent observations. For a user-friendly implementation it is equipped with a graphical user interface. The package contains the ANOVA-type-p-test (who turned out to be the best in our simulation study) for making inference in one-, two-or arbitrary higher-way layouts as well specific nested designs. Furthermore, all test procedures for testing the hypothesis H F 0 formulated in terms of the distribution functions are implemented. Besides of a descriptive overview it also provides p-values and confidence intervals for the main treatment effects along with plotting options. The R package will be updated regularly. The R-package is freely available at CRAN. Here it has been exemplified for analysing the motivating data example described in the Introduction of the paper and in more detail below.
In a placebo-controlled trial, the effect of a drug on the immune system was examined under consideration of stress (food deprivation) using 40 mice. A main response variable was the number of leucocytes migrating into the peritoneum. Half of the mice received a diet low in protein, the other half received normal food. One day before opening the peritoneum, 20 mice in each group received an injection with the drug, while the other 20 received an equal amount placebo. Eight hours later, migration of leucocytes was stimulated by injecting glycogen into every mouse. Then, for the resulting four groups, the number of leucocytes (among other attributes) was determined for each mouse. Because of copy right and confidentiality reasons only a part of the data from the complete trial is given in Table 8 . We are grateful to Fa. Schaper & Brümmer (Salzgitter) for making available these data from a common research project. Applying the R-package rankFD to the above data set yields the following statistics and p-values for testing the main effects A (food condition) and B (treatment) as well as the interaction AB between the food condition and the treatment shown in Table 9 . It appears from Table 9 that both the factors Food as well as Treatment have a significant impact on the numbers of leucocytes at 5% level. The data do not provide any evidence for an interaction between the treatment and the food condition.
So far the state of the art nonparametric approach using ranks to test the null hypotheses of no treatment effects or no interaction would have been using the procedures based on the distribution functions F ij (x), i.e. H F 0 : T F = 0, where T denotes an appropriate contrast matrix (for details see . the hypothesis of no food effect would be written as H F 0 (A) :
Here the index i in F ij refers to the factor A (food condition: i = 1, normal food; i = 2, reduced food) while the second index j refers to the factor B (treatment: j = 1, placebo; j = 2, drug). A rejection or acception of these hypotheses would help for a first intuition about underlying effects, however, the testing procedures would not help for deducing the same elaborated interpretations and conclusions as done with the unweighted relative effects p ij in Section 8 of the paper. The only possibility for more intuition would be to plot the empirical versions of the sums and differences of distribution functions defining the hypotheses. To demonstrate this we plot the so-called empirical interaction function x → ( AB 11 )(x) = Figures 2-4 below.
From Figures 3 and 4 it is obvious that the main effect functions are different from the 0-function. But this is also true for the plot of the empirical interaction function in Figure 2 . No intuitive conclusion regarding an interaction can be drawn from this figure. This demonstrates the gap between the hypotheses of the procedures based on H F 0 and the set of alternatives for which they are consistent. One must note that the above main and interaction effects defined by the distribution functions are functional-valued quantities which are difficult to interpret. This is different, however, for the nonparametric effects p ij = GdF ij considered in the main paper. For these real-valued effect measures point estimators for each drug×food combination can be computed. Also two-sided (range preserving) 95%-confidence intervals for the p ij are computed where the logit transformation g(x) = log(x/(1 − x)) has been used. The results are listed in Table 10 and displayed in Figure 5 . Table 10 : Estimates and 95%-confidence intervals for the nonparametric treatment effects p ij = GdF ij in the leucocytes trial. The index i refers to the food condition while the index j refers to the treatment. The range-preserving limit are obtained by the logit-transformation g(x) = log(x/(1 − x)). The effect p 21 = 0.209 for the reduced food under placebo means that the observations from F 21 tend to be smaller than those from the mean distribution G = 1 4 2 i,j=1 F ij , or more precisely, the probability that a randomly selected observation Z from the mean distribution G is smaller than a randomly selected observation X 21 from F 21 equals 0.209. Similarly, the effect p 12 = 0.855 for the normal food under the drug means that the observations from F 12 tend to be larger than those from the mean distribution G. We note that the confidence intervals for Placebo and Drug do not overlap within each food condition which may be interpreted that the drug is effective in both cases, as seen from Figure 5 . Such an interpretation is difficult to conclude from plots of the empirical effect functions.
More Simulation Results
Again most parts from Section 7 are copied here for the readers convenience.
Here we investigate the small sample properties of the three statistical tests ϕ N , ϕ N , and ϕ N based on the ANOVA-type statistic Q N (T ) and given in Theorem 4. All simulations were performed using R (version 2.15.0, R Development Core Team, 2010) with nsim = 10, 000 simulation runs for each setting. As in the main paper the distribution of Q(T ) was approximated using n M C = 10, 000 Monte-Carlo runs, and the critical values were estimated from this distribution. Hereby, the eigenvalues of the matrix T V N were computed with the base R-function eigen.
} based on the WTS given in Section 4 of the paper and a related test in a Wald-type statistic for a probabilistic index model (PIM, Thas et al., 2012) using a sandwich-type covariance matrix estimator, say S, and weighted rank estimators for the PIM effects, say α, instead of V N and p, respectively, and a χ 2 -quantile with estimated degrees of freedom given by r(C SC ). The latter is motivated from the considerations in de Neve and Thas (2015) and denoted as DTS. We note that it is a test for the related null hypothesis H α 0 : α 1 = · · · = α 4 formulated in terms of the weighted PIM effects α i (see Equation (4) in de Neve and Thas, 2015, for its explicit definition) which is equal to H p 0 in the balanced case. The ingredients of the test statistic were calculated as described in the supplementary material of de Neve and Thas (2015) with the R package PIM (Version 1.1.5.6). Moreover, note that the Kruskal-Wallis test has been developed for testing the more restrictive null hypothesis H F 0 : F 1 = F 2 = · · · = F a formulated in terms of the distribution functions. Symmetrically distributed data was generated from the model
A major assessment criterion for the accuracy of the methods is their behavior when different sample sizes and variances are combined, i.e. when increasing sample sizes are combined with increasing variances (positive pairing) or with decreasing variances (negative pairing) (see Pauly et al., 2015a) . We consider balanced situations with sample size vector n 1 = (n 1 , n 2 , n 3 , n 4 ) = (5, 5, 5, 5) and unbalanced situations with sample size vector n 2 = (n 1 , n 2 , n 3 , n 4 ) = (10, 20, 30, 40) , respectively. The scaling vector σ = (σ 1 , σ 2 , σ 3 , σ 4 ) was chosen from (1, 1, 1, 1), (1, √ 2, 2, √ 5) or ( √ 5, 2, √ 2, 1), respectively. In order to investigate the behavior of the tests when the sample sizes increase, a constant m ∈ {5, 10, 20, 25} was added to each component of the vectors n 1 and n 2 , i.e. n i + m1 4 = (n 1 + m, n 2 + m, n 3 + m, n 4 + m), i = 1, 2. The different simulation settings are summarized in Table 11 . Table 11 : Simulated one-way layout with a = 4 samples, where m ∈ {0, 5, 10, 20, 25} and n 1 = (5, 5, 5, 5), and n 2 = (10, 20, 30, 40) .
Setting Sample Size
Scaling Factors Meaning 1 n = n 1 + m1 4 σ = (1, 1, 1, 1) Balanced homoscedastic 2 n = n 2 + m1 4 σ = (1, 1, 1, 1) Unbalanced homoscedastic 3 n = n 1 + m1 4 σ = (1, √ 2, 2, √ 5) Balanced heteroscedastic 4 n = n 2 + m1 4 σ = (1, √ 2, 2, √ 5) Unbalanced heteroscedastic (Positive Pairing) 5 n = n 2 + m1 4 σ = ( √ 5, 2, √ 2, 1) Unbalanced heteroscedastic (Negative Pairing)
Since the balanced settings have been discussed in the main paper we here only comment on the unbalanced settings.
In Table 12 the simulation results for the unbalanced homoscedastic designs (Setting 2) for various distributions are displayed. As in Setting 1 the hypothesis H F 0 holds here and it is not surprising that similar observations can be drawn. First, the Kruskal-Wallis test controls the nominal type-1 error level (α = 5%) very satisfactorily for all investigated distributions. Second, both of the Wald-type statistics (DTS and WTS) tend to be considerably liberal, where their liberality again slowly decreases with increasing sample sizes. However, even for the scenarios with larger sample sizes their type-I-error control is not acceptable. Finally, the behaviour of the ANOVA-type tests is again similar to the main paper: For smaller sample sizes (N ≤ 120) both the tests ϕ N and ϕ N are slightly liberal. For larger sample sizes their type-I error control is acceptable. In contrast, the ANOVA-type test ϕ N based on the Fapproximation shows a better control of the type-1 error level and is only slightly liberal in case of the smallest simulated sample sizes.
In the two unbalanced heteroscedastic Settings 4 and 5 the null hypothesis H F 0 is violated and only H p 0 is true. The corresponding results are shown in Tables 13-14. In case of positive pairings (see the results for Setting 4 in Table 13 ), the Kruskal-Wallis test tends to be conservative in all considered scenarios. In comparison to Settings 1 -3, both the methods ϕ N and ϕ N tend to be less liberal and fairly control the type-1 error rate α. The two Wald-type tests (DTS and WTS) are still but less liberal. Also in this setup, the ANOVA-type test ϕ N controls the type-1 error rate very satisfactorily.
The most severe case from all investigated scenarios is when larger sample sizes are combined with smaller variances (negative pairing -Setting 5). The simulation results are displayed in Table 14 below. It can be readily seen that the Kruskal-Wallis test and both Wald-type tests tend to quite liberal conclusions. Moreover, both the methods ϕ N and ϕ N do not control the error rate α = 5% in this set-up. The method ϕ N tends to be slightly liberal in case of the smallest simulated sample sizes, but controls the type-1 error rate superior to all other methods. Thus, the ANOVA-type test ϕ N is recommended for practical applications. , and ϕ N using the distributional approximations as given in (4.21), (4.23), and (4.24) of the main paper under Setting 4 as described in Table 11 . 
