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Abstract
Understanding the mechanisms and effects of natural long-term climate variability is es-
sential for providing projections of possible climate change for the near future. This study
examines the mechanisms of the climate variability over the time frame of the past 600
kyr using CCSM3-DGVM (Community Climate System Model version 3 with Dynamic
Global Vegetation Model).
A set of 13 interglacial time slice experiments was carried out to study global cli-
mate variability between and within the Quaternary interglacials of Marine Isotope Stages
(MISs) 1, 5, 11, 13, and 15. Here, this study focuses on the effect of different roles of
obliquity, precession and greenhouse gases (GHG) forcing on global surface temperature
and precipitation patterns. Local insolation anomalies induced by the astronomical forc-
ing play a role in most regions of seasonal surface temperature anomalies. Climate feed-
backs, however, may modify the surface temperature response in specific regions, most
pronounced in the monsoon domains and the polar oceans. Especially in high latitudes and
early Brunhes interglacials (MIS 13 and 15) when GHG concentrations were much lower
than during the later interglacials, GHG forcing may also play an important role for sea-
sonal temperature anomalies. During boreal summer, high-versus-low obliquity climates
are generally characterized by strong warming over the Northern Hemisphere extratropics
and slight cooling in the tropics. A moderate cooling over large portions of the Northern
Hemisphere continents and a strong warming at high southern latitudes during winter is
found. Additionally, a significant role of obliquity in forcing the West African monsoon is
identified. In this case, other regional monsoon systems are less sensitive or not sensitive at
all to obliquity variations during interglacials. Based on two specific time slices (394 and
615 ka), the model results suggest that the West African and Indian monsoon systems do
not always vary in concert, challenging the concept of a global monsoon system at orbital
timescales. Furthermore, GHG forcing is positively correlated with surface temperature
over most regions of the globe in the annual mean and GHG radiative forcing exhibits no
clear response in annual and seasonal precipitation during the interglacials except for the
high latitudes in both hemispheres during annual, for southern high latitudes during sum-
mer, and for northern high latitudes during winter where the hydrologic cycle accelerates
with higher GHG concentrations.
In order to disentangle the impact of dynamic vegetation on the early (9 ka) and mid-
Holocene (6 ka) North African climate, experiments with the dynamic and fixed-vegetation
13
were carried out. In this study, the coupled model simulates enhanced summer rainfall and
a northward migration of the West African monsoon trough along with an expansion of
the vegetation cover for the early and middle Holocene compared to pre-industrial. With
dynamic vegetation, the orbitally triggered summer precipitation anomaly is enhanced by
approximately 20% in the Sahara/Sahel region (10–25◦ N,20◦ W–30◦ E) in both the early
and mid-Holocene experiments compared to their fixed-vegetation counterparts. The pri-
mary vegetation-rainfall feedback identified here operates through surface latent heat flux
anomalies by canopy evaporation and transpiration and their effect on the mid-tropospheric
African Easterly Jet, whereas the effects of vegetation changes on surface albedo and local
water recycling play a negligible role.
Furthermore, this study constrains a three-dimensional thermomechanical-ice model
Genie Land Ice Model with Multiple-Enabled Regions (GLIMMER) forced by CCSM3
climate model output for MIS 5 and MIS 11 time slices to simulate a sensitivity of Green-
land ice sheet (GrIS). The GrIS is thought to have contributed substantially to high global
sea levels during the interglacials of MIS 5 and MIS 11. Geological evidence suggests that
the mass loss of the GrIS was similar or even greater during the interglacial of MIS 11 than
MIS 5, despite a weaker insolation forcing. This study shows a stronger sensitivity of the
GrIS to MIS 11 climate forcing than to MIS 5 forcing. The greater MIS 11 GrIS mass loss
relative to MIS 5 is attributed to a larger heat transport towards high latitudes by a stronger
Atlantic meridional ocean circulation in addition to a stronger GHG radiative forcing. The
results, however, suggest a substantial modification of orbital insolation forcing by internal
climate feedbacks, which add significant complexity to the traditional Milankovitch theory.
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Zusammenfassung
Das Versta¨ndnis der Mechanismen und Auswirkungen von einer natu¨rlichen langfristi-
gen Klimaschwankung ist unerla¨sslich fu¨r die Bereitstellung von Projektionen mo¨glicher
Klimaa¨nderungen fu¨r die nahe Zukunft. Diese Studie untersucht die Mechanismen der Kli-
mavariabilita¨t u¨ber den Zeitrahmen der vergangenen 600,000 Jahre durch die Verwendung
von CCSM3-DGVM (Gemeinschaftsklima-System Modelversion 3 mit dem dynamischen
globalen Vegetationsmodell).
Ein Satz von 13 interglazialen Scheibenexperimenten wurde durchgefu¨hrt, um globale
Klimaschwankungen zwischen und innerhalb dem ka¨nozoischen Eiszeitalter der marinen
Sauerstoff-Isotopenstufen 1, 5, 11, 13 , und 15 zu untersuchen. Hier, diese Studie konzentri-
ert sich auf die verschiedenen Aspekte von Achsenneigung, Pra¨zession und Antrieb durch
Treibhausgas (THG) und deren Auswirkungen auf Oberfla¨chentemperatur und Nieder-
schlagsmuster. Lokale Sonneneinstrahlungs-Anomalien, induziert durch astronomische
Kra¨fte, spielen in den meisten Regionen mit saisonalen Oberfla¨chentemperaturanomalien
eine Rolle. Jedoch ko¨nnen Klima-Feedbacks das Oberfla¨chen-Temperaturverhalten in
bestimmten Regionena¨ndern. Am ausgepra¨gtesten zeigt sich dies in den Monsunregio-
nen und den polaren Ozeanen. Vor allem in den hohen Breiten und fru¨hen Brunhes-
Interglazialen (MIS 13 und 15), als die Treibhausgaskonzentrationen viel niedriger als in
den spa¨teren Interglazialen waren, ko¨nnen die THG auch eine wichtige Rolle in Bezug
auf die saisonalen Temperaturanomalien gespielt haben. Wa¨hrend des borealen Sommers,
ist bei hoher im Gegensatz zu niedriger Achsenneigung, das Klima in der Regel durch
eine starke Erwa¨rmung in der no¨rdlichen Hemispha¨re und einer leichten Abku¨hlung in
den Tropen gekennzeichnet. Wa¨hrend des borealen Winters hingegen findet eine mod-
erate Abku¨hlung u¨ber grossen Teilen der no¨rdlichen Hemispha¨re statt und es wird eine
starke Erwa¨rmung der Kontinente in den hohen su¨dlichen Breiten gefunden. Zusa¨tzlich
wird eine bedeutende Rolle der Achsenneigung im Antrieb des westafrikanischen Mon-
sun identifiziert. In diesem Fall sind andere regionale Monsunsysteme weniger empfind-
lich oder ganz unempfindlich gegenu¨ber den Achsenneigungsa¨nderungen wa¨hrend der In-
terglaziale. Basierend auf zwei spezifische Zeitscheiben (394 und 615 ka) schlagen die
Modellergebnisse vor, dass die westafrikanischen und indischen Monsun-Systeme nicht
immer die gleichen Vera¨nderungen aufweisen, sodass das Konzept eines globalen Mon-
sunsystems auf einer orbitalen Zeitskala herausgefordert wird. Ausserdem ko¨nnen die
Auswirkungen der THG im ja¨hrlichen Mittel u¨ber den meisten Regionen der Erde posi-
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tiv mit der Oberfla¨chentemperatur korreliert werden und die Strahlung aufgrund von THG
zeigt keine klare Antwort in ja¨hrlichen und saisonalen Niederschla¨gen wa¨hrend der Inter-
glaziale, mit Ausnahme der beiden hohen Breiten wa¨hrend des jahres. Dort zeigt sich fu¨r
den Su¨dsommer und fu¨r den im Nordwinter, dass sich der Wasserkreislauf mit ho¨heren
THG-Konzentrationen beschleunigt.
Um die Auswirkungen der dynamischen Vegetation auf das fru¨he (vor 9000 Jahren) und
mittlere Holoza¨ns (vor 6000 Jahren) auf das nordafrikanischen Klima zu entflechten, wur-
den Experimente durchgefu¨hrt, welche eine dynamische und eine unvera¨nderliche Vegeta-
tion beinhalten. In dieser Studie simuliert das gekoppelte Modell erho¨hte Sommernieder-
schla¨ge und eine Wanderung des westafrikanischen Monsunstiefs in Richtung Norden,
zusammen mit einer Ausbreitung der Vegetation im fru¨hen und mittleren Holoza¨n im Ver-
gleich zur vorindustriellen Zeit. Mit der dynamischen Vegetation kann gezeigt werden,
dass sich die orbital ausgelo¨sten Sommerniederschlags-Anomalien in der Sahara/Sahel-
Region (10–25◦ N, 20◦ W–30◦ E) um etwa 20% versta¨rken, sowohl im fru¨hen als auch
mittleren Holoza¨n-Experimenten im Vergleich zur ihrem Pendant mit unvera¨nderter Veg-
etation. Das prima¨re Vegetation-Niederschlags-Feedback, das hier identifiziert wurde,
operiert u¨ber Oberfla¨chen latente Wa¨rmeflussanomalien, wie Verdunstung und Verdampfen
u¨ber das Bla¨tterdach und deren Wirkung auf den mittleren tropospha¨ren African Easterly
Jet, wa¨hrend die Auswirkungen von Vegetationsvera¨nderungen auf Bodenalbedo und das
lokale Wasserrecycling kaum eine Rolle spielen.
Daru¨ber hinaus, diese Studie beschra¨nkt sich auf ein dreidimensionales thermomecha-
nische Eis-Modell, das Genie Land Ice Modell mit multiplen aktivierten Regionen (GLIM-
MER), welches verursacht durch CCSM3 Klimamodelldaten fu¨r MIS 5- und MIS 11-
Zeitscheiben, eine Empfindlichkeit fu¨r die Eisdecke Gro¨nlands (GrIS) simuliert. Fu¨r das
GrIS wird angenommen, dass es wa¨hrend der Warmzeiten von MIS 5 und MIS 11 erheblich
zum hohen globalen Meeresspiegel beigetragen hat. Geologische Hinweise lassen darauf
schliessen, dass wa¨hrend der Warmzeiten von MIS 5 und MIS der Masseverlust der GrIS
a¨hnlich war oder wa¨hrend der Interglaziale von MIS 11 als MIS 5 noch weit ho¨her war,
trotz einer schwa¨cheren Sonneneinstrahlung. Die Studie zeigt eine sta¨rkere Empfindlichkeit
der GrIS auf das MIS 11 Klima als auf das MIS 5 Klima. Der gro¨ssere GrIS Massenver-
lust von MIS 11 in Bezug auf MIS 5 wird auf einen gro¨sseren Wa¨rmetransport zu den
hohen Breiten und eine sta¨rkere atlantische meridionale Ozeanzirkulation zuru¨ckgefu¨hrt,
zusa¨tzlich zu einer sta¨rkere THG Strahlung. Die Ergebnisse deuten jedoch darauf hin, dass
eine wesentliche A¨nderung der orbitalen Sonneneinstrahlung durch interne Klima Feed-
backs, der traditionellen Milankovitch-Theorie erheblich an Komplexita¨t hinzufu¨gen.
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1 Introduction
The ability to predict future changes in global climate is essential for policymaking today
and for human well-being in future. It is recognized in paleoclimate research that cyclic
changes of global climate as a combined effect of the Earth’s orbital configuration, green-
house gasses (GHG) and internal feedback mechanisms (Prokopenko et al., 2010). This
study investigates the combined effect during Marine Isotope Stages (MISs) 15, MIS 13,
MIS 11, MIS 5, and current interglacial MIS 1 on global surface climate. Study of the cur-
rent Holocene interglacial is therefore important for capturing the natural range of variabil-
ity of interglacial climates in the sense that more or less similar orbital configurations with
interglacials have repeatedly occurred in past. Early- and Mid- Holocene simulation fo-
cusing on the working mechanism of the vegetation-precipitation feedback by enabling dy-
namically vegetation in CCSM3 in particular area of North Africa is considered. Moreover,
a higher than-present sea levels in the past interglacials is found when global mean temper-
ature was warmer than the preindustrial (PI) (Dutton et al., 2015). This requires a contri-
bution of mass loss from Greenland Ice Sheet (GrIS) as discussed in Reyes et al. (2014);
Dutton et al. (2015) or more of the current polar ice-sheets (Dutton et al., 2015). Thus,
understanding how GrIS lost mass during past warm periods of MIS 5 and MIS 11 can
provide insights into their sensitivity to climate change.
1.1 The effects of astronomical forcing and GHG on global
surface climate during MIS 15, MIS 13, MIS 11, MIS 5, and
MIS 1
A cyclic growth and decay of continental ice sheets associated with global environmen-
tal changes is characteristic of the Quarternary period (e.g., Lisiecki and Raymo, 2005;
Tzedakis et al., 2006; Jouzel et al., 2007; Lang and Wolff, 2011). While it is found that
varying orbital insolation ultimately pace the transitions between glacial and interglacial
stages (Hays et al., 1976), climate research is just beginning to understand the internal cli-
mate feedbacks that are required to shift the Earth system from one state to the other (e.g.,
van Nes et al., 2015). The astronomical forcing, with its characteristic periods of ca. 400
and 100 kyr (eccentricity), 41 kyr (obliquity), and ca. 21 kyr (precession) as in Berger
(1978), also acts as an external driver for long-term climate change within the interglacials
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(i.e. the long-term intra-interglacial climate variability) and likely contributes to interglacial
diversity since the evolution of astronomical parameters differs between all Quaternary in-
terglacial stages (cf. Tzedakis et al., 2009; Yin and Berger, 2015; Past Interglacials Working
Group of PAGES, 2016).
For the interglacial of MIS 5 (Last Interglacial (LIG), MIS 5e; ca. 130-115 kyr ago),
proxy data suggest a peak global mean temperature of about 1◦ C higher than during the
pre-industrial period (e.g., Otto-Bliesner et al., 2013). The maximum global mean sea-
level has been estimated to 6-9 m above the present-day level (Kopp et al., 2009; Dutton
and Lambeck, 2012; Dutton et al., 2015). The interglacial of MIS 11 was unusually long,
about 30,000 years (ca. 425-395 kyr ago). Global average temperatures of MIS 11 are
highly uncertain, but a peak global mean temperature of up to 2◦ C relative to pre-industrial
cannot be ruled out (Lang and Wolff, 2011; Dutton et al., 2015). Maximum global mean
sea-level may have been 6-13 m higher than today (Raymo and Mitrovica, 2012; Dutton
et al., 2015). Interglacials before MIS 11 (early Brunhes interglacials), like MIS 13 and
15, are generally characterized by lower global mean temperatures, larger continental ice-
sheets, lower global sea level and lower atmospheric GHG concentrations relative to the
more recent interglacials (e.g., Yin and Berger, 2010; Lang and Wolff, 2011; Dutton et al.,
2015).
In this study, special focus on the sensitivity of the West African and Indian mon-
soon systems to obliquity and precession forcing on interglacials time scales is also carried
out. In particular, the applicability of the global monsoon concept (Trenberth et al., 2000;
Wang et al., 2014) is studied. West African monsoon rainfall turns out to be most sensitive
to changes in summer insolation, whereas spring/early summer insolation is more impor-
tant for monsoon rainfall over India as found by Braconnot et al. (2008). It has been argued
that the reason is a resonant response of the Indian monsoon to the insolation forcing when
maximum insolation anomalies occur near the summer solstice and a resonant response
of the African monsoon – which has its rainfall maximum one month later in the annual
cycle than the Indian monsoon – when the maximum insolation change is delayed after
the summer solstice. The different responses to specific forcings and the sometimes out-of-
phase behaviour of the African and Indian monsoon systems challenge the global monsoon
concept – according to which all regional monsoon systems are part of one seasonally vary-
ing global-scale atmospheric overturning circulation in the tropics (Trenberth et al., 2000;
Wang et al., 2014) – at astronomical timescales.
Furthermore, temperature and GHG co-evolve in climate system by affecting each
other. An increase in GHG leads to a rise in atmospheric temperature, and, in turn, an
18
increase in temperature affects vegetation and upper ocean and thereby the carbon fluxes
between the climate system components (Claussen, 2007). Hence, one has to understand
temperature and atmospheric CO2 fluctuations as feedback processes within the climate
system (Claussen, 2007). Present-day concentrations of the atmospheric GHG carbon diox-
ide (CO2), methane (CH4) and nitrous oxide (N2O) exceed the range of concentrations
recorded in ice cores during the past 800 kyr (e.g. Schilt et al., 2010). Changes in atmo-
spheric CO2 concentration play an important role in glacial-interglacial cycles. Although
the primary driver of glacial-interglacial cycles lies in the seasonal and latitudinal distri-
bution of incoming solar energy driven by changes in the geometry of the Earth’s orbit
around the Sun (astronomical forcing), reconstructions and simulations together show that
the full magnitude of glacial-interglacial temperature and ice volume changes cannot be
explained without accounting for changes in atmospheric CO2 content and the associated
climate feedbacks (Masson-Delmotte et al., 2013).
1.2 Vegetation-precipitation feedback in Early-to-Mid-
Holocene
Various positive feedbacks have been postulated to be crucial in shaping the early-to-mid
Holocene North African humid period, involving vegetation and soil (e.g. Claussen et al.,
1999; Levis et al., 2004a; Hales et al., 2006), sea-surface temperatures (e.g. Zhao et al.,
2005; Zhao and Harrison, 2012), and surface-water coverage by lakes and wetlands (e.g.
Krinner et al., 2012). The African Humid Period (AHP) was a dramatic climate change
across North Africa from the hyperarid desert it is today to a nearly completely vegetated
landscape during the early and middle Holocene as a direct result of African monsoonal
climate responses to periodic variations in the Earth’s orbital forcing (deMenocal and Tier-
ney, 2012). Over time, the notion of a positive vegetation-precipitation feedback has re-
ceived the greatest attention in the literature (e.g. Claussen, 2009). At present, North Africa
is much drier than during the early and middle Holocene when a higher orbitally induced
summer insolation triggered more humid and “greener” conditions in the Sahel and Saharan
regions (e.g. Bartlein et al., 2011; Collins et al., 2013). It has been suggested (Otterman,
1974; Charney, 1975) that the effect of an expanded North African vegetation cover on
surface albedo would be key in amplifying the early-to-mid Holocene West African mon-
soonal rainfall (e.g. Claussen and Gayler, 1997; Brovkin et al., 1998; Hales et al., 2006). A
transition from the humid state to the arid state by a catastrophic bifurcation or “unstable
collapse” (Liu et al., 2006, 2007) was suggested to have been abruptly terminating the AHP
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around 5.5 ka (deMenocal et al., 2000). The abruptness of the North African climate tran-
sition (Le´zine et al., 2011; Claussen et al., 2013; Francus et al., 2013) and the existence
of a strong positive vegetation-precipitation feedback in North Africa (Levis et al., 2004a;
Liu et al., 2006, 2007; Kro¨pelin et al., 2008; Notaro et al., 2008; Wang et al., 2008; Liu
et al., 2010) will be investigated in this study to identify the strength of the vegetation-
precipitation feedback in mid- to early Holocene simulations.
1.3 Greenland Ice Sheet during MIS 5 and MIS 11
Continental ice sheets are a major factor in the climate change debate, in particular due to
their direct link to global sea level. The study of warm climates in the past may provide
useful insight into the sensitivity of polar land ice to changing forcing. A growing body of
evidence suggests particularly high global sea levels along with significant shrinking of the
GrIS during the Quaternary interglacials of MIS 5 and MIS 11 (Dutton et al., 2015).
Summer temperature was up to 5◦ C in the Arctic region for last time at 125 ka higher
than during PI (e.g., Montoya et al., 2000; Kaspar et al., 2005; Anderson et al., 2006; Otto-
Bliesner et al., 2006; CAPE Last Interglacial Project Members, 2006; NEEM community
members, 2013). As mentioned in section 1.1, compilations of relative sea level combined
with modeling suggest a LIG peak global mean sea level of 6-9 m above present (Kopp et
al., 2009; Dutton and Lambeck, 2012; Dutton et al., 2015). However, the contribution of
GrIS melting to this sea level rise is highly uncertain, recent model results suggest a GrIS
contribution between 1.4 and 4.3 m (Robinson et al., 2011; Born and Nisancioglu, 2012;
Helsen et al., 2013; Masson-Delmotte et al., 2013; Stone et al., 2013; Quiquet et al., 2013),
indicating that the size of the GrIS was still substantial during the LIG. It has been demon-
strated, however, that the simulation of LIG GrIS mass loss is highly sensitive to poorly
constrained model parameters (Stone et al., 2013). Interpretation of ice-core records during
MIS 5 is controversial (Alley et al., 2010) and studies suggested different existed ice-area
over Greenland at that time (Koerner, 1989; Koerner and Fischer, 2002; NorthGRIP, 2004;
Otto-Bliesner et al., 2006; Willerslev et al., 2007; NEEM community members, 2013). Pre-
vious work investigated the sensitivity of ice-sheet evolution for the modern GrIS to five
tuneable parameters which affect the ice-sheet dynamics and surface mass balance (Stone
et al., 2010). Later on, it has been shown that these parameters strongly control the size of
the modelled GrIS during the LIG (Stone et al., 2013).
Meanwhile, a warm interglacial during MIS 11 between 420-395 kyr ago (Milker et
al., 2013; Dutton et al., 2015) is indicated by a higher sea surface temperatures (SST) at
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about 1-2◦ C in North Atlantic compared to modern (McManus et al., 1999; Bauch et al.,
2000; Helmke et al., 2003; Kandiano and Bauch, 2003; De Abreu et al., 2005; Kandiano et
al., 2013). Some marine and continental records (Howard, 1997; Droxler et al., 2003) and
geochronologic and geomorphic evidence (Raymo and Mitrovica, 2012) indicated that MIS
11 as unique interglacial includes the warmest interglacial of the past 500 kyr. As defned
in section 1.1, the maximum global mean sea level (GMSL) at that time are estimated to
be small at about 6-13 m higher than modern (Raymo and Mitrovica, 2012; Dutton et al.,
2015), requiring a loss of most or all of the GrIS (Reyes et al., 2014). Taken together, mass
loss of the GrIS was similar or even greater during the interglacial of MIS 11 than during
the LIG. Since the changing seasonal insolation owing to varying astronomical parameters
is thought to be a major forcing of polar ice-sheet evolution (Loutre et al., 2004; Huy-
bers, 2006; van de Berg et al., 2011), the great GrIS mass loss during MIS 11 seems to be
counterintuitive. Due to a low eccentricity of the Earth’s orbit, climatic precession varied
relatively little during MIS 11, and hence maximum boreal summer insolation was much
smaller during the MIS 11 interglacial than during the LIG (Fig. 5.1, Chapter 5). By con-
trast, eccentricity was high during the LIG leading to high summer insolation values around
125 ka. Huybers (2006) pointed out that glaciers are sensitive to insolation integrated over
the duration of the summer and introduced the concept of the integrated summer insolation
as the dominant control on polar ice sheet evolution. Like maximum summer insolation,
values for the integrated summer insolation were larger during the LIG than during MIS
11, and cannot explain a stronger GrIS melting during MIS 11 compared to MIS 5 (Fig. 5.1,
Chapter 5).
And yet, simulating ice-coverage during MIS 11 is more challenging since the inter-
pretation of the GrIS at this stage is highly unknown due to few reliable models and little
proxy data exist in documenting the extent of the GrIS loss. Moreover, ice-loss estimation
experiments over Greenland during MIS 11, such as at 410 ka have not been examined with
ice-sheet modelling so far. In the present study, it shows the sensitivity to tuning parameters
for the interglacial of MIS 11.
1.4 Research Objectives
The main objective of the thesis is to investigate the combined effect of Earth’s orbital and
GHG forcing together with the internal feedback mechanisms during the past warm inter-
glacials of MIS 15, MIS 13, MIS 11, MIS 5, and MIS 1 on the climate. Since the dynamic
vegetation is enabled in CCSM3, analysis of the vegetation-precipitation feedback in the
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particular area of North Africa during Early- to Mid- Holocene is carried out. Sensitivity
of GrIS to interglacial climate of MIS 5 and MIS 11 is also studied. To cover the main
objective, the following research objectives are outlined:
• To investigate the effects of obliquity, precession and GHG on global surface cli-
mate during MIS 15, MIS 13, MIS 11, MIS 5, MIS 1 based on realistic orbital
configurations and to test on the sensitivity of the West African and Indian mon-
soon systems to obliquity and precession forcing for astronomical timescales,
in particular, the applicability of the global monsoon concept (Trenberth et al.,
2000; Wang et al., 2014).
• To identify the sign, strength and working mechanism of the vegetation-
precipitation feedback over North Africa in mid (6 ka) and early Holocene (9
ka) simulations by switching on and off interactive dynamic vegetation in this
specific coupled model and to study the impact of vegetation initial conditions
on mid-Holocene and modern (pre-industrial) climate-vegetation simulations
and hence the existence of multiple equilibria in the North African climate-
ecosystem.
• To analyze the sensitivity of GrIS mass loss to interglacial climate forcing of
MIS 5 and 11, to address the conundrum as to why the GrIS mass loss may
have been greater during MIS 11 than during MIS 5 despite a weaker insolation
forcing and to investigate the impact of some poorly constrained parameters in
large-scale ice-sheet modelling on the paleo-GrIS simulations.
1.5 Outline of the Thesis
The numerical model used for carrying out the experiments is described in Chapter 2. The
results are presented in three manuscripts in Chapter 3, Chapter 4 and Chapter 5 respec-
tively.
• Chapter 3 presents a different and complementary Coupled General Circulation
Model (CGCM)-CCSM3 study which takes intra-interglacial climate variability
into account by simulating two or more time slices for each interglacial stage of
MIS 1, 5, 11, 13, and 15. Moreover, this study challenges the concept of a global
monsoon system at astronomical timescales based on two specic time slices 394
and 615 ka.
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• Chapter 4 analyses the impact of dynamic vegetation on the early and mid-
Holocene North African climate by performing three sets of experiments with
dynamic vegetation, fixed global PFT distribution, and without dynamic veg-
etation. Moreover, two additional simulations for PI and mid-Holocene were
carried out to examine the role of DGVM initial conditions and the potential for
bistable climate-vegetation states.
• Chapter 5 discusses potential mechanisms in the climate system that may have
been responsible for the strong GrIS mass loss during MIS 11 compared to MIS
5. In addition, Glimmer experiments with different sets of parameters were per-
formed to asses their sensitivity to the modelled GrIS during MIS 5 and MIS
11.
Chapter 6 includes the summary of the thesis and an outlook on modelling of earliear inter-
gacials climates, sensitivity studies on uncertainties of the potential model-dependencies,
and on modelling of interactively coupled CGCM-ice sheet transient experiments.
1.6 Author contributions
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model.
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2 Methodology
2.1 Models
To study the response of climate under GHG and orbital forcings during the past inter-
glacials, an approach of numerical modelling is applied. A General Circulation Models
(GCMs) of Community Climate System Model version 3 with Dynamic Global Vegetation
Model (CCSM3-DGVM) model is used. Moreover, the Glimmer (Genie Land Ice Model
with Multiple-Enabled Regions) ice sheet model is utilized for the the ice-sheet modelling
work simulated in this study. A brief description of models used in this study as follows:
2.1.1 CCSM3-DGVM
The NCARs (National Centre for Atmospheric Research) CCSM3 is a fully coupled GCM,
composed of four separate components representing atmosphere, ocean, land and sea-ice
connected by a flux coupler. The component models are CAM3 (Community Atmosphere
Model version 3; (Collins et al., 2004, 2006a,b), POP (Parallel Ocean Program version
1.4.3; Smith and Gent (2002), CLM3 (Community Land surfaceModel version 3; Oleson et
al. (2004) and CSIM5 (Community Sea Ice Model version 5; Briegleb et al. (2004). A low-
resolution version is employed in all CCSM3 simulations in this study where the resolution
of the atmospheric component is given by T31 (3.75◦ transform grid), with 26 layers in
the vertical. The ocean has a nominal resolution of 3◦ (like the sea-ice component) with a
vertical resolution of 25 levels.
The land model shares the same horizontal grid with the atmosphere and includes com-
ponents for biogeophysics, biogeochemistry, the hydrological cycle as well as a DGVM as
discussed in Sitch et al. (2003); Levis et al. (2004a); Bonan and Levis (2006). The DGVM
predicts the distribution of 10 plant functional types (PFTs) which are differentiated by
physiological, morphological, phenological, bioclimatic, and fire-response attributes (Levis
et al., 2004a). In order to improve the simulation of land-surface hydrology and, hence, the
vegetation cover, new parameterizations for canopy interception and soil evaporation were
implemented into the land component (Oleson et al., 2008; Handiani et al., 2013; Rach-
mayani et al., 2015). PFT population densities are restored annually, while the land and
atmosphere models are integrated with a 30 minutes time step.
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2.1.2 GLIMMER ice-sheet model
Version 1.0.4 of Glimmer is used for consistency with previous work (e.g., Lunt et al., 2008,
2009). The core of the model is based on the ice-sheet model described by Payne (1999)
and Rutt et al. (2009). The model includes a surface mass balance scheme, coupled ice flow,
thermodynamics and ice thickness evolution and an isostatic readjustment component. The
horizontal resolution of the model is 20 km with 11 vertical layers. Its design allows easy
coupling to a wide variety of climate models. As such there are two main components to
the model GLIDE and GLINT. GLIDE (General Land Ice Dynamic Elements) forms the
core part of Glimmer, in which ice velocities, internal ice temperature distribution, isostatic
readjustment and meltwater production are calculated. It takes boundary conditions from
the climate which provides upper surface temperature and mass balance fields, from the
isostasy model which provides the lower surface elevation, and finally a geothermal model
which provides a geothermal heat flux through the lower surface of the ice. GLINT is an in-
terface which allows any standard latitude longitude climate model to be coupled to GLIDE
relatively easily. The surface mass balance is simulated using the positive degree day (PDD)
approach described by Reeh (1991). The basis of the PDD method is the assumption that
the melt that takes place at the surface of the ice sheet is proportional to the time-integrated
temperature above the freezing point, known as the positive degree day. Two PDD factors
are used, one each for snow and ice, to take account of the different albedos and densities
of these materials. The use of PDD mass balance models is well-established in coupled
atmosphere-ice sheet palaeoclimate modelling studies (DeConto and Pollard, 2003; Lunt
et al., 2008, 2009)
Certain aspects concerning modelling the GrIS have not been included in the ice-sheet
model simulations in this study. Firstly, the version of Glimmer used does not contain an
ice-shelf component. The ice dynamics are represented with the widely used shallow-ice
approximation (SIA) approach, which neglects longitudinal stresses in the ice sheet. This
simplification is appropriate for ice masses that are thin compared with their horizontal
extent.
Secondly, the process of calving is parameterised at the marine margin (no attempt at
modelling the process of calving has been made). Thirdly, although basal sliding and basal
hydrology are included as options in Glimmer they are simplistic in their attempt to model
these components of the ice-sheet system (Rutt et al., 2009). Since modelling the GrIS in
this thesis is centered around the criteria used in the BAMBER benchmark exercise basal
sliding has not been included.
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3 Intra-interglacial climate
variability: Model simulations of
Marine Isotope Stages 1, 5, 11,
13, and 15
R. Rachmayani, M. Prange, M. Schulz
3.1 Abstract
Using the Community Climate System Model version 3 (CCSM3) including a dynamic
global vegetation model a set of 13 time slice experiments was carried out to study global
climate variability between and within the Quaternary interglacials of Marine Isotope
Stages (MISs) 1, 5, 11, 13, and 15. The selection of interglacial time slices was based
on different aspects of inter- and intra-interglacial variability and associated astronomical
forcing. The different effects of obliquity, precession and greenhouse gas (GHG) forc-
ing on global surface temperature and precipitation fields are illuminated. In most re-
gions seasonal surface temperature anomalies can largely be explained by local insolation
anomalies induced by the astronomical forcing. Climate feedbacks, however, may modify
the surface temperature response in specific regions, most pronounced in the monsoon
domains and the polar oceans. GHG forcing may also play an important role for sea-
sonal temperature anomalies, especially in high latitudes and early Brunhes interglacials
(MIS 13 and 15) when GHG concentrations were much lower than during the later inter-
glacials. High-versus-low obliquity climates are generally characterized by strong warming
over the Northern Hemisphere extratropics and slight cooling in the tropics during boreal
summer. During boreal winter, a moderate cooling over large portions of the Northern
Hemisphere continents and a strong warming at high southern latitudes is found. Beside the
well-known role of precession, a significant role of obliquity in forcing the West African
monsoon is identified. Other regional monsoon systems are less sensitive or not sensitive
at all to obliquity variations during interglacials. Moreover, based on two specific time
slices (394 and 615 ka) it is explicitly shown that the West African and Indian monsoon
systems do not always vary in concert, challenging the concept of a global monsoon sys-
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tem at astronomical timescales. High obliquity can also explain relatively warm Northern
Hemisphere high-latitude summer temperatures despite maximum precession around 495
ka (MIS 13). It is hypothesized that this obliquity-induced high-latitude warming may have
prevented a glacial inception at that time.
3.2 Introduction
The Quaternary period is characterized by the cyclic growth and decay of continental ice
sheets associated with global environmental changes (e.g., Lisiecki and Raymo, 2005;
Tzedakis et al., 2006; Jouzel et al., 2007; Lang and Wolff, 2011). While it is commonly
accepted that the transitions between glacial and interglacial stages are ultimately triggered
by varying astronomical insolation forcing (Hays et al., 1976), climate research is just be-
ginning to understand the internal climate feedbacks that are required to shift the Earth sys-
tem from one state to the other (e.g., van Nes et al., 2015). The astronomical forcing, with
its characteristic periods of ca. 400 and 100 kyr (eccentricity), 41 kyr (obliquity), and ca. 19
and 23 kyr (precession) as in Berger (1978), also acts as an external driver for long-term
climate change within the interglacials (i.e. the long-term intra-interglacial climate vari-
ability) and likely contributes to interglacial diversity since the evolution of astronomical
parameters differs between all Quaternary interglacial stages (cf. Tzedakis et al., 2009; Yin
and Berger, 2015). Understanding both interglacial climate diversity and intra-interglacial
variability helps to estimate the sensitivity of the Earth system to different forcings and to
assess the rate and magnitude of current climate change relative to natural variability.
Numerous interglacial climate simulations have been performed in previous studies
using Earth system models of intermediate complexity (e.g., Kubatzki et al., 2000; Cruci-
fix and Loutre, 2002; Loutre and Berger, 2003; Yin and Berger, 2012, 2015). While the
present and the last interglacial have also been extensively investigated with fully cou-
pled atmosphere-ocean general circulation models (e.g., Braconnot et al., 2007; Lunt et
al., 2013), earlier interglacial periods have received much less attention by climate mod-
ellers. Coupled general circulation model (CGCM) studies of earlier interglacial climates
have recently been performed for Marine Isotope Stage (MIS) 11 (Milker et al., 2013;
Kleinen et al., 2014) and MIS 13 (Muri et al., 2013). Using the CGCM CCSM3 (Commu-
nity Climate System Model version 3), Herold et al. (2012) presented a set of interglacial
climate simulations comprising the interglaciations of MIS 1, 5, 9, 11 and 19. Their study,
however, focussed on peak interglacial forcing (i.e. Northern Hemisphere summer occur-
ring at perihelion) and intercomparison of interglacials (i.e. interglacial diversity) only. In
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particular, they found that, compared to the other interglacials, MIS 11 exhibits the closest
resemblance to the present interglacial, especially during boreal summer.
Here, we present a different and complementary CGCM (CCSM3) study which takes
intra-interglacial climate variability into account by simulating two or more time slices for
each interglacial stage of MIS 1, 5, 11, 13, and 15. For the interglacial of MIS 5 (Last
Interglacial, MIS 5e; ca. 130-115 kyr ago), proxy data suggest a peak global mean temper-
ature of about 1◦ C higher than during the pre-industrial period (e.g., Otto-Bliesner et al.,
2013; Dutton et al., 2015). The maximum global mean sea-level has been estimated to 6-9
m above the present-day level (Kopp et al., 2009; Dutton and Lambeck, 2012; Dutton et al.,
2015). The interglacial of MIS 11 was unusually long, about 30,000 years (ca. 425-395 kyr
ago). Global average temperatures of MIS 11 are highly uncertain, but a peak global mean
temperature of up to 2◦ C relative to pre-industrial cannot be ruled out (Lang and Wolff,
2011; Dutton et al., 2015). Maximum global mean sea-level may have been 6-13 m higher
than today (Raymo and Mitrovica, 2012; Dutton et al., 2015). Interglacials before MIS 11
(early Brunhes interglacials), like MIS 13 and 15, are generally characterized by lower
global mean temperatures, larger continental ice-sheets, lower global sea level and lower
atmospheric greenhouse gas (GHG) concentrations relative to the more recent interglacials
(e.g., Yin and Berger, 2010; Lang and Wolff, 2011; Dutton et al., 2015).
The goal of this study is to disentangle the effects of obliquity, precession and GHG on
global surface climate. Our selection of interglacial time slices takes into account different
aspects of inter- and intra-interglacial variability and associated astronomical forcing. As
such, our approach differs from and complements previous model studies that focussed
on peak interglacial forcing and intercomparison of interglacials (Yin and Berger, 2012;
Herold et al., 2012). The selection of the time slices is described in detail in Section 2.3.
In contrast to previously performed climate model experiments with idealized astro-
nomical forcing, in which obliquity and precession have usually been set to extreme values
(e.g., Tuenter et al., 2003; Mantsis et al., 2011, 2014; Erb et al., 2013; Bosmans et al.,
2015), our analyzes are based on realistic astronomical configurations. We note that realis-
tic and idealized forcing experiments are equally important and complementary. Idealized
experiments provide important insight into the climate system’s response to astronomical
forcing. However, since this response may be non-linear, using extreme values of astro-
nomical parameters in idealized experiments may hide important aspects of astronomical
forcing. Obviously, realistically forced experiments have a stronger potential for model-
data comparison.
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Special focus is on the sensitivity of the West African and Indian monsoon systems to
obliquity and precession forcing. In particular, the applicability of the global monsoon con-
cept (Trenberth et al., 2000; Wang et al., 2014) will be tested for astronomical timescales.
3.3 Experimental setup
3.3.1 Model description
We use the fully coupled climate model CCSM3 with the atmosphere, ocean, sea-ice and
land-surface components interactively connected by a flux coupler (Collins et al., 2006). We
apply the low-resolution version of the model (Yeager et al., 2006) which enables us to
simulate a large set of time slices. In this version, the resolution of the atmosphere is given
by T31 spectral truncation (3.75◦ transform grid) with 26 layers, while the ocean model
has a nominal horizontal resolution of 3◦ (as has the sea-ice component) with 25 levels
in the vertical. The land model shares the same horizontal grid with the atmosphere and
includes components for biogeophysics, biogeochemistry, the hydrological cycle as well
as a Dynamic Global Vegetation Model (DGVM) based on the Lund-Potsdam-Jena (LPJ)-
DGVM (Sitch et al., 2003; Levis et al., 2004a; Bonan and Levis, 2006). The DGVM
predicts the distribution of 10 plant functional types (PFT) which are differentiated by
physiological, morphological, phenological, bioclimatic, and fire-response attributes (Levis
et al., 2004a). In order to improve the simulation of land-surface hydrology and hence
the vegetation cover, new parameterizations for canopy interception and soil evaporation
were implemented into the land component (Oleson et al., 2008; Handiani et al., 2013;
Rachmayani et al., 2015). PFT population densities are restored annually, while the land
and atmosphere models are integrated with a 30 minutes time step.
3.3.2 Setup of experiments
To serve as a reference climatic state, a standard pre-industrial (PI) control simulation was
carried out following PMIP (Paleoclimate Modelling Intercomparison Project) guidelines
with respect to the forcing (e.g., Braconnot et al., 2007). The PI boundary conditions in-
clude astronomical parameters of 1950 AD, atmospheric trace gas concentrations from the
18th century (Table 3.1) as well as pre-industrial distributions of atmospheric ozone, sul-
fate aerosols, and carbonaceous aerosols (Otto-Bliesner et al., 2006). The solar constant is
set to 1365 W m−2. The PI control run was integrated for 1000 years starting from modern
initial conditions, except for the vegetation which starts from bare soil.
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In total, 13 interglacial time slice experiments were carried out, all branching off from
year 600 of the PI spin-up run and running for 400 years each. Note that the present study
only focusses on the surface climate, for which this spin-up time should be sufficient,
whereas the deep ocean usually needs more time to adjust to changes in forcing (Renssen
et al., 2006b).
Boundary conditions for the selected time slices which are spanning the last 615 kyr
comprise astronomical parameters (Berger, 1978) and GHG concentrations as given in Ta-
ble 3.1, while other forcings (ice sheet configuration, ozone distribution, sulfate aerosols,
carbonaceous aerosols, solar constant) were kept as in the PI control run. The mean of the
last 100 simulation years of each experiment was used for analysis.
We note that a fixed calendar based on a 365-day year is used for all experiments (Jous-
saume and Braconnot, 1997; Chen et al., 2011). The greatest calender-biases are known to
occur in boreal fall, whereas the effects in boreal summer and winter (the seasons discussed
in the present study) are generally small (e.g., Timm et al., 2008).
3.3.3 Selection of interglacial time slices
For MIS 1, the mid-Holocene time slice of 6 ka using standard PMIP forcing (Braconnot et
al., 2007) was complemented by an early-Holocene 9 ka simulation when Northern Hemi-
sphere summer insolation was close to maximum (Fig. 3.1). Two time slices, 125 and 115
ka, were also chosen for the last interglacial (MIS 5e). Similar to 9 ka, the 125 ka time
slice is also characterized by nearly peak interglacial forcing, although the MIS 5 inso-
lation forcing is stronger due to a greater eccentricity of the Earth’s orbit. Moreover, the
global benthic δ18O stack is at minimum around 125 ka (Lisiecki and Raymo, 2005). By
contrast, boreal summer insolation is close to minimum at 115 ka, which marked the end
of MIS 5e (Fig. 3.1). GHG concentrations for the MIS 5 time slices were taken as specified
by PMIP-3 (Lunt et al., 2013).
For the unusually long interglacial of MIS 11 (e.g., Milker et al., 2013) three time slices
were chosen, 394, 405, and 416 ka. The middle time slice (405 ka) coincides with the δ18O
minimum of MIS 11 (Lisiecki and Raymo, 2005; Milker et al., 2013). The time slices of
394 and 416 ka are characterized by almost identical precession and similar GHG concen-
trations (Table 3.1), but opposite extremes of obliquity (maximum at 416 ka, minimum at
394 ka; Fig. 3.1). This allows to study the quasi-isolated effect of obliquity forcing (Berger,
1978) during MIS 11 by directly comparing the results of these two time slices. As opposed
to idealized simulations of obliquity forcing (e.g., Tuenter et al., 2003; Mantsis et al., 2011,
2014; Erb et al., 2013) our approach considers quasi-realistic climate states of the past using
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Figure 3.1 Benthic δ18O stack (Lisiecki and Raymo, 2005), climatic precession, obliquity, and
insolation at July, 65◦ N (Berger, 1978) for the different interglacials. The points mark the time
slices simulated in this study.
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Table 3.1 Atmospheric GHG concentrations used in the interglacial experiments.
Stage Time slice CO2 CH4 N2O
(ka) (ppmv) (ppbv) (ppbv)
MIS 1 0 280 760 270
6 280 650 270
9 265 680 260
MIS 5 115 273 472 251
125 276 640 263
MIS 11 394 275 550 275
405 280 660 285
416 275 620 270
MIS 13 495 240 487 249
504 240 525 278
516 250 500 285
MIS 15 579 252 618 266
609 259 583 274
615 253 617 274
realistic forcings. In the same vein, time slices for MIS 13 have been chosen. Obliquity is
at maximum at 495 ka and at minimum at 516 ka, while precession is almost identical. Un-
like the 394 and 416 ka time slices of MIS 11 which are characterized by intermediate
precession values, precession is at maximum at 495 and 516 ka, i.e. Northern Hemisphere
summer occurs at aphelion causing weak insolation forcing (Yin et al., 2009). In addition,
the 504 ka time slice was picked because of peak Northern Hemisphere summer insolation
forcing, while obliquity has an intermediate value (Fig. 3.1).
Finally, two time slice experiments were performed for MIS 15 to assess the climatic
response to minimum (579 ka) and maximum (609 ka) precession. Accordingly, Northern
Hemisphere summer insolation is near maximum and minumum at 579 and 609 ka, re-
spectively. In addition, a third MIS 15 experiment was carried out (615 ka) with insolation
forcing in between the two others (Fig. 3.1). Moreover, the 615 ka time slice has a very
special seasonal insolation pattern as we will see in the next section. All three MIS 15 time
slices coincide with minimum δ18O values (Lisiecki and Raymo, 2005).
Table 3.1 summarizes the GHG forcing of all experiments with values based on Lu¨thi
et al. (2008), Loulergue et al. (2008), and Schilt et al. (2010) using the EPICA Dome C
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timescale EDC3, except for the MIS 1 and MIS 5 experiments, where GHG values were
chosen following the PMIP guidelines (see above). We note that due to the uneven distri-
bution of methane sources and sinks over the latitudes, values of atmospheric CH4 concen-
tration derived from Antarctic ice cores present a lower estimate of global CH4 concentra-
tion. We further note that some results from the MIS 1 (6 and 9 ka), MIS 5 (125 ka), and
MIS 11 (394, 405, and 416 ka) experiments were previously published (Lunt et al., 2013;
Milker et al., 2013; Kleinen et al., 2014; Rachmayani et al., 2015).
3.3.4 Insolation anomalies
Annual cycles of the latitudinal distribution of insolation at the top of the atmosphere (as
anomalies relative to PI) are shown in Fig. 3.2 for each experiment. The insolation patterns
can be divided into three groups which differ in their seasonal distribution of incoming en-
ergy. Group I is characterized by high Northern Hemisphere summer insolation as exhibited
for the 6 and 9 ka (MIS 1), 125 ka (MIS 5), 405 and 416 ka (MIS 11), 504 ka (MIS 13),
and 579 ka (MIS 15) time slices. In most (but not all, see below) cases this is due to an as-
tronomical configuration with northern summer solstice at or close to perihelion. Group II
comprises anomalies with low boreal summer insolation as shown for 115 ka (MIS 5), 495
and 516 ka (MIS 13), and 609 ka (MIS 15). In these cases, northern winter solstice is near
perihelion. Group III is characterized by changes in the sign of the Northern Hemisphere
insolation anomalies from spring to summer and consists of two dates (394 and 615 ka). At
394 (615 ka) the insolation anomaly spring-to-summer change is from positive (negative)
to negative (positive). In these cases, spring equinox (394 ka) or fall equinox (615 ka) are
close to perihelion.
3.4 Results
3.4.1 JJAS surface temperature anomalies
The response of boreal summer (June–July–August–September, JJAS) surface temperature
to the combined effect of insolation and GHG in all individual climates (Fig. 3.3) shows
warm conditions (relative to PI) over most parts of the continents in Group I (6, 9, 125, 405,
416, 504, and 579 ka) with the three warmest anomalies at 9, 125, and 579 ka. The warm
surface conditions can largely be explained by the immediate effect of high summer insola-
tion and a reduction of the Northern Hemisphere sea-ice area by about 15-20% (not shown)
relative to PI. The large thermal capacity of the ocean explains a larger temperature re-
sponse over land than over the ocean (Herold et al., 2012; Nikolova et al., 2013). Simulated
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Figure 3.2 Insolation anomalies (relative to PI) for the time slices simulated in this study. Patterns
of insolation anomaly are classified into Groups I, II, and III (see text). The calculation assumes a
fixed present-day calendar with vernal equinox at 21 March.
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cooling over North Africa (10-25◦ N) and India in the Group I experiments is caused by en-
hanced monsoonal rainfall in these regions, which is associated with increased cloud cover,
i.e. reduced shortwave fluxes, and enhanced land surface evapotranspiration, i.e. greater la-
tent cooling (e.g., Braconnot et al., 2002, 2004; Zheng and Braconnot, 2013). Cooling in
some parts of the Southern Ocean in most Group I experiments is likely attributable to an
austral summer remnant effect of local insolation (see below) as in Yin and Berger (2012).
The 416 ka time slice, however, differs from the other Group I members by anomalously
cold conditions over the Southern Hemisphere continents. Again, this behaviour can be
explained by the immediate effect of the insolation, which shows negative anomalies in
the Southern Hemisphere during the JJAS season (Fig. 3.2). As such, the 416 ka time slice
must be considered a special case in Group I. While high Northern Hemisphere summer
insolation is related to low precession in most Group I members, positive anomalies of
Northern Hemisphere summer insolation at 416 ka are attributable to a maximum in obliq-
uity (Fig. 3.1), yielding the Northern-versus-Southern Hemisphere insolation contrast.
In contrast to Group I, Group II climates exhibit anomalously cold JJAS surface tem-
peratures globally with the three coldest anomalies at 115, 516, and 609 ka. Again, the
temperature response can largely be explained by the direct response to insolation forc-
ing, amplified in high latitudes by an increase of the sea-ice cover (about 5% in the Arctic
compared to PI). Due to a particular combination of high precession and eccentricity with
low obliquity the insolation forcing and surface temperature response is strongest for the
115 ka time slice. Group II warming in the North African and Indian monsoon regions is
associated with increased aridity and reduced cloudiness.
Group III climates (394 and 615 ka) show rather complex temperature anomaly pat-
terns, especially in the tropics. In the 394 ka time slice, however, northern continental
regions show a distinct cooling, whereas continental regions exhibit an overall warming in
the Southern Hemisphere (except for Antarctica). To a large extent, the 394 ka time slice
shows a reversed JJAS temperature anomaly pattern compared to the 416 ka simulation
over the continental regions, except for Antarctica.
3.4.2 DJF surface temperature anomalies
Boreal winter (December–January–February, DJF) surface temperature anomalies are pre-
sented in Fig. 3.4. Generally low DJF insolation in Group I time slices (Fig. 3.2) results
in anomalously cold surface conditions over most of the globe, particularly strong in the
579 ka (MIS 15) time slice. However, anomalously warm conditions in the Arctic stand in
contrast to the global DJF cooling at 6, 9, 125, 405, and 416 ka. The Arctic warming is
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Figure 3.3 Boreal summer surface temperature anomalies (relative to PI) for the different inter-
glacial time slices. Classification into Groups I, II, and III (see text) is indicated.
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due to the remnant effect of the polar summer insolation through ocean–sea ice feedbacks
(Fischer and Jungclaus, 2010; Herold et al., 2012; Yin and Berger, 2012; Kleinen et al.,
2014). Anomalous shortwave radiation during the Arctic summer leads to enhanced melt-
ing of sea ice and warming of the upper polar ocean. The additional heat received by the
upper ocean delays the formation of winter sea ice, reduces its thickness and finally leads
to a warming of the winter surface atmospheric layer by enhanced ocean heat release (Yin
and Berger, 2012). Arctic winter warming is not present in the 504 ka (MIS 13) and 579 ka
(MIS 15) time slices in Group I, where the summer remnant effect in the Arctic is probably
masked by a global cooling that is induced by low GHG concentrations typical for early
Brunhes (MIS 13 and before) interglacials.
To a large extent, DJF surface temperature anomaly patterns are reversed in Group II
with warming over most continental regions. Moreover, the summer remnant effect reverses
to a substantial cooling in the Arctic region. Temperature anomaly patterns in Group III are,
again, rather complex. Interestingly, most Northern Hemisphere continental regions remain
relatively cold during boreal winter (as in summer) in the 394 ka simulation. Relatively low
GHG concentrations, especially CH4, contribute to the year-round extratropical cooling in
this time slice.
3.4.3 JJAS precipitation anomalies
Boreal summer precipitation shown in Fig. 3.5 exhibits intensified rainfall in the monsoon
belt from North Africa to India, via the Arabian Peninsula, in all Group I simulations in
response to high summer insolation (Prell and Kutzbach, 1987; de Noblet et al., 1996;
Tuenter et al., 2003; Braconnot et al., 2007). By contrast, the same monsoon regions expe-
rience anomalously dry conditions in the Group II (low boreal summer insolation) experi-
ments. The most interesting results regarding the tropical rainfall response to astronomical
forcing appear in Group III, where the monsoonal precipitation anomalies show opposite
signs in North Africa (Sahel region) and India.
Table 3.2 summarizes the summer monsoonal rainfall amounts for the North African
(20◦ W-30◦ E; 10-25◦ N) and Indian (70-100◦ E; 10-30◦ N) regions. Highest rainfall in the
North African monsoon region occurs in the 9, 125, 504, and 579 ka time slice runs (all
Group I) associated with low precession values (Fig. 3.1). Driest conditions occur at 115,
495, 516, and 609 ka (all Group II) associated with precession maxima (Fig. 3.1). As in
North Africa, Group I (Group II) experiments exhibit anomalously wet (dry) monsoon
conditions in India.
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Figure 3.4 As in Fig. 3.3, but for boreal winter.
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Figure 3.5 As in Fig. 3.3, but for boreal summer precipitation.
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Table 3.2 Summer (JJAS) precipitation over North Africa (20◦ W-30◦ E and 10-25◦ N) and over
India (70-100◦ E and 10-30◦ N) along with anomalies relative to PI. Absolute precipitation values
are given with standard error (2σ) based on 100 simulation years of each experiment.
Stage Time slice North Africa North Africa Anomaly India India Anomaly
(ka) (mm day −1) (mm day −1) (mm day −1) (mm day −1)
MIS 1 0 2.44±0.04 6.59±0.12
6 3.41±0.04 0.97 6.91±0.10 0.32
9 3.71±0.04 1.27 7.36±0.08 0.77
MIS 5 115 1.59±0.02 -0.85 5.90±0.15 -0.69
125 3.79±0.04 1.35 7.26±0.07 0.67
MIS 11 394 2.37±0.04 -0.07 6.92±0.12 0.33
405 3.20±0.04 0.76 6.95±0.11 0.36
416 3.06±0.04 0.62 7.13±0.12 0.54
MIS 13 495 1.91±0.04 -0.53 6.11±0.13 -0.48
504 3.72±0.04 1.28 7.11±0.08 0.52
516 1.88±0.04 -0.56 6.22±0.13 -0.37
MIS 15 579 3.77±0.04 1.33 7.72±0.07 1.13
609 1.49±0.02 -0.95 6.10±0.13 -0.49
615 3.21±0.04 0.77 6.27±0.13 -0.32
3.4.4 Net Primary Production (NPP) anomalies
Vegetation responds to changes in surface temperature and precipitation and, in certain re-
gions, may feedback to the climate (cf. Rachmayani et al., 2015). Figure 3.6 shows the
simulated changes in NPP, reflecting increase/decrease and expansion/retreat of vegetation
covers, relative to PI. In high Arctic latitudes, NPP increases in the Group I simulations, ex-
cept for 405 ka where temperature changes are probably too small to substantially affect the
vegetation. By contrast, Arctic NPP declines in the Group II experiments, albeit only in the
easternmost part of Siberia in the 495 ka experiment. A substantial decline of Arctic NPP is
also simulated for 394 ka (Group III). In the tropical regions, vegetation changes are mostly
governed by precipitation. Consequently, enhanced rainfall results in increased NPP over
North Africa, the Arabian Peninsula and India in all Group I experiments. In North Africa
increased NPP is associated with a northward shift of the Sahel–Sahara boundary. The
largest shifts are simulated for 125 and 579 ka in accordance with maximum North African
rainfall anomalies. In these experiments, a complete greening of the Arabian Desert is sim-
ulated. Opposite NPP anomalies in the tropical monsoon regions are simulated in the Group
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II experiments. In Group III, NPP increases result from anomalously high rainfall in North
Africa (615 ka) or India (394 ka).
3.4.5 Climatic effects of obliquity variations during MIS 11 and MIS 13
The MIS 11 time slices 394 and 416 ka show opposite obliquity extremes (at similar pre-
cession), as do the MIS 13 time slices 495 and 516 ka (Fig. 3.1). Insolation differences
between the high obliquity (416, 495 ka) and low obliquity (394, 516 ka) cases (i.e. 416
minus 394 and 495 minus 516 ka) are displayed in Fig. 3.7. The effect of high obliquity
is to strengthen the seasonal insolation cycle. At low latitudes, the effect of obliquity on
insolation is small.
For the maximum obliquity time slices (416 and 495 ka) relatively high boreal sum-
mer insolation directly translates into positive surface temperature anomalies over Northern
Hemisphere continents, except for the low latitudes where reduced local insolation (espe-
cially in the MIS 13 case) and higher monsoon rainfall (especially in the MIS 11 case,
see below) lead to surface cooling (Fig. 3.8a,b). By contrast, receiving anomalously low
insolation during austral winter, Southern Hemisphere continents exhibit anomalously cold
surface temperatures. For the 416–394 ka case, however, the Antarctic continent and the
Southern Ocean show large-scale warming during the JJAS season, which can be attributed
to a south polar summer remnant effect as the austral summer insolation anomaly is ex-
tremely high in this experiment (Fig. 3.7a). Higher GHG concentrations at 416 compared
to 394 ka may add to this warming. Owing to a smaller south polar summer insolation
anomaly (Fig. 3.7) the summer remnant effect is smaller in the 495–516 ka case and even
surpassed by anomalously low GHG forcing in the 495 ka time slice, leading to negative
austral winter temperature anomalies in the Southern Ocean and Antarctica (Fig. 3.7b).
During boreal winter, Northern Hemisphere continents show large-scale cooling in re-
sponse to high obliquity (and hence relatively low insolation), except for the Arctic realm
where the summer remnant effect results in substantial positive surface temperature anoma-
lies (Fig. 3.8c and d). During the same season (DJF) anomalously high insolation causes
surface warming in the Southern Hemisphere in response to high obliquity. As a general
pattern in the annual mean, maximum-minus-minimum obliquity forcing causes anomalous
surface warming at high latitudes and surface cooling at low latitudes caused by seasonal
and annual insolation anomalies in combination with climate feedbacks like the polar sum-
mer remnant effect and monsoon rainfall.
Despite the weak insolation signal at low latitudes, substantial obliquity-induced
changes in tropical precipitation are simulated (Fig. 3.8e and f). The strongest signal is
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Figure 3.6 As in Fig. 3.3, but for annual net primary production.
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ka, (B) 495-516 ka.
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found in the North African monsoon region in the MIS 11 experiments, where greater JJAS
precipitation occurs during maximum obliquity at 416 ka than during the obliquity mini-
mum at 394 ka. A positive Sahel rainfall anomaly is also found in the MIS 13 experiments
(495–516 ka), but much weaker than in the MIS 11 case (416–394 ka). We suppose that
the obliquity-induced increase in North African monsoonal rainfall is counteracted by the
high precession at 495 ka that tends to weaken the monsoon. Considering the spatiotem-
poral insolation patterns (Fig. 3.7) the Northern Hemisphere tropical summer insolation
anomaly is less negative and the meridional summer insolation gradient anomalies are gen-
erally greater in the 416–394 ka case compared to the 495–516 ka case. Both features of
the insolation anomaly favor a strong North African monsoon (see Discussion).
3.4.6 Evaluating the climatic effects of astronomical and GHG forcings
through correlation maps
In order to evaluate the climatic effects of obliquity, precession and GHG concentrations,
linear correlations between the individual forcing parameters and climatic fields (surface
temperature, precipitation) were calculated from the 14 time slice experiments (13 inter-
glacial time slices plus PI). To this end, each climate variable (temperature, precipitation)
was averaged over the last 100 years of each experiment. Linear correlation coefficients
between a climatological variable and a forcing parameter (obliquity, precession, GHG ra-
diative forcing) were calculated at each grid point. Significance of correlations was tested
by a two-sided Student’s t test with 95% confidence level. Total radiative forcing from CO2,
CH4, and N2O in each experiment was calculated based on a simplified expression given
in Table 3.3 (IPCC , 2001).
Table 3.3 Simplified expressions for calculation of radiative forcing due to CO2, CH4, N2O. C is
CO2 in ppmv, M is CH4 in ppbv, N is N2O in ppbv. The subscript 0 denotes the unperturbed GHG
concentration of PI.
Trace gas Simplified expression Radiative forcing, ΔF (Wm−2) Constants
CO2 ΔF=α(g(C)-g(C0)) α=3.35
where g(C)= ln(1+1.2C+0.005C2 +1.4×10−6C3)
CH4 ΔF=α(
√
M -
√
M0)-(f(M,N0)-f(M0,N0)) α=0.036
N2O ΔF=α(
√
N -
√
N0)-(f(M0,N)-f(M0,N0)) α=0.12
where f(M,N)=0.47 ln[1+2.01×10−5(MN)0.75+5.31×10−15M(MN)1.52]
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Figure 3.9 shows the corresponding correlation maps for annual mean, boreal summer,
and boreal winter surface temperature. As expected, GHG forcing is positively correlated
with surface temperature over most regions of the globe (Fig. 3.9a), which is particularly
pronounced in the annual mean. For the seasonal correlation maps (boreal summer and
winter) the correlation coefficients are smaller because of the dominant impact of obliquity
and precession forcing.
As already described in the previous subsection, the general surface temperature pat-
tern of high obliquity forcing is warming at high latitudes and cooling at low latitudes
(Fig. 3.9b). High precession (northern solstice near aphelion) leads to boreal summer sur-
face cooling over most extratropical regions (Fig. 3.9c). However, surface warming occurs
in some tropical regions as a response to weaker monsoons. During boreal winter, anoma-
lously high insolation causes anomalous surface warming except in the Arctic (due to the
summer remnant effect) and northern Australia (due to a stronger regional monsoon).
Correlation maps for annual mean, boreal summer, and boreal winter precipitation are
shown in Fig. 3.10. GHG radiative forcing exhibits no clear response in precipitation except
for the high latitudes where the hydrologic cycle accelerates with higher GHG concentra-
tions (Fig. 3.10a). Since the GHG variations are relatively small, the effects of astronom-
ical forcing on the monsoons are way larger than the effects of GHG variations during
the interglacials. Arctic precipitation is also amplified by high obliquity during summer
(Fig. 3.10b). Obliquity also strengthens the monsoonal rainfall in North Africa (Sahel re-
gion), whereas no effect of obliquity can be detected for the Australian monsoon. The
sensitivity of other monsoon systems to obliquity changes is also weak or even absent in
our experiments. The most robust response of the hydrologic cycle is found for precession
(Fig. 3.10c). In particular, high precession reduces summer rainfall in the monsoon belt
from North Africa to India as well as in the Arctic realm. East Asian rainfall shows a some-
what heterogeneous pattern and is, in general, only weakly coupled with the Indian and
African monsoons. This finding is consistent with a recent model intercomparison study
by Dallmeyer et al. (2015). During boreal winter, the hydrologic cycle strengthens in the
Arctic and Antarctic regions, while Southern Hemisphere monsoon systems amplify re-
sulting in enhanced rainfall over South America, southern Africa, and northern Australia in
response to high precession. We note that these monsoonal rainfall changes go along with
distinct surface temperature signals in the annual mean (Fig. 3.9c).
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calculated from the entire set of experiments. Summer refers to JJAS, winter to DJF. Only significant values are shown according to a two-sided
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Figure 3.10 As in Fig. 3.9, but for precipitation.
49
3.5 Discussion
While most time slices presented in this study were simulated for the first time using a com-
prehensive CGCM, the 6, 115 and 125 ka time slices have been studied extensively in
previous model studies. In general, the CCSM3 results are in line with these previous stud-
ies in terms of large-scale temperature and precipitation patterns. Warm boreal summer
conditions (relative to PI) over most parts of the continents and the Arctic are a general fea-
ture in paleoclimatic simulations of the mid-Holocene (6 ka), while the North African and
South Asian monsoon regions are anomalously cold due to enhanced rainfall (Braconnot
et al., 2007). Though evidenced by proxy records (e.g., McClure, 1976; Hoelzmann et al.,
1998; Fleitmann et al., 2003), several models fail to simulate wetter mid-Holocene condi-
tions over the Arabian Peninsula (cf. https://pmip3.lsce.ipsl.fr/database/
maps/), while CCSM3 simulates not only enhanced rainfall but also greening of the Ara-
bian Desert. The 125 ka surface temperature pattern shows similar features than the 6 ka
pattern, but much more pronounced due to the larger eccentricity and hence stronger pre-
cessional forcing. However, compared to other simulations of the last interglaciation, our
CCSM3 simulation produces a relatively cold MIS 5e surface climate as shown by Lunt et
al. (2013). At 115 ka, surface temperature anomalies show the opposite sign with dramatic
cooling over the Arctic and the northern continental regions providing ideal conditions for
glacial inception (e.g., Khodri et al., 2005; Kaspar and Cubasch , 2007; Jochum et al.,
2012). A retreat of the vegetation at high northern latitudes tends to amplify the insolation-
induced cooling (cf. Gallimore and Kutzbach, 1996; Meissner et al., 2003).
A recent simulation of the MIS 13 time slice at 506 ka using the CGCM HadCM3 (Muri
et al., 2013) can be compared to our 504 ka time slice using CCSM3. Global patterns of
surface temperature anomalies (relative to PI) are remarkably similar in the two different
simulations with warm anomalies over all continents (except for the North African and
South Asian monsoon regions) in boreal summer and worldwide cold anomalies during
boreal winter. Moreover, both simulations show anomalously high boreal summer precip-
itation over northern South America, North and central Africa as well as the South Asian
monsoon region.
Although our CCSM3 results show general agreement with other model studies, the
validation of model results with data is usually not straightforward. The reader is referred
to previous work where our CCSM3 simulation of 125 ka (Lunt et al., 2013) as well as
the MIS 11 simulations have been extensively compared to proxy data (Milker et al., 2013;
Kleinen et al., 2014). Taken together, these and other studies (e.g., Lohmann et al., 2013)
indicate that CGCMs tend to produce generally smaller interglacial temperature anomalies
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than suggested by the proxy records. So far, the reason for these discrepancies is unsolved
(cf. Liu et al., 2014), but Hessler et al. (2014) pointed out that uncertainties associated with
sea surface temperature reconstructions are generally larger than interglacial temperature
anomalies. Thus, currently available surface temperature proxy data cannot serve as a target
for benchmarking interglacial model simulations.
Two time slices of MIS 11 (394 vs. 416 ka) and two time slices of MIS 13 (495 vs. 516
ka) allow the investigation of (almost pure) obliquity effects on global climate, although the
GHG and precession are not exactly the same between the time slices. As such, the results
from these simulations can be compared to previously performed idealized model experi-
ments in which obliquity has been changed from maximum to minimum values (Tuenter
et al., 2003; Mantsis et al., 2011; Erb et al., 2013; Bosmans et al., 2015). The common
results of those idealized and our experiments can be summarized as follows. High-versus-
low obliquity climates are characterized by strong warming over the Northern Hemisphere
extratropics and slight cooling in the tropics during boreal summer. During boreal winter,
a moderate cooling over large portions of the Northern Hemisphere continents and a strong
warming at high southern latitudes is found. The obliquity-induced Northern Hemisphere
summer warming appears to be of particular interest for the MIS 13 climate evolution. At
495 ka, precession is at maximum, but the global benthic δ18O stack by Lisiecki and Raymo
(2005) does not show the expected increase towards heavier values which would indicate
colder conditions and Northern Hemisphere cryosphere expansion (Fig. 3.1). In fact, de-
spite high precession, the 495 ka simulation exhibits the warmest Northern Hemisphere
summer temperatures from all Group II experiments (Fig. 3.3), which can be attributed to
concomitant high obliquity. We therefore hypothesize that the Northern Hemisphere sum-
mer climate at 495 ka was not cold enough for ice sheets to grow and global ocean δ18O to
increase. We note, however, that the benthic δ18O stack is subject to age model uncertain-
ties of a few thousand years.
Moreover, our CCSM3 results as well as the studies by Tuenter et al. (2003) and
Bosmans et al. (2015) suggest a significant effect of obliquity on West African monsoon
rainfall despite the weak insolation signal at low latitudes. Bosmans et al. (2015) have
shown that obliquity-induced changes in moisture transport towards North Africa result
from changes in the meridional insolation gradient (Davis and Brewer, 2009). However,
the impact of obliquity on the monsoon also depends on precession. In the 495–516 ka
experiment the obliquity-effect on the West African monsoon is minor, as both time slices
(495 and 516 ka) are characterized by precession maxima leading to extremely weak mon-
soonal circulation and rainfall in both cases. The existence of a 41 kyr cyclicity (in addition
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to astronomical-related 100 and 19–23 kyr cycles) in reconstructions of North African arid-
ity during the Quaternary has usually been attributed to obliquity-forced Northern Hemi-
sphere cryosphere effects on the monsoon climate (e.g., Bloemendal and deMenocal, 1989;
deMenocal et al., 1993; Tiedemann et al., 1994; deMenocal, 1995; Kroon et al., 1998). Our
model results along with the studies by Tuenter et al. (2003) and Bosmans et al. (2015)
complement this picture, showing that the direct insolation-gradient forcing associated with
obliquity can contribute to West African monsoon changes without involving high-latitude
remote climate forcing associated with Northern Hemisphere ice sheets.
According to the CCSM3 results, the Indian monsoon is less sensitive to direct obliquity
(insolation gradient) forcing than the West African monsoon. This finding is consistent with
proxy records from the Arabian Sea that show substantial 41 kyr (obliquity) periodicity
only after the onset of Quaternary glacial cycles when waxing and waning of northern ice
sheets could have worked as an agent for the transfer of obliquity forcing to the Indian
monsoon region (Bloemendal and deMenocal, 1989). In general, it is found that the two
monsoon systems do not always vary in concert. This is particularly evident in the Group
III experiments (394 and 615 ka) where the precipitation anomalies over North Africa and
India have opposite signs (Table 3.2). Considering the annual insolation maps of the 394
and 615 kyr experiments (Fig. 3.2), West African monsoon rainfall turns out to be most
sensitive to changes in summer insolation, whereas spring/early summer insolation is more
important for monsoon rainfall over India. Similar results have been found by Braconnot et
al. (2008). It has been argued that the reason is a resonant response of the Indian monsoon to
the insolation forcing when maximum insolation anomalies occur near the summer solstice
and a resonant response of the African monsoon – which has its rainfall maximum one
month later in the annual cycle than the Indian monsoon – when the maximum insolation
change is delayed after the summer solstice. The different responses to specific forcings
and the sometimes out-of-phase behaviour of the African and Indian monsoon systems
challenge the global monsoon concept – according to which all regional monsoon systems
are part of one seasonally varying global-scale atmospheric overturning circulation in the
tropics (Trenberth et al., 2000; Wang et al., 2014) – at astronomical timescales.
Another important result of our study is associated with obliquity forcing of high-
latitude precipitation anomalies. As obliquity increases, high latitudes become warmer and
the gradient in solar heating between high and low latitudes decreases, while precipitation
over high-latitude continental regions increases (Fig. 3.10b). This result clearly contradicts
the “gradient hypothesis” by Raymo and Nisancioglu (2003) according to which low obliq-
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uity would favour polar ice-sheet growth through enhanced delivery of moisture owing to
an increased meridional solar heating gradient.
Since CO2 and other GHG variations are relatively small during the interglacials, the
effects of astronomical forcing on the monsoons are substantially larger. Hence, GHG forc-
ing shows a clear response in precipitation only for the high latitudes where the hydrologic
cycle accelerates with higher GHG concentrations. In the monsoon regions, interglacial
rainfall variations are almost entirely controlled by astronomical forcing.
The use of a modern ice-sheet configuration for all interglacial time slice experiments,
however, must be considered a limitation of the present study. Future studies should include
the effects of changing ice sheets and associated meltwater fluxes in shaping interglacial
climates. Large Northern Hemisphere ice sheets might have played an important role for
regional and global climates especially during early Brunhes interglacials (MIS 13 and
before) as suggested by, e.g., Yin et al. (2008) and Muri et al. (2013). But also during
late Brunhes interglacial stages, like the Holocene, model studies suggest an influence of
changing land ice on the interglacial climate evolution (Renssen et al., 2009; Marzin et
al., 2013). The tremendous uncertainties regarding ice-sheet reconstructions beyond the
present interglacial could be taken into account by performing sensitivity experiments.
3.6 Conclusions
Using CCSM3-DGVM, 13 interglacial time slice experiments were carried out to study
global climate variability between and within Quaternary interglacials. The selection of
interglacial time slices was based on different aspects of inter- and intra-interglacial vari-
ability and associated astronomical forcing. As such, our approach is complementary to
both idealized astronomical forcing experiments (e.g., Tuenter et al., 2003; Mantsis et al.,
2011, 2014; Erb et al., 2013; Bosmans et al., 2015) and climate simulations that focussed
on peak interglacial forcing (Herold et al., 2012; Yin and Berger, 2012).
In this study, the different roles of obliquity, precession and GHG forcing on surface
temperature and precipitation patterns have been disentangled. In most regions seasonal
surface temperature anomalies could largely be explained by local insolation anomalies
induced by the astronomical forcing. Climate feedbacks modify the surface temperature
response in specific regions, particularly in the monsoon domains and the polar oceans.
GHG forcing may also play a role for seasonal temperature anomalies, especially in high
latitudes and the early Brunhes interglacials MIS 13 and 15 when GHG concentrations
were much lower than during the later interglacials.
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A significant role of obliquity in forcing the West African monsoon was found, whereas
the Indian monsoon – as well as the other regional monsoon systems – appear to be less
sensitive (or not sensitive at all) to obliquity changes during interglacials. Despite this im-
portant role of obliquity in West African monsoon variability, the response to precession is
still stronger. Different responses to specific forcings and the obvious anti-phase behaviour
of the African and Indian monsoon systems in the 394 and 615 ka experiments, where the
North African rainfall anomaly has opposite sign compared to the Indian anomaly, clearly
point to the fact that the two regional monsoon systems do not always vary in concert and
challenge the global monsoon concept at the astronomical timescale.
As a general pattern in the annual mean, maximum-minus-minimum obliquity forcing
causes anomalous surface warming at high latitudes and surface cooling at low latitudes
caused by seasonal and annual insolation anomalies in combination with climate feed-
backs like the polar summer remnant effect and monsoon rainfall. High obliquity may also
explain relatively warm Northern Hemisphere high-latitude summer temperatures despite
maximum precession around 495 ka (MIS 13). We hypothesize that this obliquity-induced
high-latitude warming may have prevented a glacial inception at that time. Moreover, our
results suggest high-latitude precipitation increase with increasing obliquity, contradicting
the “gradient hypothesis” by (Raymo and Nisancioglu, 2003) according to which low obliq-
uity would favour polar ice-sheet growth through enhanced delivery of moisture owing to
an increased meridional solar heating gradient.
Future studies should include the effects of changing ice sheets and associated melt-
water fluxes in shaping interglacial climates. With increasing computer power long-term
transient simulations of interglacial climates will become more common. So far, transient
CGCM simulations have been performed for the present (e.g., Lorenz and Lohmann , 2004;
Varma et al., 2012; Liu et al., 2014) and the last interglacial (e.g., Bakker et al., 2013;
Govin et al., 2014). More transient simulations of earlier interglacials, ideally with coupled
interactive ice-sheet models, will help to develop a significantly deeper understanding of
interglacial climate dynamics.
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4 North African
vegetation-precipitation
feedback in early and
mid-Holocene climate
simulations with CCSM3-DGVM
R. Rachmayani, M. Prange, M. Schulz
4.1 Abstract
The present study analyses the sign, strength and working mechanism of the vegetation-
precipitation feedback over North Africa in middle (6 ka) and early Holocene (9 ka) sim-
ulations using the comprehensive coupled climate-vegetation model CCSM3-DGVM. The
coupled model simulates enhanced summer rainfall and a northward migration of the West
African monsoon trough along with an expansion of the vegetation cover for the early and
middle Holocene compared to pre-industrial. It is shown that dynamic vegetation enhances
the orbitally triggered summer precipitation anomaly by approximately 20% in the Sa-
hara/Sahel region (10–25◦ N,20◦ W–30◦ E) in both the early and mid-Holocene experiments
compared to their fixed-vegetation counterparts. The primary vegetation-rainfall feedback
identified here operates through surface latent heat flux anomalies by canopy evaporation
and transpiration and their effect on the mid-tropospheric African Easterly Jet, whereas the
effects of vegetation changes on surface albedo and local water recycling play a negligible
role. Even though CCSM3-DGVM simulates a positive vegetation-precipitation feedback
in the North African region, this feedback is not strong enough to produce multiple equi-
librium climate-ecosystem states on a regional scale.
4.2 Introduction
At present, North Africa is much drier than during the early and middle Holocene when
a higher orbitally induced summer insolation triggered more humid and “greener” con-
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ditions in the Sahel and Saharan regions (e.g. Kutzbach and Street-Perrot, 1985; Street-
Perrott and Perrott, 1993; Jolly et al., 1998; Kohfeld and Harrison, 2000; Prentice et al.,
2000; Bartlein et al., 2011; Collins et al., 2013). Following pioneering modelling work by
Kutzbach (1981), numerous numerical climate model experiments have been conducted
in order to examine climate sensitivity to Holocene orbital forcing in low latitudes, where
insolation variations are strongly dominated by the precessional cycle. Even though these
model studies have abundantly documented that an intensification and northward shift of
the North African summer monsoon was induced by the enhanced seasonal insolation cycle
during the early-to-mid Holocene, rainfall anomalies simulated by the models turned out to
be significantly smaller than those reconstructed from lake level or pollen data (e.g. Jolly
et al., 1998; Kohfeld and Harrison, 2000). Therefore, various positive feedbacks have been
postulated to be crucial in shaping the early-to-mid Holocene North African humid period,
involving vegetation and soil (e.g. Kutzbach et al., 1996; Claussen et al., 1999; Doherty et
al., 2000; Levis et al., 2004a; Hales et al., 2006), sea-surface temperatures (e.g. Kutzbach
and Liu, 1997; Zhao et al., 2005; Zhao and Harrison, 2012), and surface-water coverage
by lakes and wetlands (e.g. Coe and Bonan, 1997; Krinner et al., 2012). Over time, the
notion of a positive vegetation-precipitation feedback has received the greatest attention in
the literature (see Claussen, 2009).
Based on early work by Otterman (1974) and Charney (1975), it has been suggested
that the effect of an expanded North African vegetation cover on surface albedo would
be key in amplifying the early-to-mid Holocene West African monsoonal rainfall (e.g.
Claussen and Gayler, 1997; Brovkin et al., 1998; Hales et al., 2006). Provided that the pos-
itive vegetation-climate feedback is sufficiently strong to introduce non-linear dynamics
into the climate-ecosystem, multiple equilibria of the atmosphere-vegetation state may ex-
ist (Claussen, 1994, 1997, 1998; Wang and Eltahir, 2000; Zheng and Neelin, 2000; Renssen
et al., 2003; Patricola and Cook, 2008; Bathiany et al., 2012); a humid state with expanded
vegetation cover and an arid state with expanded desert. In general circulation and con-
ceptual model studies bi-stability was found only under late Holocene (i.e. after ∼ 6 kaBP)
orbital forcing, while only one stable state, the “green (West-) Sahara”, was found for early-
to-mid Holocene forcing (Claussen and Gayler, 1997; Brovkin et al., 1998; Claussen et al.,
1998).
A transition from the humid state to the arid state by a catastrophic bifurcation or “un-
stable collapse” (Liu et al., 2006, 2007) was suggested to have been abruptly terminating
the African humid period around 5.5 ka (deMenocal et al., 2000). Both the abruptness of
the North African climate transition (Renssen et al., 2006a; Kro¨pelin et al., 2008; Le´zine
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et al., 2011; Claussen et al., 2013; Francus et al., 2013) as well as the existence of a strong
positive vegetation-rainfall feedback in North Africa (Levis et al., 2004a; Liu et al., 2006,
2007; Kro¨pelin et al., 2008; Notaro et al., 2008; Wang et al., 2008; Liu et al., 2010) have
later been challenged. In a model intercomparison study, two out of three coupled climate-
vegetation models that participated in PMIP2 (Paleoclimate Modelling Intercomparison
Project, Phase II) suggested a negative vegetation-precipitation feedback over North Africa
in simulations of the middle Holocene, though no systematic feedback analysis has been
performed (Braconnot et al., 2007). In particular, the Charney feedback operating via sur-
face albedo changes has been called into question (Levis et al., 2004a; Notaro et al., 2008;
Patricola and Cook, 2008; Wang et al., 2008; Liu et al., 2010).
In the current study, we investigate the sign, strength and working mechanism of the
vegetation-precipitation feedback over North Africa in mid (6 ka) and early Holocene (9
ka) simulations with the comprehensive fully coupled climate-vegetation model CCSM3-
DGVM. In contrast to statistical (lagged autocovariance) approaches (e.g. Notaro et al.,
2008; Wang et al., 2008) to assess the existence and sign of the biogeophysical feedback,
we apply a straightforward experimental design to assess the climate-vegetation feedback
in North Africa by switching on and off interactive dynamic vegetation in this specific
coupled model. Moreover, the impact of vegetation initial conditions on mid-Holocene and
modern (pre-industrial) climate-vegetation simulations and hence the existence of multiple
equilibria in the North African climate-ecosystem is studied systematically.
4.3 Experimental Design
4.3.1 Model
The National Center for Atmospheric Research (NCAR) Community Climate System
Model version 3 (CCSM3) is composed of four components representing atmosphere,
ocean, land (including the Dynamic Global Vegetation Model; DGVM) and sea ice con-
nected by a flux coupler (Collins et al., 2006). Here we use the low-resolution version of
the model, in which the resolution of the atmosphere and land components is given by T31
(3.75◦ transform grid), while the ocean has a nominal horizontal resolution of 3◦ (Yeager
et al., 2006). The atmospheric and oceanic grids have 26 and 25 levels in the vertical, re-
spectively. New parameterizations for canopy interception and soil evaporation have been
implemented into the land component in order to improve the simulation of the land hy-
drology and vegetation cover (Oleson et al., 2008) as in Handiani et al. (2013). CCSM3’s
dynamic vegetation model DGVM is based on the Lund-Potsdam-Jena (LPJ) model (Sitch
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et al., 2003; Levis et al., 2004b; Bonan and Levis, 2006) and simulates the tempo-spatial
distribution of 10 plant functional types (PFTs; 7 tree PFTs and 3 grass PFTs) which are dif-
ferentiated by physiological, morphological, phenological, bioclimatic, and fire-response
attributes (Levis et al., 2004b). The land and atmosphere components are integrated with
a 30min time step, while vegetation structure and PFT population densities are updated
annually (Levis et al., 2004b).
4.3.2 Setup of Experiments
In order to disentangle the impact of dynamic vegetation on the early and mid-Holocene
North African climate three sets of experiments were carried out. The first set (OAV) uses
the fully coupled CCSM3-DGVM inluding dynamic ocean (O), atmosphere (A), and veg-
etation (V) components as described above. A pre-industrial (PI) control run of CCSM3-
DGVM was performed following the PMIP2 protocol with respect to the forcing (Bracon-
not et al., 2007). The PI simulation was integrated for 1000 years upon initialization with
present-day hydrographic data and bare soil. Branched off from year 600 of the PI run, a
middle (6 ka) and an early Holocene (9 ka) climate simulation was performed, each in-
tegrated for 400 years. Table 4.1 summarizes radiative forcings used in the set of model
runs. Since variations in greenhouse gas concentrations over the three time slices are mi-
nor, the major forcing comes from variations in the Earth’s orbital parameters. The orbitally
induced summer insolation anomaly is larger at 9 ka than at 6 ka (Berger, 1978). The ex-
periments with dynamic vegetation are referred to as 0k(OAV), 6k(OAV), and 9k(OAV),
respectively. To examine the role of DGVM initial conditions and the potential for bistable
climate-vegetation states, two additional 400-year long CCSM3-DGVM simulations for
PI and the mid-Holocene were carried out, which were also initialized from year 600 of
0k(OAV) except for the vegetation cover (PFT distribution), which was taken from the fi-
nal state of the 9k(OAV) experiment. These simulations are denoted by 0k9k(OAV) and
6k9k(OAV), respectively.
In the second set of experiments (OAVf) the global PFT distribution is fixed. Three
experiments with PI, 6 ka, and 9 ka boundary conditions (Table 4.1) were integrated
for 400 years (again branched off from year 600 of 0k(OAV)) using the fixed vegetation
cover taken from the final state of experiment 0k(OAV). These experiments are denoted by
0k(OAVf), 6k(OAVf), and 9k(OAVf). The third set of experiments (OA) is identical to the
OAVf set of experiments, except that the observation-based modern vegetation cover from
the standard CCSM3 setup without DGVM was prescribed. These runs are referred to as
experiments 0k(OA), 6k(OA), and 9k(OA).
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Table 4.1 Summary of boundary conditions used in the experiments. Summer insolation refers to
July, 21 at 20◦N.
Experiments CO2 CH4 N2O Summer insolation
(ppmv) (ppbv) (ppbv) (W m−2)
0k (PI) 280 760 270 453
6k (mid-Holocene) 280 650 270 477
9k (early Holocene) 265 680 260 486
In all simulations, ozone and aerosol distributions were kept at pre-industrial levels
(Otto-Bliesner et al., 2006), and a fixed solar constant of 1365Wm−2 was applied. More-
over, all experiments were run with modern ice-sheet configuration and global sea level. For
model output analyses, averages of the last 100 simulation years from each experiment
were used and are presented here. Since this study focusses on the West African summer
monsoon system, the analysis of climatologic quantities is limited to the months of June
through September (JJAS). Note that a fixed calendar based on 365 days per year with
vernal equinox fixed to March 21 (the Day/Month values refer to the present calendar) is
used for all experiments (Joussaume and Braconnot, 1997; Chen et al., 2011). However,
this does not affect the comparison of the different experiments for identical time slices.
4.4 Results
The North African vegetation cover from the 0k(OAV) control run is shown in Fig. 4.1,
where the 10 PFTs simulated by the model are combined into two groups (trees and
grasses). North of 18◦ N the model simulates desert with almost no vegetation. Between
12◦ N and 18◦ N, a semi-arid belt dominated by C4 grass vegetation is simulated. To the
south, the simulated vegetation cover mostly consists of trees in central and western trop-
ical Africa. Similar to earlier dynamic vegetation modelling studies (Bonan et al., 2003;
Sitch et al., 2003; Oleson et al., 2008), CCSM3-DGVM produces too much forest cover
south of the Sahel compared to satellite observations (DeFries et al., 1999, 2000; Lawrence
and Chase, 2007). Applying mid-Holocene boundary conditions in experiment 6k(OAV)
results in a northward expansion of the North African vegetation cover (Fig. 4.2a), which is
even more pronounced in experiment 9k(OAV) under early Holocene boundary conditions
(Fig. 4.2b). The vegetation increase also captures the Arabian Peninsula and is mostly due
to expansion of grasses.
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Figure 4.1 Pre-industrial vegetation cover over North Africa simulated by CCSM3-DGVM. (A)
Percentage coverage of tree PFTs, (B) same for grasses.
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Figure 4.2 Change in total (i.e. all PFTs) percent vegetation cover for (A) the mid-Holocene (6
ka) and (B) the early Holocene (9 ka) experiment relative to pre-industrial (PI).
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Figure 4.3a and b support that the greening of North Africa in the early-to-mid
Holocene is associated with enhanced summer (JJAS) precipitation over this region,
with largest rainfall anomalies between 10◦ N and 25◦ N. Averaged over this latitude
range and between 20◦ W–30◦ E, the mid-Holocene summer rainfall anomaly amounts to
0.97mmday−1 and lies well within the range of previously published 6 ka climate model
simulations (Braconnot et al., 2007). For the 9k(OAV) simulation, the summer rainfall
anomaly over this region is even larger (1.27mmday−1) due to stronger orbital forcing
(Table 4.1). Southwesterly surface wind anomalies between 15◦ N and 25◦ N indicate that
the enhanced precipitation is associated with a northward expansion of monsoon winds and
a northward displacement of the monsoon trough (Fig. 4.3a and b).
In the simulations with fixed modern vegetation biogeography (OAVf) the middle and
early Holocene rainfall anomalies over North Africa are significantly smaller compared
to their OAV counterparts (Fig. 4.3c–f). Averaged over the Sahara/Sahel region 10–25◦ N,
20◦ W–30◦ E the summer anomalies amount to only 0.80 and 1.04mmday−1 for experi-
ments 6k(OAVf) and 9k(OAVf), respectively, relative to PI. This result indicates a positive
vegetation-precipitation feedback in North Africa. For both the 6 and 9 ka time slices, the
implementation of the interactively coupled DGVM into the climate model enhances the or-
bitally triggered rainfall anomaly over the Sahara/Sahel region by approximately 20%. Ex-
periments without dynamic vegetation using the standard CCSM3 setup (OA) yield early
and mid-Holocene rainfall anomalies over North Africa that are similar to the OAVf results
(Table 4.2).
The wetter North African conditions in the early and mid-Holocene OAV experiments
compared to their OAVf counterparts are not associated with a wholesale strengthening of
the southwesterly monsoon flow that transports moist air from the equatorial Atlantic to
the continent (Fig. 4.3e and f). However, spatially coherent anomalies in the wind system
over North Africa can be found at mid-tropospheric levels related to changes in the African
Easterly Jet (AEJ), which constitutes the equatorward portion of the Saharan High and
dominates the sub-Saharan summer circulation over West Africa between 10◦ N and 20◦ N
with maximum wind speeds between 700 hPa and 500 hPa. In all early and mid-Holocene
simulations, a westerly wind anomaly develops at mid-levels south of≈ 15◦ N, representing
a weakening of the AEJ’s southern flank relative to the modern situation, while the jet
slightly intensifies at its northern flank (Fig. 4.4a–d), implying a northward shift of the
jet. This behaviour is more pronounced in the OAV simulations than in their non-DGVM
counterparts OAVf (Fig. 4.4e and f).
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Figure 4.3 Changes of summer precipitation and near-surface winds for (A) the mid-Holocene
and (B) the early Holocene experiment relative to PI in model simulations with dynamic vegeta-
tion. (C,D) Same as (A,B) but for fixed-vegetation simulations. (E,F) Differences between dynamic
vegetation and fixed-vegetation experiments. Hatched areas in (E,F) display significant precipitation
differences (95% confidence level) according to both a (non-parametric) Wilcoxon-Mann-Whitney
test and a Student t-test.
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Figure 4.4 As in Fig. 4.3, but for changes in summer surface temperature and 700 hPa
winds. Hatched areas in (E,F) display significant temperature differences (95% confidence level)
according to both a (non-parametric) Wilcoxon-Mann-Whitney test and a Student t-test.
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A close relationship exists between surface-temperature anomalies and mid-level wind
anomalies over West Africa (Fig. 4.4). According to the thermal wind relation, anomalous
horizontal temperature gradients induce vertical shear such that negative low-level temper-
ature anomalies (communicated into the lower troposphere from the surface) are on the
left of the anomalous mid-level wind vectors (cf. Cook, 1999). The negative surface tem-
perature anomalies in the early and mid-Holocene experiments are substantial (more than
6K in the OAV experiments despite larger incoming shortwave radiation at the top of the
atmosphere), in line with temperature reconstructions from groundwater samples (Beyerle
et al., 2003), and associated with increased cloudiness due to enhanced convection, reflect-
ing solar radiation back to space (cf. Braconnot et al., 2007; Patricola and Cook, 2007;
Bosmans et al., 2012). Even more relevant in the context of vegetation-rainfall feedbacks is
enhanced latent surface cooling by larger evapotranspiration in the wetter regions. Table 4.3
summarizes the changes in the different components of surface evapotranspiration over the
Sahara/Sahel region for the set of experiments. With enhanced rainfall in the early and
mid-Holocene experiments, evapotranspiration increases. This increase is much stronger
when dynamic vegetation is enabled (OAV) due to enhanced canopy evaporation and tran-
spiration in the “greener” regions. In the early and mid-Holocene experiments with fixed
vegetation (OAVf and OA) changes in canopy evaporation and transpiration are negligible,
whereas ground evaporation substantially increases. This increase in ground evaporation,
however, is smaller than the rise in total evapotranspiration in the OAV experiments. As a
result, latent surface cooling and hence changes in the AEJ are much more pronounced in
the early and mid-Holocene experiments with dynamic vegetation (Fig. 4.4e and f).
Previous work has shown that the AEJ plays a key role in controlling sub-Saharan pre-
cipitation by transporting moisture off the continent below the level of condensation, thus
increasing moisture divergence over West Africa (e.g. Cook, 1999; Rowell, 2003). Fig-
ure 4.5 displays moisture transport anomalies at the AEJ level for the early and mid-
Holocene experiments. In all experiments, eastward moisture flux anomalies appear at the
southern flank of the AEJ south of 15◦ N, effectively reducing the westward moisture ex-
port from the North African region to the Atlantic. Owing to a stronger mid-level circulation
change, the moisture export across the West African coastline is more strongly reduced in
the early and mid-Holocene experiments with interactive dynamic vegetation compared to
their fixed-vegetation counterparts (Fig. 4.5e and f), thus keeping more moisture available
to feed the rain in the West African monsoon region.
Initializing the 0k and 6k simulations of CCSM3-DGVM with the expanded North
African vegetation cover from experiment 9k(OAV) (cf. Fig. 4.2b) rather than with bare soil
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Figure 4.5 As in Fig. 4.3, but for changes in summer moisture transport at 700 hPa.
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has a negligible effect on the region-averaged (10–25◦ N, 20◦ W–30◦ E) precipitation and
evapotranspiration (see experiments 0k9k(OAV) and 6k9k(OAV) in Tables 4.2 and 4.3). A
closer inspection of the North African precipitation fields, however, reveals small but sta-
tistically significant differences between the experiments 0k9k(OAV) and 0k(OAV) in a
region between 10◦ N and 15◦ N (Fig. 4.6a and c). No such coherent pattern is found for
the precipitation difference between experiments 6k9k(OAV) and 6k(OAV), suggesting that
there is no significant influence of the initial vegetation cover on CCSM3-DGVM’s simu-
lation of mid-Holocene climate in North Africa (Fig. 4.6b and c).
4.5 Discussion
In response to enhanced summer insolation CCSM3-DGVM simulates increased rainfall
over North Africa along with a northward shift of the monsoon trough during the early and
middle Holocene. In the model experiments, higher rainfall is simulated at 9 ka than at 6
ka due to stronger insolation forcing. This result should be taken with care, however, since
other forcings than orbital and greenhouse gases were not taken into account. In particular,
remnants of the Laurentide ice sheet and enhanced meltwater flux into the adjacent ocean
might have affected North African rainfall during the early Holocene (Niedermeyer et al.,
2009; Le´zine et al., 2011; Marzin et al., 2013). Early-to-mid Holocene wet conditions are
also simulated for southern Arabia in accordance with geological evidence (e.g. McClure,
1976; Hoelzmann et al., 1998; Fleitmann et al., 2003).
The early and mid-Holocene North African precipitation increase goes along with
a northward expansion of the vegetation cover. Substantial greening is also simulated
over the Arabian Peninsula in line with vegetation reconstructions (e.g. Hoelzmann et al.,
1998). Our sensitivity experiments reveal that the expansion of vegetation acts as a positive
feedback on the rainfall increase in both North Africa and the Arabian Peninsula. In the Sa-
hara/Sahel region (10–25◦ N,20◦ W–30◦ E) the dynamic vegetation enhances the orbitally
triggered rainfall anomaly by approximately 20% in both the early and mid-Holocene ex-
periments. Despite the enhanced anomalous rainfall when dynamic vegetation is enabled,
CCSM3-DGVM still underestimates early-to-mid Holocene monsoonal rainfall in the Sa-
haran region by roughly a factor of two when compared to mid-Holocene reconstructions
(Bartlein et al., 2011). Likewise, the northward expansion of savanna-type vegetation in
North Africa also seems to be undersimulated (e.g. Hoelzmann et al., 1998; Jolly et al.,
1998; Prentice et al., 2000). Underestimation of the northward extent and intensity of pre-
cipitation (and vegetation) changes is a common problem in coupled climate model simu-
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Figure 4.6 Influence of vegetation initial conditions (9k North African vegetation cover versus
bare soil) on pre-industrial and mid-Holocene North African climate simulations. Shown are differ-
ences in summer precipitation for (A) 0k9k-0k(OAV) and (B) 6k9k-6k(OAV). Hatched areas display
significant precipitation differences (95% confidence level) according to both a (non-parametric)
Wilcoxon-Mann-Whitney test and a Student t-test. The lower panel (C) shows the corresponding
zonal averages over North Africa (20◦W-30◦E) along with standard errors.
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lations of the mid-Holocene (e.g. Zheng and Braconnot, 2013), which might reflect short-
comings in physical model parameterizations and/or missing land surface feedbacks (soil,
lakes) or could be related to coarse model resolution (Bosmans et al., 2012).
A closer inspection of the mid-tropospheric wind field has identified changes in the
AEJ as a key component of the positive vegetation-precipitation feedback mechanism in
CCSM3-DGVM. More vegetation north of 15◦ N facilitates enhanced latent surface cool-
ing through canopy evaporation and transpiration which, according to the thermal wind
balance, results in a substantial deceleration of the jet’s southern flank associated with a
northward AEJ shift. Previous work has shown that a slowdown and/or northward shift of
the AEJ is associated with positive Sahelian rainfall anomalies (e.g. Rowell et al., 1992;
Xue and Shukla, 1993, 1996; Cook, 1999; Nicholson and Grist, 2001; Rowell, 2003; Cook
and Vizy, 2006; Patricola and Cook, 2007; Nicholson, 2008; Bouimetarhan et al., 2012). A
latitudinal displacement of the AEJ may affect Sahel rainfall through changes in horizontal
and vertical wind shear and associated dynamic instabilities (Grist and Nicholson, 2001;
Nicholson and Grist, 2001), a mechanism poorly resolved in coarse-resolution global cli-
mate models. Another way to connect changes in the AEJ with rainfall anomalies is through
the large-scale column moisture budget (Cook, 1999; Rowell, 2003; Patricola and Cook,
2007; Mulitza et al., 2008). The mid-level jet plays a major role in the North African mois-
ture budget by exporting large amounts of water vapor from the continent to the Atlantic
Ocean below the level of condensation. Calculation of horizontal vapour transports in our
experiments has revealed a reduction of this moisture export out of the North African realm
in the early and middle Holocene. This reduction is amplified by stronger surface cooling
in the OAV experiments with dynamic vegetation (Fig. 4.4e and f), such that more moisture
is available to feed the rain in the monsoonal region, providing for a positive vegetation-
precipitation feedback.
A positive feedback between the AEJ and sub-Saharan rainfall has been suggested in
previous studies (Rowell et al., 1992; Cook, 1999; Rowell, 2003). Our experiments suggest
that this feedback is boosted by a dynamic vegetation cover through modification of sur-
face latent heat fluxes and low-level temperature gradients. As such, our results are largely
consistent with the regional atmosphere model simulations by Patricola and Cook (2008)
who found a close link between Saharan/Sahelian vegetation, North African rainfall, and
moisture transports by the AEJ, whereas changes in vegetation have almost no effect on
the southerly surface winds from the Gulf of Guinea and the associated near surface mois-
ture import to the West African monsoon system. However, contrary to Patricola and Cook
(2008) who found increasing low-level moist static energy and hence increasing convective
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Table 4.2 Mean summer (JJAS) precipitation over the region 10-25◦N, 20◦W-30◦E in the various
experiments. ΔP denotes anomalies relative to the corresponding 0k (PI) case. SE is the standard
error. Precipitation values are normally distributed according to a Shapiro-Wilk normality test (95
% confidence level).
Experiments Precipitation (P)±2SE ΔP
(mm day −1) (mm day −1)
0k(OAV) 2.44±0.04
6k(OAV) 3.41±0.04 0.97
9k(OAV) 3.71±0.04 1.27
0k(OAVf ) 2.47±0.04
6k(OAVf ) 3.27±0.06 0.80
9k(OAVf ) 3.51±0.06 1.04
0k(OA) 2.48±0.04
6k(OA) 3.29±0.04 0.81
9k(OA) 3.47±0.06 0.99
0k9k(OAV) 2.47±0.06 <2SE
6k9k(OAV) 3.42±0.04 0.98
instability where vegetation expands, changing vegetation has no effect on low-level moist
static energy in our CCSM3-DGVM simulations (not shown).
The positive vegetation-precipitation feedback via mid-tropospheric atmosphere dy-
namics (AEJ) identified in our model experiments is induced by changes in surface la-
tent heat fluxes. Water vapor, and hence latent heat, is introduced into the atmosphere
via plant transpiration and the evaporation of water from the soil and free water on the
vegetation canopy (the summed rate is called evapotranspiration). An expanded vegeta-
tion cover in North Africa during the early-to-mid Holocene favours evapotranspiration
(cf. Ripley, 1976). Evapotranspiration increases with precipitation, but the slope is steeper
when dynamic vegetation is enabled (Fig. 4.7). Whether the additional moisture introduced
into the atmosphere from the expanded vegetation canopy contributes to enhanced rainfall
through local water recycling has been assessed by calculating the Budyko recycling coef-
ficient (representing the ratio of total precipitation to advected precipitation over a specified
area) as defined by Brubaker et al. (1993) for the Sahara/Sahel region (10–25◦ N,20◦ W–
30◦ E). We found that enhanced water recycling plays no role in the model’s positive
vegetation-rainfall feedback. For instance, the regional recycling coefficient surprisingly
decreases from 1.98 in the pre-industrial control run 0k(OAV) to 1.59 in the early Holocene
experiment 9k(OAV) when dynamic vegetation is enabled, whereas it increases from 1.66
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Table 4.3 Changes of summer (JJAS) canopy evaporation, canopy transpiration and ground evap-
oration in the various early and mid-Holocene experiments over the region 10-25◦N, 20◦W-30◦E.
Experiments Canopy Evaporation Canopy Transpiration Ground Evaporation
(mm day −1) (mm day −1) (mm day −1)
6k-0k(OAV) 0.18 0.23 0.06
9k-0k(OAV) 0.23 0.29 0.11
6k-0k(OAVf ) 0.00 -0.03 0.34
9k-0k(OAVf ) 0.00 -0.03 0.45
6k-0k(OA) 0.00 -0.01 0.29
9k-0k(OA) 0.07 0.04 0.23
0k9k-0k(OAV) 0.03 0.04 -0.04
6k9k-0k(OAV) 0.18 0.22 0.07
Table 4.4 Summer (JJAS) surface albedo values in the early and mid-Holocene experiments over
the region 10-25◦N, 20◦W-30◦E.
Experiments Surface Albedo
0k(OAV) 0.218
6k(OAV) 0.209
9k(OAV) 0.204
0k(OAVf ) 0.217
6k(OAVf ) 0.208
9k(OAVf ) 0.206
(pre-industrial) to 2.03 (early Holocene) in the fixed-vegetation experiments 0k(OAVf) and
9k(OAVf), respectively.
A closer inspection of the changes in evapotranspiration reveals enhanced evapora-
tive surface cooling due to canopy evaporation and transpiration during the early-to-mid
Holocene. Model studies who have shown a negative vegetation-precipitation feedback in
North Africa (Liu et al., 2007, 2010) did not include a canopy evaporation term in the
formulation of surface hydrology. However, including canopy evaporation in our simu-
lations is crucial for obtaining enough evaporative surface cooling to trigger the positive
vegetation-precipitation feedback via mid-tropospheric atmosphere dynamics. In fact, if
canopy evaporation was neglected in our simulations (and would not have been compen-
sated by enhanced transpiration or ground evaporation), the feedback would disappear or
even become negative (cf. Table 4.3).
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Figure 4.7 Mean summer evapotranspiration versus precipitation over the region 10-25◦N, 20◦W-
30◦E in the 0k, 6k and 9k experiments with dynamic vegetation (OAV experiments; red) and with
fixed vegetation (OAVf experiments; blue).
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Vegetation-induced changes in surface albedo (Charney feedback), which would in-
crease low-level moist static energy (resulting in atmospheric destabilization) through en-
hanced surface warming – or more precisely, less pronounced surface cooling (Charney et
al., 1976) – play no substantial role for creating a positive vegetation-rainfall feedback in
our model study, unlike in earlier studies (e.g. Kutzbach et al., 1996; Claussen and Gayler,
1997; Hales et al., 2006). By contrast, the positive feedback through AEJ dynamics as found
in our study relies on North African surface cooling rather than enhanced surface warming
by decreasing surface albedo, consistent with the regional model study by Patricola and
Cook (2008). It is important to note that soil albedo values in CCSM3-DGVM depend on
the volumetric water content of the first soil layer and can locally be as small as 0.09 for
saturated soils in the visible range (Oleson et al., 2004). This strongly diminishes the effect
of vegetation on North African surface albedo (Levis et al., 2004a; Notaro et al., 2008) as
seen in Table 4.4.
The results from experiments 0k9k(OAV) and 6k9k(OAV) suggest that the simulation
of modern and mid-Holocene regional climate in North Africa does not depend on the
initial vegetation cover as also shown by Renssen et al. (2006b). Despite the existence
of a positive vegetation-rainfall feedback multiple equilibrium states were not found on
the regional scale, which would rule out the potential for abrupt climate-vegetation tran-
sitions in the Holocene due to a catastrophic bifurcation or “unstable collapse” (Liu et
al., 2006, 2007). However, statistical significance tests did not rule out the possibility of
multiple states at the local scale between 10◦N and 15◦N under modern boundary con-
ditions. This implies that, locally, unstable collapses could occur such that late Holocene
proxy records from specific sites may show abrupt transitions while records from other sites
do not (cf. Bathiany et al., 2012). Similar ideas were put forward by Brovkin and Claussen
(2008); Williams et al. (2011) and Claussen et al. (2013). For the middle Holocene, the
climate-ecosystem turned out to be mono-stable in CCSM3-DGVM even at the local scale,
which is consistent with earlier findings by Brovkin et al. (1998) who suggested that the
system is prone to bi-stability only in the late Holocene, whereas the early-to-mid Holocene
was mono-stable.
4.6 Conclusions
Model experiments with CCSM3-DGVM support the findings of increased summer rainfall
and expansion of vegetation in the early-to-mid Holocene over North Africa as in previ-
ous coupled general circulation model studies. By enabling interactive dynamic vegetation
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(OAV experiments), rainfall intensification is much more pronounced in this model. In
the Sahara/Sahel region, the dynamic vegetation enhances the orbitally triggered summer
rainfall anomaly by approximately 20% in both the early (9 ka) and mid-Holocene (6 ka)
experiments.
The primary vegetation-atmosphere feedback identified here operates through surface
latent heat flux anomalies by canopy evapotranspiration and their effect on the AEJ. As
such, the vegetation feedback relies on enhanced surface (evaporational) cooling as op-
posed to the Charney feedback which operates through atmospheric instability by decreased
surface albedo. Neglecting canopy evaporation, as in some previous model studies, could
substantially affect the simulation of evaporative cooling such that the positive vegetation-
atmosphere feedback might disappear. This type of climate-vegetation feedback over North
Africa does not apply to other monsoon regions, since the feedback mechanism is closely
linked to the characteristics of the regional atmospheric circulation (e.g. the presence of the
AEJ). However, the North African climate-vegetation feedback should work also in other
epochs than the Holocene. Even though CCSM3-DGVM simulates a positive vegetation-
precipitation feedback over North Africa, this feedback is not strong enough to produce
multiple equilibrium climate-ecosystem states on a regional scale.
In order to cope with the uncertainties regarding the potential model-dependencies,
further sensitivity studies are needed to assess the the robustness of our results. Besides
model resolution and PFT characteristics in the vegetation model, sensitivity studies should
particularly address the effects of different parameterizations for land surface evaporation,
transpiration and albedo.
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5 Sensitivity of the Greenland Ice
Sheet to interglacial climate
forcing: MIS 5 versus MIS 11
R. Rachmayani, M. Prange, D. J. Lunt, E. J. Stone, M. Schulz
5.1 Abstract
The Greenland Ice Sheet (GrIS) is thought to have contributed substantially to high global
sea levels during the interglacials of Marine Isotope Stage (MIS) 5 and 11. Geological
evidence suggests that the mass loss of the GrIS was similar or even greater during the
interglacial of MIS 11 than MIS 5, despite a weaker insolation forcing. In the present
study, this conundrum is addressed by using the three-dimensional thermomechanical ice-
sheet model Glimmer forced by CCSM3 climate model output for MIS 5 and MIS 11 time
slices. Our results suggest a stronger sensitivity of the GrIS to MIS 11 climate forcing
than to MIS 5 forcing. The greater MIS 11 GrIS mass loss relative to MIS 5 is attributed
to a larger heat transport towards high latitudes by a stronger Atlantic meridional ocean
circulation in addition to a stronger greenhouse gas radiative forcing. The results suggest a
substantial modification of orbital insolation forcing by internal climate feedbacks, which
add significant complexity to the traditional Milankovitch theory.
5.2 Introduction
Continental ice sheets are a major factor in the climate change debate, in particular due to
their direct link to global sea level. The study of warm climates in the past may provide
useful insight into the sensitivity of polar land ice to changing forcing. A growing body
of evidence suggests particularly high global sea levels along with significant shrinking of
the Greenland Ice Sheet (GrIS) during the Quaternary interglacials of Marine Isotope Stage
(MIS) 5 and MIS 11 (Dutton et al., 2015).
For the interglacial of MIS 5, the Last Interglacial (LIG; ca. 130-115 kyr ago), global
mean annual temperature was estimated to have been 1◦ C warmer than during the pre-
industrial (Otto-Bliesner et al., 2013; Dutton et al., 2015), while summer temperature
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anomalies might have been up to 5◦ C above present in the Arctic region reflecting sub-
stantial polar amplification (e.g., Otto-Bliesner et al., 2006; CAPE Last Interglacial Project
Members, 2006; NEEM community members, 2013). Compilations of relative sea level
combined with modeling suggest a LIG peak global mean sea level of 6-9 m above present
(Kopp et al., 2009; Dutton and Lambeck, 2012; Masson-Delmotte et al., 2013; Kopp et al.,
2013; O’Leary et al., 2013; Dutton et al., 2015). The contribution of GrIS melting to this sea
level rise is highly uncertain, but recent model results suggest a GrIS contribution between
1.4 and 4.3 m (Robinson et al., 2011; Born and Nisancioglu, 2012; Helsen et al., 2013;
Masson-Delmotte et al., 2013; Stone et al., 2013; Quiquet et al., 2013), indicating that the
size of the GrIS was still substantial during the LIG. It has been demonstrated, however,
that the simulation of LIG GrIS mass loss is highly sensitive to poorly constrained model
parameters (Stone et al., 2013).
Meanwhile, a warm interglacial during MIS 11 ca. 420-395 kyr ago (Milker et al., 2013;
Dutton et al., 2015) has been suggested as the best analogue for present and future climate
(Loutre and Berger, 2000, 2003; Droxler et al., 2003; Alley et al., 2010; Bowen, 2010) when
orbital geometry was similar to the configuration during the present interglacial (Berger
and Loutre, 1991). Global average temperatures of MIS 11 are highly uncertain, but a peak
global mean temperature anomaly of up to 2◦ C relative to pre-industrial cannot be ruled out
(Masson-Delmotte et al., 2010; Lang and Wolff, 2011; Dutton et al., 2015). Evidence from
marine sediment cores points to sea surface temperatures (SST) in the North Atlantic 1-2◦
higher than today (McManus et al., 1999; Bauch et al., 2000; Helmke et al., 2003; Kandiano
and Bauch, 2003; De Abreu et al., 2005). Maximum global mean sea level during the MIS
11 interglacial likely was 6-13 m higher than today (Muhs et al., 2012; Roberts et al., 2012;
Raymo and Mitrovica, 2012; Chen et al., 2014; Dutton et al., 2015), requiring a loss of
most or all of the GrIS (Reyes et al., 2014).
Taken together, mass loss of the GrIS was similar or even greater during the interglacial
of MIS 11 than during the LIG. Since the changing seasonal insolation owing to varying
astronomical parameters is thought to be a major forcing of polar ice-sheet evolution (e.g.,
Loutre et al., 2004; Huybers, 2006; van de Berg et al., 2011), the great GrIS mass loss
during MIS 11 seems to be counterintuitive. Due to a low eccentricity of the Earth’s or-
bit, climatic precession varied relatively little during MIS 11, and hence maximum boreal
summer insolation was much smaller during the MIS 11 interglacial than during the LIG
(Fig. 5.1). By contrast, eccentricity was high during the LIG leading to high summer in-
solation values around 125 ka. Huybers (2006) pointed out that glaciers are sensitive to
insolation integrated over the duration of the summer and introduced the concept of the
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integrated summer insolation as the dominant control on polar ice-sheet evolution. Like
maximum summer insolation, values for the integrated summer insolation were larger dur-
ing the LIG than during MIS 11, and cannot explain a stronger GrIS melting during MIS
11 compared to MIS 5 (Fig. 5.1).
The goal of the present study is twofold. Using the three-dimensional thermomechan-
ical ice-sheet model Glimmer (Genie land ice model with multiply-enabled regions) the
sensitivity of GrIS mass loss to interglacial climate forcing of MIS 5 and 11 is studied. Cli-
mate forcing comes from MIS 5 and MIS 11 simulations with the Community Climate
System Model version 3 (CCSM3). We will address the conundrum as to why the GrIS
mass loss may have been greater during MIS 11 than during MIS 5 despite a weaker inso-
lation forcing. In addition, we will study the impact of some poorly constrained parameters
in large-scale ice-sheet modelling on the paleo-GrIS simulations. Previous work investi-
gated the sensitivity of ice-sheet evolution for the modern GrIS to five tuneable parameters
which affect the ice-sheet dynamics and surface mass balance (Stone et al., 2010). Later
on, it has been shown that these parameters strongly control the size of the modelled GrIS
during the LIG (Stone et al., 2013). In the present study, we will show the sensitivity to
tuning parameters for the interglacial of MIS 11.
5.3 Experimental Setup
5.3.1 Model
CCSM3 Global Climate Model
The coupled general circulation model (CGCM) CCSM3 is composed of four components
representing atmosphere, ocean, sea ice and land surface (Collins et al., 2006a). We used
the low-resolution (T31) version of the model (Yeager et al., 2006). In this version, the
horizontal resolution of the atmosphere and land components is 3.75◦ with 26 layers in the
atmosphere, while the nominal resolution of the ocean/sea-ice grid is 3◦ .The ocean grid
consists of 25 levels in the vertical. In this study, the dynamic global vegetation model
(DGVM) is included along with some improvements of land hydrology parameterizations
(Oleson et al., 2008) as in previous studies (e.g., Handiani et al., 2013; Rachmayani et al.,
2015, 2016).
Glimmer Ice-sheet Model
To simulate the GrIS response to interglacial climate forcing provided by CCSM3, we use
the three-dimensional thermomechanical ice-sheet model Glimmer version 1.0.4 (Payne,
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1999; Rutt et al., 2009). The horizontal resolution of the model is 20 km with 11 vertical
layers. Ice dynamics are represented by the widely used shallow-ice approximation. The
model is formulated on a Cartesian grid and takes the surface mass balance and near-surface
air temperature as input at each time-step. Here, the ice-dynamics time-step is one year. The
surface mass balance is simulated using the positive degree day (PDD) approach described
in Reeh (1991); DeConto and Pollard (2003); Lunt et al. (2008, 2009). The PDD method
is based on the assumption that the surface ice melt is proportional to the time-integrated
temperature above freezing point which provides for the energy available for melting. Here,
two PDD factors are used, one each for snow and ice, to take account of the different albe-
dos and densities (Stone et al., 2013). Glimmer further assumes an elastic isostatic response
of the lithosphere to changes in ice mass. The forcing data from the low-resolution CCSM3
climate model are transformed onto the ice-model grid using bilinear interpolation. In the
case of surface air temperature, a vertical lapse-rate correction is applied. The use of a
lapse-rate correction in transforming the CCSM3 climate to the Glimmer grid represents
the local aspect of the ice-elevation feedback. Further details on the ice-sheet model and its
offline coupling to the atmosphere can be found in Lunt et al. (2008) and Stone et al. (2010,
2013).
5.3.2 Setup of Experiments
Climate forcing for the ice-sheet model is provided by two CCSM3 interglacial time-slice
experiments, one with 125 ka boundary conditions (MIS 5) and the other with 410 ka
boundary conditions (MIS 11). These boundary conditions include astronomical parame-
ters (Berger, 1978) and atmospheric greenhouse gas (GHG) concentrations as given in Ta-
ble 5.1, while other forcings (ice-sheet configuration, ozone distribution, sulfate aerosols,
carbonaceous aerosols, solar constant) were kept as in the modern (pre-industrial, PI) con-
trol run. Both interglacial time-slice simulations were branched off from year 600 of the
PI spin-up run and integrated for 400 years each, which was sufficient for the surface
climate to equilibrate. For details on the CCSM3 PI and interglacial time-slice experi-
ments the reader is referred to Lunt et al. (2013); Kleinen et al. (2014); Rachmayani et
al. (2016). Monthly means of precipitation and near-surface air temperature from the last
100 years of each experiment were taken to force the Glimmer ice-sheet model.
The ice-sheet model was spun up for 50,000 years using climatological ERA-40
datasets (Hanna et al., 2005; ECMWF, 2006; Hanna et al., 2008) and the Greenland bedrock
topography of Bamber et al. (2001). Subsequently, the forcing was switched to interglacial
climate of the 125 ka and 410 ka time-slices, respectively, using simulated precipitation
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Table 5.1 GHG concentrations used in the CCSM3 experiments.
Experiments CO2 CH4 N2O
(ppmv) (ppbv) (ppbv)
0 ka (PI) 280 760 270
125 ka (MIS 5) 276 640 263
410 ka (MIS 11) 284 710 282
and temperature anomalies (relative to the control run) superimposed onto the ERA-40
climatology (Stone et al., 2010, 2013).
The goal of our model experiments is not to simulate a realistic evolution of the GrIS
during the interglacials of MIS 5 and MIS 11, as this would require a transient climate
forcing as well as feedbacks from the ice sheet to the climate model components. Instead,
our goal is to identify potential mechanisms in the climate system that may have been re-
sponsible for the strong GrIS mass loss during MIS 11 compared to the LIG. Since we
consider the 125 ka and 410 ka time slices representative of the LIG and the peak inter-
glacial of MIS 11 in terms of insolation (Fig. 5.1) and GHG (Table 5.1) forcing, we deem
our time-slice approach appropriate for this purpose. The approach is also appropriate to
assess the sensitivity of the modelled GrIS to tunable parameters. To this end, we have
performed all Glimmer experiments six times with different sets of parameters as shown in
Table 5.2. These parameter sets have been identified by Stone et al. (2010) as optimal for
the simulation of the modern GrIS based on different diagnostic skill scores.
5.4 Results
A rapid decline of the GrIS volume takes place within a few thousand years after switching
the climate forcing from modern to either 125 ka (Fig. 5.2a) or 410 ka (Fig. 5.2b). For both
time slices it is evident that the simulated size of the GrIS strongly depends on the set of
tuning parameters used. For both interglacials, experiment 67 reveals the highest sensitivity
to the 125 ka and 410 ka forcings such that the GrIS almost disappears in less than 5000
years. Experiment 67 is characterized by the largest lapse rate LG (Table 5.2), which proba-
bly leads to an overestimation of the positive ice-elevation feedback. However, independent
of the tuning parameter set used, the GrIS mass loss is always greater in the MIS 11 ex-
periments compared to the MIS 5 experiments. Surface ablation is the dominant factor for
the greater MIS 11 ice loss. Fig. 5.3 shows higher ablation rates in the MIS 11 experiments
compared to the LIG, especially in northern, northeastern and western Greenland, indepen-
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Figure 5.1 Insolation anomalies (relative to PI) for the time slices 125 ka (A) and 410 ka (B). The
calculation assumes a fixed present-day calendar with vernal equinox at 21 March. Benthic δ18O
stack (Lisiecki and Raymo, 2005), climatic precession, obliquity, July insolation at 65◦N (Berger,
1978), and the integrated summer insolation with τ= 275 W/m2 according to Huybers (2006) for
the Holocene, MIS 5 and MIS 11 (C). The dots mark the time slices simulated in this study.
80
Table 5.2 Tuned parameter values used in the Glimmer ice-sheet experiments. The tuning pa-
rameters are f (enhancement flow factor), LG (near-surface lapse rate), G (geothermal heat flux), αs
(PDD factor for snow), and αi (PDD factor for ice). The experiment numbers (tuning parameter
settings) are taken from Stone et al. (2010). For details the reader is referred to Stone et al. (2010).
Experiment No. f LG G αs αi
(oC km−1) (mW m−2) (mm d−1 oC−1) (mm d−1 oC−1)
10 4.5838 -4.2047 -52.630 3.7243 19.878
233 4.8585 -4.0754 -46.667 4.2425 16.344
99 1.2838 -4.5334 -41.758 4.7844 18.710
165 3.1036 -4.2456 -47.709 4.5763 19.455
67 2.6165 -8.1157 -53.421 3.9951 13.502
240 2.5551 -6.0820 -59.070 3.6258 10.221
dent of the tuning parameter settings. Given the weaker insolation forcing during MIS 11
compared to the LIG (Fig. 5.1), the generally higher ablation rates seem counterintuitive.
Fig. 5.4 shows the difference between the climate forcings of MIS 11 (410 ka) and
MIS 5 (125 ka) as provided by CCSM3. Higher MIS 11 summer (June-July-August, JJA)
air temperatures all over Greenland compared to the LIG provide for the energy required
for the enhanced surface melting (Fig. 5.4a), while the annual deposition of snow due
to precipitation is greater in MIS 11 than in MIS 5 over most parts of Greenland except
for the southernmost and southwestern portion (Fig. 5.4b). Therefore, enhanced snow-
fall tends to counteract the larger MIS 11 GrIS mass loss associated with surface ablation
over large regions. Higher GHG concentrations (Table 5.1) contribute to the anomalously
warm conditions in Greenland during MIS 11 (cf. Yin and Berger (2015)). However, a
closer inspection of the summer surface temperature anomaly pattern reveals a maximum
in the North Atlantic and Nordic Seas pointing to changes in the large-scale ocean circula-
tion (Fig. 5.4a). A comparison of the ocean circulations between the different experiments
shows that the Atlantic Meridional Overturning Circulation (AMOC) is about 1.7 Sv (1 Sv
= 106 m3/s) stronger in the MIS 11 time slice compared to the LIG experiment (Fig. 5.4c),
thus transporting more heat (ca. 8-15% increase depending on latitude) from the tropical
North Atlantic to subpolar regions, where air-sea heat exchange takes place with impact on
the climate over Greenland. Compared to the modern control run, the AMOC at 125 ka is
even 2.2 Sv weaker.
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Figure 5.2 Results from the Glimmer MIS 5 and MIS 11 experiments: Timeseries of GrIS vol-
ume as equivalent sea-level height for (A) the 125 ka and (B) the 410 ka experiment (switching
from modern to interglacial climate forcing at model year 50,000) using different tuning parameter
settings (see Table 5.2).
5.5 Disscussion
Equal or even greater GrIS mass loss during the interglacial of MIS 11 compared to the
LIG is difficult to explain with pure insolation forcing. In harmony with geological evi-
dence our model experiments suggest stronger GrIS melt during the interglacial of MIS 11
than during the LIG. The northern and western regions of Greenland show the strongest
sensitivities to MIS 11 interglacial climate forcing. The stronger MIS 11 ice loss relative
to MIS 5 is attributable to larger GHG radiative forcing (cf. Yin and Berger (2015)) and a
stronger AMOC transporting more heat towards the North Atlantic and Nordic Seas. An-
alyzing the reason for the MIS 11 amplification of the AMOC would require additional
specific ocean model experiments, which is beyond the scope of the present study. Through
changes in surface albedo, a smaller Arctic sea-ice area during the MIS 11 interglacial (not
shown) may act as a positive feedback to the anomalous warming in high latitudes. Hence,
our model results suggest that internal climate feedbacks may strongly modify the orbital
insolation forcing, adding significant complexity to the traditional Milankovitch theory.
Warm Greenland summer conditions during the LIG in response to high insolation have
been simulated by numerous climate models (e.g., Montoya et al., 2000; Kaspar et al., 2005;
Otto-Bliesner et al., 2006; Lunt et al., 2013; Stone et al., 2013). Unfortunately, only few
model studies exist regarding the climate of MIS 11. Simulations with the Earth system
model of intermediate complexity LOVECLIM show colder Greenland summer temper-
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Figure 5.3 Ablation rate anomalies (410 ka minus 125 ka experiment) at model year 500 after
switching from modern to interglacial climate forcing for different tuning parameter settings (see
Table 5.2).
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Figure 5.4 Differences between 410 ka (MIS 11 experiment) and 125 ka (MIS 5 experiment) of
climatic fields simulated by CCSM3: (A) boreal summer (JJA) surface temperature in and around
Greenland, (B) annual snowfall, (C) AMOC (meridional overturning streamfunction in the Atlantic
Ocean).
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atures during the MIS 11 peak interglacial compared to the LIG (Yin and Berger, 2012,
2015), in contrast to our results. In the absence of proxy records from Greenland which
date back to MIS 11 it is not possible to assess which model result is more realistic. Pa-
leoceanographic studies from the northern North Atlantic are inconclusive as to whether
summer sea-surface temperatures where warmer or colder during the MIS 11 peak inter-
glacial compared to the LIG, as the results depend on the paleothermometric method used
(Kandiano and Bauch, 2003).
Our approach does not allow a quantitative estimate of LIG and MIS 11 GrIS volumes
due to several shortcomings in the experimental setup. Firstly, the climatic forcing of the
ice-sheet model is stationary (time-slice approach) rather than transient as in, (e.g., Stone
et al., 2013). Moreover, the modelled ice sheet does not feedback to the other climate com-
ponents (offline coupling), like the atmosphere and the ocean. In particular, GrIS meltwater
flux into the ocean might further affect the AMOC, and hence North Atlantic and Green-
land temperatures (Yang et al., 2016). Future studies should therefore simulate the MIS
5 and MIS 11 GrIS evolution in interactively coupled CGCM-ice sheet transient exper-
iments. Ideally, such transient experiments would include the preceding terminations as
these may precondition the evolution of the subsequent interglacials (cf. Past Interglacials
Working Group of PAGES (2016)). Secondly, the semi-empirical PDD scheme used in cal-
culating the surface mass balance may significantly underestimate surface melt associated
with high insolation. van de Berg et al. (2011) have shown that surface melt is affected
not only by higher ambient temperatures but also directly through stronger summertime
insolation and associated non-linear feedbacks. As a result, taking insolation and albedo
explicitly into account would likely lead to a greater GrIS mass loss under high insolation
forcing, especially during the LIG. Thirdly, as shown by Stone et al. (2013) and in the
present study, the simulation of GrIS volumes strongly depends on different tuning param-
eters. Even though a set of tuning parameters yields a realistic simulation of the modern
GrIS, this does not ensure a realistic simulation of the LIG or MIS 11 ice-sheet using the
same set of parameters. An insightful example was given by experiment 67, in which the
GrIS almost completely disappeared within a few thousand years in response to LIG and
MIS 11 climate forcing. A too high value for the lapse rate was identified to be the main
cause for this outcome. Further caveats, mostly related to simplifications of the ice-sheet
dynamics, are discussed in Stone et al. (2010) and Stone et al. (2013). In particular, the
omission of basal sliding in the model likely leads to an underestimation of the dynamic
ice transfer from the accumulation zone to the ablation zone, and hence an overestimation
of the ice-sheet volume in warm climates. These shortcomings aside, our model results
85
suggest hitherto overlooked processes in the climate system that help explain the relatively
strong GrIS mass loss during the interglacial of MIS 11.
5.6 Conclusions
MIS 5 and MIS 11 interglacial experiments with the Glimmer ice-sheet model driven by
CCSM3 climate model output suggest a stronger sensitivity of the GrIS to MIS 11 climate
forcing than to MIS 5 forcing. Beside larger GHG forcing, we attribute the greater MIS
11 ice loss relative to MIS 5 to a stronger heat transport towards high northern latitudes
by the AMOC. Our model results suggest a substantial modification of orbital insolation
forcing by internal climate feedbacks, which add significant complexity to the traditional
Milankovitch theory.
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6 Summary and Outlook
6.1 Summary of the results
The following summaries conclude the research objectives proffered in Section 1.4, Chap-
ter 1:
• The results in Chapter 3 suggest a seasonal surface temperature anomalies could
largely be explained by local insolation anomalies induced by the astronomical
forcing in most of regions and by GHG forcing in high latitudes and the early
Brunhes interglacials MIS 13 and 15 when GHG concentrations were much
lower than during the later interglacials. Climate feedbacks modify the surface
temperature response in specific regions, particularly in the monsoon domains
and the polar oceans. A significant role of obliquity in forcing the West African
monsoon was found, whereas the Indian monsoon – as well as the other re-
gional monsoon systems – appear to be less sensitive (or not sensitive at all) to
obliquity changes during interglacials. Despite this important role of obliquity in
West African monsoon variability, the response to precession is still stronger. In
the 394 and 615 ka experiments, different responses to specific forcings and the
anti-phase behaviour of the African and Indian monsoon systems are captured
in North Africa where the rainfall anomaly has opposite sign compared to the
Indian anomaly. It clearly points to the fact that the two regional monsoon sys-
tems do not always vary in concert and challenge the global monsoon concept
at the astronomical timescale.
• The results in Chapter 4 support the findings of increased summer rainfall and
expansion of vegetation in the early-to-mid Holocene over North Africa as in
previous coupled general circulation model studies. By enabling interactive dy-
namic vegetation (OAV experiments), rainfall intensification is much more pro-
nounced in this model. In the Sahara/Sahel region, the dynamic vegetation en-
hances the orbitally triggered summer rainfall anomaly by approximately 20%
in both the early (9 ka) and mid-Holocene (6 ka) experiments. The primary
vegetation-atmosphere feedback identified here operates through surface latent
heat flux anomalies by canopy evapotranspiration and their effect on the African
Easterly Jet (AEJ). As such, the vegetation feedback relies on enhanced sur-
87
face (evaporational) cooling as opposed to the Charney feedback which operates
through atmospheric instability by decreased surface albedo. Neglecting canopy
evaporation, as in some previous model studies, could substantially affect the
simulation of evaporative cooling such that the positive vegetation-atmosphere
feedback might disappear. This type of climate-vegetation feedback over North
Africa does not apply to other monsoon regions, since the feedback mechanism
is closely linked to the characteristics of the regional atmospheric circulation
(e.g. the presence of the AEJ). However, the North African climate-vegetation
feedback should work also in other periods of time than the Holocene. Even
though CCSM3-DGVM simulates a positive vegetation-precipitation feedback
over North Africa, this feedback is not strong enough to produce multiple equi-
librium climate-ecosystem states on a regional scale.
• The results in Chapter 5 show that sensitivity of GrIS to MIS 11 climate forcing
is stronger than to MIS 5 forcing. The abcense of GrIS at 410 ka is high likely
attribute to larger GHG forcing and a stronger heat transport towards high lati-
tudes by the AMOC. The model results point out a substantial modification of
orbital insolation forcing by internal climate feedbacks, which add significant
complexity to the traditional Milankovitch theory. Even though a set of tuning
parameters yields a realistic simulation of the modern GrIS, this does not en-
sure a realistic simulation of the LIG or MIS 11 ice-sheet using the same set
of parameters. In this study, an example was given by one experiment 67, in
which the GrIS almost completely disappeared within a few thousand years in
response to LIG and MIS 11 climate forcing. A too high value for the lapse rate
was identified to be the main cause for this outcome.
6.2 Outlook
This study reaffirms the different roles of obliquity, precession and GHG forcing on surface
temperature and precipitation patterns between and within Quaternary interglacials based
on different aspects of inter- and intra-interglacial variability and associated astronomical
forcing. Nevertheless, to develop a significantly deeper understanding of interglacial cli-
mate dynamics in future studies, more simulations of earliear intergacials climates ideally
coupled interactive ice-sheet models have to be done. So far, transient CGCM simulations
have been performed for the present (e.g., Lorenz and Lohmann , 2004; Varma et al., 2012;
Liu et al., 2014) and the last interglacial (e.g., Bakker et al., 2013; Govin et al., 2014). More-
88
over, the potential model-dependencies especially when DGVM is enabled remains equiv-
ocal. In order to cope with the uncertainties regarding the potential model-dependencies,
further sensitivity studies are needed to assess the the robustness of the current results. Be-
sides model resolution and PFT characteristics in the vegetation model, sensitivity studies
should particularly address the effects of different parameterizations for land surface evap-
oration, transpiration and albedo. Furthermore, the approach done in this study does not
allow a quantitative estimate of GrIS volumes due to several shortcomings in the experi-
mental setup. Therefore, future studies should simulate the GrIS evolution in interactively
coupled CGCM-ice sheet transient experiments. Ideally, such transient experiments would
include the preceding terminations as these may precondition the evolution of the subse-
quent interglacials (cf. Past Interglacials Working Group of PAGES (2016).
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