Given in the title are two algorithms to compute the extreme eigenstate of a high-dimensional Hermitian matrix using the tensor train (TT) / matrix product states (MPS) representation. Both methods empower the traditional alternating direction scheme with the auxiliary (e.g. gradient) information, which substantially improves the convergence in many difficult cases. Being conceptually close, these methods have different derivation, implementation, theoretical and practical properties. We emphasize the differences, and reproduce the numerical example to compare the performance of two algorithms.
Introduction
Actual problems of science, engineering and society can be so complex, that their mathematical portrait requires more than three dimensions. Quantum world gives us a perfect example of essentially high-dimensional systems, described by a joint wavefunction (or density matrix) of all particles. A simple system of d spin-
particles is an entanglement of O (2 d ) possible states, and should be described by the same amount of numbers, which creates out-of-memory errors on a typical workstation for d 30. Even with a brute force of modern supercomputers, standard numerical methods can not honestly simulate protein-size molecules (d ∼ 10 3 -10 4 ), since the complexity and storage explode exponentially with d.
To overcome this problem, known as the curse of dimensionality, we use datasparse representations for high-dimensional vectors and matrices, and develop special algorithms to work with them. Proposed in 1992, the density matrix renormalization group (DMRG) algorithm [10] and the matrix product states (MPS) formalism [3] suggest to represent a wavefunction x in the following tensor-product form
In numerical linear algebra this format was re-discovered as the tensor train (TT) decomposition [7, 6] . A single TT core (or site)
is described by r k−1 n k r k numbers, where n k denotes the number of possible states for the k-th particle (the mode size), and r k is the TT rank (or bond dimension). The total number of representation parameters scales as O(dnr 2 ), n ∼ n k , r ∼ r k , and is feasible for computations with d, n, r 10 3 . The DMRG algorithm was originally proposed to find the ground state, i.e. the minimal eigenpair of a Hermitian matrix A. This problem is equivalent to the minimization of the Rayleigh quotient J A (x) = (x, Ax)/(x, x). Substituting J A (x) with K A (x) = (x, Ax) − 2ℜ(x, y), and applying the same algorithm, we can solve linear systems Ax = y with Hermitian positive definite matrix [4] . This framework can be extended to a broad class of problems.
Since x is a huge high-dimensional vector, the solution is sought in the structured format (1) with some TT ranks r k , defined a priori or chosen adaptively. The simultaneous optimization over all sites is a highly nonlinear and difficult problem. As it is usual in high-dimensional optimization, we substitute it by a sequence of partial optimizations, each over a particular (small) group of variables. For our problem, it is natural to group the variables according to the tensor format (1), e.g. optimize over the components of a single site x (k) at a time. The TT format is linear in each site, i.e. x = τ(x (1) , . . . ,
, where X =k is the (n 1 . . . n d )×(r k−1 n k r k ) frame matrix, which linearly maps the elements of x (k) to the full vector x. This turns every partial optimization into a local problem of the same type, as the original one,
where A k = X * =k AX =k is the (r k−1 n k r k ) × (r k−1 n k r k ) reduced matrix, which inherits the properties of A, i.e. is Hermitian. Since the frame matrix X =k has a structured TT representation (which is the same as (1) with x (k) substituted by the identity matrix), the reduced matrix A k can be assembled avoiding the exponential costs. Finally, introducing simple orthogonality conditions for all sites but x (k) , we can make the whole matrix X =k orthogonal [9] . As a consequence, A k becomes better conditioned than A, and the reduced functional writes J A k (x) = (x, A k x)/(x, x) for the ground state problem, and K A k (x) = (x, A k x) − 2ℜ(x, X * =k y) for the linear system. Each optimization (2) is now a classical problem of a tractable size, that can be solved by classical algorithms of numerical linear algebra.
Each local step (2) finds min x∈X k J A (x), where the subspace X k = span X =k is of dimension r k−1 n k r k , see Fig 1 (left) . Here and later by span X we denote the subspace of columns of a matrix X. If TT ranks are fixed, the local convergence of such scheme can be analysed using standard methods of multivariate analysis [8] . However, in numerical practice the tensor ranks of the solution are not known in advance, and fixed-rank optimization with wrong ranks would not be efficient. The DMRG scheme with variable TT ranks is more advantageous, but the theoretical analysis is even more difficult.
When we allow TT ranks to grow, the dimensions of subspaces X k grow as well, and we can use different strategies to expand the subspaces. Originally, the onesite DMRG scheme (DMRG1) increased the rank r k by adding (random) orthogonal vectors to X k , but this algorithm often got stuck far from the ground state. The problem was solved using two sites instead of one in the optimization step [10] . The two-site DMRG algorithm (DMRG2) merges blocks x (k) and x (k+1) , and solves the local optimization problem in X k,k+1 = span X ={k,k+1} , see Fig. 1 (right). Here X =k,k+1 is the (n 1 . . . n d ) × (r k−1 n k n k+1 r k+1 ) matrix, which has the same TT representation as (1) with blocks x (k) and x (k+1) replaced by the identities. The DMRG2 converges remarkably well (and is in fact a method of choice) for 1D systems with short-range interactions, but the cost is approximately n times larger than in the DMRG1. For systems with long-range interactions two neighboring sites do not provide sufficient information, and DMRG2 can stagnate as well. To simulate such systems faster and more accurately, better methods to choose search subspaces are required.
The gradient direction is central in the theory of optimization methods, and many algorithms use the gradient or its approximate surrogates. In 2005, S. White proposed the corrected one-site DMRG algorithm (DMRG1c), which adds auxiliary direction to improve the convergence and reduce the computational cost, see [11] and [9, Sec 6.3] for more details. In this paper we compare the DMRG1c with the alternating minimum energy (AMEn) algorithm. The AMEn algorithm was recently proposed in [1, 2] for the solution of linear equations, and the version for the ground state problem appears immediately when we choose J A (x) as a target function. In the next section we compare the ideas and implementation aspects of both methods and explain the motivation behind AMEn from numerical linear algebra perspective. In Sec. 3 we reproduce a numerical experiment of S. White from [11] , and demonstrate that AMEn can solve it better than DMRG1c.
Comparison of methods
Both DMRG1c and AMEn combine the local optimization (2) with the step that injects the auxiliary information. Both algorithms are local, i.e. modify only one block x (k) at a time (cf. the non-local "ALS(t + z)" algorithm in [1]). Both methods sequentially cycle over TT blocks (1, 2, . . . , d, d−1, . . .). In the following we assume that (2) was just solved for x (k) , and consider the step that corrects x (k) before the optimization passes to the next block x (k+1) . This step does not change the vector x = τ(x (1) , . . . , x (d) ) (for AMEn), or perturbs it slightly (for DMRG1c), and therefore has a minor direct effect on J A (x). However, it inserts additional directions to span X =k+1 , that improves the convergence of J A (x) to its global minimum.
It is crucial how exactly the block x (k) is modified, and which vectors end up in span X =k+1 after that. In the following we discuss these details, which constitute the main difference between the DMRG1c and the AMEn.
Which vector is targeted
Following the power iteration method, the DMRG1c algorithm of S. White targets in addition to the solution x the first Krylov vector p = Ax. The AMEn algorithm uses the gradient direction z = Ax − J A (x)x. In exact arithmetics this makes no difference, since span{x, p} = span{x, z}. In practical computations both p and z are perturbed by inevitable machine rounding errors, perturbations associated with the use of tensor format, and additional errors which appear when a surrogate formula (like [11, Eq. (14) ]) is used to speed up the computations. The DMRG1c algorithm is derived from perturbation arguments, valid in the vicinity of the minimum of J A (x). When x approaches the ground state, the angle between x and p = Ax vanishes, and any perturbation in Ax yields a random new direction. This creates a certain gap between the theory supporting the DMRG1c, and the practice.
Following the steepest descent algorithm, the AMEn uses orthogonal vectors z and x, and span{x, z} is much more stable to perturbations of z. (In general, the Krylov vectors {x, Ax, A 2 x, . . .} form an extremely unstable basis, and orthogonalization is crucial.) The steepest descent algorithm with z substituted byz converges as long as (z, z) > 0. For the linear systems this fact is elegantly proven in [5] , and the convergence rate of perturbed method is estimated. An eigenvalue counterpart follows similarly, and the rate of convergence in span{x,z} can be estimated from the spectral range of A. This makes the approach implemented in the AMEn algorithm preferable both theoretically and in practice.
What is approximated: subspaceP vs. vectorz
The computation of full vectors p = Ax and z = Ax − J(x)x is not possible due to their exponentially large size. Since x and A are both in TT format, we can avoid the curse of dimension and represent p = Ax and z = Ax−J(x)x by the TT format. However, the TT ranks of Ax can be as large as product of TT ranks of A and x, which makes the calculations difficult.
To reduce these costs, S. White suggests in the DMRG1c the following scheme. The TT format (1) is divided in two parts: left blocks (number 1, . . . , k) are referred to as system, and right blocks (k + 1, . . . , d) as environment. The TT format for the matrix A is written accordingly, Although in general p / ∈ ∪ γ span p γ , it can be argued that the set {p γ } contains a sufficient subspace information. To show this, we write
and consider vectors p and p γ as system-by-environment matrices P and P γ of size (n 1 . . . n k ) × (n k+1 . . . n d ). Now span P ⊂ ∪ γ span P γ = P, where A > γ contains the coefficients of the required linear combination -in the exact arithmetics the system-related components of p belong to P. Each p γ is easier to compute than p, because it does not depend on the environment part A > γ .
The total dimension of P grows in each step, and to keep TT ranks and storage moderate, we have to truncate it. The approximation step in the DMRG1c replaces P with a subspaceP of a smaller dimension, using a classical singular value decomposition (SVD), or Schmidt decomposition technique. The dominant subspaceP is spanned by the first singular vectors of the matrix X √ a 1 P 1 √ a 2 P 2 . . . , where all target vectors are concatenated with empirically chosen weighting coefficients a γ . The method assumes that the vector p = Ax is likely to belong toP. This assumption makes perfect sense if p is a random sample from P -for a random u, Xu is more likely to end up in the dominant subspace of X. However, the target vector p = Ax does not belong toP in general, for any choice of weights √ a γ . The reason is that p depends crucially on A > γ , whereas this information is dropped for the sake of faster computations in p γ and hence P andP. Selecting A > γ in (4), we may come across any vector in P, even the smallest singular vector. That is, for each choice of √ a γ and x there is a counterexample of a Hamiltonian, for which the slightest truncation of P loses the system-related part of the target vector p = Ax. The AMEn approximates z = Ax − J A (x)x into its own TT format using any compression tool. Either the SVD-based technique, which computes the approximationz ≈ z up to any prescribed tolerance ε, or a faster (but heuristic) alternating least squares (ALS) method may be used. In any case, we may generate an approximationz with a desired accuracy, which guarantees the convergence of the steepest descent method with the imperfect directionz. This fact provides the theoretical bounds for the global convergence rate of the whole AMEn scheme, similarly to [2] .
How the new direction is used: averaging vs. enrichment
The last but not the least detail is how exactly the information about the auxiliary direction is injected in the algorithm. To show this in isolation from the other dissimilarities outlined above, we assume that in both methods we target in addition . . . u < ru . As shown in previous subsection, this procedure does not guarantee that x or s ends up in span(U ⊗ I), unless span U = span X S . The TT core x < is replaced by the vectors of U, that introduces a O( √ a) perturbation to x and probably worsen J A (x). It is clear though that a should vanish when we approach the exact solution, but the general recipe is not known.
The AMEn avoids the outlined difficulties by merging U = X S and zeropadding the second block. Values of x and J A (x) are preserved, no rescaling is required, and both {x, s} ∈ span(U⊗I). The downside is that we choose r u = r x +r s each time we expand the subspaces. However, when we use the approximate gradient direction s =z ≈ z = Ax − J A (x)x the low-rankz usually suffice, e.g. with r s ≈ r x /2. We can also truncate the TT-ranks at the end of each iteration and control the perturbation to J A (x).
Numerical example
Following S. White [11] , we consider the spin-1 periodic Heisenberg chain,
where S {x,y,z} , are the 3 × 3 Pauli matrices for spin-1 particles. The number of spins d is set to 100, i.e. the wavefunction belongs to the 3 100 -dimensional Hilbert space. This example is particularly illustrating, since the mismatch between the linear TT model (1) and the cycle structure of (5) complicates the problem -the solution has large TT ranks, and both the one-and two-site DMRG converge slowly.
The way how the TT ranks are chosen during the algorithm is also very important. We first adopt the rank selection strategy from [11] , and compare the DMRG2, the DMRG1c and the AMEn algorithms. The results are shown in Fig. 2 (top left), which overlays [11, Fig. 3 ] with the AMEn behavior. In Fig. 2 (top right) the convergence of λ = J A (x) to the reference value λ * = −140.14840390392 (computed in [11] by the DMRG1c with TT ranks 4000) is given w.r.t. the cumulative CPU time.
We see that both DMRG methods correctly reproduce the experiment from [11] : the two-site DMRG stagnates at a high error level, while the corrected DMRG converges significantly faster. The AMEn method manifests practically the same efficiency. Since it searches in a larger subspace, it is even more accurate w.r.t. iterations, but becomes slightly slower during the optimization of inner TT blocks. However, letting it to increase the ranks (each fourth iteration) yields sharper error decays.
To free the algorithm from tuning parameter, we prefer to choose the ranks adaptively to the desired accuracy. With this we also avoid artificial rank limita- [11] , DMRG2 [10] . Top: parameters depend on iteration as shown on top of left figure (ranks and log 10 (1/a), resp.). Bottom: a = 10 −4 , ranks depend on accuracies: ε = 10 −3 (solid lines), ε = 10 −4 (dashed lines) tion, which pollutes the convergence. Therefore, in the second experiment we use the same algorithms but perform the truncation of TT blocks via the SVD using the relative Frobenius-norm accuracies ε = 10 −3 and ε = 10 −4 . The results are shown in Fig. 2 (bottom) .
We see that when ranks are chosen adaptively, the AMEn rapidly becomes faster than the other algorithms. Even the DMRG1c stagnates relatively early, since the correction p γ (4) contaminates the dominant basis of the ground state. Moreover, since the ε-truncation eliminates the correction if a ε 2 , it is worthless to decrease the scale a (cf . Fig 2, top left) . Both the adaptivity and speed speak in favour of such truncation: the same accuracy levels are achieved several times faster than in the fixed-rank experiment (e.g. 10 vs. 100 sec. for λ − λ * ≈ 10 −2 and ε = 10 −3 ). Larger time spent by AMEn in the latter iterations is compensated by a significantly better accuracy, which is close to the optimal level O(ε 2 ). Finally, the AMEn is applicable to a wider class of problems, and is free from heuristic parameters.
