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ABSTRACT
EXPERIMENTS AND MODELING OF PLASTIC ANISOTROPY AND
DUCTILE FRACTURE UNDER MULTIAXIAL LOADING

By
Madhav Baral
University of New Hampshire

The implementation of new materials for light-weighting purposes in the automotive
industry has often been hindered due to the low ductility of these materials, as well as
inadequate empirical knowledge about their fracture behavior and inadequate material
modeling techniques. This thesis addresses these issues through extensive experimental
and numerical study of plastic anisotropy and ductile fracture of several aluminum alloys
and a stainless-steel. The test materials used for this study include AA365 die-casting,
AA6013 and AA6111 aluminum sheets, AA6260 aluminum tube and SS304L stainlesssteel microtube. The plastic anisotropy is assessed using uniaxial tension, plane-strain
tension and disc compression experiments for the die-casting and the sheets; and using
biaxial experiments for the tubes. These experiments are then used to model the
anisotropic plastic behavior of the test materials using advanced non-quadratic
anisotropic yield criteria including Yld2000-2D and Yld2004-3D.
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The fracture behavior of the casting and sheets is investigated using conventional
notched tension and central hole specimens, as well as novel specimen designs for shear
and biaxial stress states. These improved specimen designs exhibit stress states that
develop at the neighborhood of the fracture initiation point to remain proportional
throughout the loading history. Likewise, the fracture behavior of the tubes is assessed
by loading them under axial force and internal pressure along different stress paths. The
ability to control the force/pressure ratio enables probing the fracture behavior under
proportional and non-proportional loading paths.
Fracture oftentimes initiate at the interior (for example through-thickness mid-plane)
of the specimens and thus direct measurement of fracture parameters i.e., stress
triaxiality, Lode angle parameter and equivalent plastic strain is not possible from
experiments alone. Instead, these parameters at the onset of fracture are obtained in this
work using finite element modeling with the material modeling framework using
anisotropic yield criteria described above. The loading path and the resulting fracture
locus are found to be sensitive to the constitutive model employed, which underscores
the importance of an appropriate modeling of plastic anisotropy in ductile fracture studies.
Based on the finite element results, the fracture locus is represented by numerous
fracture initiation criteria common in literature (e.g., Oyane, Johnson-Cook, HosfordCoulomb and DF2015), as well as a newly proposed one, created during the course of
this research, that is shown to offer better agreement with the experiments, without
additional calibration or implementation cost.
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CHAPTER 1
INTRODUCTION

1.1. Motivation
When plastic deformation reaches a certain limit, metals experience loss of loadcarrying capacity, in many cases in the form of ductile fracture. Therefore, the accurate
characterization and prediction of ductile fracture in metals has real-world importance in
the design and optimization of processes and products. Taking the automotive industry
as an example, prediction of ductile fracture is critical in light-weighting and crash studies.
Satisfying both of these two features has become a requirement because lighter vehicles
consume less fuel and reduce CO2 emissions (Pagerit et al., 2006). The sensitivity of a
conventional vehicle’s fuel economy to a mass reduction for different vehicle classes is
shown in Fig. 1.1. It is estimated that by reducing a car’s weight by 1 kg, CO2 emissions
are lowered by 20 kg after 170,000 km of driving (Gasson, 2006). But at the same time,
consumers demand safer and more crash-worthy vehicles.
To produce both lighter and safer vehicles, the automotive industry has adopted a
large range of modern metallic alloys with higher strength-to-mass ratios than
conventional steels. However, their formability and hence their applicability in designs is
often limited due to their low ductility and/or inadequate empirical knowledge about their
fracture behavior.
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Figure 1.1 – Change in fuel consumption vs. change in mass for the
conventional vehicle for each vehicle class (Pagerit et al., 2006) .

In addition, the characterization of ductile fracture is crucial in crash studies and
simulations: in a collision, the body structure should effectively absorb the deformation
energy. Thus, metals must have the capability to deform without fracture during crash,
providing better protection for the passengers. Moreover, with the proper characterization
of ductile fracture, a physical test (Fig. 1.2a) can be replaced with a numerically simulated
virtual test (Fig. 1.2b) making the crash studies efficient and cost-effective. For the
numerical models in crash studies to make accurate predictions, it is imperative to have
appropriate material modeling along with a profound understanding of ductile fracture
behavior.
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(a)

(b)
Figure 1.2 – Plastic deformation in crash studies, where numerous
components have fractured: (a) physical test; (b) numerical simulation
(www.hondanews.com).

1.2. Posing the problem
1.2.1 Plastic anisotropy
Metals, including cast alloys, rolled sheets and extruded tubes, oftentimes exhibit
initial plastic anisotropy due to crystallographic texture created by their prior
manufacturing steps. Moreover, plastic deformation leads to texture evolution, which at
the macroscale it is manifested as an evolution of the plastic anisotropy and is termed
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deformation-induced anisotropy. There are several possibilities to account for plastic
anisotropy during analysis and design. The most frequently used approach employs a
hardening law and the associated flow rule in conjunction with various isotropic or
anisotropic yield criteria (Banabic, 2010; Barlat et al., 2005, 2003; Hershey, 1954; Hill,
1948; Hosford, 1972; Hosford and Caddell, 1993). Among these, the plastic deformation
of many metallic alloys shows best agreement with non-quadratic anisotropic criteria. The
linear-transformation-based yield criteria proposed by (Barlat et al., 2005, 2003) have
been frequently used by the researchers, as they have been found to be suitable to
represent the anisotropic plastic deformation of metallic alloys with face centered cubic
(FCC) and body centered cubic (BCC) structures, e.g., (Baral et al., 2019; Dick and
Korkolis, 2015a; Giagmouris et al., 2010; Ha et al., 2019, 2018; Kalyanam et al., 2009;
Korkolis and Kyriakides, 2009, 2008a; Lee et al., 2007; Tardif and Kyriakides, 2012; Yoon
et al., 2006; Zhang et al., 2015). In order to characterize the plastic anisotropy of a
material and calibrate various yield criteria, extensive experimental characterization
schemes (Baral et al., 2018; Korkolis and Kyriakides, 2008a; Tian et al., 2017) are
needed.

1.2.2 Ductile fracture
Fracture is the separation of a material into two or more pieces under the action of
stress. Ductile fracture is one of the basic mechanisms of material failure, that terminates
the useful life of a product or makes its manufacture unfeasible. Hence establishing the
fracture envelope of a material is of interest for both component and process design. In
some cases, this envelope is a correlation between the equivalent plastic strain at the
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onset of fracture and a number of state variables that characterize the stress fields, and
that can be obtained from experiments or deduced from theoretical considerations.
Depending on the stress state, ductile fracture in metals can be the result of void
nucleation, growth and coalescence of microscopic voids into void sheets, which lead to
material separation at the macroscale (Gurson, 1977; Tvergaard and Needleman, 1984)
as shown in Fig. 1.3. The voids nucleate at inclusions due to the decohesion of particlematrix interface or by cracking of the particles themselves (Thomson and Hancock, 1984).
Upon continued plastic deformation the voids grow laterally, until necking of the inter-void
ligaments leads to coalescence and fracture (Benzerga, 2002) (see Fig. 1.3). These
micromechanical

fracture

mechanisms

have

been

investigated

extensively,

experimentally, analytically and numerically (Gurson, 1977; McClintock, 1968; Meyers
and Chawla, 1982; Rice and Tracey, 1969; Thomason, 1990; Tvergaard and Needleman,
1984).

Figure 1.3 – Schematic of nucleation, growth and coalescence of voids
(Gatea et al., 2017).
5

1.2.3 Numerical modeling of ductile fracture
It appears then that understanding void dynamics is one of the pathways to predicting
ductile fracture of metallic alloys. The growth of an initial void population was replicated
by Gurson (Gurson, 1977) using a porous plasticity model with a damage indicator
representing the void volume fraction. In this criterion, the damage evolution has an
influence on the apparent elastoplastic material behavior; for this reason, it is classified
as a coupled fracture criterion. Later, the original Gurson criterion was extended to take
into account void nucleation (Chu and Needleman, 1980), coalescence (Tvergaard and
Needleman, 1984), void shape effects (Gărăjeu et al., 2000; Pardoen and Hutchinson,
2000), and plastic anisotropy (Benzerga, 2002; Steglich et al., 2010; Stewart and Cazacu,
2011).
Despite sound micromechanical underpinnings, such criteria can be ambiguous to
calibrate and prohibitively expensive to use in a simulation. In contrast to the coupled
criteria, the uncoupled ones assume that the damage indicator is independent of the
elastoplastic material behavior. These criteria (Bao and Wierzbicki, 2004; Clift et al., 1990;
Cockcroft and Latham, 1968; McClintock, 1968; Oh et al., 1979; Rice and Tracey, 1969)
assume that fracture occurs at a material point when a weighted measure of the
accumulated plastic strain reaches a critical value.
Early studies (McClintock, 1968; Oyane et al., 1980; Rice and Tracey, 1969) showed
that void growth is governed by the hydrostatic pressure. Therefore, classical ductile
fracture criteria are formulated in terms of stress triaxiality (Benzerga and Leblond, 2010;
Gurson, 1977; McClintock, 1968). However, (Coppola et al., 2009; Kim et al., 2004; Zhang
et al., 2001) have shown the dependency of ductile fracture on the deviatoric stress state
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represented by the Lode-angle-parameter. In that spirit, (Mohr and Marcadet, 2015)
extended the Mohr-Coulomb to the Hosford-Coulomb criterion based on the results of a
3D localization analysis. Alternatively, (Lou et al., 2012) proposed a fracture criterion
based on the microscopic analysis of ductile fracture by incorporating the stress triaxiality
and the maximum shear stress, and further extended it (Lou and Huh, 2013) to a general
expression of stress triaxiality and Lode-angle-parameter. While the above criteria
assume that fracture is isotropic, (Lou and Yoon, 2017) proposed an anisotropic criterion
by making use of a linearly transformed strain tensor.
The fracture loci predicted by these criteria have a cusp for the triaxiality of 1/3,
corresponding to uniaxial tension (for e.g., see Figs. 1.4a and b for fracture loci predicted
by Hosford-Coulomb (Mohr and Marcadet, 2015) and (Lou et al., 2012) criteria). This
feature can be attributed to these models’ construction. On the other hand, (Haltom et al.,
2013; Scales et al., 2016) performed combined tension-torsion experiments on AA6061T6 tubes and found a monotonic decrease of fracture strain with increasing triaxiality.
Similar findings were reported by (Ghahremaninezhad and Ravi-Chandar, 2012) on
AA6061-T6 sheet and (Papasidero et al., 2015) on AA2024-T351 tubes. These
differences could be due to more appropriate specimen designs, that permit localization
to develop free of constraints and edge-effects, as well as the adopted measurement
methods.
Besides, fracture behavior can be path-dependent, as revealed in the numerical
analysis done by (Benzerga et al., 2012). They determined a difference in fracture loci
for radial and non-radial loadings for axisymmetric stress states and stress triaxialities
higher than for uniaxial loading (see Fig. 1.5). They also recommended to incorporate a
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(a)

(b)
Figure 1.4 – Fracture loci predicted by (a) Hosford -Coulomb (Mohr and
Marcadet, 2015) and, (b) (Lou et al., 2012) criteria. (Notea: SH, UT, PST
and EBT refer to shear, u niaxial tension, plane -strain tension and
equibiaxial tension in Fig. 1.4a)

8

set of internal variables to capture the essential features of path-dependent ductile
fracture. Similar findings were observed in fracture experiments by (Basu and Benzerga,
2015). They performed experiments on round notched bars of a medium-carbon A572
Grade-50 steel with and without load path changes. Their experiments revealed a
different fracture locus for each set of experiments. The one-to-one correspondence
between equivalent plastic strain and loading parameters holds all the way to fracture for
idealistically proportional behavior of the state variables. In practice, this might not be
feasible, and the non-proportional loading path is usually handled by time-weighted
average values of the loading parameters. However, depending on the definition of the
variables, different fracture loci might be obtained.

Figure 1.5 – Fracture loci for radial and non -radial loading paths
(Benzerga et al., 2012) . (Note: Eec is equivalent strain -to-fracture)

1.2.4 Determination of fracture parameters
Direct measurement of fracture parameters, i.e., stress triaxiality, Lode angle, and

9

fracture strain, is challenging in experiments. This is because of the possible nonhomogenous deformation and fracture initiation from the interior of the specimen, where
observations are not possible. One approach is the post-mortem grain-based fracture
strain estimation (Ghahremaninezhad and Ravi-Chandar, 2013, 2012; Ha et al., 2018;
Haltom et al., 2013). While this is a direct method, it suffers from large scatter due to the
polydispersity of the initial grain sizes.
Alternatively, a combined experimental-numerical approach (also known as hybrid
method) has been often used, where a numerical model is created and tailored to match
the macroscopic behavior observed experimentally (e.g., force-displacement or stressstrain responses, surface strain fields, etc.); subsequently, this model is used to
determine the stress and strain state at the location and onset of fracture. This approach
is termed the “hybrid method” (Bai and Wierzbicki, 2008; Baral et al., 2019; Brünig et al.,
2015, 2011; Dunand and Mohr, 2010; Fourmeau et al., 2013; Ha et al., 2018; Lou et al.,
2014, 2012; Malcher et al., 2012; Mohr and Henn, 2007). Since prediction is strongly
dependent on the elastoplastic models adopted, proper material modeling is a
prerequisite for successful application of the hybrid method in fracture analysis (Baral et
al., 2019; Ha et al., 2019, 2018), and is one of the major emphasis of this Dissertation.
However, despite the importance of proper plasticity modeling in ductile fracture
research, advanced plasticity models have seen limited use so far. For example, the von
Mises yield criterion has been extensively incorporated in fracture studies for the sake of
simplicity (Bao and Wierzbicki, 2004; Li et al., 2010; Li and Wierzbicki, 2010; Pack et al.,
2014; Papasidero et al., 2014), but the same approach may not be appropriate for strongly
anisotropic and/or asymmetric materials, such as aluminum and magnesium alloys.
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Another challenge is designing fracture experiments with proportional loading up to
fracture, to avoid contaminating the results with loading path effects (Ha et al., 2019). This
is because fracture initiation models based on a damage indicator are mostly formulated
assuming spatially uniform and proportional stress states. In conventional fracture
experiments, the stress state at each material point often evolves significantly (Ebnoether
and Mohr, 2013) because of excessive geometrical changes in the specimen at large
deformation, and/or spatially-varying stress fields.

1.3. Thesis structure
This dissertation presents an investigation of the plastic anisotropy and ductile fracture
behavior of several aluminum alloys and a stainless-steel, using experiments and
analysis. The basic approach of this research is the following. First, the deformation
behavior of the material is extensively probed experimentally to calibrate advanced
anisotropic plasticity models that can replicate the material behavior as observed in
experiments. Second, the fracture behavior of the material is characterized by a series of
specialized tests along with novel specimen designs and geometries. Then, the finite
element (FE) models of the fracture specimens, which incorporate the advanced material
models, are created. The predictions of the FE models are compared with the
experiments, to establish their fidelity. The comparison involves both structural-level
(force-displacement or stress-strain responses) and local responses (surface strain
fields). Then, using these FE models, the required fracture parameters (fracture strain,
stress triaxiality, Lode angle parameter, etc.) that prevail inside the specimen (i.e., where
observations are impossible) at the onset of fracture are determined, as detailed in the
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following chapters. Likewise, the fracture loci of the materials are represented by various
fracture initiation criteria, along with a newly proposed criterion which is a linear
combination of two existing criteria.
Chapter 2 details the constitutive and fracture modeling implemented in this research
in a collective way, for easier reference of the reader. In Chapter 3, the fracture behavior
of an Al-Si-Mg die-cast alloy (AA365-T7) is studied using the conventional fracture
experiments used in literature. In Chapter 4, the fracture behavior of bake-hardened
AA6013 aluminum sheet is considered. In addition to the predictions from the FE models,
an independent corroboration of the fracture strains is described with a microstructurebased estimation. In Chapter 5, the failure of AA6111 sheet under proportional loading
paths using existing specimens and a newly proposed specimen is discussed. In Chapter
6, the failure of AA6260 thin-walled aluminum tubes loaded under axial force and internal
pressure is discussed. The fracture locus under proportional loading is determined and
compared to the corresponding non-proportional loading results to establish its path
dependence. In Chapter 7, the fracture behavior of stainless-steel 304L microtube is
characterized at a wider range of triaxialities than the range used in the previous chapter.
Chapter 8 summarizes the main conclusions and findings of this research and provides
possible directions for future research.
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CHAPTER 2
CONSTITUTIVE AND
DUCTILE FRACTURE MODELS

2.1. Introduction
In this Chapter, the details of the constitutive and fracture modeling implemented in
this study are discussed. The constitutive models reviewed here are adopted in finite
element (FE) simulations of the fracture experiments to probe the stress and strain states
inside the specimen. Likewise, the fracture initiation models reviewed here are used to
represent the fracture locus of various metallic alloys adopted in this study.

2.2. Constitutive Modeling
The constitutive model adopted plays an important role in the accurate prediction of
the fracture strains during numerical simulations (Baral et al., 2019; Giagmouris et al.,
2010; Ha et al., 2019). In this research, the anisotropic plastic behavior of a material is
modeled using two non-quadratic, anisotropic yield criteria, i.e., Yld2000-2D and Yld20043D (Barlat et al., 2005, 2003). These linear-transformation-based yield criteria are
implemented along with a rate-independent associated flow rule and isotropic hardening
assumption throughout this work. These criteria have been frequently used in the
literature, as they have been found to be suitable to represent the anisotropic plastic
deformation of metallic alloys with FCC and BCC structures, e.g., (Baral et al., 2019; Deng
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et al., 2015; Dick and Korkolis, 2015a; Fourmeau et al., 2011; Ha et al., 2019, 2018;
Kalyanam et al., 2009; Kim et al., 2007; Korkolis and Kyriakides, 2008a; Tardif and
Kyriakides, 2012; Yoon et al., 2006; Zhang et al., 2015).

2.2.1. Anisotropic Yld2000-2D criterion
The Yld2000-2D criterion (Barlat et al., 2003) is a plane-stress yield criterion,
consisting of 8 anisotropic parameters. The criterion started from the Hosford isotropic
criterion (Hosford, 1972), which is written in terms of the principal stress deviators (𝑠1 , 𝑠2 ,
𝑠3 ) as:

|𝑠1 − 𝑠2 |𝑘 + |2𝑠1 + 𝑠2 |𝑘 + |𝑠1 + 2𝑠2 |𝑘 = 2𝜎𝑜𝑘

(2.1)

The exponent 𝑘 is chosen based on the crystal structure of a material. Typically, it is
taken as 6 for body centered cubic (BCC) and 8 for face centered cubic (FCC) materials,
respectively (Logan and Hosford, 1980). Anisotropy is introduced by two linear
transformations of the stress tensor 𝝈:

𝑺′ = 𝑪′ 𝒔 = 𝑪′ 𝑻𝝈 = 𝑳′ 𝝈

and

𝑺′′ = 𝑪′′ 𝒔 = 𝑪′′ 𝑻𝝈 = 𝑳′′ 𝝈

(2.2)

where 𝑪′ , 𝑪′′ , 𝑻, 𝑳′ and 𝑳′′ are transformation tensors. In expanded form and considering
a case of plane-stress:
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𝑆𝑥′
𝐿′11
′
{ 𝑆𝑦 } = [𝐿′21
′
𝑆𝑥𝑦
0

𝐿′12
𝐿′22
0

𝜎𝑥
0
0 ] { 𝜎𝑦 }
𝐿′66 𝜎𝑥𝑦

𝑆𝑥′′
𝐿′′11
′′
{ 𝑆𝑦 } = [𝐿′′21
′′
𝑆𝑥𝑦
0

𝐿′′12
𝐿′′22

𝜎𝑥
0
0 ] { 𝜎𝑦 }
𝐿′′66 𝜎𝑥𝑦

(2.3)

0

The matrices 𝑳′ and 𝑳′′ can be written in terms of 8 parameters (𝛼1 , … , 𝛼8 ) that control
the anisotropy, as:
𝐿′11
2/3
0
′
𝐿12
−1/3
0
′
𝐿21 =
0 −1/3
𝐿′22
0
2/3
[
0
0
{𝐿′66 }

0
0
0
0
1]

𝛼1
𝛼
{ 2}
𝛼7

𝐿′′11
−2
2
8 −2 0 𝛼3
′′
𝐿12
1 −4 −4
4 0 𝛼4
1
′′
𝐿21 =
4 −4 −4
1 0 𝛼5
9
′′
−2
3
2 −2 0 𝛼6
𝐿22
′′
[
0
0
1
0 9] {𝛼8 }
{𝐿66 }

(2.4)

(2.5)

Finally, the Yld2000-2D criterion is written as a modification of Eq. (2.1), using the
principal values of the transformed stress tensors 𝑺′ and 𝑺′′ given by Eqs. (2.2), as:

|𝑆1′ − 𝑆2′ |𝑘 + |2𝑆1′′ + 𝑆2′′ |𝑘 + |𝑆1′′ + 2𝑆2′′ |𝑘 = 2𝜎𝑜𝑘

(2.6)

This yield criterion reduces to the von Mises criterion for exponent 𝑘 = 2 (or 4) and
parameters αi = 1. A general schematic of the Yld2000-2D, along with Hosford isotropic
and von Mises criteria is shown in Fig. 2.1.
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Figure 2.1 – General schematic of Yld2000 -2D, Hosford and von Mises
criteria. Note the stress components are normalized with respect to the
uniaxial tension str ess (σ0 ). Solid lines represent the boundaries of the
corresponding criteria while dashed lines represent the contours of iso shear lines at increasing shear level of 0.1 (see Appendix A for Yld20002D anisotropic parameters collected in Table A1 ).

2.2.2. Anisotropic Yld2004-3D criterion
The Yld2004-3D yield criterion is fully-3D stress criterion consisting of 18 anisotropic
parameters (Barlat et al., 2005). It is based on two linear transformations of the deviatoric
stress tensor and is symmetric in tension and compression. It is expressed as:
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𝜙 = 𝜙(𝒔̃′ , 𝒔̃′′ ) =
𝑘
𝑘
𝑘
𝑘
𝑘
|𝑆̃1′ − 𝑆̃1′′ | + |𝑆̃1′ − 𝑆̃2′′ | + |𝑆̃1′ − 𝑆̃3′′ | + |𝑆̃2′ − 𝑆̃1′′ | + |𝑆̃2′ − 𝑆̃2′′ |

(2.7)

+|𝑆̃2′ − 𝑆̃3′′ |𝑘 + |𝑆̃3′ − 𝑆̃1′′ |𝑘 + |𝑆̃3′ − 𝑆̃2′′ |𝑘 + |𝑆̃3′ − 𝑆̃3′′ |𝑘 = 4𝜎̅ 𝑘

The exponent “𝑘” should be 6 and 8 for body centered cubic (BCC) and face centered
cubic (FCC) materials, respectively, based on crystal plasticity calculations (Logan and
Hosford, 1980). The quantities S̃i′ and S̃i′′ are the principal stress values of the transformed
deviatoric stress tensors 𝐬̃′ and 𝐬̃ ′′ . These tensors are linear transformations (see Eqs.
(2.8)) of the deviatoric stress tensor 𝐬 through matrices 𝐂 ′ and 𝐂 ′′ , which introduce the
anisotropy. The matrices 𝐂 ′ and 𝐂 ′′ contains the anisotropy coefficients and have the form
of 𝑪 shown in Eq. (2.9). Finally, the deviatoric stress tensor 𝐬 is obtained from the stress
𝛔 tensor through the linear transformation tensor 𝐓 (see Eq. (2.10)):
𝐬̃′ = 𝐂 ′ 𝐬 = 𝐂 ′ 𝐓𝛔 = 𝐋′ 𝛔
(2.8)
𝐬̃ ′′ = 𝐂 ′′ 𝐬 = 𝐂 ′′ 𝐓𝛔 = 𝐋′′ 𝛔

0
−𝑐21
−𝑐31
𝑪=
0
0
[
0
2
−1
1 −1
𝑻=
0
3
0
[ 0

−𝑐12
0
−𝑐32
0
0
0
−1
2
−1
0
0
0

−𝑐13 0
−𝑐23 0
0 0
0 𝑐44
0 0
0 0
−1
−1
2
0
0
0

0
0
0
3
0
0
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0
0
0
0
𝑐55
0
0
0
0
0
3
0

0
0
0
0
0
𝑐66 ]
0
0
0
0
0
3 ]

(2.9)

(2.10)

The 18 anisotropic coefficients are the non-zero entries of the 𝐂 ′ and 𝐂 ′′ matrices
(Barlat et al., 2005). Like the Yld2000-2D criterion, this yield criterion reduces to the von
Mises criterion for exponent 𝑘 = 2 (or 4) and all non-zeros entries in Eq. (2.9) equal to
one. A general schematic of the Yld2004-3D, along with von Mises criteria is shown in
Fig. 2.2. It should be noted that because of the additional flexibility that Yld2004-3D
affords over Yld2000-2D, the two criteria can be calibrated to completely overlap.

Figure 2.2 – General schematic of Yld2004 -3D and von Mises criteria.
Note the stress components are normalized with respect to the u niaxial
tension stress ( σ0 ).Solid lines represent the bo undaries of the
corresponding criteria while dashed lines represent the contours of iso shear lines at increasing shear level of 0. 1 (see Appendix A for Yld20043D anisotropic parameters collected in Table A2).
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2.2.3. KBK Representation
The performance of the yield criteria described above can be assessed by the KBK
(Korkolis-Barlat-Kuwabara) representation (Korkolis et al., 2017). The yield condition can
be written in the form σ
̅ = σR (ε̅), where σ
̅ and ε̅ are the equivalent stress and plastic strain,
respectively, and σR is a reference stress-strain curve. The “distance” between any
general stress state with deviator 𝐬 and the reference stress state 𝐬R can be characterized
by the parameter cosω = 𝐬̂ ∶ 𝐬̂R , where the symbol ‘∶’ denotes the double-dot product of
two second-order tensors, and 𝐬̂ = 𝐬⁄√𝐬 ∶ 𝐬. In the same way, the experimental strain
increment tensor d𝛆̂exp can be compared with its prediction d𝛆̂yld through the
parameter δ = arccos(d𝛆̂exp ∶ d𝛆̂yld ). Thus, any stress state 𝐬 can be characterized by
two planar curves, namely, its distance from the yield condition, σ
̅(𝐬)⁄σR = 1, and its
deviation from the selected flow rule, δ = 0, both as a function of cosω. It is important to
note that there is no 1-to-1 correspondence between cosω and the stress state, i.e.,
infinitely many stress states can have the same cosω. A general schematic of the KBK
representation for the stress and the local normals to yield locus is shown in Figs. 2.3a
and 2.3b respectively.

2.2.4. Hardening Model
In addition to the yield criteria, the identification of a post-necking hardening curve is
critical in the finite element models. This is because the fracture strains are expected to
be significantly higher than the limit of uniform elongation in uniaxial tension test. The
different hardening models that are implemented in this study are the Swift (Swift, 1952),
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(a)

(b)
Figure 2.3 – General schematic of KBK representation showing the
performance of von Mises and Yld2004 -3D criteria in terms of (a) stress
and (b) normal to yield locus . (Note the experimental data in the
representation are taken from AA6111 sheet described in Chapt er 5.)
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Voce (Tian et al., 2017) and combined Swift-Voce (Baral et al., 2019; Ha et al., 2019,
2018; Zhang et al., 2015) models. Among these models, the combined Swift-Voce (SV)
model provides higher flexibility in large strains than the individual models. The Swift,
Voce and combined Swift-Voce models are expressed as:

σs = k0 ∙ (ε0 + ε͞p)n

(2.11)

σv = k0 – q ∙ exp(-β ∙ ε͞p)

(2.12)

σsv = A ∙ σs + (1 - A) ∙ σv

(2.13)

The identification of the model parameters is discussed for every material examined
in this work in the corresponding Chapter. A general schematic of the Swift, Voce and
combined Swift-Voce models are shown in Fig. 2.4.

2.3 Fracture modeling
Ductile fracture criteria are used to predict the onset of fracture for metals and alloys.
The stress state in the fracture criteria is described by the dimensionless scalars such as
̅ (Bai and Wierzbicki, 2010; Nayak and
stress triaxiality, Lode-angle-parameter Θ
Zienkiwicz, 1972) or Lode Parameter L (Lou et al., 2017, 2014, 2012). Stress triaxiality is
the ratio between the hydrostatic and equivalent stress while the Lode angle parameter
is associated with the position of the intermediate principal stress with respect to the
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Figure 2.4 – General schematic of Swift, Voce and combined Swift-Voce
models. (Note the experimental data shown in the schematic are taken
from AA6111 sheet described in Chapter 5 .)

maximum and minimum ones. These parameters offer an indication of whether the stress
field has a high hydrostatic component, promoting void growth and coalescence, or is
mainly shear-dominated. They are defined as:
η=

σm
̅
σ

2
3√3 J3
̅ = 1 − acos [
Θ
]
π
2 √J23

with

and

σm =

σI + σII + σIII
3

L=
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2σII − σI − σIII
̅
≅ −Θ
σI − σIII

(2.14)

(2.15)

where σ
̅ is the equivalent stress, J2 and J3 are the second and third deviatoric stress
invariants, and the three principal stresses are ordered as σI ≥ σII ≥ σIII . These stressstate parameters are identified in the material coordinate system in Appendix A.

2.3.1 Common fracture criteria
The fracture criteria used in this research are the Oyane (Oyane et al., 1980),
Johnson-Cook (JC) (Johnson and Cook, 1985), Hosford-Coulomb (HC) (Mohr and
Marcadet, 2015), and DF2015 (Lou et al., 2017, 2014, 2012) models. The first two criteria
are expressed solely in terms of stress triaxiality, while the latter two are expressed in
terms of stress triaxiality and Lode-angle-parameter. The Oyane criterion is
micromechanically derived, using the plasticity theory of porous materials. It has two
fracture parameters, d1 and d2 and is expressed as:

ε̅f (η) = (d1 η + d2 )−1

(2.16)

The Johnson-Cook fracture criterion is based on the relative effects of various
parameters including the stress triaxiality, strain-rate and temperature. The latter two
effects are negligible for the aluminum alloys studied in this work and will be ignored in
those chapters. The Johnson-Cook fracture criterion is expressed in terms of five damage
parameters, d1 , d2 , d3 , d4 and d5 along with the strain-rate ε̇ and temperature T effects as
shown in Eq. (2.17). After ignoring the strain-rate and temperature effects, it can be
expressed in the reduced form shown in Eq. (2.18):
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ε̅f (η, ε̇ , T) = [d1 + d2 exp(−d3 η)] [1 + d4 ln(ε̇ )] [1 + d5 T]

(2.17)

ε̅f (η) = [d1 + d2 exp(−d3 η)]

(2.18)

The Hosford-Coulomb criterion is based on the transformation from principal stress
space to the space of equivalent plastic strain, stress triaxiality and Lode-angleparameter. It consists of three parameters, m, b, and c, and the transformation constant
n, which is typically taken as n = 0.1 for most metals (Roth and Mohr, 2016). The
derivation of this criterion is mathematically similar to the so-called modified MohrCoulomb (MMC) criterion (Bai and Wierzbicki, 2010; Li and Wierzbicki, 2010) and is
expressed as:
̅) =
ε̅f (η, Θ
1
m

1
1
b(1 + c)n ({ ((f1 − f2 )m + (f2 − f3 )m + (f1 − f3 )m )} + c(2η + f1 + f3 ))
2

−

1
n

(2.19)

The functions fi are trigonometric functions that are dependent on the Lode-angleparameter and are associated with the transformation from principal stress to HaighWestergaard stress space. They are defined as (Mohr and Marcadet, 2015; Roth and
Mohr, 2016):

̅] =
f1 [Θ

2
π
̅ )] ;
cos [ (1 − Θ
3
6

2
π
̅ ] = cos [ (3 + Θ
̅ )] ;
f2 [Θ
3
6
(2.20)

2
π
̅ ] = − cos [ (1 + Θ
̅ )]
f3 [Θ
3
6
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Similarly, the DF2015 criterion is motivated by the damage accumulation induced by
void nucleation, growth, and shear-induced coalescence. The DF2015 criterion is
expressed with the Lode-parameter-dependent cut-off value as below:

−c2

−c1
2
F(η, L, C)
[η,
〉)
(
)
ε̅f L] = c3
(〈
F(1⁄3 , −1, C)
√L2 + 3

F(η, L, C) =

,

x if x ≥ 0
where 〈x〉 = {
0 if x < 0

σ1
3−L
+ C = η + c4 ∙
+C
̅
σ
3√L2 + 3

(2.21)

(2.22)

The DF2015 criterion consists of five material parameters in which c1 controls the
shear coalescence of voids; c2 is related to void growth; c3 is the fracture strain at uniaxial
tension; c4 represents the Lode parameter dependence on the cut-off value and the stress
triaxiality; and C adjusts the height of the cut-off value. A general schematic of the common
fracture criteria is shown in Fig. 2.5.

2.3.2 Proposed new fracture criterion1
a. Overview
In addition to the existing fracture criteria in the literature, a new criterion is proposed
based on the linear combination of Johnson-Cook and Oyane criteria (Baral et al., 2019).
The basic form of the fracture criterion is based on the damage accumulation concept,
similar to the Johnson-Cook criterion. Damage is defined as (Johnson and Cook, 1985):

1

This section comes from the following publication: Baral, M., Ha, J., Korkolis, Y.P., 2019. Plasticity
and ductile fracture modeling of an Al–Si–Mg die-cast alloy. International Journal of Fracture 216, 101-121.
https://doi.org/10.1007/s10704-019-00345-1
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Figure 2.5 – General schematic of common fracture criteria. (See
Appendix A for fracture parameters, collected in Table A 3.)

D= ∫

dε
εf

(2.23)

In the above expression, dε is the increment of equivalent plastic strain which occurs
during an integration cycle, and εf is the equivalent plastic strain to fracture. Fracture
occurs when D = 1.0. Similarly, the Oyane criterion is based on the plasticity theory for
porous materials. The volumetric strain εv is taken as the metric for describing ductile
fracture: when it reaches a critical value εvf , the material fractures (Oyane et al., 1980).
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b. New criterion
In proposing the new ductile fracture criterion, the concept of critical volumetric strain
in Oyane criterion is combined with the damage definition of Johnson-Cook criterion.
Assuming the normalized volumetric strain is equivalent to the damage parameter D, the
following fracture initiation criterion is proposed:

ε̅f (η) = d1 + d2 exp(η) + (d2 η + d3 )−1

(2.24)

The new criterion consists of three damage parameters, d1 , d2 and d3 . The first two
terms in Eq. (2.24) are analogous to the Johnson-Cook criterion and are consistent with
the finding of (Hancock and Mackenzie, 1976), i.e., that the strain-to-fracture decreases
as the hydrostatic stress σm increases. Similarly, the last term is equivalent to the Oyane
criterion assuming damage parameter based on volumetric strain. On the other hand,
while the new criterion is a combination of Oyane and Johnson-Cook, it does not contain
the five (two + three) parameters shown in Eqs (2.16) and (2.18), but only three. This is
because during application of the criterion it was found that three parameters are
sufficient, see Chapters 3 and 6. Furthermore, the criterion is only dependent on the
stress triaxiality, and not the Lode-angle-parameter.
In Chapters 3 and 6, the proposed criterion is demonstrated to add more flexibility to
the usual monotonic behavior of either the Oyane or Johnson-Cook criteria and offer
better agreement with the experiments. As an example, the effect of varying the
parameters of the proposed criterion is shown in Fig. 2.6. It is found that the original locus
(green solid curve) changes as shown by dashed curves in Fig. 2.6 when the parameter
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d1 is increased by 0.1, d2 is increased by 0.1, and d3 is decreased by 0.1 over the values
listed in Table A4.

Figure 2.6 – Effect of varying the parameters for the proposed criterion .
(See Appendix A for fracture parameters, collected in Table A4.)
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CHAPTER 3
FAILURE OF
AA365 ALUMINUM DIE-CASTING2

3.1. Background
As described in Chapter 1, ductile fracture is generally associated with the void
nucleation, growth and coalescence to void sheets, which ultimately lead to crack
propagation. In cast aluminum, second-phase inclusions like silicon particles serve as
void initiation sites (Mae et al., 2007). Similarly, due to trapped gases, changes in gas
solubility between the melt and the solid, and solidification shrinkage, pores of different
shapes and sizes exist in the casting and provide other possible locations for failure
initiation. In their study, (Toda et al., 2012) highlighted the role of solidification-induced
hydrogen micropores in cast aluminum alloys on fracture, using high-resolution X-ray
tomography. In their findings, these pores were more detrimental to ductility than voids
initiating around second-phase particles.
In this Chapter, the ductile fracture of an Al-Si-Mg die-cast alloy (AA365-T7) is
characterized using experiments and analysis. First, the plastic anisotropy of the alloy is

2 This work has been published as: Baral, M., Ha, J., Korkolis, Y.P., 2019. Plasticity and ductile fracture
modeling of an Al–Si–Mg die-cast alloy. International Journal of Fracture 216, 101–121.
https://doi.org/10.1007/s10704-019-00345-1. My role in this research was designing the shear specimen,
conducting the plasticity and fracture experiments, analyzing experimental data, proposing new fracture
criterion, finite element modeling and authoring the manuscript.
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probed experimentally and the Yld2004-3D yield criterion ((Barlat et al., 2005) and
Chapter 2) is calibrated. Then, the fracture behavior is characterized experimentally.
Finite element analyses of the fracture specimens are used to determine the local
stresses and strains at the onset of fracture. In that way, the fracture locus is defined. A
distinction is made between fracture specimens that have proportional and nonproportional loading paths, the latter probing different fracture loci. Three fracture initiation
criteria, i.e., Oyane (Oyane et al., 1980), Johnson-Cook (Johnson and Cook, 1985) and
Hosford-Coulomb (Mohr and Marcadet, 2015), described in Chapter 2, are calibrated,
along with the new criterion described in Section 2.3.2 which is a linear combination of
Johnson-Cook and Oyane.

3.2. Experimental study
3.2.1. Overview
The material of this study is an Al-Si-Mg die-cast aluminum alloy (AA365-T7) in the
T7 temper, received as plates of 100 mm x 300 mm in-plane dimensions and nominal
thickness of 2 mm. The nominal chemical composition of this material is included in Table
3.1 (Hartlieb, 2013). This material is also known by the trade name Aural-2. The optical
images of a polished region for this material are shown in Appendix B (Fig. B1), showing
aluminum dendrites (grey areas) with interspersed fine silicon particles (dark spots). From
the die-cast plates, a total of 15 specimen geometries and orientations (with 3 repetitions
for each) shown conceptually in Fig. 3.1 were made: 3 uniaxial tensile specimens (UT), 3
plane-strain-tension specimens (PST), 1 disk-compression specimen (DC), 3 notchedtension specimens with notch radius of 20 mm (NT20), 2 notched-tension specimens with
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notch radius of 6.67 mm (NT6), 2 central-hole specimens (CH) and 1 shear specimen
(SH). Notice that the plate has a distinct orientation which was termed Material Direction
(MD) and corresponds to the direction of molten metal flow from the gates to the risers of
the die. The results from the UT, PST and DC tests are used for plasticity characterization,
while those from the NT20, NT6, CH and SH tests are used for ductile fracture
characterization. The engineering drawings of the plasticity and fracture specimens are
shown in Appendix B (Fig. B2 and Figs. B3 and B4, respectively).

Table 3.1. Chemical composition of AA365 -T7 die-cast alloy (wt. %)
Al

Cu

Fe

Mg

Mn

Si

Ti

Others

87.3-89.5

< 0.03

0.15-0.22

0.27-0.33

0.45-0.55

9.5-11.5

< 0.08

bal.

Figure 3.1 – Layout of AA365-T7 die-cast specimens on the casting plate
with respect to its material direction.
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3.2.2. Plasticity characterization
The plasticity of the material was probed using the UT, PST and DC tests. The UT
and PST experiments were conducted in the material direction (MD), 45o and transverse
direction (TD), while the DC experiment was done in the normal direction (ND), which
corresponds to the equibiaxial tension in the MD-TD plane. The UT and PST tests were
performed on an MTS Landmark 370 servohydraulic testing machine of 250 kN load
capacity and 176 mm stroke capacity, equipped with FlexTest software and controller and
hydraulic grips. Similarly, the DC test was performed on an Instron 1350 servohydraulic
testing machine with DAX software and controller, and utilizing a custom compression jig
that makes use of a die-set (Baral, 2015; Baral et al., 2018). All tests were performed
three times; the results were reproducible in each direction.
The UT experiments were performed at a cross-head displacement of 40 µm/s, which
induced a nominal strain-rate of 10-3 /s in the gage-section. The full-strain-field of the testsection was acquired using the 3D Digital Image Correlation (DIC) method (Sharpe, 2010;
Shukla and Dally, 2010). The VIC-Snap system was used to acquire the images from two
2.0 Megapixel digital cameras equipped with 35 mm Schneider lenses, and with a framerate of 500 ms. The images where then post-processed using the VIC-3D software. The
stress-strain curves recorded are shown in Fig. 3.2. A mild anisotropy is observed in the
flow stresses, while the uniform true strain is around 0.12 for all orientations. Though not
easily distinguished in Fig. 3.2, the magnitude of the flow stresses is closely in this
order: σTD > σ45 > σMD . The r-values (plastic strain ratios) were calculated in all three
directions from the slope of the plastic strains in the width and thickness directions. The
results are shown representatively in Fig. 3.3. An average value out of three tests was
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taken for each orientation. The r-values in all orientations are less than unity and the
behavior was found to be reverse of the flow stress trend, i.e., rMD > r45 > rTD .

Figure 3.2 – True stress -strain curves from u niaxial tension experiments
in MD, 45º and TD.

Figure 3.3 – Plastic strain ratios (r -values) from uniaxial tension
experiments in MD, 45º and TD.
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The PST experiments were performed at a cross-head displacement of 9.6 µm/s,
which induced a nominal strain rate close to 10-3 /s in the gage-section. The PST
geometry adopted exhibits plane-strain conditions at the center of the specimen (Tardif
and Kyriakides, 2012; Dick and Korkolis, 2015a; Tian et al., 2016). The axial and
transverse strain fields obtained from the DIC at the onset of fracture are shown in Fig.
3.4a. As seen in that figure, the strain field is inhomogeneous and the transverse strain
evolution is insignificant, especially inside the gage section. A better assessment of the
plane-strain condition can be made from Fig. 3.4b, which shows the evolution of strains
in the loading and transverse directions along the width at the horizontal centerline of the
specimen. The strain in the transverse direction is close to zero in the central 40% section
of the width, validating the plane-strain assumption.

(a)
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(b)
Figure 3.4 – (a) Axial (top) and transverse ( bottom) strain fields in plane strain-tension specimen in MD at the onset of fracture. (b) Evolution of
axial and transverse strains in plane -strain-tension specimen.

The force-displacement (F-δ) curves recorded in the PST specimens are shown in
Fig. 3.5. The displacement is extracted using a 15 mm gage-length virtual extensometer
on the surface of the specimen, as shown in Fig. 3.4a. Like the uniaxial tension results, a
mild anisotropy is observed in the PST tests, as well. The stresses in PST experiments
are determined using a correction factor from FE simulation, as in our previous works
(Baral et al., 2018; Dick and Korkolis, 2015a; Tian et al., 2017). The detailed method is
described here in Section 3.3.2.
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Figure 3.5 – Force -displacement curves from plane -strain tension
experiments in MD, 45º and TD.

Likewise, the DC experiments were performed to determine the equibiaxial plastic
strain ratio (rb) (Barlat et al., 2003; Tian et al., 2017). The DC specimens are circular disks
with 8 mm diameter. These specimens were compressed in an interrupted fashion, and
the lengths along the MD and TD at subsequent deformations were measured up to 4
times per test, using a micrometer. The rb value was then determined from the slope of
the plastic strains in the MD and TD as shown in Fig. 3.6. A total of 3 tests were done to
determine an average value.
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Figure 3.6 – Equibiaxial plastic strain ratios (r b ) from disk -compression
experiments.

3.2.3. Ductile fracture characterization
The fracture locus of the die-cast alloy was probed using notched tension specimens
with notch radii 20 mm and 6.67 mm (NT20 and NT6), center-hole (CH), (Abi-Akl and
Mohr, 2017; Dunand and Mohr, 2010; Ha et al., 2018; Pack and Marcadet, 2016; Paredes
et al., 2018; Qian et al., 2017; Roth and Mohr, 2016, 2014; Zhang and Wierzbicki, 2015)
and simple shear (SH) specimens. The S-shaped SH geometry consisting of a single
ligament test-section was implemented (Water, 2000; Yin et al., 2014), unlike the
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“butterfly” specimens (Abedini et al., 2017; Dunand and Mohr, 2011a; Mohr and Henn,
2007) or “double shear/smiley” shear specimens (Miyauchi, 1984; Till and Hackl, 2013)
with two gage sections, found in the literature. The notch geometry for the SH specimen
was designed to avoid premature fracture initiation from the free edge boundaries using
FE analysis (Ghahremaninezhad and Ravi-Chandar, 2011; Mohr and Henn, 2007; Roth
and Mohr, 2016). The selected fracture specimens cover a broad range of stress
triaxialities and Lode-angle-parameters. The fracture experiments were performed using
the same MTS Landmark 370 servohydraulic testing machine of 250 kN load capacity
used for plasticity testing (Section 3.2.2 above). Each of these tests was performed three
times; the results were generally reproducible with minor specimen-to-specimen variation
between tests. In particular, the recorded force levels in the repeated tests were almost
the same, while the displacements at fracture were found to have some variation, perhaps
due to casting defects.
The full-strain-fields of the fracture specimens were acquired using the 3D Digital
Image Correlation (DIC) method. As an example, the axial and transverse logarithmic
strains in the CH tests at the onset of fracture are shown in Fig. 3.7. As seen in the figure,
the strain field is non-homogenous, with regions of higher strains found near the hole.
Similar kinds of results were obtained for other types of fracture specimens.
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Figure 3.7 – Axial (left) and transverse (right) strain fields in central ho le
specimen at the onset of fracture.

The F-δ curves from the NT20, NT6, CH and SH experiments are shown in Figs. 3.8
(a), (b), (c) and (d), respectively. The displacements in NT20, NT6 and CH experiments
are obtained by a 30 mm virtual gage-length on the surface of the specimen, while that in
the SH experiment is extracted from the center of the specimen. Also, it was observed in
the experiments that the fracture in the NT tests progressed abruptly, while that in the CH
and SH tests gradually.
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(a)

(b)
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(c)

(d)
Figure 3.8 – Force -displacement curves from (a) NT20 experiments in
MD, 45º and TD, (b) NT6 experiments in M D and TD, (c) CH experiments
in MD and TD and (d) SH experiments in M D.
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The fracture experiments for NT20 were done in the MD, 45o and TD (Fig. 3.8a) while
those for NT6 and CH were done in MD and TD due to material availability (Figs. 3.8b
and c). The results show some directional dependence, as the fracture resistance is found
to be lower in the MD than in the TD. Also, the force level is found to be slightly lower in
the MD than in the TD in these tests. Due to its lower resistance, the fracture analysis will
be based on the MD results and isotropy in fracture behavior will be assumed. In addition,
the SH experiments are performed in the MD only, again due to material availability (Fig.
3.8d).

3.3. Numerical study
3.3.1. Overview
The fracture behavior of the AA365-T7 material was examined using a combination of
experiments and analysis. The strains can be probed on the surface of the specimens in
a straightforward way, using the DIC method. On the other hand, the stress and strain
histories at the material point of fracture initiation are impossible to obtain experimentally,
as this point lies inside the specimen and the stress and strain fields are spatially nonuniform. These difficulties were overcome using the FE method. First, simulations of the
fracture specimens were performed using the calibrated plasticity and hardening models.
Then, the FE and material models were validated by comparing the predicted F-δ curve
and the surface strains to the experimental ones. Finally, with the fidelity of the models
thus validated, these were used to obtain the stress and strain histories at the fracture
initiation point.
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3.3.2. Correction of plane-strain tension stress
The post-processing of the PST experiments requires more effort than the uniaxial
tension tests due to the geometry of the specimen and the non-uniform fields that this
induces: the edges are in a state of uniaxial tension, while the center is in a state of planestrain tension. This leads to non-uniform stress and strain fields in the specimen, the latter
shown in Fig. 3.4a. While the (surface) strain can be determined from the full-field strains
recorded by the DIC, it is impossible to determine the actual stress in the loading direction
from the force recorded during the experiment.
The stress in the PST experiment was corrected with the aid of inverse FE analysis
(Baral et al., 2018; Dick and Korkolis, 2015a; Tian et al., 2017). A FE model identical to
the PST geometry (1/8th model) was created in the non-linear implicit code
Abaqus/Standard (v6.13-3, implicit), as shown in Fig. 3.9a. The model was meshed with
quadratic, reduced-integration solid elements (C3D20R). A rate-independent, J2 flow
theory with isotropic hardening was employed for the simulations. The actual stress in the
loading direction and the apparent, average stress obtained using the total force divided
by the instantaneous cross-sectional area of the specimen (i.e., F/A) are shown in Fig.
3.9b. Both curves were extracted from the FE model: the first one from where the planestrain condition is valid (the lower left node at the specimen mid-plane, in Fig. 3.9a) and
the second one using the entire mid-plane area to divide the external force. The average
stress is seen to differ from the actual stress, as it neglects the non-uniform deformation
in the test-section of the PST specimen. Using this stress to compute the plastic work
density would lead to an error, as it is not work-conjugate to the strains measured at the
center of the PST specimen by the DIC (Fig. 3.4b). A stress correction factor was
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determined by dividing the actual stress by F/A (see Fig. 3.9b) and was then applied to
the F/A measured in the actual experiment. An average correction factor of 0.946 was
selected in this work.

(a)

(b)
Figure 3.9 – (a) FE model of plane-strain-tension (PST) specimen (1/8 t h
model). (b) Stress correction using FE simulation in PST experiment.
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3.3.3. Calibration of yield criterion
In this study, the 18-parameter anisotropic non-quadratic 3D yield criterion Yld200043D (Barlat et al., 2005) was used to describe the plastic anisotropy of the die-cast AA365T7 alloy (see Section 2.2.2 for Yld2004-3D details). The results of the plasticity
experiments, i.e., UT, PST and DC are summarized in Table 3.2. The normalized stresses
in UT and PST are determined at plastic work of approx. 2 MJ/m 3, which corresponds to
a strain of ~ 1.6 % in the UT-MD test. In this study, the Yld2004-3D model was calibrated
using a two-step process due to the lack of sufficient experimental data points. Initially,
the 10 data points from the experiments were used to calibrate the 8-parameter Yld20002D yield criterion (Banabic, 2010; Barlat et al., 2003; Hosford and Caddell, 1993; Korkolis
and Kyriakides, 2009, 2008b, 2008a; Tian et al., 2017) using the Newton-Raphson
optimization algorithm (see Section 2.2.1 for Yld2000-2D details). Then, the flow stresses
and r-values for UT at every 15o angle from MD and for equibiaxial tension were predicted
using the Yld2000-2D criterion. Based on this additional information, the Yld2004-3D
criterion was calibrated as shown in Fig. 3.10, which includes the yield locus along with
the contours of iso-shear lines, and stress states from experiments. The von Mises locus
is also shown for comparison. This locus is seen to miss the experimental stress points,
perhaps not so much in terms of absolute value difference, but more so in terms of the
resulting curvature, which controls plastic flow. The predicted stresses and r-values using
Yld2004-3D are shown in Fig. 3.11, which shows a good agreement with experiments.
The calibrated parameters for Yld2004-3D are summarized in Table 3.3. The yield loci
from Yld2000-2D and Yld2004-3D are plotted together and shown in Appendix B (Fig.
B5).
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Table 3.2. Results from Plasticity Experiments
Experiments

MD

45°

TD

𝛔⁄𝛔𝟎

1.000

1.010

1.019

r-value

0.933

0.899

0.885

1.106

1.109

1.109

0

0

0

UT

PST
𝛔𝟐𝟐 ⁄𝛔𝟎
𝒑

𝐝𝛆𝟏𝟏
DC
rb

0.891

Table 3.3. Calibration parameters for Yld2004 -3D (𝑘 = 8)
𝒄′𝟏𝟐

𝒄′𝟏𝟑

𝒄′𝟐𝟏

𝒄′𝟐𝟑

𝒄′𝟑𝟏

𝒄′𝟑𝟐

𝒄′𝟒𝟒

𝒄′𝟓𝟓

𝒄′𝟔𝟔

0.8353

0.7917

0.8942

0.8152

0.9612

1.0246

0.9996

1.0535

0.8547

𝒄′′
𝟏𝟐

𝒄′′
𝟏𝟑

𝒄′′
𝟐𝟏

𝒄′′
𝟐𝟑

𝒄′′
𝟑𝟏

𝒄′′
𝟑𝟐

𝒄′′
𝟒𝟒

𝒄′′
𝟓𝟓

𝒄′′
𝟔𝟔

1.1042

1.1083

1.0588

1.0598

1.0411

0.8742

1.0000

0.9513

1.0941
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Figure 3.10 – Yld2004-3D locus, including the contours of iso -shear lines
(spaced every 𝜏/𝜎𝑀𝐷 = 0.051), and the von Mises locus.
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Figure 3.11 – Normalized yield stress and r-value predicted by Yld2004 3D criterion along with experimentally measured values.

In addition, the performance of the yield criterion can be assessed by the KBK
representation (Korkolis et al., 2017) (see Section 2.2.3 for detail). The yield condition
and flow rule using the KBK representation are shown in Fig. 3.12a and 3.12b
respectively. As seen in the figures, the material behavior is captured much more
accurately by the Yld2004-3D than by the von Mises criterion.

48

(a)

(b)
Figure 3.12 – KBK representation showing the performance of von
Mises and Yld2004-3D criteria wrt (a) stress and (b) normal to yield locus .
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3.3.4. Identification of post-necking hardening curve
The uniform deformation in uniaxial tension test was limited to around 𝜀 ≈0.14 at the
ultimate tensile strength (UTS) in the MD. On the other hand, the predicted strains in the
FE simulations of the fracture specimens are much higher (up to 0.9 equivalent plastic
strain in SH specimen), which means that the post-necking hardening curve can have a
significant influence on the final results. The hardening curve was represented in this work
using the combined Swift-Voce (SV) model (see Section 2.2.4), which gives higher
flexibility in large strains than individual models, based on one of the fracture tests.
Initially, the Swift (Swift, 1952) and Voce (Tian et al., 2017) models were fitted up to
the pre-necking stress-strain curve from the uniaxial tension test in MD. Then, the postnecking hardening curve was identified by matching the F-δ curve of the NT20-MD
experiment and its FE prediction using Yld2004-3D yield criterion. This allowed
identification of the post-necking hardening curve up to a true strain of 0.49. A weighting
factor of 0.2 was determined between the Swift and Voce models in this way. The postnecking hardening parameters for the combined S-V model are collected in Table 3.4.
Beyond the true strain of 0.49, the simulations use the curve extrapolated with this model.
Note that while no explicit identification was performed in that latter range, a good
matching of the F-δ curve of the SH experiment by the FE model, described later, allows
some confidence that the extrapolated curve is close to the actual material behavior. The
entire hardening curve showing the measured, identified and extrapolated sections is
shown in Fig. 3.13.
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Table 3.4. Post-necking Hardening Model parameters
Swift

Voce

Swift-Voce

k0 (MPa)

ε0

n

k0 (MPa)

q(MPa)

β

A

287.68

0.00005

0.111

234.62

70.15

18.25

0.2

Figure 3.13 – Identification of post -necking hardening curve using
combined Swift-Voce model.
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3.3.5. Finite element modeling of fracture experiments
The fracture experiments were simulated using the commercial FE package
Abaqus/Standard (v6.13-13, implicit) using a user-material subroutine for the Yld2004-3D
yield criterion (Giagmouris et al., 2010; Yoon et al., 2006). The 3D plasticity and FE
models were required for this analysis because of the fracture initiation from the throughthickness mid-plane in most of the specimens and of the stress state being multi-axial
after necking. A FE model with 1/8 size of the actual specimen was modeled for NT20,
NT6 and CH specimens to take advantage of the symmetries, while a 1/2 model with
symmetry in the thickness direction was created for the SH specimen. The models were
meshed with quadratic, reduced-integration elements (C3D20R). A snapshot of the
meshed models for all of the fracture specimens with zoomed-in regions of interest are
shown in Fig. 3.14. The average element sizes of approximately 250 µm (NT’s and CH)
and 150 µm (SH) were arranged in a square mesh in the gage section after suitable
parametric studies. In order to capture the stress gradient, a total of eight elements were
arranged in the through-thickness direction. The simulations were ran with two plasticity
models (Yld2004-3D and von Mises) and the combined S-V hardening model.
The plastic strain distributions from the FE models for both von Mises and Yld20043D criteria are shown in Fig. 3.15. The strain distribution shown in FE models correspond
to the onset of the fracture in the actual experiments. The plastic strains are highly
localized in the through-thickness mid-plane for the NT’s and CH specimens, indicating
fracture initiation from the center of these specimens and justifying the adoption of fully3D analysis in this work. The strain in the CH specimen is concentrated near the hole,
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Figure 3.14 – Finite element models of the four fracture specimens,
showing details of the mesh. The four central snapshots are at a scale of
1.6 times the outer two.

while it is distributed gradually along the transverse direction in the NT20 and NT6
specimens. The plastic strains are strongly localized within the gage section on the
surface of the SH specimen.

(a)
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(b)

(c)

(d)
Figure 3.15 – Equivalent plastic strain predicted by the finite ele ment
models at the onset of fracture for (a) NT 20, (b) NT6, (c) CH and (d) SH
specimens. Included are results of the von Mises (left) and Yld20004 -3D
(right) yield criteria.
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More remarkably though, the strain gradients in NT’s are observed to be sharper in
the Yld2004-3D than in the von Mises criterion, while that in CH and SH seem comparable
in both criteria. This indicates that the plasticity model plays a significant role in the
prediction of fracture stresses and strains.
The fracture locus is determined by probing the fracture strains, stress triaxiality and
Lode-angle-parameter from the node where fracture would initiate in the FE models, at
the instant where the “global” displacement (as indicated by the virtual extensometers,
see Section 3.2.3) in the FE simulations reached the experimental limit. The loading paths
to fracture will be discussed more in Section 3.4.

3.3.6. Comparison of numerical and experimental results
The F-δ and strain-displacement (ε-δ) curves from the experiments and numerical
simulations are shown in Figs. 3.16 a-d for NT20, NT6, CH and SH specimens,
respectively. The experimental results are compared with the FE predictions from
Yld2004-3D and von Mises criteria. The strains and displacements in both experiments
and FE simulations are extracted from the surface of the specimen in the fashion
described earlier (see Section 3.2.3). As seen in Fig. 3.16, the simulation results from the
Yld2004-3D criterion generally show a better agreement than the von Mises criterion. The
von Mises results slightly over-predict the force levels in all of the specimens and mostly
miss the strain predictions as well. Although the plastic anisotropy is not severe in this
material, the inability of the isotropic criterion to predict the experimental response
accurately is noticeable in complex specimen geometries like the SH specimen.

55

(a)

(b)
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(c)

(d)
Figure 3.16 – Comparison of force -displacement and strain -displacement
from the experiments with predictions from finite element models for (a)
NT20, (b) NT6, (c) CH and (d) SH specimens. Included are results of the
von Mises and Yld20004 -3D yield criteria .
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3.4. Fracture locus and calibration of fracture initiation criteria
The ductile fracture locus of the material in the stress triaxiality (η), Lode-angle̅ ) and equivalent-plastic-strain-to-fracture (ε̅f ) space is determined using the
parameter (Θ
combined experimental-numerical approach. The loading paths to fracture are probed at
the material point of the FE models with the highest equivalent plastic strain. The evolution
of equivalent plastic strain of these critical points up to the fracture initiation state is shown
with respect to stress triaxiality and Lode-angle-parameter in Figs. 3.17a and b,
respectively. The stress triaxiality and Lode-angle-parameter remain more or less
constant for the SH and CH specimens and are shown as solid lines, while they evolve
for the NT specimens (dashed lines).

(a)
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(b)
Figure 3.17 – Fracture locus showing the loading paths to fracture in
terms of (a) stress triaxiality and (b) Lode -angle-parameter.

The fact that some of the specimens (i.e., SH and CH) experience proportional
loading, at least at the location of fracture, while others (i.e., NT 20 and NT6) do not, casts
significant doubt on whether this family of experiments is probing the same fracture locus.
Clearly, plastic deformation is path-dependent; a similar path-dependence is expected for
the fracture behavior. Indeed, (Basu and Benzerga, 2015) showed the dependence of the
fracture locus on the loading paths in the triaxiality range of 0.8 and 2. It is evident that
the fracture locus could be path-dependent, but the severity of this effect at triaxiality
below 0.8 cannot be clearly asserted. (Note from Fig. 3.17a that the triaxiality range of
the current study is between 0 and 0.67.)
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With reference to Fig. 3.17, it can be seen that, except for the SH specimen, the von
Mises criterion is found to under-predict ε̅f in comparison to Yld2004-3D. This
underscores the importance of proper representation of the plastic anisotropy of the
material in ductile fracture studies, as has recently begun to be appreciated
(Ghahremaninezhad and Ravi-Chandar, 2012; Ha et al., 2018; Haltom et al., 2013; Lou
and Yoon, 2017; Scales et al., 2016).
The fracture initiation criteria described in Section 2.3 are calibrated based on the
Yld2004-3D results at the onset of fracture, to obtain the fracture locus for this die-cast
aluminum alloy. The fracture initiation loci estimated by the Oyane, Johnson-Cook,
Hosford-Coulomb and the proposed criterion, which have all been described in Section
2.3, are shown in Fig. 3.18. These criteria were calibrated using a minimizing function in
Matlab, based on the least-squares optimization method. The calibration included data
(equivalent plastic strain and stress triaxiality at the onset of the fracture) from all the
available experiments i.e. SH, CH, NT20 and NT6 tests. The resulting parameters are
given in Table 3.5. As seen in Fig. 3.18, the Oyane and Johnson-Cook criteria have a
monotonically decreasing response, while the Hosford-Coulomb and the proposed
criterion have non-monotonic responses. Given the fact that there are not enough
experiments to justify the predicted loci at negative stress triaxialities, the loci are shown
in dashed lines in that region. Similarly, the change of slope of the predicted locus of
Hosford-Coulomb and the proposed criterion in the equibiaxial tension region (i.e., eta =
0.6-0.66) cannot be fully supported by the present limited number of experiments, even
more so given the non-proportional loading that the NT specimens experience. However,

60

Figure 3.18 – Fracture initiation loci estimated by the Oyane, Johnson Cook, Hosford-Coulomb and proposed criteria.

Table 3.5. Summary of fracture initiation criteri a parameters
d1

d2

2.440

1.189

Oyane

d1

d2

d3

0.290

0.554

3.044

m

b

c

1.698

0.518

0.067

d1

d2

d3

2.027

-1.764

1.711

Johnson-Cook

HosfordCoulomb

Proposed
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the proposed criterion appears to be more flexible and to provide closer approximations
to the fracture strains than the other three criteria.

3.5. Summary and conclusions
In this Chapter, the plasticity and ductile fracture properties of an Al-Si-Mg die-cast
alloy (AA365-T7) were characterized using a combined experimental-numerical
approach. A total of 15 types of experiments were performed to investigate the plasticity
and fracture behavior of the material: UT, PST and DC for plasticity and NT6, NT20, CH
and SH for fracture, including different orientations. In the experiments, 3D-DIC was used
to capture the full-strain-fields on the specimen surface.
Finite element models of the fracture specimens were used to probe the loading paths
to fracture at the critical material point. The FE results were verified by comparing their
global F-δ and local ε-δ responses with the experiments. Since the strain predictions are
more sensitive to the plasticity models adopted than the global F-δ response, they
highlighted the differences between von Mises and Yld2004-3D. Based on the fracture
locus determined in this way, three commonly used fracture initiation criteria, i.e., the
Oyane, Johnson-Cook and Hosford-Coulomb criteria and a new criterion which is a linear
combination of the first two were calibrated in the triaxiality range of -1/3 and 2/3.
The major conclusions from this Chapter are:
•

The plasticity model plays an important role in the accurate prediction of the fracture
strains during numerical simulations. For the particular material, and despite its limited
anisotropy, the von Mises criterion under-predicted the fracture strain, in comparison to
Yld2004-3D. Similarly, critical is the shape of the hardening curve at large strains.
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•

A fully-3D analysis, including the description of plastic anisotropy, is required, as the
stress and strain fields are spatially inhomogeneous in the fracture specimens. The 3D
analysis is also required because fracture initiates in the through-thickness mid-plane of
the specimens. Despite that, surface strains from DIC can be useful in establishing the
fidelity of the FE and material modeling.

•

During testing, the NT6 and NT20 specimens exhibit non-proportional loading. Hence it
is questionable whether they are probing the same fracture locus as the CH and SH
specimens, that experience proportional loading.

•

A linear combination of two common criteria (Oyane and Johnson-Cook) is a simple way
to obtain a mathematical form that is more flexible than either of the two constituents.
In closing, a natural extension of this work is to establish the path-dependence of the
fracture locus, e.g., using intentionally proportional and non-proportional experiments for
that purpose. This will be discussed in Chapters 6 and 7. In the following Chapter, failure
of bake-hardened AA6013 sheet will be discussed using experiments and analysis.
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CHAPTER 4
FAILURE OF
BAKE-HARDENED AA6013 ALUMINUM SHEET3

4.1. Background
In this Chapter, the anisotropic plastic flow and ductile fracture of AA6013 aluminum
sheet is investigated using experiments and analysis. The predictions of three plasticity
models, i.e., von Mises and Yld2004-3D with constant and with evolving exponents and
the corresponding Swift-Voce curves, are compared to the measured force-displacement
curves and surface strain histories. These models are then used to probe the stresses,
strains, stress triaxiality and Lode angle parameter throughout the loading to fracture. As
an independent assessment, a microstructure-based estimation of the fracture strains is
described. The fracture locus of the sheet is established using finite element analysis of
the fracture specimens with a suitable constitutive model, i.e., Yld2004-3D with evolving
exponents. Then, the fracture locus is represented by Oyane (O) (Oyane et al., 1980),
Johnson-Cook (J-C) (Johnson and Cook, 1985), and Hosford-Coulomb (H-C) (Mohr and
Marcadet, 2015) models.

3 This work has been published as: Ha, J., Baral, M., Korkolis, Y.P., 2018. Plastic anisotropy and ductile
fracture of bake-hardened AA6013 aluminum sheet. International Journal of Solids and Structures 155,
123–139. https://doi.org/10.1016/j.ijsolstr.2018.07.015. My role in this research was designing the shear
specimen, performing the heat-treatments, conducting the plasticity and fracture experiments, analyzing
experimental data and co-authoring the manuscript.
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4.2. Material and test equipment
An AA6013 aluminum sheet of 2 mm thickness is considered in this study. The major
alloying components are aluminum, magnesium, silicon and copper (Staab et al., 2006);
they introduce an attractive combination of mechanical properties, corrosion resistance,
weldability, and formability for structural and automotive applications.
This particular aluminum alloy finds application in auto-bodies in the bake-hardened
condition. After plastic forming, the body is subjected to a paint-bake cycle which typically
consists of heating to 180 ºC for 30 minutes. This results in artificial ageing on the AA6013
material and a subsequent change of mechanical properties due to precipitations which
can disturb the dislocation movement. In the present work, all specimens were prepared
while in the –T4 temper and then subjected to this heating cycle, followed by air-cooling,
prior to testing. A typical temperature-time curve measured in one of those heattreatments is shown in Appendix C.
The plasticity and ductile fracture experiments described in the next section were
conducted on an MTS servo-hydraulic testing machine (Landmark 370) of 250 kN load
capacity. A random speckle pattern using white and black color was spray-painted on the
specimen surface to measure the full-strain-fields by the stereo-DIC system VIC-3D. Two
2.0 Megapixel digital cameras equipped with 35 mm Schneider lenses were used to
acquire the images for the DIC. The DIC system was synchronized to the machine loadcell readings. Also, prior to the experiments, the parametric study for DIC was conducted.
It was observed that the step and filter sizes have strong influence on the local strain field
after localized necking. Thus, the smallest values possible in VIC-3D software, which are
1 pixel for step size and 5 pixels for filter size, were chosen to extract the local strains.
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4.3. Plasticity characterization
4.3.1. Uniaxial tension
The ASTM E8 geometry was used for the uniaxial tension (UT) experiments, using
the specimen shown in Fig. 4.1a. The experiments were conducted in the RD, 45º and
TD, three times in each direction. The results were very reproducible in each direction.
The directional dependence (i.e., anisotropy) in the flow stresses is not significant, as
observed in the stress-strain curves of Fig. 4.2a, although the flow stress is slightly higher
in the RD compared to the 45º and TD. This anisotropy is quantified by normalizing the
flow stresses by the UT-RD one, i.e., 𝜎̂ = 𝜎⁄𝜎̅, over the accumulated plastic work (Fig
4.2b). The values of the 45º and TD are quite consistent over the whole range except in
the initial region, which indicates that the yield locus expands proportionally among the
stress states of UT-45º and -TD, as well as -RD.

Figure 4.1 – Geometry of the specimens for plasticity characterization.
67

Figure 4.2 – (a) True stress-strain curves and (b) normalized flow
stresses of uniaxial tensions in the RD, 45, and TD.
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𝑝
The incremental plastic strain ratio, also called r-value, defined as r = 𝑑𝜀𝑤
⁄𝑑𝜀𝑡𝑝 is

measured as well, to characterize the plastic anisotropy. It is well known that for numerous
materials the r-value evolves as a function of the equivalent plastic strain (Ha et al.,
2017b; Lee et al., 2016). The change is more drastic in a small strain range, while it tends
to saturate to a certain value as the plastic work increases. In the current study, which is
focused on ductile fracture, the evolution of r-value in the small strain region was ignored,
and instead, a representative r-value was determined by the slope of the plastic strains
in the width and thickness directions, i.e., in an average sense (see Fig. 4.3). In other
words, because of the linearity of strains in width and thickness directions, the ratio of
𝑝
non-incremental strains is used, i.e., r = 𝜀𝑤
⁄𝜀𝑡𝑝 . The r-values in all three directions are

less than unity (i.e., that of the isotropic material), which indicates a weak resistance of
the material to thinning.

Figure 4.3 – Plastic strain-rates (r-value) of uniaxial tensile experiments
in the RD, 45º, and TD.
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4.3.2. Plane-strain tension
To get a more complete view of the yield locus of the AA6013 material, plane-strain
tension (PST) experiments were conducted for the plasticity characterization in addition
to the UT ones. One further significance of the material characterization by PST is that,
for tension-dominant loading paths, the stress state in the sheet material changes to
plane-strain tension after necking. The PST specimen was designed with notches in the
width direction, which creates plane-strain deformation at the center (Dick and Korkolis,
2015a; Tardif and Kyriakides, 2012; Tian et al., 2017). The experiments were conducted
in the RD, 45º, and TD, and three times each, to confirm the reproducibility.
During PST, the measured force is not solely from the plane-strain deformation, but,
instead, from a combination of plane-strain in the center of the test-section and uniaxial
tension in the edge, as well as the mixed stress states in between. In order to compensate
the inhomogeneous strain distribution in the deformed area, a correction factor with
respect to the plastic work was calculated by FE simulation, as described in detail in
Section 4.4.2. The simulation was conducted in Abaqus/Standard (v. 6.13-3), in which a
1/8 model of the PST specimen geometry was built using quadratic solid elements with
reduced integration, i.e., C3D20R. The rate-independent, J2 constitutive model was used
in the simulation.
The components of the stress tensors in the direction of loading (RD, 45º and TD)
were calculated based on this correction factor and are plotted in Fig. 4.4a. The
normalized flow stresses were also obtained with respect to the uniaxial flow stress in the
RD in Fig. 4.4b. In contrast to the uniaxial tension experiments, the normalized stresses
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decrease rather than saturate as the plastic work increases, which indicates that the yield
locus near plane-strain tension becomes flatter as the plastic work increases.

Figure 4.4 – (a) Stress-strain and (b) normalized flow stresses of plane strain tensions in the RD, 45, and TD.
71

4.3.3. Disk compression
As the last part of the plasticity characterization, the balanced-biaxial ratio, i.e., 𝑟𝑏 =
𝑝
𝑝
𝜀𝑇𝐷
⁄𝜀𝑅𝐷
, (Barlat et al., 2005, 2003) which controls the yield locus slope at the balanced-

biaxial (or equibiaxial) state, was determined by disk compression (DC) experiments
using coin-shaped specimens of 8 mm in diameter. The procedure for these experiments
is described by (Tian et al., 2017). The experiment was conducted three times, and the
plastic strains in the RD and TD were measured manually using a micrometer, by
interrupting the experiment after a certain amount of compression in the thickness
direction. The 𝑟𝑏 values were obtained by the slope in Fig. 4.5, of which the average is
0.929.

Figure 4.5 – Plastic strain-rates (r b value) of disk compression
experiments.
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4.3.4. Yld2004-3D parameter calibration
The plastic properties measured in the UT, PST and DC experiments are summarized
in Table 4.1. Note that the normalized flow stresses of UT are determined at 30 MJ/m3
plastic work, when the values are fully saturated (as in Fig. 4.2b), while the representative
values of PST are calculated in an average sense over the plastic work range of Fig. 4.4b.

Table 4.1. Summary of mechanical properties
Young’s modulus

E = 70 GPa

Poisson’s ratio

Experiments

RD

45°

TD

𝛔⁄𝛔𝟎

1.000

0.975

0.985

r-value

0.626

0.660

0.794

1.077

1.075

1.085

0

0

0

ν = 0.3

UT

PST
𝛔𝟐𝟐 ⁄𝛔𝟎
𝒑

𝐝𝛆𝟏𝟏
DC
rb

0.929

For the Yld2004-3D yield criterion, the material anisotropy is described by 18
parameters that are related to the two linear transformation tensors (see Section 2.2.2 for
Yld2004-3D details). The original paper (Barlat et al., 2005) suggested to calibrate the 18
parameters based on 7 uniaxial tensions at every 15° to the RD, a hydraulic bulge test
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and a disk compression test, along with the isotropic assumption for the out-of-plane
shear stresses. Therefore, in the current study, the data obtained by the 10 experiments
of the plasticity characterization shown in Table 4.1, i.e., 𝜎̂𝑈𝑇0 , 𝜎̂𝑈𝑇45 , 𝜎̂𝑈𝑇90 , 𝑟0 , 𝑟45 , 𝑟90 ,
𝜎̂𝑃𝑆0 , 𝜎̂𝑃𝑆45 , 𝜎̂𝑃𝑆90 , and 𝑟𝑏 , are not enough to calibrate the 18 anisotropy parameters.
To generate additional data for the Yld2004-3D parameter calibration, the Yld20002D model, which has been shown to represent aluminum alloys well (Barlat et al., 2013,
2011, 2005; Chung et al., 2005; Giagmouris et al., 2010; Ha et al., 2014, 2013; Korkolis
et al., 2010; Korkolis and Kyriakides, 2008b, 2011; Kuwabara et al., 2005; J.-W. Lee et
al., 2012; J.-Y. Lee et al., 2012; Lee et al., 2016, 2007, 2005, 2013; Tian et al., 2017;
Verma et al., 2011), was employed (see Section 2.2.1 for Yld2000-2D details). The 8
parameters necessary for the Yld2000-2D (Barlat et al., 2003) were calibrated based on
the 10 available experimental data using an optimization script utilizing the NewtonRaphson algorithm. Then, the flow stresses and r-values for uniaxial tensions at every
15º and the balanced-biaxial tension states were predicted by Yld2000-2D. For the planestrain tension data (Aretz et al., 2007), the axial stress and the condition of zero plastic
strain increment, i.e., dε𝑝 =0, were used, instead of adopting a value for the strain-path
and the lateral stress. The yield locus predicted by Yld2004-3D is described in Fig.4.6
along with the plasticity experiments conducted, and the calibrated parameters are
summarized in Table 4.2. The agreement between the Yld2000-2D and Yld2004-3D
criteria, as calibrated here, is shown in Fig. 4.6a.

74

Figure 4.6 – Yield loci of (a) Yld2004 -3D and vM and (b) Yld2004 -3D with
experiments.
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Table 4.2. Material parameters of Y ld2004-3D (𝑘 = 8)
𝒄′𝟏𝟐

𝒄′𝟏𝟑

𝒄′𝟐𝟏

𝒄′𝟐𝟑

𝒄′𝟑𝟏

𝒄′𝟑𝟐

𝒄′𝟒𝟒

𝒄′𝟓𝟓

𝒄′𝟔𝟔

1.0717

1.1541

1.1746

1.1832

0.8482

1.0672

0.9543

1.0142

1.2007

𝒄′′
𝟏𝟐

𝒄′′
𝟏𝟑

𝒄′′
𝟐𝟏

𝒄′′
𝟐𝟑

𝒄′′
𝟑𝟏

𝒄′′
𝟑𝟐

𝒄′′
𝟒𝟒

𝒄′′
𝟓𝟓

𝒄′′
𝟔𝟔

0.8119

0.6928

0.7644

0.6693

1.0239

0.9485

1.0467

0.9846

0.7331

An alternative way of assessing the agreement of the vM and Yld2004-3D yield
surfaces to the experiments is through the KBK representation proposed recently by
(Korkolis et al., 2017) (see Section 2.2.3 for detail). As seen in Fig. 4.7, the Yld2004-3D
captures the material behavior more accurately than vM.

(a)
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(b)
Figure 4.7 – Performance of the vM and Yld2004-3D yield criteria in
representing the experiments, shown in terms of (a) stress and ( b) normal
to yield locus.

As discussed in Sections 4.3.1 and 4.3.2, the normalized flow stresses in plane-strain
tension exponentially decrease with the increase in plastic work (see Fig. 4.4b) while the
uniaxial tension stresses remain constant (see Fig. 4.2b). This experimental observation
means that as the plastic work increases, the yield locus becomes flatter near the planestrain tension stress states, while it simply expands at the uniaxial tension stress states.
This distortional hardening behavior near plane-strain tension cannot be presented by
the isotropic hardening assumption which implies that the yield locus expands with the
same rate at every stress state. Instead of incorporating anisotropic and/or distortional
hardening models (Barlat et al., 2013, 2011), this behavior can be represented by
formulating the yield criterion parameters as a function of the plastic work (or, the
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equivalent plastic strain) (Deng et al., 2015; Korkolis and Kyriakides, 2008a). While this
approach is flexible enough to reproduce the distortional hardening behavior, it introduces
the complication of having to do multiple calibrations of the yield criterion in concert with
each other. As a different approach to replicate the exponential decline in the plane-strain
region, the exponent of the yield criterion can be expressed as a function of the plastic
work (or strain). In this way, the yield locus becomes flatter near plane-strain tension for
the higher exponent while it remains unchanged at the uniaxial tension states, regardless
of the exponent. The second approach is simpler and more efficient compared to the first
one; thus, it was adopted in the current study to represent the distortional hardening
behavior of AA6013.
Since the normalized flow stresses in the RD, 45º, and TD show similar decay rate
(see Fig. 4.4b), the PSTRD was selected to determine the exponent change with respect
to the equivalent plastic strain. The estimated exponent k was fitted to the normalized
flow stress of the PSTRD by a general exponential equation as below (Fig. 4.8):

k = k2 +

k1 − k 2
1 + exp ((ε̅ − ε̅0 )⁄c′)

(4.1)

where k1 and k 2 represent the initial and final values of k. These were set to 4 and 8,
respectively; the former corresponds to the exponent of vM (as does k= 2), and the latter
is the suggested value for FCC crystals (Logan and Hosford, 1980). As k changes from
4 to 8, the yield locus gradually flattens inward from vM to Tresca near the plane-strain
region, as seen in Fig. 4.8b. The additional parameters ε̅0 and c′ control the transient
position and rate between k1 and k 2 . For the AA6013 material at hand, these parameters
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are determined as k1 =4; k 2 =8; ε̅0 =0.046; and c′=0.012. As the result of the exponent
change, the shape of the yield locus is similar to that of vM at the small strain range, and
continuously flattens near the plane-strain region, before saturating at ε̅p ≈ 0.1.

Figure 4.8 – (a) Evolution of yield criterion exponent and (b) the yield
locus change.
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4.3.5. Identification of the post-necking hardening curve
The fracture strains are expected to be significantly higher than the limit of uniform
elongation in uniaxial tension. Hence identifying the post-necking hardening curve is
critical in this work. Since the AA6013 aluminum sheet is not expected to be strongly
temperature- and rate-dependent under the conditions of this study, an uncoupled
approach was pursued (in contrast, in (Knysh and Korkolis, 2017), a fully-coupled
procedure for the hardening curve identification is described). In this study, it was decided
to represent the curve using the combined Swift-Voce (SV) model. First, a FE model of a
notched-tension specimen with 20 mm radius, i.e., NT20, was created. Then, each of
Swift and Voce models were fitted to the UT-RD stress-strain curve up to necking. Past
that, the weighting factor A between the Swift and Voce models was determined by
matching the FE-predicted to the measured post-necking behavior of the notched-tension
specimen. A different weighting factor results depending on the yield criterion used in the
simulation (Yld2004-PE or Yld2004-CE). The details of this procedure will be described
in the Section 4.4.1. The parameter optimization results are summarized in the Table 4.3
and plotted in Fig. 4.9.

Table 4.3. Parameters for Swift, Voce, and Swift -Voce hardening models
Swift

Voce

Swift-Voce

k0 (MPa)

ε0

n

k0 (MPa)

q(MPa)

β

A

556.06

0.0062

0.201

438.91

214.41

9.3447

0.3 / 0.5
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Figure 4.9 – Extrapolations of stress -strain curve using Swift, Voce, and
Swift-Voce models.

4.4. Fracture characterization
The fracture envelope of the AA6013 aluminum sheet was characterized by 4 different
types of specimens, which cover a wide range of the triaxiality and Lode angle parameter
while requiring only a universal testing machine to be conducted. They are notchedtension (with notch radii of 20 and 6.67 mm, named NT20 and NT6), center-hole (CH)
and simple-shear (SH) specimens, as shown in Fig. 4.10. The outline of these specimens
was prepared with laser-machining (NT and CH) and water-jet machining (SH). The
lateral surfaces of the NT specimens were machined with an end-mill. The hole of the CH
specimen was prepared by drilling and reaming. Finally, the notch area of the SH
specimen was manually smoothed with sandpaper.
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Figure 4.10 – Geometry of the specimens for fracture characterization.
Included in blue is the 30 mm virtual extensometer used for NT20, NT6
and CH, and the point where the strains were extracted in SH.

In these experiments, the surface strain fields were measured by DIC. However, the
fracture is expected to initiate inside the material, which cannot be measured with the
current experimental setup. As an alternative to the direct measurement, the conditions
for fracture initiation inside the material were estimated by FE simulations using the
carefully calibrated plasticity model described in the previous section. Furthermore, these
results were corroborated by a microstructural study, where the grain distortions were
used to generate statistical estimates of the fracture strains.
The simulations were conducted in the commercial FE solver Abaqus/Standard (v.
6.13-3) using a user-material subroutine (UMAT) for the Yld2004-3D model. Finite
element models representing 1/8 of the NT20, NT6 and CH specimens and 1/2 of the SH
one were constructed using quadratic continuum hexahedral elements with reduced
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integration, i.e., C3D20R. Nine elements were arranged in the through-thickness
direction, to capture the anticipated gradients around the onset of fracture. The
approximate FE mesh size in the fracture region is 250 μm, which is comparable to the
step and filter sizes of DIC, i.e., 76 and 328 μm, respectively. In preparing the FE models,
special care was taken so that the distance between the grips in the models was the same
as in the experiments, as this can affect the amount of elastic energy stored in the
specimens and the post limit-load behavior.
In order to compare the influence of the plasticity model on the fracture estimation,
three plasticity models were considered: Yld2004-3D (Giagmouris et al., 2010; Korkolis
and Kyriakides, 2011) with constant exponent, i.e., k = 8 for FCC, termed Yld2004-CE,
Yld2004-3D with plastic work dependent exponent, i.e., k(ε̅) in Eq. (4.1), termed Yld2004PE, and vM yield criteria. The hardening behavior was described by the SV combined law
discussed in Section 4.3.5, which is more appropriate than either the individual Swift or
Voce models (Abi-Akl and Mohr, 2017; Erice et al., 2017; Gorji and Mohr, 2017; Lee et
al., 2016).

4.4.1. Notched-tension
Notched-tension-type specimens were designed with 2 different radii (20 and 6.67
mm), termed NT20 and NT6, respectively (Abi-Akl and Mohr, 2017; Dunand and Mohr,
2010; Mohr et al., 2010; Mohr and Marcadet, 2015; Roth and Mohr, 2016, 2014). The
failure experiments were conducted in the RD and TD, and the results in the form of forcedisplacement (F-d) and strain-displacement (ε-d) are shown in the Fig. 4.11 and 4.12.
The displacement “d” is calculated by a virtual extensometer with 30 mm gage length (Fig.
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4.10a and b), and the logarithmic strain “ε” is extracted at the center of the specimen
surface from DIC.
Directionality in plastic flow of NT20 and NT6 is not significant, but the fracture
resistance is lower in the RD than in the TD for both notched-tension specimens in Fig.
4.11. For this reason, only the experimental data in the RD is considered for the fracture
analysis in this study. Regarding the effect of the notch radius, the NT20 has slightly lower
force level up to fracture than the NT6, while it extends more before fracture. This is in
agreement with the fact that the stress state of the notched-tension specimen changes
from uniaxial tension to plane-strain tension, as the radius of the notch decreases.
The NTs specimens exhibit an abrupt force drop, which signifies the maximum
elongation attainable. The fracture initiates from the center of the specimen and
propagates catastrophically. Still, this does not sever the specimen into two pieces, as
these remain attached with two very thin ligaments at the edges.
As mentioned above, the local values of fracture strain were determined in these
experiments using FE simulations. The simulation results of the NT20 and NT6 are
compared with experiments for F-d and ε-d curves in Fig. 4.12. In the FEA, the local strain
was extracted at the same location as the DIC. As described in Section 4.3.1, the
weighting factor αw of the SV hardening curve extrapolation was calculated to give the
best fit to the post-necking region of NT20 (Fig. 4.12a). Different weighting factors were
determined for Yld2004-PE and Yld2004-CE cases, i.e., 0.5 and 0.3, respectively, which
was the last part of the calibration for constitutive modeling. This observation, i.e., the
dependence of the identified hardening curve on the constitutive model used for its
identification, is in agreement with the findings of (Tardif and Kyriakides, 2012). Note that
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the F-d curve of NT20 using Yld2004-CE is underestimated in the pre-necking region
while that of Yld2004-PE shows a good agreement with the experiment.
In general, the simulations using the Yld2004-PE yield criterion show good agreement
for the F-d and ε-d curves for the NT20 and NT6 compared to the Yld2004-CE, which
underestimate the strain profile for both cases. As a reference, the vM predictions are
also shown with the same SV hardening parameters as those of Yld2004-PE, i.e., A =
0.5, which describes the best match to the experiments. The results in Fig. 4.12 indicate
that while the overall structural behavior, indicated by the F-d curve, shows relatively
minor dependence on the plasticity model, the local results, exemplified here by the ε-d
curve, are quite sensitive.
The predicted plastic strain distributions at the fracture initiation are represented in
Fig. 4.13. The plastic strain is highly localized in the through-thickness mid-plane and is
further concentrated at the center along the width direction for both NTs. These results
justify the use of fully 3D numerical simulations and constitutive models to study the
fracture process. Note that the gradients are more intense in NT6 than NT20. As shown
in the ε-d curves in Fig. 4.12, the Yld2004-PE model predicts higher plastic strain level
compared to the Yld2004-CE and vM.
In summary, these results underscore the fact that the prediction of the local strain
fields can result in large errors depending on the plasticity model, from which the
importance of careful characterization of the plastic anisotropy is emphasized again.
Similar conclusions were drawn in earlier works (Giagmouris et al., 2010; Korkolis et al.,
2010; Korkolis and Kyriakides, 2011, 2008a).
In Fig. 4.14, the equivalent plastic strain evolution up to the fracture initiation is
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described with respect to the stress triaxiality and Lode angle parameter. The relevant
variables were determined by the FE simulation from the node with maximum equivalent
plastic strain, where the fracture is assumed to initiate. Both NT20 and NT6 have stress
triaxialities and Lode angle parameters that evolve during loading.

4.4.2. Center-hole
As the last part of the fracture investigation under a quasi-tensile stress triaxiality, a
center-hole (CH) specimen was considered (see Fig. 4.10c). In the regular UT specimen
such as ASTM E8, the localized necking and subsequent fracture can occur at any
location within the test-section, thus it can be difficult to detect the fracture initiation
location. The geometrical imperfection that the center hole introduces confines the strain
localization near the hole. In this way, the fracture initiation can be observed from the
edge of the center hole in the experiments, as a result of the high strain localization near
it. After the fracture reaches the surface and can be observed, the force level drops
gradually, compared to NTs, while the fracture propagates towards the edge, resulting in
the final separation of the specimen.
Similar to the NTs, the F-d and ε-d curves are compared with experiments in Fig. 4.12.
The displacement is obtained by the virtual extensometer with 30 mm gage length (Fig.
4.10c). The local strain was extracted from a position 0.5 mm inland from the edge of the
hole due to loss of the DIC correlation at the exact edge. The Yld2004-PE and Yld2004CE models show good agreement with the experimental F-d curves. Although both of
them slightly deviate from the experimental ε-d curves, they still both show reasonable
agreement with the experiments.
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The strain distributions in the through-thickness direction of the CH specimens are
shown in Fig. 4.13 for the three models. The strain localization of CH is more drastic
compared to that of the NTs, which is highly concentrated at the edge side of the center
hole. The fracture strain, stress triaxiality, and Lode angle parameter are also extracted
from the element at the edge, and their profiles are included in Fig. 4.14. Compared to
the NTs, the fracture strains reach to higher level in all three models. In addition, both the
stress triaxiality and the Lode angle parameter are relatively constant throughout the
loading.

4.4.3. Simple shear
The in-plane shear (SH) specimen was designed based on the optimized geometry
proposed in the literature (Miyauchi, 1984; Roth and Mohr, 2016; Till and Hackl, 2013).
Based on FE simulations, the S-shaped geometry shown in Fig.4.10d consisting of a
single-ligament test-section was implemented. A magnified view of the test-section and
the notch shape is included in Appendix C. The specimen shown in Fig. 4.10d and Fig.
C3 was designed specifically for the AA6013 material of this study, in the sense that this
notch shape was selected through FE analysis so that the equivalent strains are the
highest within the central region of the test-section. The intention is to eliminate the
premature fracture initiation at the free boundaries of the specimen and to increase the
probability of fracture initiation under pure shear inside the test-section.
The F-d curve for shear experiment is shown in Fig. 4.11d and 4.12d. The
displacement is obtained from the center point of the specimen using DIC. As designed,
the fracture initiation in the SH experiment was indeed observed within the test-section,
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rather than a premature failure initiating from the free boundaries. The strain is localized
within the gage section with sharper gradient in the transverse direction and shallower in
the loading direction as seen in Fig. 4.13d. The SH specimens experience the most abrupt
force drop and a catastrophic failure compared to NTs and CH experiments.
For this experiment, only RD specimens were tested, since the fracture resistance is
shown from the NTs and CH experiments to be lower than in 45 ° and TD. Likewise, the
experiment is compared with the simulation, showing good agreement, in Fig. 4.12d. Like
the NTs and CH specimens, the fracture strain, stress triaxiality, and Lode angle
parameter are included in Fig. 4.14. The values were extracted from the center in the testsection of SH specimen. Compared to NTs and CH, SH shows a reverse order of fracture
strain levels in vM, Yld2004-CE, and Yld2004-PE. This can perhaps be attributed to the
fact that the latter model gives a “softer” response for stress states around the uniaxial
tension one (see Figs. 4.6a and 4.8b). Since the majority of the SH specimen outside of
the test-section is under such stress states, it is reasonable to assume that a larger
fraction of the overall applied deformation will develop outside of the test-section. This
leads to the reduction of the fracture strain for the Yld2004-PE in comparison to the other
two models.
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(a)

(b)
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(c)

(d)
Figure 4.11 – Force-displacement curves for (a) NT20, (b) NT6, (c) CH,
and (d) SH. Note that the axes scales are different, since the specimen
geometries are also different.
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(a)

(b)
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(c)

(d)
Figure 4.12 – Comparison of experiments with finite element predictions
with the three plasticity models, for (a) NT20, (b) NT6, (c) CH, and (d) SH.
Note that the axes scales are different, since the specimen geometries
are also different.
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Figure 4.13 – Prediction of equivalent plastic strain at the onset of
fracture with the three plasticity models, for (a) NT20, (b) NT6, (c) CH,
and (d) SH.

93

(a)

(b)
Figure 4.14 – Fracture locus, including the equivalent plastic strain with
respect to (a) stress triaxiality and (b) Lode angle parameter, and their
evolution during loading.
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4.4.4. Discussion on the predicted fracture locus
The results shown in Fig. 4.14a and b indicate that while the stress triaxiality and the
Lode angle parameter for the CH and SH specimens are almost constant during loading,
they vary significantly for the NT20 and NT6 specimens. Furthermore, the predicted
fracture strains depend on the plasticity model adopted in the FE simulations. Indeed, the
Yld2004-CE and vM show that the fracture strain increases exponentially with decreasing
triaxiality (Fig. 4.14a), in which SH has the highest strain level. In contrast, Yld2004-PE
predicts similar fracture strains in SH and CH, which indicates a different shape of the
fracture locus and, consequently, different requirements on the mathematical form of the
best-performing fracture criterion.

4.4.5. Microstructure-based fracture strain estimation
The Yld2004-3D yield criterion was successfully implemented in the FE simulations of
the ductile fracture specimens as described in Sections 4.4.1-4.4.3. This is expected to
enhance the agreement between experiments and predictions. However, an independent
corroboration of the experimental fracture strains is desirable. In order to determine the
fracture strain experimentally, the microstructural change is examined on the basis of
grain distortion (elongation) analysis (Ghahremaninezhad and Ravi-Chandar, 2013,
2012; Haltom et al., 2013).
The AA6013 material was polished using diamond suspension up to 1 μm size and
then the surface was etched with Keller’s reagent (Zipperian, 2011). Figure 4.15 shows
the microstructure of the as-received material after the heat treatment described in
Section 4.2 and Appendix C. Although the shape of the grains is not uniform, it does not
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show any specific directional features, so that the initial grains can be assumed to be
close to an equiaxed shape, i.e., circles with radius r. For NTs and CH, after the plastic
deformation and failure, the grain is considered to be stretched into an elliptical shape
with major and minor radii ra and rb. Then, the major strain based on this microstructure
is approximated as 𝜀𝑚 = ln (𝑟𝑎 ⁄𝑟), where r = √𝑟𝑎 ∙ 𝑟𝑏 . For SH, the major strain γ12 is
calculated by the shear angle of the grains near the fracture surface, after accounting for
the rigid-body rotation as explained below.

Figure 4.15 – Microstructure of the as -received sample after the heat
treatment.
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The change in the microstructure of the fracture specimens was analyzed using the
Digimizer image post-processing software. The optical microscopy images were captured
in the through-thickness mid-plane, where the fracture is expected to have initiated from.
Specifically, the mid-plane locations are the center of the width in NT20 and NT6, the
edge side of the center hole in CH, and the center of the ligament for SH.
The grains after deformation are outlined in white in Fig. 4.16. These images show
clear grain elongation along the loading direction, which intensifies near the fracture edge.
The fracture strains were calculated based on the aspect ratio of the ellipses of the
elongated grains, as described above, and the statistics of this analysis are collected in
Table 4.4. Note that the fracture strain estimation for SH is based on the shear angle from
the normal direction to the fracture surface, after the rigid body rotation is eliminated. This
was accomplished by tracking the rotation of the shear band visible in the DIC results, as
shown in Fig. 4.17.
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(d)
Figure 4.16 – Grain boundaries near fracture for (a) NT20, (b) NT6, (c)
CH, and (d) SH. Shown is the RD -TD plane halfway through the thickness
of the specimens.

Table 4.4. Statistics of grain -based fracture strain estimation
Number of grains

Mean strain ms

Standard deviation s

NT20

388

0.519

0.122

NT6

573

0.509

0.114

CH

276

0.748

0.087

SH

64

1.112

0.172

Figure 4.17 – Rigid body rotation of the shear band from the DIC results.
The range of shear strains shown is adjusted in each image to accentuate
the shear band.
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The grain-based fracture strain estimates are seen in Table 4.4 to have a very large
standard deviation in comparison with other strain measurement methods (e.g.,
extensometers, digital image correlation). This is in agreement with the findings of
(Ghahremaninezhad and Ravi-Chandar, 2013, 2012, 2011; Haltom et al., 2013).
The estimated fracture strains with 95 % reliability (i.e., within ±1 standard deviation)
are compared with the FE predictions in Fig. 4.18. These results show the best agreement
with the Yld2004-PE model. However, under the high standard deviations due to the
uncertainties inherent in the post-mortem analysis of the grain elongation, the Yld2004CE can be acceptable as well. In every case, the vM results are out of range for the
fracture strains for this AA6013 material, even considering the statistical nature of their
determination and the resulting significant scatter. Note that the EXP-DIC data are
measured from the surface of the specimen using the DIC system, and the other symbols
(i.e., the EXP-Grain and the FE results) are from the location for the probable fracture
initiation site of the specimens. The DIC results provide only fair estimates of the fracture
strains for the NT20, NT6 and SH specimens, but they fail even to do so for the case of
CH. This is because fracture initiated at the edge of the hole, where it was impossible for
the DIC to correlate.
The present results underscore the importance of appropriate modeling of the plastic
anisotropy of the material that has only recently started receiving the appropriate attention
in fracture studies (Giagmouris et al., 2010; Haltom et al., 2013; Korkolis and Kyriakides,
2011; Lou and Yoon, 2017; Roth and Mohr, 2016, 2014; Zhai et al., 2016).
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Figure 4.18 – Estimation of fracture strain based o n the microstructure
(grain elongation or rotation) and comparison with the finite element
predictions and other experimental approaches.

4.5. Prediction of fracture initiation locus
As mentioned in the previous section, the hybrid (experimental-FE) method was
adopted in the current study since it is impossible to directly measure the fracture strain
and the stress state at the location where the fracture is expected to initiate. The required
parameters for the fracture initiation model such as the fracture strain, stress triaxiality,
and Lode angle parameter were determined from the FE simulations, which requires a
plasticity model calibrated with high confidence for the material at hand. Comparison of
the FE results obtained with three constitutive models, i.e., Yld2004-PE, Yld2004-CE, and
vM, reveals that the Yld2004-PE is the most accurate plasticity model to predict the
fracture strain, stress triaxiality, and Lode angle parameter for the present AA6013
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material (see Fig. 4.18). Here, the fracture initiation models described in Section 2.3, i.e.,
Oyane, JC and HC, are calibrated based on the Yld2004-PE FE results at the predicted
instance of fracture initiation. A Fortran script using the Simplex error minimization
algorithm was implemented for this purpose. The calibration parameters are summarized
in Table 4.5.

Table 4.5. Summary of parameters for fracture initiation models
d1

d2

2.053

0.702

Oyane

d1

d2

d3

0.078

0.972

1.140

m

b

c

1.469

0.843

0.056

Johnson-Cook

HosfordCoulomb

The fracture initiation loci estimated by the three models are shown in Fig. 4.19. While
the Oyane and J-C models predict a monotonically decreasing fracture strain as the
stress triaxiality increases, the H-C model has more flexibility to capture the experimental
data. In that sense, among the three models examined here, only the H-C one can capture
the fracture strains of both SH and CH at similar levels. On the other hand, the increased
fracture strain at η = 2/3 of H-C model is neither predicted by the other two models, nor
supported by the present (limited) experiments. Similarly, unsupported is the H-C
prediction of a cusp around η = 1/3. The J-C model also shows reasonable agreement
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with the experiments although the actual shape of the fracture locus is different from the
HC model. More data points in the negative triaxiality (η < 0) and biaxial tension (η = 2/3)
regions, as well as in-between the current NT20, NT6, CH and SH specimens are required
for evaluating the performance of the three fracture models.

Figure 4.19 – Fracture loci of the Oyane, JC and HC models with respect
to stress triaxiality.
4.6. Summary and Conclusions
The plastic and fracture behavior of an AA6013 aluminum sheet after a bakehardening heating cycle (30 mins at 180oC, followed by air-cooling) were investigated
using a combination of experiments and analysis. Plasticity was characterized by uniaxial
tension, plane-strain tension, and disk compression experiments, the results of which
were used to calibrate the non-quadratic anisotropic yield criterion Yld2004-3D. Special
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attention was paid to the plasticity modeling based on the observation of the plane-strain
tension experiments. To improve these predictions, the yield criterion exponent was made
to evolve as a function of the equivalent plastic strain. The same constitutive model with
a constant exponent was also considered, as well as the classical vM criterion. For every
yield criterion, a post-necking hardening curve of the combined SV type was identified by
matching the force-displacement response predicted by FE simulation to that of a
notched-tension experiment.
After the careful calibration of the plasticity model, the ductile fracture behavior of the
AA6013 material was investigated through a hybrid experimental-numerical approach. In
experiments using NTs (two types of notch radii), CH and SH specimens, the forcedisplacement and the surface strain evolution were measured. Digital image correlation
was used, so that full-field measurements of the strains were available in every case.
Then, the local stress and strain fields required for stress triaxiality, Lode angle, and
equivalent plastic strain were determined using FE simulation.
The overall structural behavior (i.e., the F-d curve) as well as local strain fields and
features (i.e., the ε-d curve) were compared to the experiments. It was found that both
NT20 and NT6 experiments have stress triaxialities and Lode angle parameters that
evolve during loading. In the CH experiments fracture initiated at the hole edge, where
DIC correlation was lost. Still, compared to the NTs, the fracture strain reached a higher
level. Both the stress triaxiality and the Lode angle parameter in the CH experiment were
relatively constant throughout the loading. The SH experiments were performed on
specimens of geometry customized to the AA6013 material. Care was taken to ensure
that the fracture initiated inside the test-section, i.e., under pure shear, rather than at a
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free boundary, i.e., under uniaxial tension. Compared to NTs and CH, SH showed a
reverse order of predicted fracture strain levels by vM, Yld2004-CE and Yld2004-PE. And,
like CH, the stress triaxiality and the Lode angle parameter were almost constant during
loading. Regarding this last point, a similar conclusion was reached for AA365-T7 earlier,
in Chapter 3.
As an independent corroboration of the fracture strains predicted by this hybrid
experimental-numerical approach, the fracture strains were estimated by examining the
distortion (NT20, NT6, CH) and rotation (SH) of the grains of the AA6013 material. Despite
the large scatter where such a statistical approach inevitably yields, comparison to the
hybrid approach showed the best agreement with the Yld2004-PE model and acceptable
results with the Yld2004-CE. However, it was clear that the vM model provided erroneous
estimates of the fracture strain. Furthermore, the DIC results, i.e., the surface strains at
the approximate instance and location of fracture underestimated, with the exception of
SH, the fracture strains.
One of the major findings of this study, in concert with earlier observations in the
literature, is that the selection of the plasticity model has a direct impact on the fracture
strain predictions. While the overall structural response is, to a large extent, insensitive to
the plasticity model, the local results, including the fracture strains are very sensitive.
Finally, the fracture locus was represented by three models: Oyane, J-C and H-C. The
first two decrease monotonically with increasing stress triaxiality, while the HC one shows
a more complex, non-monotonic behavior. However, the present set of experiments is not
sufficient to credit or discredit any of these models, except perhaps the Oyane model.
More data points in the negative triaxiality (η < 0) and biaxial tension (η = 2/3) regions,
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as well as in-between the current NT20, NT6, CH and SH specimens are required for a
more in-depth comparison of the three fracture models.
The next Chapter discusses the failure of an AA6111 aluminum sheet under
proportional loading paths using existing specimens and a newly proposed specimen.
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CHAPTER 5
FAILURE OF AA6111 ALUMINUM SHEET
UNDER PROPORTIONAL LOADING4

5.1. Background
As described in Chapters 3 and 4, one of the challenges in fracture analysis is
designing experiments with proportional loading paths up to the onset of fracture. This is
because fracture initiation models based on a damage indicator are mostly formulated
assuming spatially-uniform and temporally proportional stress states. In conventional
fracture experiments, e.g., notched-tension (NT), the stress state at each material point
often evolves significantly (Ebnoether and Mohr, 2013) because of excessive geometrical
changes in the specimen at large deformation, and/or spatially-varying stress fields. In
numerous past researches, the stress states were often determined by the average (Bao
and Wierzbicki, 2004) or the instantaneous values at fracture initiation (Barsoum and
Faleskog, 2007), which potentially is only approximately true.
In this study, the ductile fracture of an AA6111 aluminum sheet after paint-baking heat
treatment is assessed, based on appropriate anisotropic plasticity modeling, fracture
experiments with proportional loading paths using existing and a newly proposed

4 This work has been published as: Ha, J., Baral, M., Korkolis, Y.P., 2019. Ductile fracture of an
aluminum sheet under proportional loading. Journal of the Mechanics and Physics of Solids, 132, 103685.
https://doi.org/10.1016/J.JMPS.2019.103685. My role in this research was designing the shear specimen,
performing the heat-treatments, conducting the plasticity and fracture experiments (center-hole, shear and
notched-tension), analyzing experimental data and co-authoring the manuscript.
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specimen (see Section 5.2), and a hybrid experimental-numerical method. The material
plasticity is characterized by uniaxial tension (UT), plane-strain tension (PST), diskcompression (DC), and notched-tension (NT) specimens. These results are used for the
parameter calibration of Yld2004-3D yield criterion and combined Swift-Voce (SV)
hardening models (Section 5.3). The fracture limits of the material are identified from
dimpled-cruciform (DX), central-hole (CH), and shear (SH) specimens, which cover
equibiaxial tension, plane-strain tension, uniaxial tension, and shear stress states. Finite
element (FE) models of these fracture experiments, using the plasticity identified for this
material, are first validated against the fracture experiments, and then used to probe the
stress and strain states at the location of fracture initiation.

5.2. Research highlights of this Chapter
A new cruciform specimen geometry is proposed for fracture characterization. The
new geometry has a well-defined fracture initiation area and maintains constant stress
triaxiality in that area during externally proportional loading. It also enables the easy
probing of non-proportional paths.
Many cruciform specimens (Deng et al., 2018, 2015; Green et al., 2004; Kulawinski et
al., 2011; Kuwabara et al., 1998; Makinde et al., 1992; Müller and Pöhlandt, 1996) are
designed to characterize plane-stress plasticity and usually fail in the loading arms or the
boundaries of the test-section. A different cruciform-shaped geometry is proposed here
for fracture studies: hemispherical thickness depressions at both sides of the DX
specimen concentrate the deformation at the center of the test-section. This enables large
strains to be obtained in comparison to other cruciform specimen designs. An additional
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advantage is that by controlling the location of fracture, the DIC system successfully
captures its initiation and propagation. Alternative cruciform fracture specimens were
proposed by (Böhm and Niesłony, 2015; Brünig et al., 2015; Gerke et al., 2017; Leotoing
et al., 2013; Liu et al., 2015; Song et al., 2017; Tasan et al., 2008; Yuan et al., 2018).
The new specimen can be a good alternative, especially, to the punch test for
equibiaxial tension (Lou and Yoon, 2017; Roth and Mohr, 2016) because friction and
bending effects, which can be possible concerns for the punch test, do not exist in this
specimen design. It can also replace NT specimens, which do not yield spatially-uniform
stress states (Ha et al., 2018, 2017a). In spite of the advantages described above, the
proposed cruciform experiment is limited in some respects. First of all, this experiment
requires an in-plane biaxial testing machine for cruciform-shaped specimens. Also, the
testing specimen requires careful fabrication because of the thin slits in the arms and
especially because the dimples in the cross section should be well-aligned. Detailed
information will be given in Section 5.4.
In the current study, the DX specimen is used for equibiaxial tension and plane-strain
tension conditions, which have been usually characterized by the punch and NTs
experiments, respectively.

5.3. Plasticity characterization
5.3.1. Review of anisotropic yield criterion
Fracture analysis is carried out by first implementing an appropriate plasticity model
in the numerical simulations. This model consists of a yield criterion that is used as the
plastic potential along with a rate-independent, associated flow-rule, a reference
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hardening curve and the isotropic hardening assumption. The latter is deemed sufficient
here, as no significant loading path changes are anticipated (or recorded). The Yld20043D criterion (Barlat et al., 2005), which is a 3D, non-quadratic anisotropic yield criterion,
is used to capture the plastic anisotropy of the material (Dick and Korkolis, 2015a;
Fourmeau et al., 2011; Kalyanam et al., 2009; Kim et al., 2010, 2007; Tardif and
Kyriakides, 2012; Yoon et al., 2006). The criterion is described in detail in Section 2.1.2.
The criterion is suggested to be calibrated by 7 uniaxial tension tests in every 15º to
the rolling direction (RD) and an equibiaxial tension test, together with the isotropic
assumption for the out-of-plane shear components, i.e., in the x-z and y-z planes here
(Barlat et al., 2005). Although these are enough to calibrate the 18 coefficients of the
model, in the current work, more experimental results are considered in the calibration,
i.e., three plane-strain tension tests in every 45º to RD, to improve the description of
material behavior.

5.3.2. Experiments
The material of this study is an AA 6111 sheet of 3 mm thickness. The sheet, received
in the -T4 temper, is subjected to the paint-baking thermal cycle that an auto-body
experiences during manufacturing. This potentially causes artificial ageing in the material,
which alters the mechanical properties, including the plasticity and fracture behaviors, by
the thermal effect on the precipitation kinetics. This effect is reproduced here by heat
treatment in a laboratory-scale furnace, under the same conditions as in the industrial
processing line, i.e., 180 ºC for 30 mins (see Appendix D). The temperature change is
monitored in real-time by a thermocouple attached to the specimens, and the history
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profile is plotted in Fig. D1.
The heat-treated specimens used in the plasticity experiments are UT in every 15º
from the RD, PST in the RD, 45º, and TD (=transverse direction), DC, and NT in RD with
notch radii of 20 and 6.67 mm (NT20 and NT6). The specimen geometries are detailed in
Fig. 5.1. In previous studies, the UT, PST, and DC experiments have been used to
calibrate plasticity, i.e., the yield criterion (Barlat et al., 2005, 2003; Ha et al., 2018, 2017a,
2013; Tian et al., 2017), while NT20 and NT6 have been used for fracture characterization
(Ha et al., 2018; Lou and Yoon, 2017; Luo et al., 2012; Roth and Mohr, 2016). However,
in our previous work (Baral et al., 2019; Ha et al., 2018, 2017a), described here in
Chapters 3 and 4, it was found that the NT experiments are not the best choice for fracture
analysis due to the non-linear loading paths that develop in the test-section. Nevertheless,
they are still useful to establish the post-necking hardening behavior, because of the clear
strain concentration and controlled force degradation, compared to UT. For this reason,
the NTs are used here for calibrating the hardening model in the post-necking region and
for validating the adopted plasticity models.

Figure 5.1 – Specimen geometries for plasticit y experiments.
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The plasticity specimens are prepared by laser-cutting, while the notches of NT20 and
NT6 are machined by end-milling. This was done because, although the laser-cutting
guarantees adequate surface quality for plasticity characterization in general, the notches
of NTs can be critical in the post-necking region and inadequate surface finish may lead
to premature fracture.
The plasticity experiments described here are conducted on a servo-hydraulic
universal testing machine (MTS Landmark 370) with a maximum load capacity of 250 kN.
The full-strain field of the specimen surface is obtained by the stereo-type DIC system
VIC-3D, for which a random speckle pattern is applied on the surface using white and
black spray paint. Two digital cameras (2.0 Megapixel) with 35 mm Schneider lenses
capture the images during deformation. The DIC system is synchronized to the load-cell
reading from the machine during the test. The strain averaging parameters are chosen
as the most sensitive values possible in VIC-3D software, i.e., the step size of 1 pixel and
the filter size of 5 pixels, which correspond to 76 and 328 μm, respectively.
The stress-strain curves of UT in every 15º are shown in Fig. 5.2a, in which the RD is
the highest and 30º is the lowest, but still the difference is not significant. Each experiment
is performed three times, with very good repeatability; for clarity purposes, only one curve
per orientation is shown in Fig. 5.2a. Also, the corresponding plastic strain ratio in width
𝑝
and thickness direction, so called r-value (r = 𝑑𝜀𝑤
⁄𝑑𝜀𝑡𝑝 ), is calculated in an average sense

over the uniform plastic deformation range, as shown in Fig. 5.2b. In calculating the rvalues, since the two strains correlate linearly, we used total instead of incremental
quantities. We also neglected the elastic strains, in view of the large plastic strains
present. The anisotropy in flow stress relative to the RD is calculated at the plastic work
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(Wp) equal to 16 MJ/m3, where the normalized values saturated, and the result is plotted
in Fig. 5.3 (left Y-axis). Compared to flow stress, the r-value reveals more clear anisotropy
(Fig. 5.3, right Y-axis): the values of maximum and minimum are 0.63 and 0.54, which is
quite low, low comparatively to 1 that would correspond to isotropic plasticity.

Figure 5.2 – Material characterization in every 15 o from the RD: (a)
uniaxial stress-strain curve and (b) plastic strain ratio for determining r value.
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Figure 5.3 – Plastic anisotropy in flow stress and r -value of UT.

In addition to the standard UT, the plane-strain tension state is probed by a specimen
with notches in the transverse direction in order to allow the development of plane-strain
deformation at the center of the specimen (Dick and Korkolis, 2015a; Tardif and
Kyriakides, 2012; Tian et al., 2017). The PST experiments are performed in the RD, 45º,
and TD, from which a more complete view of the yield locus near the plane-strain regions
can be obtained (Aretz et al., 2007). However, due to the limitation of the specimen
geometry, the measured force in the loading direction is a combination of plane-strain
tension in the center and uniaxial tension in the edge, along with the transitional states
in-between. This inhomogeneous deformation effect is compensated by a correction
factor determined using FE simulation as already described in previous works (Dick and
Korkolis, 2015a; Ha et al., 2018; Tian et al., 2017). Based on that correction, then, the
stress-strain curves in the loading direction (i.e., the major stress-major strain
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components), are determined as shown in Fig. 5.4. The results indicate that the flow
stresses have the same ordering as UT, i.e., RD > TD > 45º, but the hardening rate of
PST is slightly lower than that of UT.

Figure 5.4 – Stress-strain curves along the loading direction during plane strain tension in the RD, 45 o , and TD.
𝑝
𝑝
Lastly, the equibiaxial ratio, i.e., 𝑟𝑏 = 𝜀𝑇𝐷
⁄𝜀𝑅𝐷
, (Barlat et al., 2005, 2003) is determined

by the DC experiment. A 8 mm diameter specimen is compressed in the thickness
direction, and, after a certain amount of compression, the plastic strains in the RD and
TD are measured by hand using a micrometer. The experiment is performed three times,
and an average value is taken, see Fig. 5.5. As a summary, the normalized flow stress
calculated with reference to the UT-RD and the plastic strain ratios for all of the abovedescribed experiments, are listed in Table 5.1.
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Table 5.1. Summary of mechanical properties
Young’s modulus

E = 70 GPa

Poisson’s ratio

ν = 0.3

UT

RD

15°

30°

45°

60°

75°

90°

𝛔⁄𝛔𝟎

1.000

0.988

0.978

0.990

0.994

0.995

0.994

r-value

0.629

0.544

0.535

0.544

0.542

0.582

0.612

PST

RD

45°

90°

𝛔𝟐𝟐 ⁄𝛔𝟎

1.073

1.067

1.078

DC
rb

0.930

Figure 5.5 – Equibiaxial plastic strain ratio (r b ) of DC.
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5.3.3. Calibration of yield criterion and hardening model
Based on the experiments described above (Table 5.1), the Yld2004-3D model
parameters, i.e., 𝛼𝑖,𝑖=1~18, are calibrated by the least-squares method and collected in
Table 5.2. For the PST experiments, the loading (i.e., maximum) principal stress and zero
transverse (i.e., intermediate) principal strain, (Aretz et al., 2007) are used for the
calibration. The out-of-plane properties in the normal direction (ND) to the sheet, i.e., RDND and TD-ND planes, are assumed to be isotropic due to lack of experiments in the ND.

Table 5.2. Calibration parameters for Yld2004 -3D (𝑘 = 8)
𝒄′𝟏𝟐

𝒄′𝟏𝟑

𝒄′𝟐𝟏

𝒄′𝟐𝟑

𝒄′𝟑𝟏

𝒄′𝟑𝟐

𝒄′𝟒𝟒

𝒄′𝟓𝟓

𝒄′𝟔𝟔

1.0745

1.0967

1.1294

1.1089

0.6011

1.0388

0.9931

1.0051

1.2160

𝒄′′
𝟏𝟐

𝒄′′
𝟏𝟑

𝒄′′
𝟐𝟏

𝒄′′
𝟐𝟑

𝒄′′
𝟑𝟏

𝒄′′
𝟑𝟐

𝒄′′
𝟒𝟒

𝒄′′
𝟓𝟓

𝒄′′
𝟔𝟔

0.7477

0.7636

0.8425

0.7998

1.1103

1.0177

1.0042

0.9787

0.6823

Figure 5.6 shows the predicted plane-stress yield loci by von Mises (vM), Hosford, and
Yld2004-3D models and the experimental data used for the calibration, plotted as red,
green, and blue solid lines and black symbols, respectively. The inner contours (blue
dashed lines) represent Yld2004-3D yield loci at different levels of shear stress.
Compared to vM and Hosford, the Yld2004-3D criterion agrees better with the
experiments because of the anisotropic material parameters (Table 5.2) and the nonquadratic exponent (k = 8 for FCC structure).
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Figure 5.6 – Yield loci predicted by Yld2004 -3D, Hosford, and von Mises
yield criteria, plotted with the experiments.

The agreement for these yield criteria to experiments can be assessed by the KBK
representation proposed recently (Baral et al., 2018; Ha et al., 2018; Korkolis et al., 2017)
(see Section 3.3.3 for KBK representation details). The assessed results are shown in
Figs. 5.7a and b, in which it is clearly seen that Yld2004-3D captures the experiments
more accurately than the other two.
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(a)

(b)
Figure 5.7 – KBK representation of Yld2004 -3D, Hosford, and von Mises
yield criteria for (a) stress and (b) normal to yield locus.
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The post-necking hardening curve is identified using the combined SV model with a
weighting factor A between the two base models (i.e., Swift and Voce) (Coppieters and
Kuwabara, 2014; Mohr and Marcadet, 2015; Sung et al., 2010), for which the parameter
calibration is completed in two steps. First, Swift and Voce models are separately
calibrated by the UT-RD stress-strain curve up to the uniform deformation region, as
shown in the Fig. 5.8; then, the weighting factor A is determined by matching the FE
simulation of NT20 and NT6 to the experiments (Figs. 5.9a and b).

Figure 5.8 – Identification of hardening curves for combined Swift -Voce
model.
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(a)

(b)
Figure 5.9 – Comparison of force -displacement and strain -displacement
from the experiments and simulations for (a) NT20 and (b) NT6.
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For the simulation, the commercial FE solver Abaqus/Standard (ver. 6.13-3) is used,
in which the Yld2004-3D and SV models are implemented into user material (UMAT)
subroutines. Considering the planes of symmetry, the NT20 and NT6 specimens are
represented by 1/8 size FE models with continuum hexahedral second-order elements
with reduced integration (C3D20R), with five elements stacked in the through-thickness
direction.
The force-displacement (F-δ) and strain-displacement (ε-δ) curves of experiments are
compared with the predictions of Yld2004-3D, Hosford, and vM. The displacement (δ) is
measured from a 30 mm virtual extensometer in the loading direction (see Fig. 5.1), and
the local surface strain (ε) is obtained by the stereo-type DIC system (VIC-3D) and
extracted from the center. While the global (i.e., F-δ) response is insensitive to the yield
criterion adopted, the local predictions (i.e., ε-δ) are quite sensitive, in accord with earlier
findings, e.g., (Giagmouris et al., 2010; Ha et al., 2018). This is particularly clear in vM for
the transverse strain (ε22) that is determined by the given yield criterion and its anisotropy
parameters. It should be also remarked that Hosford, in spite of the isotropic assumption,
is almost comparable to Yld2004-3D since both NT20 and NT6 induce stress states
around plane-strain, which is captured fairly well by Hosford with a non-quadratic
exponent, as seen in Figs. 5.6 and 5.7a. However, the limited capability of Hosford (due
to ignoring plastic anisotropy) is revealed in the full strain field of NT20 compared with
experiments in Appendix D (Fig. D2), and also evident in the strain path (Fig. D3). For
this reason, for the remainder of the analysis, only the results of Yld2004-3D and vM are
shown, with the intention of comparing the advanced with the most basic model in this
kind of fracture analysis.
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Note that the calibrated parameters of Swift and Voce models for Yld2004-3D,
Hosford, and vM (Table 5.3) are slightly different, to give the best fit to F-δ and 𝜀-δ,
consistent with the findings of (Tardif and Kyriakides, 2012). The strain-rate and
temperature, including their coupling (Knysh and Korkolis, 2017), are not considered for
the FE modeling due to the minor effect in this material.

Table 5.3. Hardening parameters for Swift -Voce combined (SV) model
Function

Swift

Voce

SV

𝐤𝟎

𝛆𝟎

𝐧

𝐤𝟎

𝐪

𝛃

𝐀

Yld2004-3D

515.3

0.010

0.263

395.5

187.1

9.015

0.4

Hosford

514.1

0.010

0.230

391.0

190.1

7.50

0.2

vM

531.7

0.019

0.241

352.5

177.7

11.06

0.4

5.4. Fracture characterization
5.4.1. Preliminary remarks
Although the plastic anisotropy is incorporated in this study (using the Yld2004-3D
criterion), the fracture response is assumed to be isotropic, i.e., no effect of the orientation
of the stress tensor with respect to the material coordinate system is considered for the
fracture initiation. Thus, the stress state can be characterized by dimensionless scalars
̅ (Bai and Wierzbicki, 2010;
such as the stress triaxiality η and Lode angle parameter Θ
Dunand and Mohr, 2011b; Mohr and Marcadet, 2015), or, alternatively, Lode parameter
𝐿 (Lou et al., 2017, 2014, 2012), see Chapter 2. Each of these represents the influence
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of hydrostatic pressure and deviatoric stress on the fracture strain, i.e., through void
growth and shape change, respectively.

5.4.2. Fracture experiments
As mentioned before, the fracture behavior is assumed to be isotropic, and thus, it is
characterized only in the RD. The experiments conducted use the DX, CH, and SH
specimens. The DX specimen is newly proposed in this study to examine the fracture
behavior near equibiaxial (EBT) and plane-strain tension (BT1 and BT2). In the future,
this geometry will be used to probe more loading paths, as well as the path-dependence
of fracture. The detailed specimen geometries are shown in Fig. 5.10.

Figure 5.10 – Specimen geometries for fracture experiments.
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The DX specimen is created as a modification of a cruciform geometry commonly
used for plasticity characterization (Deng et al., 2015; Kuwabara, 2014; Kuwabara et al.,
2005, 1998), by removing material in the form of a spherical cap, or dimple. The dimples
on the two faces have the same axis of revolution, which is perpendicular to the plane of
the cruciform specimen and also passes from its geometric center, as shown in Fig. 5.10a.
Each dimple belongs to a sphere of radius r=30.84 mm, the intersection of which with the
specimen surface is a circle of radius rs=8.5 mm. The depth of each dimple (i.e., the
sagitta of the spherical cap) is ds=1.15 mm, so that the 3 mm thick specimen is reduced
to 0.7 mm thick at the center of the specimen. One of the two dimples is visible in Fig.
5.11c; note however that it is very shallow (depth of 1.15 mm in comparison to a sphere
radius of 30.84 mm). Still, the presence of the two dimples introduces the desired focusing
effect for the stresses towards the geometric center of the specimen and allows the
development of large strains, to-fracture, as will be seen later. In a sense, the DX
specimen is the biaxial equivalent of a notched-tension specimen, at least in terms of
geometry.
The DX specimens are prepared as follows: first, the cruciform shape and the slots in
each arm are laser-cut. (The slots in the arms are introduced to improve the uniformity of
the applied tractions at the boundary of the central 30 mm x 30 mm region.) Then, the
dimples are machined carefully by end-milling, using a special fixture to ensure that the
axis of revolution of the dimples passes from the center of the specimen. The fixture also
ensures that when the specimen is flipped to mill the second dimple, that one will have
the same axis of revolution as the first one. Lastly, the fixture includes a hemispherical
dome that is used to support the first dimple while the second one is milled. Fig. 5.11c
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shows the dimple shape measured by DIC; the color contours along the circumference
reveal the successful machining of the axisymmetric dimple shape. Similarly, the CH
specimen is prepared by laser-cutting, but the hole, of which the surface quality is critical
for fracture resistance, is machined by drilling and reaming. Compared to the former two
specimens, the SH specimen is less sensitive to the machining surface quality, since it is
designed to make the deformation greatest inside the notch, i.e., away from the free
surfaces. Still, good surface finish is required to prevent premature fracture initiation from
the free edge.
The DX experiments for EBT and BTs are conducted in hydraulically-actuated in-plane
biaxial tension machines, as seen in Fig. 5.11a (Deng et al., 2016; Ha, 2012; Wilson et
al., 2013). This machine was used to perform the displacement-controlled (i.e., EBT)
experiments at UNH. Four hydraulic actuators of 25.8 kN force capacity control the
displacement ratio in x- and y-axis, and they are balanced by a pantograph-type linkage.
The force-controlled experiments were run on a similar machine at POSTECH (Korea).
The CH and SH experiments are performed using the uniaxial servo-hydraulic testing
machine (MTS Landmark 370). For all experiments, the full strain field of the specimen
surface is measured by the stereo-type DIC system (VIC-3D) with the same camera setup and DIC parameters as in the plasticity experiments.
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(a)

(b)
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(c)
Figure 5.11 – In-plane biaxial testing machine, (a) overview and (b)
zoomed-in. (c) Close-up of the dimple cruciform specimen and its shape
measured by DIC.

Although the local strain field on the surface is successfully captured by the DIC
system, it is still limited to assess the fracture properties since, 1) the fracture initiation is
expected inside the material (except in the SH), where a direct measurement is
impossible, and 2) the local stress field at a material point cannot be measured by the
experimental set-up. For these reasons, instead of direct measurement, the fracture
initiation conditions are estimated by FE simulations of the fracture experiments, using
the plasticity calibration described above, and after the model predictions are validated.
This is done by comparing the experimental force-displacement (F-δ) and local surface
strain-displacement (ε-δ) curves. The details for the FE simulation are the same as those
for NTs: the commercial FE software Abaqus/Standard (ver. 6.13-3) is used, and the
Yld2004-3D and SV models are implemented in UMAT. The 1/8 models are made for the
DX and CH specimens considering the plane symmetry, but only a 1/2 model is possible
for the SH specimen, due to the asymmetric shape of the notch. All models are meshed
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with continuum second-order hexahedral elements with reduced integration (C3D20R).
The mesh details and FE models are included in Appendix D.

a. Biaxial tension and plane-strain tests with new cruciform specimen
With the DX specimen, two loading paths close to equibiaxial tension and plane-strain
biaxial tension states are probed by EBT and BT specimens. For the EBT, the equibiaxial
displacement ratio (δx: δy=1:1) in the x- and y-axis (RD and TD, respectively) is applied
because displacement-control is a simple and stable option compared to force-control.
The F-δ and ε-δ curves in the x- and y-axis shown in Fig. 4.12a indicate that the current
displacement control scheme successfully induces equibiaxial tension to the material: the
x- and y-responses, described by the black and red solid lines, respectively, closely
overlap with each other. The displacements (δ) are measured by virtual extensometers
of 25 mm gage-length and the surface strains (ε) are obtained at the center of the dimple.
Apart from the fracture, the EBT should have the same plastic response with DC due
to the same deviatoric stress state developed in the center. This can be shown by the
strain path in Fig. 5.12b: the equibiaxial strain ratio in the RD and TD, i.e., the slope of
the linear approximation, shows excellent agreement with that of DC. Note, however, that
the fracture behavior can be different because of the different hydrostatic pressure state,
i.e., stress triaxiality. Also, the experiments using the dimple cruciform specimen,
especially for equibiaxial tension, are not considered for the yield function parameter
calibration because the flow stress-strain curve cannot be measured due to the nonuniform deformation in the cross section (unlike the specimen proposed by (Deng et al.,
2015) for calibration of plastic anisotropy)).
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(a)

(b)
Figure 5.12 – Experimental results of EBT for (a) force -displacement and
strain-displacement curves and (b) equibiaxial strain ratio.
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In the current experimental set-up, crack propagation at the surface during the EBT
experiment is captured clearly by the DIC system. At the very beginning, a small surface
crack is visible in the center of the dimple in the diagonal direction, i.e., approximately 45º
to the RD. Then, it gradually propagates along the initial crack direction, and the specimen
completely opens-up in the middle of the dimple. The process is shown as 4 steps in Fig.
5.13.

Figure 5.13 – Fracture propagation in the EBT experiment.

In contrast to EBT, for the plane-strain tension state force-control is used, since
displacement-control cannot produce a desired proportional loading path in this case.
Two biaxial tension force ratios, i.e., Fx:Fy=2:1 (BT1) and Fx:Fy=4:1 (BT2), are applied to
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probe the two stress states near plane-strain tension. Unlike a standard cruciform
specimen for plasticity (Deng et al., 2018, 2015; Green et al., 2004; Kulawinski et al.,
2011; Kuwabara et al., 1998; Makinde et al., 1992; Müller and Pöhlandt, 1996), the stress
state in the center, which is expected to be the initial crack location, is possibly different
from the externally-imposed force ratio, because of the non-uniform plastic deformation
around the dimple.
Similar to EBT, the F-δ and ε-δ curves of BT1 and BT2 are plotted in Figs. 5.14a and
b. Note that the x- and y-axis are equivalent to the RD and TD, and the RD (x-axis) is the
major loading direction for the both BT1 and BT2. Given the force ratios, since the
measured displacements in the minor loading direction (y-axis) are negative, the F-δ
curves in that direction are represented with respect to the negative displacement,
labelled as F-(-δ). For the strain evolution, only the major loading direction (x-axis) is
shown in Figs. 5.14a and b due to the very small strain that developed in the minor loading
direction (y-axis). Instead, the strain paths (εx-εy) of BT1 and BT2 are compared in Fig.
5.15, which proves that both loading cases closely probe the plane-strain condition.
Figure 5.16 shows the fracture propagation of BT1 (BT2 has the same behavior with BT1):
a small crack initiates in the normal to the major loading direction at the center of the
dimple, and proceeds in the same direction up to complete failure.
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(a)

(b)
Figure 5.14 – Force-displacement and strain -displacement of (a) BT 1
(F x :F y =2:1) and (b) BT2 (F x :F y =4:1) experiments.
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Figure 5.15 – Strain path up to the fracture for BT1 and BT2.

Figure 5.16 – Fracture propagation in the BT1 experiment.
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In Figs. 5.17 and 5.18, the experimental F-δ and ε-δ curves of EBT, BT1, and BT2 are
compared with the FE predictions by Yld2004-3D, calibrated as described above (Table
5.2), and von Mises (vM). For the hardening, the Swift-Voce combined (SV) model
calibrated by the UT and NTs is used as described in Section 5.3.3 (Table 5.3). It should
be noted that only the x-axis F-δ and ε-δ curves are compared because, for the EBT, the
x- and y-axis show negligible difference (which is in line with relatively weak anisotropy
at equibiaxial tension such as rb=0.93) and, for BTs, the x-axis is the major loading
direction and the y-axis is close to plane-strain. In the comparison, Yld2004-3D agrees
better with experiments than vM generally, which means Yld2004-3D captures the stress
and strain fields more correctly than vM and thus yields more reliable damage
parameters.

Figure 5.17 – Comparison of force -displacement and strain -displacement
experiment with FE prediction for EBT.
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(a)

(b)
Figure 5.18 – Comparison of force -displacement and strain -displacement
experiment with FE prediction for (a) BT1 and (b) BT2.
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To be more specific, vM over-predicts the F-δ curve of EBT than Yld2004-3D (see Fig.
5.17), although the probed stress state is equibiaxial tension, for which both Yld2004-3D
and vM should predict very similar (almost identical) stresses, as perhaps expected from
Fig. 5.6. The result of Fig. 5.17 is because the stress state in the test section varies from
equibiaxial tension at the center of the specimen to other combinations of biaxial tension
away from it. In particular, probing the FE model of the EBT experiment reveals that the
stress state away from the center of the specimen tends towards plane-strain tension, for
which vM predicts higher stresses than Yld2004-3D (see Fig. 5.6). The spatially nonuniform biaxial stress states and the material anisotropy also affect the strain field, which
leads to the deficiency of the vM strain predictions shown in Figs. 5.17 and 5.19b.
Similar conclusions can be drawn for the F-δ of the BT1 and BT2 (Fig. 5.18). In
contrast to the noticeable difference in the F-δ prediction, the ε-δ predictions in Fig. 5.18
are acceptable by both models, because the strain in the major loading direction (x-axis)
is less affected by plastic anisotropy. It should also be noted that the strain in the minor
direction (y-axis) is close to zero, as shown in Fig. 5.15.
The surface strain field captured by DIC at the onset of fracture is also compared with
the FE results in Figs. 5.19-21. The figures in the left (Figs. 5.19-21a) represent the full
strain field of the max. principal strain during the experiments. A sharper strain gradient
is observed in the same direction of eventual fracture propagation than in the rest: EBT
(Fig. 5.19a) shows intensified straining along the diagonal direction, and BTs (Figs. 5.2021a) along the y-axis, which is normal to the major loading direction. When overlaid to the
experiments (Figs. 5.19-21a), these contours, as well as the strain levels, match well
when predicted by Yld2004-3D (Figs. 5.19-21b). Based on these comparisons, it can be
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assumed that the equivalent plastic strain predicted by Yld2004-3D is more reliable than
that by vM (Figs. 5.19-21c). Note that, for every material model, the equivalent plastic
strain increment is calculated from the definition, i.e., as the work-conjugate to the
respective equivalent stress; thus, it should be noted that two different models lead to two
different equivalent plastic strains. Even though there are through-thickness strain
gradients from top to mid-plane in all three loading cases, they are not as steep as in the
NTs (Ha et al., 2018, 2017a). The small gradients can reduce the risk of erroneous
prediction from the hybrid experimental-numerical method, which should be emphasized
as one of the advantages of DX specimen, as long as the surface strain field can be
predicted by the FE model correctly.

Figure 5.19 – Strain field at fracture initiation in EBT. (a) Experiment, (b)
predictions from surface and (c) predictions through -thickness.

138

Figure 5.20 – Strain field at fracture initiation in BT1. (a) Experiment, (b)
predictions from surface and (c) predictions through -thickness.

Figure 5.21 – Strain field at fracture initiation in BT2. (a) Experiment, (b)
predictions from surface and (c) predictions through -thickness. Note how
the shape of the dimple is outlined in the (a) and (b) results.
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b. Center-hole and shear tests
Beyond the EBT and BTs, the CH and SH experiments are used to investigate the
lower triaxiality range. The F-δ and ε-δ (or γ-δ) curves of the experiments are compared
with those of FE simulations in Figs. 5.22a and b. For CH, the displacement (δ) is
measured by a 30 mm virtual extensometer in the axial direction, and the local strain (ε)
is extracted at the edge of the hole (Fig. 5.10b). The predictions by Yld2004-3D and vM
are both reasonably acceptable, but Yld2004-3D still shows better agreement than vM,
especially in the strain prediction, due to capturing the anisotropy in plastic flow, i.e., the
r-value.

(a)
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(b)
Figure 5.22 – Comparison of force -displacement and strain-displacement
experiment with FE prediction for (a) CH and (b) SH.

For SH, the displacement (δ) is obtained at the center point of the notch (Fig. 5.10c)
and the local strain (γ) is calculated by the relative displacement of three points near the
1/4 (or 3/4) of the notch (Fig. 5.10c), where the shear strain (γ) is close to the maximum
(see Appendix D). In this case, the Yld2004-3D criterion again provides better agreement
with the experiment than vM.
In general, the Yld2004-3D criterion shows good agreement with all fracture
experiments described above, which concludes that it can predict realistic stress-strain
fields for this material. This is a very important point for fracture analysis because the
required fracture parameters (e.g., stress path and triaxiality, fracture strain, etc.) will be
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determined based on these FE predictions (i.e., the hybrid method).

5.4.3. Identification of fracture envelopes based on the hybrid method
The loading paths to fracture are probed based on the predictions of the Yld2004-3D
and, for comparison purposes, the vM criterion. The required parameters are extracted
from locations where the fracture is expected to initiate: the center of the dimple in the
through-thickness mid-plane for EBT and BTs, the edge of the hole in the throughthickness mid-plane for CH, and the 1/4 of the notch in the surface plane for SH (see
Section 5.4.2). The material point with maximum equivalent plastic strain is assumed to
be the point where the fracture would initiate.
The loading paths to fracture are represented with respect to the stress triaxiality (Fig.
5.23a) and the Lode angle parameter (Fig. 5.23b). In these plots, the averages of
triaxiality or Lode angle parameter during loading are included with dashed lines. The
stress triaxiality increases in the order of SH, CH, BT2, BT1, and EBT in range of ~0 ≤
η ≤ 0.67. The paths probed using the DX specimen are significantly more linear than
those of the NTs (Appendix D), which was the major motivation behind creating this new
specimen. In spite of the improvement, a certain non-linearity in stress triaxiality and Lode
angle parameters (Figs. 5.23a and b) is still observed in BT1, BT2, and SH. For the SH
case in particular, this non-linearity for 𝜀𝑓 < 0.2 might be related to the over-prediction of
the force-displacement curve in Fig. 5.22b. Assuming that this material exhibits
differential-work-hardening in shear, this over-prediction can be explained by the isotropic
hardening assumption adopted in this work.
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(a)

(b)
Figure 5.23 – Loading paths to fracture with respect to the (a) stress
triaxiality and (b) Lode angle parameter.
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The Yld2004-3D prediction indicates that there is a valley of the lowest fracture strain
around BT1 and BT2, i.e., close to the plane-strain condition, which is perhaps to be
expected from sheet formability (localization) considerations. CH has the highest fracture
resistance and the BTs the lowest, with EBT and SH in-between. In contrast, vM predicts
a monotonically decreasing fracture strain with increasing triaxiality. However, the lack of
agreement between vM simulations and experiments (see ε-δ curves in the previous
section) casts some doubt in this prediction.

5.5. Summary and conclusions
The ductile fracture behavior of AA6111 aluminum sheet after a paint-baking thermal
cycle is investigated based on a hybrid experimental-numerical analysis. The anisotropic
plasticity of the material is characterized by UT, PST, and DC experiments, from which
the material is expected to exhibit stronger anisotropy in the strains than in the stresses.
The plastic anisotropy measured is used for the parameter calibration of the nonquadratic anisotropic yield criterion Yld2004-3D. This is combined with the isotropic
hardening assumption by the SV model since severe loading path changes, e.g., tensioncompression or cross loading, are not expected in the given experiments. The vM model
is also considered, as a base case for comparison purposes, to assess the effect of the
plastic anisotropy on the prediction of the damage parameters. Both yield criteria give a
good agreement with F-δ and ε11-δ of NTs, but ε22-δ (transverse direction) is captured well
only by Yld2004-3D, due to the anisotropy in r-value.
̅ , and ε̅f , are
The damage parameters for the fracture characterization, i.e., η, Θ
obtained by the hybrid experimental-numerical analysis. The comparison shows that
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ignoring plastic anisotropy (i.e., using vM) leads to erroneous prediction of the stress and
strain fields, and hence the fracture locus, which would lead to poor identification of the
fracture model. The fracture characterization based on Yld2004-3D predicts that the
minimum fracture strain is located near plane-strain tension, at least in the range of
triaxialities investigated. This non-monotonic behavior represents the influence of both
Lode angle parameter and triaxiality on ductile fracture and emphasizes the important
role of appropriate plasticity models in fracture characterization.
For the fracture characterization, a new fracture specimen, termed DX, is also
proposed in this work. This specimen is used to probe equibiaxial tension and plane-strain
tension states, and the results show that the induced loading paths to fracture are
reasonably proportional, in contrast to the conventional NTs results. The CH and SH
experiments are performed to probe the uniaxial tension and simple shear states, and
again both results also show relatively constant triaxiality (i.e., proportional loading paths)
throughout the loading. The proportional loading experiments described here enable the
calibration of the fracture models under conditions of constant stress triaxiality and Lode
angle parameter, which is what these models assume by construction. Furthermore, this
minimizes the prediction error in the damage parameters during non-proportional loading,
due to plastic anisotropy. In addition, asymmetric fracture strains between uniaxial (η =
1/3) and equibiaxial tension (η = 2/3) are clearly observed in the results. This suggests a
direction for future modification of existing symmetric (at η = 1/3 and 2/3) models, like
Hosford-Coulomb (Mohr and Marcadet, 2015), e.g., along the lines of (Lou and Yoon,
2017).
Finally, although the current data is successful in probing the critical fracture
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conditions in the positive triaxiality region (0 < η < 2/3), more data points are still required
to evaluate the fracture locus at even higher (η > 2/3) and negative (η < 0) triaxiality
regions in future works. Furthermore, the question of path-dependence of fracture
remains open. However, it should be recognized that the DX specimen discussed in this
Chapter allows for large flexibility in loading path changes.
In the next Chapter, the failure of AA6260 aluminum tubes loaded under axial force
and internal pressure to probe the fracture behavior under proportional and nonproportional multiaxial paths will be discussed.
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CHAPTER 6
FAILURE OF AA6260 ALUMINUM TUBE
UNDER PROPORTIONAL AND NON-PROPORTIONAL
MULTIAXIAL LOADING5

6.1. Introduction
In previous chapters, fracture characterization of castings and rolled sheets were
conducted based on notched tension (NT), center-hole (CH), simple shear (SH), and
dimpled-cruciform (DX) specimens. These specimens were used to probe the fracture
parameters of the material at a certain stress state based on geometry and loading ratio.
Among these, the loading paths can be controlled only in the DX specimens to get to a
specified stress state. The major advantage of using the tubes in fracture characterization
is the ability to control the loading paths along different stress states in order to probe the
fracture locus at a range of stress triaxialities.
A variety of experiments have been proposed for identifying the fracture envelope of
a material. Some of these involve notched and center-hole tension, simple shear, punchdrawing, plane-strain bending, etc. The majority of these techniques require simple
testing equipment, which makes them quite appealing. On the other hand, they may be
limited by lack of proportional loading throughout the test, strain gradients (e.g., bending-

5

This work has been submitted for publication as: Baral, M. and Korkolis, Y.P., 2020. Ductile fracture
under proportional and non-proportional multiaxial loading. International Journal of Solids and Structures.
(submitted)
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induced), the effect of specimen geometry, and the presence of structural instabilities.
Starting from the last one, in continuous-bending-under-tension, or CBT (Barrett et al.,
2020; Roemer et al., 2019; Zecevic et al., 2016), necking is prohibited by the geometry of
the test and as a result of that, significant increases in the macroscopic elongation-tofracture have been observed (e.g., five-times increase over uniaxial tension, for dualphase steels (Poulin et al., 2019)).
Regarding the effect of specimen geometry, (Korkolis and Kyriakides, 2008b; Stout
and Hecker, 1983) showed that a tubular instead of a flat geometry influences the
development of necking instabilities, i.e., the precursors to localization and fracture.
Similarly, strain gradients can stabilize the deformation to larger levels than observed in
uniform, homogeneous fields (Giagmouris et al., 2010; Ha et al., 2020). Lastly,
proportional loading is highly desirable since it can serve to clarify the path-dependence
of the fracture envelope (Basu and Benzerga, 2015; Benzerga et al., 2012; Ebnoether
and Mohr, 2013). Recently, the authors proposed a cruciform-like fracture specimen that
can maintain proportionality throughout the loading (Ha et al., 2019). In the present work,
to alleviate at least two of these concerns (proportional loading and strong strain
gradients), fracture is probed by inflating thin-walled tubes under axial force and internal
pressure (Davies et al., 2000; Korkolis et al., 2010; Korkolis and Kyriakides, 2009, 2008a,
2008b; Kuwabara et al., 2005; Ripley and Korkolis, 2016; Yoshida et al., 2005). This
approach is detailed in the next section.
In this Chapter, the fracture locus is probed by inflating thin-walled tubes under axial
force and internal pressure. First, the proportional and non-proportional experiments
reported in (Korkolis and Kyriakides, 2009, 2008b) are reviewed. Since fracture is of
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interest, a finite element (FE) model that combines both solid and shell elements is
created. This requires the calibration of two material models for plastic anisotropy, one
for each of the two regions of the FE model. Then, the predictions are compared with the
experiments, to establish their fidelity. The comparison involves both structural-level (e.g.,
average stress-strain responses) and local responses, and, after the adoption of suitable
material models, is favorable across the board. Finally, the fracture locus under
proportional loading is determined, and compared to the corresponding non-proportional
loading results.

6.2. Overview of the approach
In this section, some basic features of the loading case used in this chapter, i.e., a
thin-walled tube inflated under axial force and internal pressure, are discussed. As
discussed in the Introduction, there is growing appreciation in fracture studies of the need
to have proportional loading, i.e., constant values of triaxiality and Lode angle parameter,
when determining the fracture envelope of a material (Erice et al., 2017; Ha et al., 2019;
Roth and Mohr, 2016). For a different physical mechanism, namely localization of
deformation, e.g., the necking limits in biaxial stretching of thin sheets, it has long been
appreciated that they depend on the paths that are used to probe them (Banabic, 2010;
Hosford and Caddell, 2007). To accomplish proportional loading in this Chapter, the
inflation of thin-walled tubes under axial force and internal pressure is used. Maintaining
the axial force/internal pressure ratio constant leads to a constant stress ratio, i.e.,
proportional loading, see Fig. 6.1a. The corresponding stress triaxiality and Lode angle
parameter, defined in Chapter 2, confirm this proportionality, certainly up to the onset of

149

structural instabilities, see Figs. 6.1b and c. Then, by changing the force/pressure ratio,
different proportional paths can be realized, and used to probe the fracture locus of the
tube material. Furthermore, by varying the force/pressure ratio during an experiment in a
controlled fashion, non-proportional histories can be realized (an extreme case is included
in red in Fig. 6.1) and compared to the fracture envelope to examine its possible path
dependence.

(a)
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(b)

(c)
Figure 6.1 – (a) Examples of proportional and non -proportional
experiments used in this work. Corresponding (b) stress triaxiality and (c)
Lode angle parameter.
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6.3. Review of experiments
6.3.1. Overview
In this section, the experiments reported in Korkolis and Kyriakides (2009, 2008) are
reviewed. This is done not only for completeness but also to justify the modeling choices
described in later sections. The experiments were performed on thin-walled tubes of
AA6260-T4 (diameter of 60 mm and thickness of 2 mm, or the mean radius is 14.5 times
the thickness), extruded through a porthole die (Dick and Korkolis, 2015b). Due to this
process, the tubes exhibited a thickness eccentricity of about 0.56-0.88% (Korkolis and
Kyriakides, 2008b) (which is limited, in comparison with the results reported by (Dick and
Korkolis, 2014) on a different aluminum extrusion).
The tubes were loaded under axial force and internal pressure using a 222 kN
servohydraulic testing machine coupled to a 690 bar pressure intensifier. The detailed
architecture of the testing system is described in (Korkolis and Kyriakides, 2008b) while
a similar system is detailed in (Ripley and Korkolis, 2016). During the experiments the
strains were measured with two extensometers, one axial and one circumferential. The
latter was equipped with a chain that wrapped around the tube, i.e., it averaged the strains
throughout the circumference. The specimens were also equipped with a square grid
(with spacing of 6.4 mm) in the thinnest region of the circumference, and hence local,
post-mortem measurements of the necking strains, in the sense of a forming limit diagram
(Banabic, 2010; Hosford and Caddell, 2007) were available.
Two types of experiments were performed, based on the path followed in the
engineering stress space (axial-hoop stresses): proportional (aka radial) and nonproportional. The latter included two types of corner paths, as described below.
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In the proportional experiments, the tubes were inflated under volume-control. The
pressure induced was measured and used as the input to the axial loading system, which
was run under force-control. The axial force/internal pressure ratio was kept constant,
which induces a constant engineering stress ratio, 𝛼 = 𝜎𝑥 /𝜎𝜃 .
In some of the non-proportional experiments (e.g., the red curve in Fig. 6.1a), the axial
force was first increased under zero pressure (1st branch), until a predefined stress was
reached. That predefined stress corresponded to the stress at fracture in one of the
proportional paths. Then, by keeping the axial force (on the tube wall) constant, the tube
was inflated under volume-control (2nd branch), until fracture. In order to accomplish this,
in the 2nd branch the testing machine continued to run under force-control, but the further
increase in the force was servocontrolled to be equal and opposite to the internal pressure
times the internal area at the gripped end of the tube. In this way, the net force carried by
the tube, and hence the axial stress, remained constant. These paths are termed x → θ.
In the other type of non-proportional experiments, the tube was first inflated under
volume-control, with the axial force servocontrolled to follow the internal pressure such
that no net force developed in the tube wall (1st branch). In this way, a pure hoop tension
experiment was performed, until a predetermined stress was reached. Again, this stress
corresponded to the hoop stress at fracture at one of the proportional experiments. Then,
by switching to pressure-control and maintaining the internal pressure constant (i.e., the
hoop stress, as well), the tube was loaded under displacement-control, to rupture (2nd
branch). These paths are termed θ → x.
As was discussed in the previous section, the proportional loading experiments result
in constant stress triaxiality and Lode angle parameter throughout the experiment, or to
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be more precise, until the onset of structural instabilities; numerous examples will be
shown later in this work.

6.3.2. Typical experiment
A typical experiment is now described, with the aid of Fig. 6.2. The experiment chosen
is the radial path with stress ratio  = -0.2 (axial/hoop). Due to the mechanical behavior
of the material and the aspect ratio of the specimen (length/diameter = 5.4 to 5.7,
depending on the specimen), during inflation the tube remained circular-cylindrical,
except of course at the clamped ends. This situation continued until a maximum in the
pressure (i.e., a limit-load) was attained. At that instant, the hoop stress was approx. 215
MPa and the corresponding strain approx. 17.3%. The axial quantities were -43 MPa and
-11.9%, respectively. From that point onwards, a mild axisymmetric bulge appeared at
the mid-span of the specimen, the outline of which can be discerned in the photograph of
Fig. 6.2a. Since the tube was inflated under volume-control, the loading could continue
until the tube burst. This occurred when the axisymmetric bulge bifurcated into a nonaxisymmetric bulge. The fracture then, in the form of a rupture along a tube generator
was immediate and catastrophic, suddenly terminating the experiment.
It should be noted that in the responses shown in Fig. 6.2b, the strain was obtained
from extensometers, as mentioned above, i.e., it is the average strain in the axial and
hoop directions. For the particular loading path, the axial and hoop strains at fracture are
-14.5% and 21.9%, respectively.
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Figure 6.2 – (a) Photograph and (b) axial and hoop stress -strain
responses of a tube inflated under proportional loading.

6.3.3. Cumulative results
The results of the experiments are now presented in a cumulative way. Figure 6.3
shows the proportional loading experiments performed, along with an experiment on a
dogbone strip extracted from the axial direction of the tube. The stress ratio ranges
between -0.2 and 1.25. Ratios lower than -0.2 were not possible, due to the tubes
wrinkling under the compressive axial force; while ratios higher than 1.25 were also not
possible, due to the tubes failing at the gripped section under the high axial tensile force.
It can be seen from Fig. 6.3 that the experiments are exactly proportional. Identified on
each curve are the engineering stresses at the limit-load (i.e., the max. pressure) and at
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fracture/rupture. For most paths, the stresses at these two instances are within a few
percent from each other. Depending on the stress ratio, the tubes failed by bursting either
along a generator (-0.2 ≤ 𝛼 ≤ 0.9), or along the circumference (𝛼 = 1 and 1.25) (Korkolis
and Kyriakides, 2008b).

Figure 6.3 – Proportional loading paths in the engineering stress space,
indicating the stresses at the limit -load and at rupture.

The non-proportional stress paths are shown in Fig. 6.4. The two types of
experiments, i.e., x → θ and θ → x are seen in that figure. Included are the corresponding
proportional experiments. Matching more of the proportional experiments was
problematic, because during the preloading on one hand the tube must yield, but on the
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other it must not burst. This leaves very few proportional paths that are possible to be
matched. As discussed in (Korkolis and Kyriakides, 2009), it is interesting to note that the
engineering stress at fracture can depend significantly on the loading path (e.g., from Fig.
6.4, contrast 𝜎𝑥 = 222 MPa and 𝜎𝜃 = 176 MPa for R1.25 with 220 MPa and 264 MPa for
the corresponding x → θ path).

Figure 6.4 – Non-proportional loading paths in the engineering stress
space, including the corresponding proportional ones.

Figure 6.5 collects the axial and hoop stress-strain responses from all the proportional
loading paths. (The responses are shifted in strain, for clarity.) It can be seen that for
some paths (e.g., 0.25, 0.5, 0.75), fracture occurs almost immediately after the maximum
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pressure, identified in the plot with a caret, while in other cases (e.g., -0.2, -0.1, 1, 1.25)
significant strain can develop after that pressure. In general, the material behavior is quite
ductile. The  = 0.5 axial response shows that negligible axial strain develops, as would
be expected for a (von Mises) material under plane-strain tension. For stress ratios higher
than 0.5, the results indicate that the tubes elongate, while for ratios lower than 0.5 the
tubes shorten. For these latter stress ratios, the machine is applying a compressive force,
in order to counter the effect of the pressure acting at the ends of the tube. However, for
the paths between 0 and 0.5, the axial force at the tube wall is still tensile, while for the 0.1 and -0.2 paths it is compressive.

(a)
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(b)
Figure 6.5 – (a) Hoop and (b) axial engineering stress -strain responses
from the proportional loading experiments. For clarity, the responses are
shifted by 0.02 strain.
The x → θ non-proportional stress-strain responses are shown in Fig. 6.6. As
expected, the curves show the stress path change: the hoop responses start from
negative strains (reminder: the hoop stress is zero in the 1st branch); the axial responses
show that the stress remains constant, once the corner stress has been reached. It is
interesting to note that little strain develops during these tests, in comparison to the
proportional ones shown in Fig. 6.5. Furthermore, the additional axial strain after the
corner is very limited.
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(a)

(b)
Figure 6.6 – (a) Hoop and (b) axial engineering stress -strain responses
from the non-proportional loading experiments.
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The strain development during the experiments is shown in Fig. 6.7a. It can be seen
that, in general, the proportional loading tests induce almost proportional strain paths. As
discussed earlier, the difference in the (average) strains at the limit-load and at fracture
varies, depending on the path. The strains measured, post-mortem, from the grid are
almost twice as large as the average ones. Included in Fig. 6.7a are the strain paths from
the non-proportional experiments, indicating again limited strain development in these
tests. These strain paths are studied in more detail in Fig. 6.7b. The 1st branch of each
experiment follows the uniaxial response, as expected. While not immediately obvious
from Fig. 6.7b, the slope of the θ → x path is different from that of the x → θ ones,
indicating plastic anisotropy of the material. Each strain path has a sharp kink,
corresponding to the corner stress and the difference between the 1 st and 2nd branch of
loading. It is interesting however that immediately after the sharp kink, the response is
highly non-proportional, while farther away it returns to quasi-proportionality. This is
because immediately after the corner the stress state falls within the subsequent yield
surface at that point, i.e., the response is elastic. Following an excursion which is quite
lengthy in the stress space, but very limited in the strain space, the material re-yields, and
hence larger strains start again to accumulate. Similar results are reported in (Ripley and
Korkolis, 2016) for stainless steel tubes. For the particular material and path, the tube at
the fractured at the θ → x path fracture at the grip, so that the end of its strain path is
marked with an “x”.

161

(a)

(b)
Figure 6.7 – (a) Engineering strain paths measured in the experiments .
Included are the strains at the limit -load and rupture, including local
strains estimated by the scribed grid. (b) Magnification of the curve to
better illustrate the strain paths measured in the non -proportional
experiments. The sharp kink at each corne r is explained in the text.
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6.4. Material and numerical modeling
6.4.1. Material modeling
The constitutive model adopted plays an important role in the accurate prediction of
the fracture strains during numerical simulations (e.g., (Baral et al., 2019; Ha et al., 2019,
2018). The plastic behavior of the tube is modeled using two non-quadratic, anisotropic
yield criteria, i.e., Yld2000-2D and Yld2004-3D (Barlat et al., 2005, 2003), along with a
rate-independent associated flow rule and the isotropic hardening assumption. Both 2D
(Section 2.1.1) and 3D (Section 2.1.2) yield criteria are needed in the FE simulation of the
tube, since that model consists of both shell and solid sections, as described in the next
section. These yield criteria are described in detail in Chapter 2.
The biaxial tube experiments are used for calibrating the Yld2000-2D and Yld20043D yield criteria. The contours of normalized experimental points at different levels of
plastic work are shown in Fig. 6.8a, revealing insignificant deformation-induced
anisotropy. Due to the lack of enough experimental data points, the Yld2004-3D criterion
is calibrated using a two-step process. First, the 8-parameter Yld2000-2D criterion is
calibrated from the best fit of the biaxial experiments, by matching the stresses and
normals (WP = 6.9 MJ/m3) using the least-squares method. Subsequently, the 18-param.
Yld2004-3D criterion is calibrated by fitting the 3D function to the yield locus predicted by
the 2D criterion. The resulting fits are shown in Fig. 6.8b, which includes various levels of
plastic work and corresponding contours based on the two yield criteria. The anisotropy
parameters of the two yield criteria are collected in Tables 6.1 and 6.2. It should be noted
that since no shear experiments were available (e.g., (Dick and Korkolis, 2015a) the
corresponding anisotropy parameters were determined through the optimization.
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(a)

(b)
Figure 6.8 – (a) Contours of constant plastic work at different levels of
deformation, normalized. The show limited to no deformation -induced
anisotropy. (b) Same contours plotted with the predictions of the Yld2000 2D and Yld2004 -3D anisotropic yield functions.
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Table 6.1. Anisotropy parameters for Yld2000 -2D (𝑘 = 8)
𝜶𝟏
0.7600

𝜶𝟐
1.044

𝜶𝟑
0.9217

𝜶𝟒

𝜶𝟓

0.9217

𝜶𝟔

1.0218

𝜶𝟕

1.0970

1.0000

𝜶𝟖
1.0000

Table 6.2. Anisotropy parameters for Yld2004 -3D (𝑘 = 8)
𝒄′𝟏𝟐

𝒄′𝟏𝟑

𝒄′𝟐𝟏

𝒄′𝟐𝟑

𝒄′𝟑𝟏

𝒄′𝟑𝟐

𝒄′𝟒𝟒

𝒄′𝟓𝟓

𝒄′𝟔𝟔

0.5690

1.1202

1.0068

0.6182

0.4674

0.9558

1.0000

1.0000

1.0000

𝒄′′
𝟏𝟐

𝒄′′
𝟏𝟑

𝒄′′
𝟐𝟏

𝒄′′
𝟐𝟑

𝒄′′
𝟑𝟏

𝒄′′
𝟑𝟐

𝒄′′
𝟒𝟒

𝒄′′
𝟓𝟓

𝒄′′
𝟔𝟔

1.0238

0.4363

0.5174

1.0453

1.1077

0.6452

1.0000

1.0000

1.0000

Figure 6.8b shows that the criteria appear to represent the experimental plastic work
contours quite well. A more quantitative assessment of the performance of the yield
criteria can be conveniently obtained by the KBK representation (Baral et al., 2019, 2018;
Ha et al., 2019, 2018; Korkolis et al., 2017) (see Section 2.1.3 for detail). The results for
stress and normal to yield locus using this representation are shown in Figs. 6.9a and
6.9b respectively. As seen in the figures, using the two non-quadratic anisotropic yield
criteria as-calibrated (note the predictions from Yld2000-2D and Yld2004-3D criteria are
identical as the calibrated locus are identical), the experiments are found within 4% of the
predicted stress and within 4o of the yield locus normal. For comparison purposes, the
results of the von Mises criterion are included in Figs. 6.9a and b, revealing the
inadequate performance of this criterion, especially in predicting the normal to yield locus
where the discrepancies can exceed 8-10o. This will have significant ramifications in the
predictions of the induced strain paths shown in Fig. 6.7a, as will be discussed later.
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(a)

(b)
Figure 6.9 – New representation of (a) t he stress and (b) the local
normals to the yield locus. The performance of Yld2000 -2D and Yld2004 3D functions is in most cases much better than the von Mises one,
especially for the local normals.
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Likewise, the identification of a post-necking hardening curve is critical in ductile
fracture studies. This is because the fracture strains are of course expected to be
significantly higher than the limit of uniform elongation in uniaxial tension test. The prenecking hardening curve of the tube is measured by a uniaxial tension test on a dogbone
specimen extracted along the axial direction of the tube, while the post-necking curve is
extrapolated using the Voce hardening model (Baral et al., 2019; Ha et al., 2019; Tian et
al., 2017; Wang et al., 2015) described in Section 2.1.4. The Voce hardening model is
used here (unlike the combined Swift-Voce models used in previous chapters) as it is
found suitable in matching the structural responses (e.g. nom. stress-strain curves).
The entire hardening curve, including the uniaxial experiments, is shown in Fig. 6.10
and the hardening parameters for the Voce model are collected in Table 6.3.

Figure 6.10 – Large-strain hardening curve used in this work, plotted with
the uniaxial tensio n experiment.
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Table 6.3. Voce hardening parameters for post -necking hardening curve
𝐤 𝟎 (MPa)

𝐪 (MPa)

𝛃

279.44

152.37

14.58

6.4.2. Numerical modeling
The material model described above is implemented in FE simulations of the bursting
experiments. The FE models were created in the implicit commercial code
Abaqus/Standard ver. 6.13-3. Due to the symmetries present (geometry, material, failure
mode) only 1/4 of the tube needs to be meshed. In our earlier works, the tubes were
meshed with shell elements since they are thin-walled and loaded in conditions close to
plane-stress (Korkolis et al., 2010; Korkolis and Kyriakides, 2009, 2008b). However, in
this work the objective is to determine the conditions at the onset of fracture, and for this
purpose, a fine mesh of solid elements in the area of rupture is desired. To avoid making
the simulations unnecessarily slow, and given that quasi-plane-stress conditions prevail
throughout most of the tube, i.e., the through-thickness stress gradients are limited (order
of the internal pressure, while the membrane, or “in-plane”, stresses are approx. 14.5
times greater than that), and not of interest away from the rupture area, a compound,
solid-shell element model is created, see Fig. 6.11a. The area around the expected
rupture is meshed with solid, linear elements (C3D8), while the rest of the tube is meshed
with shell, linear elements (S4). A total of 15,705 solid and 8,235 shell elements are used.
Between the two regions, the existing solid-shell coupling feature of Abaqus is used; still,
since the software user’s manual warns of inaccurate results in the vicinity of that interface
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(Simulia, 2013), that is designed to be sufficiently away from the rupture zone. Despite
the efforts to use reduced-integration elements, to enhance the computational efficiency,
the existing solid-shell coupling feature of Abaqus seemed to favor full-integration
elements, which are adopted in this study.
In order to reproduce the 2nd, non-axisymmetric bifurcation that immediately precedes
rupture, a thickness imperfection in the form of a stepped groove is introduced in the FE
model, see Fig. 6.11a. To replicate the two rupture modes (axial or circumferential,
depending on the stress ratio), the groove is oriented accordingly, see Fig. 6.11b. The
amplitude of the imperfection is 5% of the undeformed thickness, while its width is 2.64
mm and its length is 15.3 mm. There are six solid elements along the groove width and
eight through its thickness, vs. nine outside the groove.

(a)
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(b)
Figure 6.11 – (a) Snapshots of the quarter -tube finite element model,
showing the two regions (solid elements and s hell elements), as well as
the geometric imperfection. (b) Close -ups to the axial and circumferential
imperfections used depending on the loa ding path. The hydrostatic
elements discussed in the text are removed from these figures, for clarity.

In the quarter models, symmetry boundary conditions are used in the two planes of
symmetry. The radial displacement at the gripped-end of the tube is set to zero. To
replicate the volume-control inflation of the tubes, hydrostatic fluid elements (82 F3D3
and 10,095 F3D4) are used to mesh both the inner surface of the tube and the gripped
end, creating a closed fluid-filled cavity. (These elements are removed from Fig. 6.11 for
clarity.) At the gripped end, kinematic coupling is used to associate the tube nodes to a
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reference one, upon which the external axial force is applied, i.e., similar to the hydraulic
actuator of the testing machine. To allow for the force to drop following a drop in the
induced pressure, as in the experiments, the Riks path-following scheme is utilized
(Korkolis and Kyriakides, 2008b; Riks, 1979, 1972). This loading scheme and boundary
conditions are able to replicate the engineering stress paths imposed during the
experiments (see Figs. 6.3 and 6.4) very well, as will be discussed in the next section.

6.5. Simulation results
The numerical models are now compared to experiments. The objective is to
establish the fidelity of the numerical model, before using it to probe the stresses and
strains at the onset of fracture (hybrid experimental-numerical method). It should be noted
that in contrast to earlier works by the authors (Baral et al., 2019; Ha et al., 2019, 2018),
where not only the average, macroscopic responses were available, but also full-field
results for the strains, coming from Digital Image Correlation, here such fields are not
available. On the other hand, in the proportional loading experiments, a grid was scribed
around the expected failure zone as described in Section 6.3.1, and so post-mortem
measurements of the necking strains are available. Hence the comparison to experiments
will be made with respect to the average responses and to these local results.

6.5.1. Typical results
The predicted deformed configurations are shown for two FE models, one with axial
and one with circumferential imperfection, in Fig. 6.12. Shown are contours of equivalent
plastic strain, taken at the predicted onset of the 2 nd (i.e., non-axisymmetric) bifurcation.
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Figure 6.12a confirms that the straining is uniform in the majority of the FE model, i.e.,
away from the gripped-ends and the imperfection. The transition from solid to shell
elements does not lead to erroneous results, except very locally, at the interface between
the two regions, which is expected (Simulia, 2013). Furthermore, the model predicts a
through-thickness gradient in the strains. The thickness at the edge of the model, inside
the imperfection (i.e., at θ = 0o and 2.x/L = 0, see Fig. 6.11a) is seen to be noticeably
reduced, in comparison to farther away. Similar conclusions can be deduced from Fig.
6.12b, with the exception that because after the limit-load the specimen develops a
frustum-like appearance, the straining has a gradient in the axial direction, as well.

(a)

172

(b)
Figure 6.12 – Examples of predictions of equivalent plastic strain for
(a)  = 0.25 and (b)  = 1.0 proportional loading. The snapshots are
taken at the instant when fracture is predicted, showing accelerated
thinning inside the imperfection.

A more quantitative comparison is given in Fig. 6.13. In Fig. 6.13a, the axial and hoop
stress-strain responses are shown, for experiments and analysis, for a stress ratio  =
0.9. The curves, including the maxima and the ends are predicted well. For example,
while at the pressure maximum the hoop stress is measured to be 233.7 MPa and the
corresponding strain is 6.77%, the predicted values are 229.7 and 6.94%, respectively.
Similarly, in the axial response, the maximum stresses are 210.1 MPa and 206.8 MPa,
respectively, even though fracture is predicted to occur at a strain of 9.74%, vs. the 7.82%
measured in the experiment.
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(a)

(b)
Figure 6.13 – Example of a comparison betwe en experiment and
prediction, for proportional loading. (a) Engineering stress -strain
responses and, (b) evolution of thinn ing during loading, indicating
localization of deformation.
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The model can also be used to demonstrate the nature of plastic flow localization in
thin-walled tubes. Figure 6.13b shows the predicted evolution of thinning at three
locations: inside the imperfection (loc. A, with 𝑟 = 𝑟𝑚𝑖𝑑 , θ = 0o and 2.x / L = 0, where 𝑟𝑚𝑖𝑑
is the mid-radius and L is the length of the entire specimen), adjacent to it (loc. B, with
𝑟 = 𝑟𝑚𝑖𝑑 , θ = 10.14o and 2.x / L = 0) and father away (loc. C, with 𝑟 = 𝑟𝑚𝑖𝑑 , θ = 0o and 2.x
/ L = 0.6). Initially, all three locations thin with approximately the same rate. At some point,
which corresponds to the pressure maximum (i.e., the limit-load) and is marked with a
dashed vertical line, thinning at point C is arrested, while points A and B continue to thin.
This continues until about the 2nd dashed line, which corresponds to the 2nd bifurcation,
beyond which thinning at B is arrested while at A it explodes. Similar observations were
reported earlier in tube inflation and forming problems (Giagmouris et al., 2010; Knysh
and Korkolis, 2015a; Korkolis and Kyriakides, 2011, 2009, 2008b).
The example presented in Fig. 6.13 was for proportional loading with the stress ratio
 = 0.9. A similar comparison is made for the corresponding x → θ non-proportional
loading path. Figure 6.14 compares the predicted stress-strain responses in the axial and
hoop directions to the experimental ones. The comparison in the axial direction is very
favorable. The axial strain at the tail of these curves is somewhat off (7.55% for the FE
prediction vs. 6.52% for the experiment). The hoop response is not as good as the axial,
with the maximum hoop stress predicted to be 251.1 MPa vs. the 265.3 MPa measured
and the strain at fracture is 3.26% vs. the 0.87% measured. It should be recalled however
that isotropic hardening has been used in these non-proportional loading simulations,
instead of more realistic models of yield surface evolution, which may be the source of
this discrepancy.
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Figure 6.14 – Example of a comparison between experiment and
prediction of engineering stress -strain responses, for non -proportional
loading.

6.5.2. Cumulative results
The comparison can now be made for the entire population. Figures 6.15 and 6.16
show the stress paths from FEA vs. the experiment. The paths themselves are intended
to be the inputs to the simulations; then, all that the two figures show is that the loading
schemes used in the experiments and FEA give identical performance. The predictions
that are given in Figs. 6.15 and 6.16 are the stresses at the limit-load and at
fracture/rupture (solid circles and triangles, respectively). The experimental values are
included as open circles and triangles. The experiments and predictions are seen to be
very close (e.g., in Fig. 6.15 the max. discrepancy for the limit-load is 4.3% for  = -0.2
and for the fracture it is 5.8%, also for  = -0.2). The predictions of the non-proportional

176

paths also compare favorably to the experiments, in Fig. 6.16. For example, the max.
discrepancy does not exceed 6.0% for the limit-load in case x → θ 1.25.

Figure 6.15 – Prediction of proportional loading paths in the engineering
stress space, including comparison of the stresses at the limit-load and at
rupture to the experimental ones.
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Figure 6.16 – Prediction of non -proportional loading paths in the
engineering stress space, including comparison of the stresses at the
limit-load and at rupture to the experimental ones.

The results shown in Figs. 6.15 and 6.16 are for the material model described in
Section 6.4.1. Indeed, if the von Mises material model was used instead, the stress path
predictions would be identical and only the values of the predicted maximum and rupture
stresses would be different. On the other hand, the comparison of the strains is quite
different for the two material models, as shown in Fig. 6.17. The strain paths are truncated
at the limit-load. It can be seen in Fig. 6.17a that while for some proportional paths (e.g.,
 = 0.25 or 0.75) the strain path predicted by von Mises is very close to the experimental
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one, for others (e.g.,  = -0.2 or 1.0 or 1.25) the predicted path is very different. Indeed,
it appears that in regions of the yield locus characterized by large curvature, such as
around uniaxial and equibiaxial tension, the normals to the yield locus predicted by von
Mises are very far from the experimental ones. However, for others that are closer to
plane-strain tension, the discrepancy is not that bad, and the resulting strain paths are
close to the experimental ones. These observations are corroborated by Fig. 6.9b. That
figure confirms that the Yld2000-2D/Yld2004-3D performance should be superior to von
Mises across the board, which is confirmed in the close agreement between experiments
and predictions shown in Fig. 6.17b. Therefore, as a general observation, the material
modeling framework of Section 6.4.1 results in much closer agreement for these strains
with the experimental ones (see Fig. 6.17b), than the von Mises case (see Fig. 6.17a).

(a)
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(b)
Figure 6.17 – Prediction of induced strain paths for proportional load ing,
using (a) von Mises and, (b) Yld2000 -2D and Yld2004 -3D yield criteria.
The curves are truncated at the limit -load.

A comparison of the strain path predictions for the non-proportional paths is shown in
Fig. 6.18. The model reproduces the cusps observed at the path change, due to the
elastic deformation before reyielding commences, as discussed at the end of Section
6.3.3. For every path, the comparison between experiment and analysis is favorable. The
numerical model is thus seen to not only reproduce the responses (stresses in Fig. 6.16
and strains in Fig. 6.18), but also the state of stress and strain at the limit-load and at
rupture, including the limited strain development in the non-proportional paths, in
comparison to the proportional ones.
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Figure 6.18 – Prediction of induced strain paths for non-proportional
loading using Yld2000 -2D and Yld2004-3D yield criteria.

The preceding comparisons are for the average stresses and strains. Figure 6.19a
compares the FE results to the strains measured locally around the failure zone with the
aid of the grid described in Section 6.3.1. This is shown here only for the proportional
loading cases, to avoid cluttering the plot. The FE results are strains at the surface of the
model, averaged over a 6.4 mm distance, i.e., the same as the grid in the experiments
(see Fig. 6.19b for an explanatory schematic). Two sets of FE results are shown: inside
the imperfection and adjacent to it. Note that for the “inside” results, a grid of 3.2 mm is
used, due to symmetry; since the width of the imperfection is 2.64 mm, that grid is slightly
exceeding the imperfection. For the “outside”, the grid was 0.5 mm away from the

181

imperfection, as shown in Fig. 6.19b. Returning to Fig. 6.19a, the predictions from inside
the imperfection agree very well with the experiments, which serves as an additional
verification of the performance of the numerical and material modeling described in
Section 6.4. The values recorded outside of the imperfection are comparable to the
strains at the limit-load, shown in Fig. 6.7a.

(a)
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(b)
Figure 6.19 – (a) Local strain components measured at the surface from a
grid of 6.4 mm gage length. (b) Snapshot of FE model, showing the two
grid elements used for (a), with colors matching between the two figures.

6.6. Ductile fracture
The fidelity of the numerical and material modeling framework described in Section
6.4 was established by comparing the predictions to the experiments, see Section 6.5.
The comparison is limited to average stresses and strains, with the exception of the local,
post-mortem results shown in Fig. 6.19. With this information in place, it is now possible
to examine the through-thickness stress and strain fields in the neighborhood of rupture,
and to establish the fracture locus of the material.
Figure 6.20 shows the evolution of triaxiality and Lode angle parameter during the
proportional and non-proportional experiments. Two-dimensional views of these paths
are given in Figs. 6.21-6.23. These results are extracted from the solid section of the FE
model, at mid-thickness, away from the imperfection and up to the limit-load.
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(a)
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(b)
Figure 6.20 – Paths in the stress triaxiality – Lode angle parameter –
equivalent plastic strain space, for (a) proportional and, (b) non proportional loading. The paths are truncated at the limit -load. Also
outlined are the plane -stress states.

185

(a)

(b)
Figure 6.21 – Projection of the previous figure on the stress triaxiality –
Lode angle parameter plane, showing their proximity to plane -stress
loading.
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(a)

(b)
Figure 6.22 – Projection of Figure 6.20(a) in the (a) stress triaxiality –
equivalent plastic strain and, (b) Lode angle parameter – equivalent
plastic strain spaces.
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(a)

(b)
Figure 6.23 – Same as Figure 6.22, but for Figure 6.20(b), i.e., non proportional loading.
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From Fig. 6.21, it can be seen that for every loading path, the stress state prevailing
at that location is close to plane-stress, but not exactly equal to it. This must be attributed
to the presence of a radial stress, equal to the internal pressure at the inner diameter and
to zero at the outer (i.e., at least an order of magnitude smaller than the membrane
stresses, given the radius-to-thickness ratio of 14.5).
The 2D views of Fig. 6.22 indicate that the loading is quite proportional during the
experiments, as desired. As the loading reaches the onset of limit-load, the deformation
starts to localize in the imperfection region, causing the strain to remain unchanged and
the stress to gradually decrease outside of the imperfection, as can be seen more
distinctly in some paths (e.g., for  = 0.25 and 0.5). This proportional loading is a feature
that is similar to the behavior of the cruciform fracture specimen proposed by the authors
(Ha et al., 2019) and described in Chapter 5. On the other hand, this feature is not
exhibited by other fracture specimens used by the authors, such as notched tension
(Baral et al., 2019; Ha et al., 2018). To summarize, the results of Figs. 6.20-6.22 indicate
that the loading conditions at the mid-surface of the thin-walled tubes and up to the onset
of the first structural instability (i.e., the limit-load) are proportional, as desired.
The non-proportional results of Fig. 6.23 show very clearly the abrupt path change
that characterizes them. Note that since the triaxiality and Lode angle parameters detailed
in Chapter 2 cannot distinguish the orientation of the stress system with respect to the
principal axes of orthotropy, the x → θ and θ → x results are almost indistinguishable by
these stress-based parameters. On the other hand, as Fig. 6.23 shows, the respective
strain levels are different. It can also be seen that after the change of the loading path,
i.e., in the 2nd branch of these experiments (e.g., see Fig. 6.1a or Fig. 6.4), the loading
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ceases to be proportional.
The FE model is now used to provide the local results up to fracture. As Fig. 6.24a
shows, the presence of the radially-decaying radial stress induces a through-thickness
gradient in the stress and strain fields. The previous results (for proportional loading) can
then be extended to rupture, as predicted by the FE model, including that throughthickness variation, see Fig. 6.24b. The paths up to the limit-load, shown earlier in Fig.
6.22a are also included. The instance of fracture is determined from the structural
response of the inflated tubes, i.e., when the 2 nd, non-axisymmetric bifurcation occurs
(see Fig. 6.13). The through-thickness results, coming from the integration points of each
of the nine elements in that direction show that the variation in strain is about 12-15%
(e.g., for α = 0.25 the strain varies between 0.295 and 0.339, or by 14.9%). However, in
every case, the maximum strain appears at mid-thickness. This will then be considered
to belong to the (proportional) fracture locus of AA6260-T4. It is also interesting to note
that the triaxiality of 1/3 does not show a local maximum, as has been claimed earlier for
other materials (Luo et al., 2012; Luo and Wierzbicki, 2010; Marcadet and Mohr, 2015).
The present finding is in agreement with both theoretical treatments (McClintock, 1968;
Rice and Tracey, 1969) and recent experimental investigations (Ghahremaninezhad and
Ravi-Chandar, 2012, 2011; Haltom et al., 2013; Papasidero et al., 2015; Scales et al.,
2016). On the other hand, the present results indicate a local maximum close to η = 2/3,
or equibiaxial tension (Baral et al., 2019; Lou and Yoon, 2017; Marcadet and Mohr, 2015),
but not exactly at that value, as the stress-state is fully-3D due to the presence of the
radial stress.
It is to be noted that the loading paths and the fracture strains are extracted from
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outside and inside of imperfection regions, respectively (see Fig. 6.24a). This is because,
due to the geometric imperfection, the loading paths inside the imperfection region tend
to the plane-strain state from the beginning of the loading. On the other hand, it is
necessary that the numerical models are equipped with an imperfection, to trigger the
2nd bifurcation that immediately precedes rupture and thus to sense the onset of failure.
For these reasons, the loading paths inside the imperfection are approximated by
averaging the paths outside the imperfection region (see the dashed lines in Fig. 6.24b)
neglecting any possible non-linearity between limit-load and rupture.

(a)
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(b)
Figure 6.24 – Fracture locus of AA6260 -T4 under proportional loading. (a)
Snapshot of the fracture location, identifying points were data is extracte d
from. (b) Fracture strains at all through -thickness integration points at
location A. The greatest value, which occurs at mid -thickness is identified
with a solid square.

It is interesting to introduce the non-proportional loading results to the proportional
fracture locus, see Fig. 6.25. As before, the strains vary through the thickness by about
12-15%; however, the maximum equivalent plastic strain still appears at mid-thickness.
The triaxiality in the second branch of the non-proportional loading appears to be very
close to the corresponding proportional paths shown in Fig. 6.4. However, the strains at
the onset of fracture are noticeably less than the corresponding proportional ones. This
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implies that the fracture locus is path-dependent, i.e., it is not an intrinsic material
property, but depends on the way it is determined. Similar conclusions were reached by
(Basu and Benzerga, 2015; Benzerga et al., 2012; Thomas et al., 2016).

Figure 6.25 – Superposition of non -proportional results on Figure 6.24,
indicating path -dependence of the fracture strains.

6.7. Calibration of fracture initiation criteria
It is instructive to examine the performance of various uncoupled fracture models to
describe the fracture envelope. First, models that depend only on the stress triaxiality will
be discussed. During a simulation, a fracture parameter (here, the equivalent plastic
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strain) is progressively accumulated. When the envelope is crossed, fracture is assumed
to occur. In this procedure, there is no way to account for loading path changes.
The three models selected are Johnson-Cook (Johnson and Cook, 1985), Oyane
(Oyane et al., 1980) and the one recently proposed by the authors (Baral et al., 2019).
Each model was calibrated with a least-squares methodology. An interesting feature of
the problem in hand is that it is approximately, but not exactly, plane stress (e.g., see Fig.
21a). Therefore, it was decided to examine the effect of this assumption on the fracture
locus and models, by comparing the fully-3D results to “2D results” where the radial stress
is arbitrarily set to zero. In the latter case, only the membrane stresses (axial and hoop,
as in a thin-walled shell analysis) are considered.
The results are shown in Figs. 6.26a and 6.26b. The fracture strains are extracted
from mid-thickness at the center of the imperfection (point A in Fig. 6.13b, with x = 0 and
θ = 0o). Figure 6.26a shows that neither J-C or O can capture the experiments well in the
full range of triaxialities considered here. This is to be expected because mathematically
the criteria cannot change the sign of their derivative, which is necessary for representing
the spike around η = 2/3 as well as the monotonic increase at low triaxialities. On the
other hand, the criterion proposed by the authors, and which combines the features of JC and O is mathematically flexible enough to accommodate such a shape. Figure 6.26b
shows the results under the plane-stress assumption. Regarding the performance of the
three criteria, a similar conclusion as for the fully-3D case can be reached. It is also
interesting to note that the triaxialities under (membrane) equibiaxial stress approach the
theoretical value of η = 2/3. While this is not that important here, it has significant
ramifications on the performance of more advanced models, described next.
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(a)

(b)
Figure 6.26 – Calibration of three fracture models using the proportio nal
loading fracture locus , (a) full stress tensor and (b) plane-stress
simplification.
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Now, the behavior of fracture models that incorporate both triaxiality and the Lode
angle parameter are considered. The two models selected are Hosford-Coulomb (Beese
et al., 2010; Gu and Mohr, 2015; Mohr and Marcadet, 2015) and DF2015 (Lou et al.,
2017, 2014; Lou and Yoon, 2017). The H-C model is based on the micro-mechanics of
shear localization, while the DF2015 model is based on the damage accumulation
induced by void nucleation, growth, and shear-induced coalescence.
The fracture loci estimated by H-C and DF2015 models for a fully 3D stress and planestress assumption are shown in Figs. 6.27a and 6.27b respectively. As seen in the figures,
both models behave in a similar way, with flexibility in capturing the spike in strain levels
at the cutoff value of η = 1/3 and 2/3, which is attributed to the models’ construction. Due
to this effect, both models seem to perform well in representing the fracture locus for the
results under the plane-stress assumption (Fig. 6.27b), and less so for the fully-3D case
(Fig. 6.27a).

(a)
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(b)
Figure 6.27 – Calibration of three fracture models using the proportional
loading fracture locus , (a) full stress tensor and (b) plane-stress
simplification.

6.8. Summary and conclusions
The ductile fracture of AA6260-T4 tubes was studied based on the hybrid
experimental-numerical approach. For the experiments, the tubes were loaded until
fracture under axial force and internal pressure along several proportional and nonproportional paths. These biaxial experiments were used to calibrate two non-quadratic,
anisotropic yield functions – Yld2000-2D and Yld2004-3D – to model the plastic
anisotropy of the material. The hardening behavior until necking was measured using a
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uniaxial tension test on an axial strip, while the post-necking curve was extrapolated using
the Voce hardening model. The yield functions were then adopted in a FE model utilizing
a surface-based shell-to-solid coupling, to perform a fully-3D analysis at the local fracture
initiation site, while representing the rest of the structure as a shell, to save computational
time. Two different FE models with thickness imperfections in the form of a stepped
groove, one in axial and another in circumferential direction, were developed, to replicate
the rupture modes for the hoop-stress dominant and axial-stress dominant experiments.
The fidelity of the FE models was established by comparing the predictions of the average
stress-strain responses and local surface strains to the experiments.
The FE models under proportional loading paths were used to establish the fracture
locus. The results show the importance of accounting for the plastic anisotropy in FE
models, in order to identify the fracture locus. This is one of the major themes of this
Dissertation. The damage parameters for the fracture characterization, i.e., triaxiality,
Lode angle parameter and equivalent plastic strain are obtained from the FE models with
the appropriate material model. The results show that the proportional loading paths
maintain constant triaxiality and Lode angle parameter, in contrast to other
methodologies, e.g., notched-tension tests. The results from the non-proportional paths
do not fall on the fracture locus determined from the proportional paths, indicating that the
latter is not an intrinsic material property.
One extension of this work is towards including orientation-sensitive fracture
descriptors, e.g., to handle fracture anisotropy. The current theoretical framework, which
is based on stress triaxiality and Lode angle parameter cannot distinguish between, e.g.,
uniaxial tension along the axial or the hoop direction, or  = 0.75 vs. 1.25 (see Fig. 6.22a).
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In the next Chapter, the failure of stainless-steel microtubes over a larger range of
stress triaxialities than reported here will be studied. In addition, that material is
temperature- and rate-sensitive (Cullen and Korkolis, 2013; Knysh and Korkolis, 2015b).
Though, these effects are discussed in next Chapter, they will not be considered in
modeling due to the quasi-static nature of the tests.
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CHAPTER 7
FAILURE OF SS-304L MICROTUBE
UNDER COMBINED AXIAL FORCE AND INTERNAL
PRESSURE

7.1. Background
As described in Chapter 6, the loading paths in tubes can be conveniently controlled
to get to a desired stress state under combined axial force and internal pressure in
comparison to the conventional notched-tension specimens. This flexibility to control the
loading paths enhances the ability to maintain proportional loading and probe the fracture
locus of tubes at a range of stress triaxialities. In this Chapter, the fracture behavior of the
stainless-steel SS-304L microtubes is probed at a wider range of stress triaxialities than
the aluminum tubes studied in Chapter 6. The microtubes are loaded to failure under
combined axial force and internal pressure using a custom apparatus. The earlier
experiments reported in (Ripley, 2014; Ripley and Korkolis, 2016) subjected to both
proportional and non-proportional loads, along with new ones, are reviewed. The results
from the experiments are used to calibrate an appropriate plasticity model of the
microtube. Then, finite element (FE) models of the microtubes are created and their
predictions are compared with the experiments to establish their fidelity. The FE models
are then used to probe the fracture behavior under proportional loading and compare it to
the one corresponding to non-proportional loading paths.
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7.2. Experiments
7.2.1. Overview
The experiments were conducted on SS-304L microtubes with outside diameter and
wall thickness nominal dimensions of 2.38 mm and 0.15 mm respectively. The microtubes
were loaded under axial force and internal pressure using a custom apparatus with a
mesoscale tensile stage (μTS) from Psylotech (see Fig. 7.1a). The apparatus can apply
axial-force and internal-pressure in a fully coupled way, so that biaxial stresses along
either proportional or non-proportional loading paths can be applied to the microtubes.
The maximum force and pressure capacities are 2,000 N and 1,034 bar, while the
maximum available stroke and pressurized fluid volume are 50 mm and 68 ml,
respectively. The detailed description of the testing system and capability is described in
(Ripley and Korkolis, 2016). During the experiments, the full strain-field of the test-section
was acquired using the 3D Digital Image Correlation (DIC) method (Sharpe, 2010; Shukla
and Dally, 2010). The VIC-Snap system was used to acquire the images from two 2.0
Megapixel digital cameras equipped with 35 mm Schneider lenses. The images where
then post-processed using the VIC-3D software. The load cell and pressure data from the
controller were recorded via NI 9215 High Speed USB Carrier synchronized with the DIC
system.

7.2.2. Stress and Strain Reductions
In this section, the stress and strain reductions for the deformed microtubes are
discussed. Depending upon the stress paths followed, the microtubes can deform into an
axisymmetric bulge, having curvatures in both hoop and meridional directions. Due to this,
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Figure 7.1a – Psylotech mesoscale tensile stage with the major
components identified.

the membrane stresses similar to shells with double curvature can be induced. The
calculations of the meridional and hoop membrane true stresses at the mid-section of a
bulging tube specimen loaded under axial force and internal pressure has been shown by
(Kuwabara et al., 2005; Kuwabara and Sugawara, 2013) based on the equilibrium
requirements for a material element at the center of the specimen. The corresponding
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strain components at the center of the specimen were calculated based on the surface
strains and the initial and deformed dimensions of the specimen.
For the microtubes, for simplicity the nominal axial and hoop stress were calculated
based on the equilibrium of the deforming shell, adopting thin-walled approximation for
the microtubes and assuming membrane-only deformation using the following equations:

σx =

F
PR 0
+
2πR 0 t 0
2t 0

(7.1)

PR 0
t0

(7.2)

σϴ =

where F, P, R 0 , and t 0 are the externally applied axial force, internal pressure, initial
mid-surface radius and initial wall thickness of the microtube, respectively. The stress
paths are applied based on the stresses calculated by the above equations and is the
limitation of the loading that can be applied on the microtubes based on the experimental
setup and the control method available. In addition, it is to be noted, even though the
stresses calculated above are referred in this Chapter as nominal (or engineering)
stresses, the true stresses might be quite different than the engineering ones.
Likewise, the nominal axial and hoop strain measurements were obtained using virtual
extensometer tool from the 3D DIC. The nominal axial strain from the extensometer is
calculated as (see Fig. 7.1b):
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εx =

ΔL
L0

(7.3)

where ΔL is the change in length of the virtual extensometer and L0 is the original length.
In the case of the strain in the hoop direction, hoop strain should be determined by
measuring the change in length of an arc on the tube surface. However, since the virtual
extensometer tracks the distance between two points in 3D space, it is calculated as the
change in length of the chord as shown in Fig. 7.1b and is given by:

εθ =

b − b0
b0

(7.4)

where b is the deformed length of the chord and b0 is the original length of the chord.

Figure 7.1b – Virtual extensometers measuring axial and hoop strain from
DIC image, with a diagram on the right showing virtual ex tensometer
measuring hoop strain by change in chord (Ripley, 2014).
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The expression in Eq. (7.4) comes from the derivation performed by (Ripley, 2014),
showing the change in length of the tube radius is proportional to a change in length of a
chord for a uniform deformation. The same can be said for the strain measurement in the
axial direction since a small radius of curvature in the meridional direction can be present
due to the change in geometry of the microtube (Ripley, 2014). Like the stresses, the
strains calculated from Eqs. (7.3 and 7.4) are referred as nominal (or engineering) strains.
As described in Chapter 6, two types of experiments were performed for the
microtubes based on stress paths followed in the engineering stress space (axial-hoop
stresses). In the proportional (aka radial) experiments, the microtubes were inflated under
volume-control while the axial force was controlled by the µTS. The pressure induced was
acquired by the Psylotest program and used as the input to the axial loading system that
was run under force-control to maintain a constant engineering stress ratio given by, 𝛼 =
𝜎𝑥 /𝜎𝜃 . The non-proportional (aka corner) experiments were performed in two different
ways. For the x → θ paths, the axial force was first increased under zero pressure until a
predefined stress at the corner was reached; the hoop stress was then increased under
volume-control, while the axial stress was servocontrolled to remain constant, until failure.
For the θ → x paths, the axial stress was held zero as the tube was inflated under
pressure-control, until the predefined hoop stress at the corner was reached. After that, a
displacement ramp was prescribed at the ends of the microtube while the pump held the
internal-pressure constant.

7.2.3. Radial paths
The results of the proportional loading experiments performed, along with a uniaxial
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tension experiment for the microtubes are shown in Fig. 7.2a. The radial paths with
nominal stress ratios, 𝛼 = 𝜎𝑥 /𝜎𝜃 = -0.4, -0.2, -0.1, 0, 0.25, 0.5, 1.0, 1.33, 2.0, 3.0 and ∞
(i.e., 𝛼 = 𝜎𝑥 : 𝜎𝜃 = -2:5, -1:5, -1:10, 0:1, 1:4, 1:2, 1:1, 4:3, 2:1, 3:1, 1:0) were conducted.
The experiments in the stress ratio 𝛼 ≥ -0.2 are reviewed as reported in (Ripley, 2014). It
can be seen from Fig. 7.2a that the experiments are well-controlled and linear in the
engineering stress space and the stresses at the limit-load (i.e., the max. pressure) and
at fracture are identified. The failure modes of the tube vary depending upon the stress
path

followed.

For

axial-stress-dominant

paths

(𝛼 >

1),

the

tubes

ruptured

circumferentially (e.g., as did the uniaxial tension test), while for hoop-stress-dominant
paths (-0.4 ≤ 𝛼 ≤ 1.0), the tubes failed by bursting along a generator (see failed
specimens shown in Fig. 7.2b (Ripley, 2014)). Similar failure modes were found in
AA6260-T4 aluminum tubes studied in Chapter 6.

Figure 7.2a – Proportional stress paths in the engine ering stress space,
indicating stresses at the limit -load and at rupture.
207

Figure 7.2b – Pictures of failed microtubes showing the failure modes for
proportional stress paths (Ripley, 2014).

The nominal axial and hoop stress-strain responses from the proportional loading
paths are shown in Figs. 7.3a and b respectively. In addition, the uniaxial responses in
the axial and hoop directions are shown in Fig. 7.3c, indicating some yielding anisotropy
in the microtubes. Furthermore, the type of loading system prevalent in the two cases,
i.e., thin-walled tube under axial force vs. same tube under combined axial force and
internal pressure lead to two very different sequences of localization events, leading to
significantly different strains at rupture (Korkolis and Kyriakides, 2008b; Stout and Hecker,
1983). In general, as 𝛼 decreases from ∞ to -0.4, the hoop strain increases while the axial
strain decreases. Likewise, the microtubes become longer for stress ratios higher than
0.5 and become shorter for ratios lower than 0.5, due to the compressive force applied by
the actuator to counter the effect of the fluid pressure acting at the ends of the tube. The
induced strain paths from these experiments are shown in Fig. 7.4. Generally, the
proportional loading tests induce almost proportional strain paths as well.
208

(a)

(b)
Figure 7.3 – (a) Hoop and (b) axial engineering stress -strain responses
from the proportional experiments.
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Figure 7.3c – Uniaxial responses in the axial and hoop directions.

Figure 7.4 – Engineering strain paths measured in the proportional
experiments. (Note: the Limit Load is the max. load attained.)
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7.2.4. Corner paths
The results of the non-proportional loading experiments for the microtubes are shown
in Fig. 7.5. The extreme cases of two corner paths, i.e., 1:1 x → θ and 4:3 θ → x from the
experiments reported in (Ripley, 2014) are reviewed. The corresponding proportional
experiments are shown in Fig. 7.5. The particular paths were designed by selecting the
axial or hoop stress at failure of a proportional path and using this as the predefined stress
at the corner. The nominal axial and hoop stress-strain responses from the nonproportional loading paths are shown in Figs. 7.6a and b respectively. For the 1:1 x → θ
experiment, the stress-strain response initially behaves like the uniaxial tension response
until the corner stress is reached. At the same time, the hoop response starts from
negative strains caused by the radial contraction. Then, this is followed by the increase in
hoop stress and strain. Likewise, for the 4:3 θ → x experiment, the response initially
behaves like the uniaxial hoop tension response until the corner stress is reached. The
axial response begins with the negative axial strain caused by axial contraction. This is
followed by the increase in axial stress and strain.
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Figure 7.5 – Non-proportional stress paths in the engineering stress
space, including the corresponding proportional ones.

(a)
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(b)
Figure 7.6 – (a) Hoop and (b) axial engineering stress -strain responses
from the non-proportional experiments.

The induced strain paths from the corner path experiments are shown in Fig. 7.7. The
corner paths initially trace either the axial or hoop uniaxial tension strain path before
changing direction, which corresponds to the change in direction of the stress path. Also,
as seen in Fig. 7.7, a sharp kink is observed in each strain path at the corner stress, which
corresponds to the material deforming elastically immediately after the corner, indicating
that the stress state falls within the subsequent yield surface at that point. Similar findings
were obtained in Chapter 6 for the AA6260-T4 tubes.
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Figure 7.7 – Engineering strain paths measured in the non -proportional
experiments.

7.3. Constitutive modeling
As mentioned in the previous chapters, the constitutive model adopted has a direct
effect in the predicted fracture strains during numerical simulations. Though this material
is known to be rate- and temperature-dependent (Cullen and Korkolis, 2013; Knysh and
Korkolis, 2017; Ripley, 2014) and is prone to deformation-induced heating (Knysh and
Korkolis, 2015b), strain-rate and temperature effects are not considered in the current
version of the constitutive model. This approach is pursued for making the modeling
relatively less complex as well as due to the quasi-static nature of the experiments.
The plastic behavior of the microtube is modeled using a three dimensional nonquadratic, anisotropic yield criterion, i.e., Yld2004-3D (Barlat et al., 2005), along with a
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rate-independent associated flow rule and the isotropic hardening assumption. This
criterion is fully-3D and consists of 18 parameters as described in detail in Section 2.2.2.
The yield criterion exponent 𝑘 is taken as 6 (in contrast to 8 for the aluminum alloys studied
in previous chapters) for this material as is customary for BCC materials based on crystal
plasticity calculations (Logan and Hosford, 1980). The proportional experiments
presented in Section 7.2.2 are used for calibrating the Yld2004-3D yield criterion using
the least-squares method. The contours of normalized experimental points at different
levels of plastic work are shown in Fig. 7.8, which seems to indicate some amount of
deformation-induced anisotropy. However, for simplicity, the Yld2004-3D criterion is
calibrated at the plastic work contour level of 50 MJ/m3 that gives the best fit as shown in
Fig. 7.9. The anisotropy parameters are collected in Table 7.1.

Figure 7.8 – Normalized contours of constant plastic work at different
levels of deformation.
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Figure 7.9 – Yield locus predicted by Yld2004 -3D criteria, plotted with the
experiments .

Table 7.1. Anisotropy parameters for Yld2004 -3D (𝑘 = 6)
𝒄′𝟏𝟐

𝒄′𝟏𝟑

𝒄′𝟐𝟏

𝒄′𝟐𝟑

𝒄′𝟑𝟏

𝒄′𝟑𝟐

𝒄′𝟒𝟒

𝒄′𝟓𝟓

𝒄′𝟔𝟔

1.04
26

1.13
62

1.00
43

0.81
33

0.85
62

1.02
01

1.00
00

1.00
00

1.00
00

𝒄′′
𝟏𝟐

𝒄′′
𝟏𝟑

𝒄′′
𝟐𝟏

𝒄′′
𝟐𝟑

𝒄′′
𝟑𝟏

𝒄′′
𝟑𝟐

𝒄′′
𝟒𝟒

𝒄′′
𝟓𝟓

𝒄′′
𝟔𝟔

1.00
83

0.72
75

0.97
19

1.18
87

1.03
22

0.91
52

1.00
00

1.00
00

1.00
00
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As highlighted in previous chapters in this dissertation, the identification of a postnecking hardening curve is critical in ductile fracture studies. As the fracture strains in FE
simulations are expected to be significantly higher than the pre-necking limit of uniform
elongation in uniaxial tension test, the post-necking response needs to be identified
properly. In the previous chapters, the identification of post-necking response was done
primarily using different hardening models described in Section 2.2.4. For this material,
an extensive study was carried by (Knysh and Korkolis, 2017) to identify the hardening
curves in the post-necking range, and across a range of strain-rates and temperatures.
Given the quasi-static nature of the experiments reported here, the hardening curve
identified at temperature of 25oC and strain-rate of 10-3 s-1 as shown in Fig. 7.10 is
implemented in this work.

Figure 7.10 – Hardening curve identified in the post -necking region by
(Knysh and Korkolis, 2017) .
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7.4. Numerical modeling
7.4.1. Finite element models
The finite element (FE) models of the microtube experiments were developed in the
nonlinear code Abaqus/Standard ver. 6.13-3 using the material modeling framework
described above. The microtube is meshed with solid, linear, reduced-integration
elements (C3D8R). Only the length of the microtube between the gripped ends in
experiments is modeled. This length varies between 6 mm and 30 mm and depends on
the stress-paths (i.e., it is 6 mm for 𝛼 = -0.4, 10 mm for -0.2 ≤ 𝛼 ≤ 0 and 30 mm for 0.25
≤ 𝛼 ≤ ∞) prescribed in the actual experiments. Only one quarter of the microtube is
modeled due to symmetry as shown in Fig. 7.11a. The internal cavity of the tube including
the gripped end is meshed with hydrostatic elements (F3D4 and F3D3) to reproduce the
volume-control inflation of the microtubes. The hydrostatic elements are removed from
Fig. 7.11a for clarity. Note, unlike in Chapter 6 where a combined solid-shell model was
used, only solid model was implemented for the microtube for simplicity.
Similar to the FE models described in Chapter 6, a local imperfection in the form of
axial groove and circumferential groove (see Fig. 7.11b) of reduced thickness is added in
the model to simulate failure for the hoop-stress and axial-stress dominant paths
respectively. These imperfection orientations were selected based on the failure modes
observed in the experiments. The amplitude of the imperfection is 5% of the undeformed
thickness of the microtube, while its width and length are 0.12 mm and 1.0 mm
respectively (or 10 % of the radius and 85 % of the radius, respectively). Likewise, there
are six elements along the groove width and eight elements through its thickness, vs. nine
outside the groove.
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(a)

(b)
Figure 7.11 – (a) Snapshots of the quarter finite element model of the
microtube showing the geometric imperfection. (b) close -ups to the axial
and circumferential imperfections used. The hydrostatic elements are
removed from these figures for clari ty.
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Symmetry boundary conditions are applied in the two planes of symmetry with the
radial displacement at the gripped-end of the tube set to zero. A kinematic coupling is
used between the nodes of the gripped end and a reference one, where the external axial
force is applied. The Riks path-following scheme (Korkolis and Kyriakides, 2008b; Riks,
1979, 1972) implemented in Chapter 6 is utilized for the microtube simulations as well.

7.4.2. Numerical results
As described in Chapter 6 for the aluminum tubes, the predictions of the FE models
are compared to the behaviors observed during the microtube experiments to establish
the fidelity of the numerical model. A snapshot of the deformed model (mirrored as a halftube to aid visualization) for one of the stress paths (𝜎𝑥 : 𝜎𝜃 = -1:10), showing the equivalent
plastic strain distribution, is shown in Fig. 7.12. The inset in Fig. 7.12 is zoomed near the
imperfection region for the quarter model, revealing the through-thickness strain gradient.
Two of the responses from FE model for the proportional stress paths 𝜎𝑥 : 𝜎𝜃 = -1:10 and
4:3 are shown in Figs. 7.13a and b respectively, where the FE predictions match
reasonably well with the experiments. Likewise, the prediction from one of the nonproportional stress paths, 1:1 x → θ along with the experimental response is shown in Fig
7.14. As seen in the figure, the comparison of the axial response is more favorable than
the hoop response, which can be attributed to the isotropic hardening implemented in the
FE model.
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Figure 7.12 – Prediction of equivalent plastic strain for a proporti onal
stress path with 𝜎𝑥 : 𝜎𝜃 = -1:10.

(a)
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(b)
Figure 7.13 – Comparison between experiment and FE predictions for
proportional stress paths with (a) 𝜎𝑥 : 𝜎𝜃 = -1:10 and (b) 𝜎𝑥 : 𝜎𝜃 = 4:3.

Figure 7.14 – Comparison between experiment and FE predictions for
non-proportiona l stress path, 1:1 x → θ.
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Furthermore, the performance of these models is obtained by comparing the nominal
stress and strain paths from the experiments and the corresponding FE simulations. The
proportional stress paths are shown in Fig. 7.15 along with the stresses at the limit-load
(LL) and at fracture/rupture from FEA and experiments. As seen in the figure, the
experiments and predictions are seen to be closer for the hoop-stress dominant paths
than for the axial-stress dominant paths. This discrepancy may be due to the omission of
deformation-induced anisotropy, and the effects of rate- and temperature-dependence
from the material model, see Section 7.3. Likewise, the non-proportional stress paths are
shown in Fig. 7.16, showing that the corner stresses match the stresses at fracture from
the corresponding proportional paths.

Figure 7.15 – Prediction of proportional stress paths f orm the FE models,
including com parison to the experiments.
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Figure 7.16 – Prediction of non -proportional stress paths form the FE
models, including comparison to the experiments.

Additionally, the comparison of the induced strain paths for the proportional paths as
shown in Fig. 7.17a shows well agreement between the FEA and the experiments. The
end of each path corresponds to the load maximum. The corresponding paths from the
isotropic von Mises model are shown in Fig. 7.17b for comparison purposes. As seen in
Figs. 7.17, the responses from the material model show superior predictions than those
from the von Mises model. This justifies the additional investment needed for selecting,
calibrating and implementing the advanced plasticity models in the FE simulations, as has
been done throughout this work. A comparison of the induced strain paths for the non224

proportional paths are shown in Fig. 7.18. As seen in the figure, the first legs of the strainpaths until the corner match well with the experimental ones, while the second legs
deviate slightly. This can be due to the effects of deformation-induced anisotropy, as well
as the adoption of isotropic hardening for these non-proportional loading paths. Also, as
described in Chapter 6 in detail, the cusps at the path change are observed both
experimentally and numerically for the microtubes.

(a)
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(b)
Figure 7.17 – Prediction of induced strain paths for proportional loading
using (a) yld2004 -3D and (b) von Mises yield criteria.

Figure 7.18 – Prediction of induced strain paths for non -proportional
loading using yld2004 -3D criterion.
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7.5. Ductile fracture
The loading paths until the limit-load are probed based on the predictions of the FE
models. The fracture parameters, i.e., triaxiality, Lode angle parameter and equivalent
plastic strain are extracted from a material point adjacent, but outside of the imperfection
region at mid-thickness (as described in Chapter 6). The evolution of equivalent plastic
strain is shown with respect to stress triaxiality and Lode-angle-parameter for the
proportional and non-proportional paths in Figs. 7.19a and b, respectively. These paths
can be visualized separately in two-dimensional space as triaxiality and Lode angle
parameter vs. equivalent plastic strain, see Figs. 7.20a and b for the proportional results
and Figs. 7.21a and b for the non-proportional results.

(a)
227

(b)
Figure 7.19 – Paths in the stress triaxiality – Lode angle parameter –
equivalent plastic strain space, for (a) proportional and, (b) non proportional loading. The paths are truncated at the limit -load.
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(a)

(b)
Figure 7.20 – Projection of Figure 7.19(a) in the (a) stress triaxiality –
equivalent plastic strain and, (b) Lode angle parameter – equivalent
plastic strain spaces.
229

(a)

(b)
Figure 7.21 – Projection of Figure 7.19(b) in the (a) stress triaxiality –
equivalent plastic strain and, (b) Lode angle paramet er – equivalent
plastic strain spaces , along with the corresponding proportional paths .
230

As seen in Figs. 20, the loading paths are found to be reasonably proportional, for all
stress paths examined in this work. The stress triaxiality is seen to evolve somewhat for
the stress paths, 𝛼 ≤ 0, while for the other paths, it is almost proportional. The deviation
of proportionality of the former can be attributed to the change in overall tube geometry.
However, the Lode angle parameter is found to be proportional for all the paths, as seen
in Fig. 7.20b. In addition, the effect of orientation-sensitive loading paths can be seen for
the microtubes due to the wide range of triaxialities studied here, in comparison to the
range studied in Chapter 6. The loading paths from the axial-stress dominant paths (e.g.,
𝜎𝑥 : 𝜎𝜃 = 1:0, 3:1, 2:1, 4:3) are found to be much higher than those for the hoop-stress
dominant paths (for e.g., 𝜎𝑥 : 𝜎𝜃 = 0:1, 1:2, 1:4, 1:1), showing the effect of anisotropy on
fracture behavior. Likewise, the non-proportional results along with the corresponding
proportional ones are shown in Figs. 7.21. As seen in the figures, the loading paths from
the non-proportional results are somewhat different from their proportional counterparts
indicating the possible path-dependent fracture behavior of the microtubes. However, it is
to be noted that more appropriate definitions of stresses and strains should be adopted
before quantitative conclusions can be drawn.

7.6. Summary and conclusions
In this Chapter, the ductile fracture behavior of SS-304L microtubes was investigated
using experiments and analysis. The microtubes were loaded until fracture under axial
force and internal pressure along proportional and non-proportional paths using a custom
apparatus. The proportional experiments were used to calibrate Yld2004-3D nonquadratic, anisotropic yield function in order to incorporate the plasticity modeling in the
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FE simulations. The post-necking hardening behavior of the microtube was applied in the
FE models using a hardening curve identified by (Knysh and Korkolis, 2017) in a fullycoupled way for a quasi-static strain-rate and room temperature. The stress-strain
predictions from the FE simulations were compared to the experiments to establish the
fidelity of the numerical models.
The FE models were then used to obtain the fracture parameters, i.e., triaxiality, Lode
angle parameter and equivalent plastic strain to study the fracture behavior of the
microtubes. The proportional results show that the loading paths maintain constant
triaxiality and Lode angle parameter for most of the paths along with the orientationsensitive loading, indicating anisotropic nature of the fracture behavior. In addition, the
non-proportional results show the differences in the obtained loading paths when
compared to the proportional results, indicating the possible path-dependent fracture
behavior of the microtubes.
In the next Chapter, the major conclusions and findings of this research, along with
the opportunities for future work are discussed.
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CHAPTER 8
CONCLUSIONS AND FUTURE WORK

In this dissertation, the plastic anisotropy and ductile fracture properties of several
aluminum alloys and a stainless-steel are studied using experiments and analysis. The
test materials include AA365 die-casting, AA6013 and AA6111 aluminum sheets, AA6260
aluminum tube and SS304L stainless-steel microtube. For the die-casting and the rolled
sheets, plasticity is characterized by uniaxial tension, plane-strain tension, and disk
compression experiments. For the tubes, the proportional experiments are used to
characterize their plastic deformation behavior. The results from these experiments are
then used to calibrate the non-quadratic anisotropic yield criteria including Yld2000-2D
with 8 parameters and Yld2004-3D with 18 parameters to model the materials’ behavior,
along with a rate-independent associated flow rule and isotropic hardening assumption.
The post-necking hardening behaviors are determined using combined Swift-Voce
hardening models for the aluminum alloys and using a hardening curve identified by
(Knysh and Korkolis, 2017) in a fully-coupled way for a quasi-static strain rate and room
temperature for the stainless steel microtube.
After the careful calibration of the plasticity model for each material, the ductile fracture
behavior is investigated through a combined experimental-numerical approach (also
known as hybrid method). The fracture experiments conducted on the die-casting and
rolled sheets use conventional notched tension (NT) and center-hole (CH), as well as
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novel specimen designs for simple shear (SH) and dimpled-cruciform (DX) specimens.
The SH specimen is designed by optimizing the notch geometry through finite element
analysis to eliminate the premature fracture initiation at the free boundaries. The DX
specimen is designed to have a well-defined fracture initiation area and concentrate the
deformation at the center of the test-section. These improved designs for SH and DX
specimens exhibit stress states that develop at the neighborhood of the fracture initiation
point to remain proportional throughout the loading. Likewise, the fracture experiments of
the tubes are conducted by loading them under axial force and internal pressure along
different stress paths. The ability to control the force/pressure ratio enables assessing the
fracture behavior under proportional and non-proportional loading paths.
The finite element (FE) models of the fracture experiments are created after
incorporating the material modeling framework determined for each material. The FE
results are verified by comparing both the structural-level (force-displacement or stressstrain responses) and local responses (surface strain fields) with the experiments to
establish their fidelity. Then, the fracture parameters i.e., stress triaxiality, Lode angle
parameter and equivalent plastic strain, that prevail inside the specimen (i.e., where
observations are impossible) are determined at the critical material point. Based on the
FE results, the fracture locus is represented by numerous fracture initiation criteria
common in literature (e.g., Oyane, Johnson-Cook, Hosford-Coulomb and DF2015), as
well as a newly proposed criterion in this research. The proposed criterion, based on the
linear combination of the Oyane and the Johnson-Cook criteria, is demonstrated to add
more flexibility to the usual monotonic behavior of either criteria, and offer better
agreement with the experiments.
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The major findings from the main chapters are discussed now. In Chapter 3, the ductile
fracture behavior of an Al-Si-Mg die-cast alloy (AA365-T7) is studied using the
conventional fracture experiments, i.e. notched-tension (NT6 and NT20) and central-hole
(CH) commonly found in the literature, along with a custom-designed shear (SH)
specimen. It is found that the NT specimens exhibit non-proportional loading, as the stress
triaxialities and Lode angle parameters evolve during loading, while these remain
reasonably constant for the CH and SH specimens. Hence it is questionable whether they
are probing the same fracture locus as the CH and SH specimens, that experience
proportional loading. For this material, despite its limited anisotropy, the von Mises
criterion under-predicted the fracture strain, in comparison to Yld2004-3D criterion,
underscoring the important role of the appropriate plasticity model in the accurate
prediction of the fracture strains during numerical simulations.
In Chapter 4, the fracture behavior of an AA6013 aluminum sheet after a bakehardening heating cycle (30 mins at 180oC, followed by air-cooling) is considered. For this
material, the yield criterion exponent in the plasticity model was made to evolve as a
function of the equivalent plastic strain to improve the predictions of the numerical
simulations. Like the AA365 material, the triaxialities and Lode angle parameters from the
NT specimens are found to evolve during loading for this material as well. In addition to
the predictions from the FE models, an independent corroboration of the fracture strains
is described with a microstructure-based estimation by examining the distortion and
rotation of the grains from the deformed specimens. Despite some statistical scatter,
these results show a better agreement with the Yld2004 criterion with evolving exponent
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than the von Mises criterion, highlighting the significance of the appropriate plasticity
modeling in fracture studies.
In Chapter 5, the failure behavior of AA6111 sheet after a paint-baking thermal cycle,
similar to AA6013 sheet, is studied using existing specimens and a newly proposed
fracture specimen. This study is done using the specimens that induce proportional
loading paths. The previous studies of AA365 and AA6013 highlighted the shortcomings
of some of the existing specimens in the literature, especially the NT specimens that are
prone to path effects. This new specimen, termed dimpled-cruciform (DX) is used to probe
equibiaxial tension and plane-strain tension states, and the results show that the induced
loading paths to fracture are reasonably proportional, in contrast to the NT specimens. In
addition, the CH and SH specimens show proportional loading paths. These proportional
loading experiments enable the calibration of the fracture models under conditions of
constant stress triaxiality and Lode angle parameter, which is what these models assume
by construction.
In Chapter 6, the fracture of AA6260 thin-walled aluminum tubes is investigated by
examining the tubes loaded to failure under axial force and internal pressure along several
proportional and non-proportional paths. The major advantage of using the tubes in
fracture characterization is the ability to control the loading paths along different stress
states in order to probe the fracture locus at a range of stress triaxiality. The FE models
of the tubes are created utilizing a surface-based shell-to-solid coupling, to perform a fully3D analysis at the local fracture initiation site, while representing the rest of the structure
as a shell for computational efficiency. The Yld2000-2D and Yld2004-3D yield criteria are
calibrated and implemented in the simulations for the respective shell and solid sections.
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The fracture locus under proportional loading is determined and compared to the
corresponding non-proportional loading results to establish its path dependence.
In Chapter 7, the fracture behavior of stainless-steel 304L microtube is examined at a
wider range of stress triaxialities than the range used in the AA6260 study. For the
experiments, a custom apparatus with a mesoscale tensile stage is used. This apparatus
allows to axially load and internally pressurize the microtubes in biaxial stress states, thus
enabling the failure along proportional and non-proportional stress paths. Using the FE
models of the microtubes, the proportional results show that the loading paths maintain
constant triaxiality and Lode angle parameter for most of the paths. The same results
show the orientation-sensitive loading of this material, indicating the anisotropic nature of
the fracture behavior. In addition, the non-proportional results show the path-dependent
fracture behavior of the microtubes.
The future work to further extend the scope of the current research involves several
suggestions. First, designing experiments in the negative triaxiality region can enhance
the understanding of the fracture behavior of a material in the compressive stress states
(assuming buckling can be averted). Second, the existing theoretical framework for
fracture study, which is based on stress triaxiality and Lode angle parameter cannot
distinguish the anisotropy in fracture; thus, it can be extended to handle orientationsensitive fracture behavior. Third, the strain-rate and temperature effects of a material
(e.g. SS-304L microtube) can be incorporated in the constitutive modeling to further
improve the predictions of the numerical models in fracture studies. Finally, the proposed
fracture criterion can possibly be extended to incorporate the effects of Lode angle
parameter in addition to the stress triaxiality.
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APPENDIX A
In this Appendix, the anisotropic parameters for plasticity models and fracture
parameters discussed in Chapter 2 are provided.

Table A1. Anisotropy parameters for Yld2000 -2D (𝑘 = 8) shown in Fig. 2.2
𝜶𝟏
1.0146

𝜶𝟐
1.0358

𝜶𝟑
0.9581

𝜶𝟒

𝜶𝟓

1.0052

𝜶𝟔

0.9722

𝜶𝟕

0.9656

1.0000

𝜶𝟖
1.0000

Table A2. Anisotropy parameters for Yld2004 -3D (𝑘 = 8) shown in Fig. 2.3
𝒄′𝟏𝟐

𝒄′𝟏𝟑

𝒄′𝟐𝟏

𝒄′𝟐𝟑

𝒄′𝟑𝟏

𝒄′𝟑𝟐

𝒄′𝟒𝟒

𝒄′𝟓𝟓

𝒄′𝟔𝟔

0.8353

0.7917

0.8942

0.8152

0.9612

1.0246

0.9996

1.0535

0.8547

𝒄′′
𝟏𝟐

𝒄′′
𝟏𝟑

𝒄′′
𝟐𝟏

𝒄′′
𝟐𝟑

𝒄′′
𝟑𝟏

𝒄′′
𝟑𝟐

𝒄′′
𝟒𝟒

𝒄′′
𝟓𝟓

𝒄′′
𝟔𝟔

1.1042

1.1083

1.0588

1.0598

1.0411

0.8742

1.0000

0.9513

1.0941

The stress-state parameters that are used to characterize fracture as discussed in
Section 2.3 are now shown in the material coordinate system. Figure A1 shows these
parameters in σRD − σTD plane while Fig. A2 shows the same information in the π-plane.
As can be seen from Figs. A1 and A2, these parameters are insensitive to the orientation
of the material and thus they can’t distinguish anisotropy in fracture.
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Figure A1 – Stress-state parameters shown in the σRD − σTD plane. Also
shown is the von Mises yield locus.
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Figure A2 – Stress-state parameters shown in the π-plane. Also shown is
the von Mises yield locus.
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Table A3. Fracture parameters for fracture criteria shown in Fig. 2.5
d1

d2

2.942

1.201

Oyane

d1

d2

d3

0.353

0.738

7.452

m

b

c

1.469

0.424

0.119

Johnson-Cook

HosfordCoulomb
DF2015

c1

c2

c3

c4

C

1.727

20.7

0.333

1.572

5.37

Table A4. Fracture parameters for fracture criteria shown in Fig. 2.6
d1

d2

2.758

0.95

Oyane

d1

d2

d3

0.374

0.74

5.563

d1

d2

d3

2.447

-1.990

1.853

Johnson-Cook

Proposed
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APPENDIX B
In this Appendix, additional information on AA365 aluminum die-casting, discussed in
Chapter 3 is provided.
The microstructure images of the die-cast alloy taken using the optical microscope are
shown in Fig. B1. The specimen surface was polished mechanically with sheet sandpaper
up to 2400-grit, and the precipitation on the surface was naturally oxidized by water.

Figure B1 – Microstructure images of AA365 -T7 die cast alloy at two
different magnifications.
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Figure B2 – Specimen geometries for plasticity specimens (units=mm).
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Figure B3 – Specimen geometries for fracture specimens (units=mm).

Figure B4 – Detailed geometry of the notch section for the SH specimen
(units=mm).
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Figure B5 – Comparison of yield locus predicted by Yld2000 -2D and
Yld2004-3D criteria.
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APPENDIX C
In this Appendix, additional information on AA6013 aluminum sheet, discussed in
Chapter 4 is provided.
All specimens were prepared in the –T4 temper and heat-treated before testing, to
replicate the paint-baking and resulting hardening. A typical plot of the heat cycle
measured with a thermocouple placed in the oven is shown in Fig. C1.

Figure C1 – Temperature profile of the heat treatment process.

Strain localization contours in the NT20 specimen are compared in the Fig. C2. Four
different force levels were chosen to represent the evolution of localization: (1) premaximum, (2) force maximum, (3) post-maximum, and (4) onset of fracture. The
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corresponding surface strain fields in the axial direction as measured by the DIC system
are included in Fig. C2, showing the progressive localization of deformation in both the
axial and the transverse direction.

Figure C2 – Evolution of axial strain contours for NT20. Note that each
contour is represented in different color scale.
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Figure C3 – Detailed geometry of SH specimen.
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APPENDIX D
In this Appendix, additional information on AA6111 aluminum sheet, discussed in
Chapter 5 is provided.
During the heat treatment, the temperature history is measured by a thermocouple
attached to the specimens and by the furnace thermocouple measuring the air
temperature. As seen in Fig. D1, it takes about 3 minutes after inserted in the furnace to
reach the target temperature of the specimen, which then remains quite constant during
the 30 mins of the baking time. The air temperature change measured by the furnace
thermocouple is more drastic and sensitive to the opening of the furnace door. After the
baking, the specimen is air-cooled to room temperature.

Figure D1 – Temperature profile of specimen during heat treatment.
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Although Hosford, as an intermediate model between Yld2004-18p and VM, shows
an improved prediction near plane-strain in the yield locus (Fig. 5.6) and KBK
representation (Fig. 5.7a), it still retains the same discrepancy as VM in the strain
predictions (Fig. 5.7b) due to the isotropic assumption. As a result of that, the prediction
of NT20 results in erroneous strain fields as seen in Fig. D2, especially near the edges.
This is also clearly represented in the strain path comparison in Fig. D3, from the center
(left) and the edge (right). It should be noted that the stress state in the center of the
specimen is in between plane-strain and uniaxial tension, while that in the edge is close
to uniaxial tension.

Figure D2 – Comparison of surface strain field of NT20 at the onset of
fracture.
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The FE models of the fracture specimens are shown in Fig. D3. They are meshed with
continuum 3D elements with reduced integration (C3D20R). The total number of elements
are 4,155 (CH-1/8 size), 4,461 (DX-1/8 size), and 21,270 (SH-1/2 size). The CH model
has five elements through the thickness, the DX three and the SH two – the meshes are
designed to be coarser in that direction, as the anticipated gradients become less steep.

Figure D3 – Comparison of strain path of NT20 in the center and the
edge.
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The FE models of the fracture specimens are shown in Fig. D4. They are meshed with
continuum 3D elements with reduced integration (C3D20R). The total number of elements
are 4,155 (CH-1/8 size), 4,461 (DX-1/8 size), and 21,270 (SH-1/2 size). The CH model
has five elements through the thickness, the DX three and the SH two – the meshes are
designed to be coarser in that direction, as the anticipated gradients become less steep.

Figure D4 – Finite element meshes for simulating the 3 fracture
specimens.
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Unlike the other fracture specimens, the fracture initiation location of SH is not clearly
observed in the experiment because fracture in that case is dynamic and catastrophic.
Even so, the shear strain field measured at (or close to) the onset of fracture (Fig. D5)
indicates that the strain is more highly concentrated along the ligament rather than at the
notch; from this, the fracture is assumed to initiate inside the ligament. Of course, it is
possible that due to the different triaxialities, higher strains may not identify earlier
fracture. The shear strain is measured near the maximum shear strain location by 3 nodes
as described in Fig. D5.

Figure D5 –Shear strain field in the experiment and the prediction of
Yld2004-3D

277

The NT specimens have been widely used for fracture characterization. However, in
the current study, it was observed that the predicted loading paths to fracture evolve in a
wide range, as seen in Fig. D6. This raises the possibility of contaminating the
proportional fracture experiments (e.g., DX, CH, SH) with non-proportional ones. For this
reason, in the current study, the NTs are excluded from the fracture analysis, and instead
used only for plasticity characterization. The range of stress triaxialities typically covered
by NTs is probed here by the newly proposed DX specimen.

Figure D6 – Loading paths to fracture, including NT20 and NT6.
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APPENDIX E
In this Appendix, the microstructures of the representative material studied in this
Dissertation are compared.
The chosen materials are the AA365 aluminum die-casting, AA6013 aluminum sheet
and SS-304L stainless-steel microtube discussed in Chapters 3, 4 and 7, respectively.
Due to the crystallographic texture created by the prior manufacturing steps (e.g. casting,
rolling and extrusion), the grains in the materials can have preferred directional
orientations that can lead to anisotropic mechanical behavior.
The microstructure images of the die-casting, sheet and microtube are taken using
the optical microscope and are shown in Figs. E1, E2 and E3, respectively. Figure E1
shows aluminum dendrites (grey areas) with interspersed fine silicon particles (dark
spots). Figure E2 does not show any specific directional features as the grains are seen
to be approximately equibiaxial. Likewise, Fig. E3 doesn’t show any elongated grains,
presumably since the tube was fully annealed which allowed the grains to recrystallize
after the extrusion process (Ripley, 2014).
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Figure E1 – Optical microscopic image of AA365 sample in MD -TD plane.

Figure E2 – Optical microscopic image of AA 6013 sample in RD-TD plane.
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Figure E3 – Optical microscopic ima ge of SS-304L sample in radial-axial
plane (Ripley, 2014).
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APPENDIX F
In this Appendix, the commonly used abbreviations and notations in this Dissertation
are tabulated.
BCC

Body-centered cubic

BT1 & 2

Stress states for near plane-strain tension in the DX specimen

CH

Central-hole specimen

DC

Disk-compression specimen

DIC

Digital Image Correlation

DX

Dimpled-cruciform

EBT

Stress state for equibiaxial tension in the DX specimen

FCC

Face-centered cubic

FE, FEA

Finite element, finite element analysis

H-C

Hosford-Coulomb fracture model

J-C

Johnson-Cook fracture model

MD

Material direction

ND

Normal direction

NT

Notched-tension specimen

NT6

Notched-tension specimen with 6.67 mm notch radius
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NT20

Notched-tension specimen with 20 mm notch radius

O

Oyane fracture model

PST

Plane-strain tension

RD

Rolling direction

SH

Shear specimen

SV

Swift-Voce combined law

TD

Transverse direction

UMAT

User-material subroutine

UT

Uniaxial tension

vM

von Mises yield criterion

𝛼

Engineering stress ratio in tube inflation

𝛼𝑖 , 𝑖 = 1,8

Yld2000-2D anisotropic parameters

′
′′
𝑐𝑖𝑗
, 𝑐𝑖𝑗
, 𝑖, 𝑗 = 1,6

Yld2004-3D anisotropic parameters

𝑑𝑖 , 𝑖 = 1,5

Damage parameters of fracture criteria

𝜀̅𝑓

Fracture strain

𝜂

Stress triaxiality

̅
Θ

Lode-angle-parameter

𝑘

Yield criterion exponent
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