In massively parallel systems, the performance gains are often significantly diminished by the inherent communication overhead. This overhead is caused by the required message passing resulting from the task allocation scheme. In this paper, techniques to reduce this communication overhead by both scheduling the communication and determining the routing that the messages should take within a tightly-coupled processor network are presented. Using the recently developed Collision Graph model, static scheduling algorithms are derived which work at compiletime to determine the ordering and routing of the individual message transmissions. Since a priori knowledge about the network traffic required by static scheduling may not be available or accurate, this work also considers dynamic scheduling. A novel hybrid technique is presented which operates in a dynamic environment yet uses known information obtained by analyzing the communication patterns. Experiments performed show significant improvement over baseline techniques.
Introduction
Techniques to implement massively parallel processing have advanced rapidly in recent years as evidenced by the development of systems such as the Cray T3D and T3E, the IBM SP-2 and others. While considerable improvements have been made in the hardware technology, there remains a wide gap between the CPU speed and the communication times. This communication overhead presents a problem as it can severely limit the overall processing performance. To reduce this overhead the creation of a new scheduling technique was required since most traditional scheduling methods do not consider the communication characteristics of the problem in the detail required to achieve an optimal schedule [1] [2] [3] . Furthermore, neither do most techniques developed for parallel compilers [1, 4] . In multi-processor systems, the task allocation scheme directly determines the communication requirements. This research assumes that a suitable scheme, such as the one presented in [5] , has been used and deals specifically with the ordering, timing and routing of the message transmissions. Therefore, the new scheduling technique is much different from traditional multi-processor scheduling [3, 6, 7] and instead does scheduling at a lower level. Thus, this work presents a novel scheduling technique, called SCORE, that works at compile-time to reduce the run-time communication overhead. Since information required by a static technique is often unavailable or inexact, this work expands by considering dynamic scheduling. The presented hybrid static-dynamic HYCORE technique involves both compile-time analysis and run-time scheduling to reduce the communication overhead. Experiments with both techniques show significant improvements over baseline techniques.
To fully understand the problem of this research, consider the task directed acyclical graph of Figure 1 . Figure 1(b) shows one possible assignment of this graph to a six processor two-dimensional mesh network. While tasks assigned to the same processor require no inter-node communication, this assignment scheme indicates that messages must be exchanged. For example, node 1 sends messages to nodes 2, 3, 4, and 6 corresponding to edges A → E, A → D, A → C, and A → B of the DAG. Assuming a single bidirectional link between each node, network collisions will occur. The first two columns of Table 1 give possible schedule orderings of the resulting message traffic when XY-routing and all-port routers [8] are used. These orderings are derived such that messages appearing on the same line do not collide with each other but messages in subsequent lines do collide with at least one of the messages in this group. This research utilizes wormhole routing [9] where due to pipelining it is commonly assumed that the distance, as measured in the number of links a message must traverse, is negligible [10] . Therefore, since the messages considered are of equal length, we assume that each message takes the same amount of Table 1 : Example Communication Schedules time, t, to traverse the network. Thus, schedule 1 gives an ordering which completes at time 4t while schedule 2 completes at time 3t resulting in a savings of 25% based simply on the communication schedule. An even greater amount of improvement can be obtained if message (A → B) is re-routed to traverse in a Y X direction. The third column shows this new schedule with the re-routed message denoted as A → B . The completion time of this new ordering is 2t. Thus, this work addresses the ordering or scheduling of the messages as well as the re-routing of some of them to reduce the overall completion time.
The term used for this research is communication scheduling. Not only does it encompass routing aspects and path selection issues as discussed in [11, 12] , it also determines the order, timing and routing that the messages in the system should be sent. In static scheduling, this information is used in the determination of a fixed communication schedule. In a dynamic environment, priorities are determined statically that are used at run-time to arbitrate the ordering of messages transmissions. Thus, the priorities are determined statically and used dynamically resulting in a hybrid approach. There have been several studies related to the problem addressed here. Some deal with computer networks and the store-and-forward which occurs when using routing tables [13] . One effort focusing on developing communication algorithms for interconnection networks is the work of Bianchini and Shen [14] . There a 'traffic scheduling' algorithm for multi-processor networks was introduced to balance the links of the network. Their work, however, uses a First-Come First-Served, or FCFS, approach and does not perform any scheduling of the individual message transmissions. Lee and Kim [11] perform path selection in a wormhole routed network just as our work does. However, they search for unique paths for pairs of communicating nodes so that the tasks can communicate without interference whenever needed. A similar work by Kandlur and Shin [15] also finds dedicated paths. The problem with these techniques is that the dedicated paths not in use can cause other messages to follow longer paths. Additionally, they do not use any type of scheduling which can improve the overall performance. Work by Eberhart and Li [16] does perform a type of communication scheduling on two-dimensional mesh architectures. However, they restrict their work to communication patterns that are commonly used in data parallel applications. The work presented here can apply to any type of message-passing activity.
This paper uses a model presented by Surma and Sha [17] , called a Collision Graph, to begin the research on the compile-time analysis and run-time scheduling of point-topoint message transmissions done to reduce the communication overhead. Work done in [17] [18] [19] [20] addresses this problem in a restricted way by performing static scheduling using fixed routing. In [21, 22] a dynamic scheduling technique was introduced but it also dealt only with fixed routing. This research expands and improves those efforts by studying not only the scheduling but the routing scheme of the message transfers. Work done in [23] [24] [25] begins to consider static scheduling with re-routing for a special case of message traffic. This work considers two models of traffic along with both static and hybrid scheduling techniques. First, static scheduling techniques utilizing re-routing are developed to determine message orderings for these two models of message traffic. The first model is a restricted case where the messages being considered have the same departure time from the nodes in the system while the second model relaxes this constraint and is a general case model. Static techniques, however, use worst-case estimates for computation times and cannot take advantage of the actual performance which could be better than this estimate. Additionally, it is often difficult to obtain exact information a priori about the network traffic. Therefore, this paper builds a new scheduling framework by presenting a hybrid approach that works schedules dynamically but utilizes the known information. Just as multi-processor scheduling problems are NP-Complete [26] for most precedence-constrained tasks, the communication scheduling problem, or CSP, is shown to be NP-Complete as well. Because of this, heuristic methods are employed to arrive at the communication schedules.
The organization of this paper is as follows. Section 2 contains background information necessary for the study. Section 3 presents the collision graph model used to develop both static and hybrid scheduling algorithms. Next the static scheduling of message transmissions utilizing re-routing are discussed. Section 5 contains the hybrid model and its algorithms while section 6 contains experiments, analysis, and results. Finally, concluding remarks are presented.
Background
The starting point for this research is a list of N messages to be sent by the network nodes. This list is obtained from an analyzing the point-to-point message exchanges required by the assigned tasks. The objective is to find an optimal ordering, timing and routing of the transmissions that reduces the overall processing time.
Definition 2.1 A message is defined to be M = (m edt , m S , m D ) where m edt is the estimated departure time of the message; m S is the source node of the message, and m D is the destination node of the message.
This work considers single packet messages composed of an arbitrary number of flow control digits or flits [27] . The multiprocessor architecture used is the experiments is a 10X10 two dimensional mesh [27] with two uni-directional links between processors. A mesh architecture is used because of its widespread popularity in constructing parallel machines. Companies such as Intel [28] , Cray, and Symult have constructed parallel processing machines based on the mesh architecture due mainly to its simplicity and scalability [27] . In addition, research machines such as the Stanford DASH [29] , Caltech Mosaic [30] , MIT J-Machine and others have been created using the mesh. Nodes are attached to all-port routers, and messages are transmitted using a XY-routing. A proposed form of re-routing is discussed in section 5. Central to the problem is the notion of a network collision. Collisions occur when the paths of two concurrent message transmissions intersect. Definition 2.2 A path P is a subset of N and L, where N is the set of processors in the network, and L is the set of links connecting these processors. P contains the nodes, N i and links L j which connect m S and m D according to some assigned routing scheme. Proof: Proof by contradiction. Assume P m i ∩ P m j is ∅ or T m i ∩ T m j is ∅, then the messages traverse different paths resulting in no collision, or, the messages traverse paths at different times. Again no collision would occur. Now, assume that a collision does occur. Both P m i ∩ P m j not ∅ and T m i ∩ T m j not ∅ so that the messages collide and are coincident.
2
Two types of message traffic are considered, a message burst model and a general case model. 
In addition to being a common case in message passing situations such as process control and data sharing, the burst model is analyzed first due to its less complicated nature. Then, the general case which relaxes this constraint is studied. The work done to obtain static communication schedules requires two phases. The hybrid technique, presented in section 5, only uses the first phase. To begin, a partial ordering of the messages is determined along with a routing scheme. Then, a scheduler program determines the proper departure time for each message. The timing assumptions are that it takes 1.0 unit of time for a single flit to transfer one hop in the network and message packets are composed of 10 flits. The actual time corresponding to this unit is dependent on the size of the flits and the transmission speeds in the interconnect. The hybrid technique uses this ordering and routing information in the determination of priorities to be assigned to each message. The result of the static technique is an actual schedule with appropriate departure times and routing paths.
Communication Scheduling and Collision Graph
A transformation into a simpler, better defined problem is presented as the first step in solving the CSP. This section describes this transformation and provides examples showing the techniques used to solve the new problem. The message burst model of network traffic is analyzed first and is used to present the graph model. This model will be used in subsequent sections to process the general case traffic model. 
Collision Graph

Definition 3.1 Given a set of messages M , a Collision Graph is defined as G = (V, E)
where V is the set of nodes
Using this definition on the messages from Table 2 , the CG shown in Figure 2 (a) is produced. Note that while the construction of a particular CG depends on the routing scheme, in general a CG is not tied to any type of routing. In this paper, XY routing is used to construct the initial CG's, but the techniques presented could easily be adapted to work with any type of fixed routing scheme. In sections 4 and 5, re-routing will be considered as this fixed routing constraint is relaxed.
Edge Orientation
In order to determine the communication schedule from this undirected CG some specification of which messages precede others must be made. This is accomplished by adding direction to the graph edges. An edge directed from v 1 → v 2 denotes that the message corresponding to v 1 is to be scheduled before the message corresponding to v 2 . If no edge exists between any two nodes then they may be scheduled in parallel. Determining the edge orientation converts the CG into an Ordered Collision Graph or OCG. From the edge orientation of the OCG, the actual communication schedule can be obtained by first finding the node(s) without any incoming edges. These nodes will be scheduled for transmission in parallel in the first schedule level. Next, these nodes and their corresponding edges are removed from the graph, and the next set of nodes without incoming Table 3 . The next section shows that the second schedule is the better of the two. This issue, then, is how to assign edge directions to the CG so as to obtain the best or optimal schedule.
Message Traffic Models and Optimal Scheduling
As stated, a key concept in determining the communication schedules is the determination of which messages have path collisions. A collision is caused not only by two messages traversing one or more common links, but they must traverse it at the same time. The previous section built a CG based simply on the actual paths without concern for the departure times. Another way of looking at that is if all the messages had the same departure time, k. This is what is referred to as a message burst model of message traffic and many applications exhibit this regular type of traffic. Taking into account the differences in departure times or considering these times to be non-uniform is what is called the general case model of message traffic. This section considers each case and discusses the optimal way of determining a communication schedule for the general case model.
Burst Model and Optimal Scheduling
The burst model was introduced in the previous section as a CG was constructed and two orientations were determined. It was stated that the schedule corresponding to Table 3 schedules by again considering each message to take an equal amount of time, t, to traverse the network yields times of 14t and 11t for the sum of the transmission times for all messages for scenario 1 and 2 respectively. Reducing this sum can be accomplished in two general ways. The first is to maximize the number of nodes which can be trans- mitted in each level. However doing just this is not enough. Consider the CG shown in Figure 3 (a) and the two orientations shown in (b) and (c). Note that at the first level both scenarios have three messages. However, at the second level scenario 1 has three nodes while scenario 2 only has only two nodes. Thus, a second condition is needed to get an optimal schedule.
This additional condition is to minimize the number of levels. The problem, therefore, requires satisfying both conditions, finding the maximum independent set at each level which produces a solution with the minimum number of levels. It can be shown from the definition of the problem that to determine the minimum number of levels is equivalent to solving the graph coloring problem which is known to be NP-complete. Hence, it follows that determining an optimal communication schedule is NP-complete as well.
General Case Model and Optimal Scheduling
Consider now the messages listed in Table 2 and let the departure times be 1.0, 1.0, 9.0, 8.0, 4.0, 5.0, 6.0 for t 1 -t 7 respectively. For the general case model, the departure times must be considered in addition to the path collisions when determining any communication schedule. Now, just using the value t for each message transmission is insufficient. A simulation program was written to determine C(M ), the actual time that a message reaches its destination in the network. The performance metric used throughout the work is the average completion time, or ACT , as defined in equation 1. This is used in place of the overall schedule length or final completion time because our focus is on the individual message transfers. While this work is interested in having the shortest final completion time it also strives to have as many messages transmitted as soon as possible. Thus, by using the average completion time we can distinguish between two schedules which have the same number of levels or equivalently, the same final schedule completion time.
Using the schedule from scenario 1 as input into the simulation yielded an ACT of 28.29 while the value for scenario 2 is 28.86 making the first scenario a better schedule and a switch from the burst analysis. What this shows is that simply determining a schedule by only considering the routing paths (as was done previously) is insufficient and in this case will not provide the best schedule. (Running the simulation with each scenario with uniform departure times of 1.0 yields ACT values of 26.71 and 22.86 for scenarios 1 and 2 respectively). As will be shown in the next section, to solve this problem the message list must be processed in segments which have true collisions (time and path). With each group, orientation must be added to the edges in the corresponding collision graph. This problem is called the Minimum Graph Edge Orientation Problem, or MGEOP.
Definition 3.2
The orientation of the edges in the graph G = (V, E) is an assignment of direction and is computed so as to maximize the number of nodes in each level which can be scheduled concurrently. The level is determined by the function w : V → Z which gives the schedule level of each node according to the partial order of the resultant DAG (Directed Acyclical Graph). In the process the total weight
Additionally, the average completion time is to be minimized.
Since the operations of finding a maximum independent set and minimizing the number of levels are both NP-Complete, the M GEOP is NP-complete as well. 
Static Scheduling Techniques and Re-routing
When developing static communication scheduling algorithms the burst model is considered first. While restricted, it is the necessary first step in leading to a general case model of message traffic and its analysis. Additionally, all algorithms presented utilize the concepts that are developed when addressing this model. For the burst model, and later for the general model, algorithms are designed which improve upon baseline approaches.
Message Burst Model Algorithms
The first algorithm developed for this model of message traffic is an implementation of a FCFS scheduling strategy and is presented as the baseline algorithm from which all other techniques are measured. Each succeeding algorithm offers varying degrees of improvement over this technique. To get the best possible performance a type of re-routing of messages, called restricted re-routing, will be performed. The restriction of having all messages travel in the XY direction is now lifted to allow some message to be routed in a YX fashion. While XY routing is well known to be deadlock free, mixing these two types of routing poses the potential for a cycle. In a two-dimensional mesh, there are eight possible turns and two possible cycles [10] . While XY routing prohibits four of the turns to prevent a cycle, our work only prohibits the two turns shown in Figure 4 . Thus, our term for the type of routing that will be used is XY and restricted YX routing.
FCFS and Re-routed FCFS Scheduling
The F CF S algorithm when applied to a message burst model simply processes the message list in a top to bottom fashion trying to schedule each message as close to its departure time as possible. The resultant schedule consists of the time that the message transmission should be started in the network for best performance. The second column of Table 4 shows the determined schedule and the resulting ACT for the example messages of Table 2 .
The F CF S algorithm is now improved by implementing this restricted Y X routing and becomes the Rescheduled FCFS algorithm. Consider again the message list shown in Table 2 . The messages are processed one at a time in a top to bottom fashion with XY routing being used for each message. If a collision-free path exists for the message, it is scheduled with an XY route. Otherwise, restricted Y X routing will be considered to see if any improvement can be obtained. If so, the message is re-routed to traverse with a Y X path. Figure 5(a) shows the paths the messages of Table 2 take in the network. Figure 5(b) shows the messages after re-routing has been applied with dashed lines denoting that messages 3, 4 and 7 have been re-routed. The third column of Table 4 shows the resulting communication schedule with re-routed messages denoted with a ' mark. The ACT value is 22.00 where before it was 26.71, a 17.65% improvement. Table 4 : Burst model algorithm results
Path Scheduling Algorithms
The next algorithm developed is called the Path Scheduling, or P S, algorithm. Processing is based on the two criteria for determining an optimal schedule which were laid out in section 3. The first criteria was to have as many messages transfer in parallel as possible. The second criteria is to have as many nodes start at the earliest possible time. Doing this requires some messages to be delayed to allow a larger set of messages to be processed sooner. To accomplish this, the algorithm utilizes a greedy [27] technique to determine a set of messages which can be transmitted in parallel. In general, greedy techniques make processing choices based on what appears best at the moment. Thus, the P S algorithm determines an independent set for each message in the message list and schedules the largest of these sets. Once scheduled, the corresponding nodes of the CG are removed along with their edges. If a tie exists among the independent sets determined, the number of edges is used as the tie-breaker. Additional ties are broken by an arbitrary process. The number of edges is used because the more edges that can be removed from the CG allow additional nodes to have their dependencies removed and can become candidates for scheduling.
Processing continues by finding independent sets for each of the remaining unscheduled messages, scheduling the largest of these sets, removing the nodes and edges from the CG and so on until all the messages have been scheduled. The fourth column of Table 4 gives the determined schedule and the ACT time. Note that this is an improvement over the F CF S technique but it is not as good as the rescheduled FCFS technique. The complexity of this algorithm is O(n 4 ) but since it is done at compile-time, the processing requirement is not prohibitive.
In order to outperform the rescheduled FCFS technique, the P S algorithm is improved by using re-routing. Thus, it becomes the Path Scheduling with Re-routing, or P SR, algorithm. This technique reschedules the final P S schedule by trying to re-route the message(s) starting in the highest level scheduled (the last independent set scheduled). In the example and also shown in column 4 of Table 4, message 5 is in level three and is the first candidate for re-routing. Since it satisfies the requirements, through re-routing it moves up to level 1. Processing continues by looking at the messages in level 2 and attempting to re-route them. In this case no improvement can be obtained so neither message gets re-routed. The algorithm stops after level 2 since the messages in level 1 cannot be moved to a lower level. Column 5 of Table 4 shows the communication schedule and the resulting ACT . This value is 20.00, an improvement of 12.5% from the P S technique and a substantial 25.1% over the F CF S approach.
General Case Model and Algorithms
At this point, the uniform departure time restriction is lifted and the traffic model becomes a general case model. As before, a baseline approach will be analyzed first. Then, algorithms will be developed which repeatedly determine a CG and apply the techniques used for the restricted case. The basic idea is to apply the techniques of finding a maximal independent set on a subset of the total message set. Because finding a maximum independent set is NP-Complete and this technique processes the schedule incrementally by repeatedly finding such a set, this problem is NP-Complete as well.
Baseline Approaches
The baseline algorithms used in studying the general case model are an As Soon As Possible, ASAP approach, a Rescheduled ASAP approach, and the PS and PSR algorithms from the previous restricted case model study. The ASAP approach simply sorts the message list by the departure time and then attempts to transmit the messages in the resulting order. The Rescheduled ASAP algorithm works exactly the way the rescheduled F CF S approach for the burst model does except that the message list is first sorted. The PS and PSR algorithms operate exactly as before without concern for the departure times.
Scheduling Communication with Re-routing, SCORE
The algorithm presented to best Schedule the COmmunication with RE-routing is the SCORE algorithm. This algorithm improves upon the P S and P SR techniques by taking into account not only potential path collisions, but also the departure times. Since two messages can share the same path and not have a collision if their departure times are sufficiently far apart, this scheduling algorithm must account for this. This algorithm does so by repeatedly implementing a sorting and an aging process. Additionally, message will be re-routed further improvement.
The SCORE algorithm works by first sorting the message list by estimated departure time. The schedule of Table 2 has been redrawn in Figure 6 (a). Next, a user-input parameter called the window is used to select a set of messages, S, to be processed. In the figure, this window size is 4 and the selected group is boxed. Next, a CG is constructed for these messages and the first independent set selected. Then, the remaining nodes in S which do not get scheduled will either be aged or re-routed. Consider node 5. It did not get selected to be scheduled but is eligible to be re-routed since it does not violate the constraints of the restricted Y X routing. Hence, it will be routed in the Y X direction and can process concurrently with nodes 1 and 2 If, however, it could not be re-routed, it would be aged as is the case with node 6.
Aging is a process whereby the estimated departure time gets updated to a later time. For example, if a node A collides with node B and B gets scheduled first, A cannot begin its transmission until after B has completed its transmission. The value used for aging is also a user-input parameter but best results occur when this value is similar in value to the length of a standard message. Once this first group of messages have been scheduled, it is eliminated from the message list. Next, the remaining messages are re-sorted and the process repeats using the same window value. This continues until all messages have been scheduled. Table 5 shows the schedules determined by the baseline algorithms and the SCORE algorithm for the example message list of Table 2 with values for t 1 − t 7 as given in Table 5 : Algorithm results Figure 6 (a). It can be seen that the SCORE technique provides the lowest ACT of all the algorithms with the percent improvement over the ASAP schedule being 28.4%. Thus, the proposed SCORE technique performs well in reducing the communication time. Section 6 will provide more complete experiments on all the scheduling techniques presented.
Comparison of Scheduling Techniques
Hybrid Scheduling
Exact information about the message traffic was used in the previous section to statically determine a schedule which outperforms an ASAP approach. However, due to network traffic congestion, computation times differing from the estimates or other fluctuations, such information may not always be known in advance. Therefore, a hybrid scheduling technique is proposed which utilizes attributes of both static and dynamic approaches. This new approach will use known information that can be ascertained in advance to determine priorities to be assigned to the individual messages. This priority is different from time-based priorities determined for each message as discussed in [31] . Rather, the priorities are based on producing the best overall processing time for the entire message list. At run-time a node will act dynamically as its first requirement by trying to transmit its messages which have the earliest departure time. However, when several messages are available to be scheduled on a particular channel, instead of picking the message with the earliest departure time, the priority will be used to do the arbitration. In addition to a priority being assigned, the routing path will be determined. This will either be an XY or a restricted Y X path. Consider the example message list shown in the first four columns of Table 6 . The ASAP and SCORE algorithms from the previous section were used to determine routing paths and communication schedules for these messages. Next, a hybrid static-dynamic scheme, called HYCORE, was used and its results are given in the last two columns. Note that this technique outperforms the ASAP technique. This indicates that having some knowledge of the message traffic leads to an improved schedule. Of course if all information is known a priori then a static approach performs the best.
Effect of Variances
Where the real advantage of the hybrid approach occurs is when the actual information about the network deviates from the expected. In this scenario, the statically determined schedule may not be the best schedule because it must account for the worst case estimates. Consider again the message list of Table 6 but with some slight deviations in the departure times. The largest deviation, or variance, is 3 time units. Table 7 shows this list and the results for the three scheduling techniques being considered. The abbreviations 'Act. Dept.' and 'Compl' denote actual departure and completion respectively. The actual departure time is when the node actually would be ready to send its messages into the network. These ACT values indicate that while the SCORE technique is still better than the ASAP approach, but not by a great a percentage. It is still better because a variance of only 3 is quite small. The effects of larger variances will be studied in the next section. Applying the HYCORE technique yields the best schedule with the results shown in Table 7 and an ACT 28.63. Table 7 : Effect of variance on scheduling techniques
PRIMAR Algorithm
In this section the application of the CG model is used to produce the PRIority Mapping And Re-routing, or PRIMAR, algorithm. The algorithm works very similar to the SCORE algorithm in that both techniques determine the routing paths for the individual messages. The main difference is that while the SCORE algorithm determined a schedule, this algorithm determines priorities. Thus, instead of a schedule output with a specified order and start times, the output will be the original messages with a priority field. The first step in the algorithm is to sort the message traffic by estimated departure time. Then a subset, S, is determined via the same window parameter that the SCORE algorithm employed. Next a CG is constructed for this set of nodes, a maximal independent set determined, and a priority of 0 assigned to each message in the set. Finding this maximal independent set is done in the same manner as the SCORE algorithm.
The messages with priority 0 (highest) and are said to be in S . The other nodes in S − S have collisions with the nodes in S . Therefore, in an attempt to enlarge S re-routing of the messages in S − S is considered. If any of these messages can be successfully re-routed (not violate turn restrictions and not collide with messages in S ), they will be assigned priority 0 and will have their routing flag changed to Y X. This flag is part of the flit header and each router must be able to interpret it for correct routing. After the nodes with top priority have been determined, they will be eliminated from the graph, and the remaining nodes in the window will be aged. Next, the entire list of remaining messages are resorted, another set of messages is selected by using the same window parameter, re-routing is explored, and this set of nodes get priority 1. This continues until all nodes have been assigned a priority. The P RIM AR algorithm is shown below.
Algorithm 5.1 PRIMAR
Input: G=(V,E), and M Output: M (v) pri ∀v ∈ V begin pri = 0; Input window from user; I = ∅; repeat until V = 0; sort V by estimated departure time, edt; limit1 = earliest estimated departure time of a node v ∈ V ; limit2 = limit1 + window;
and E t = {e| u e − → v and u,v ∈ V t }; Determine the maximum independent set, I ⊂ G t ; ∀v ∈ I, M (v) pri = pri; ∀v ∈ G t / ∈ I, Explore re-routing for each v If re-routing can be done, M (v) pri = pri path direction = Y X, and add M (v) to I; ∀v ∈ (V t − I) M (v) edt = M (v) edt + age; pri = pri + 1; V = V − I; end loop; end algorithm PRIMAR
Experiments
This section presents the experiments performed on both static and hybrid scheduling techniques. Descriptions of the experiments are given followed by the actual results. For the hybrid technique, description of two baseline approaches used for comparison purposes are also given.
Baseline Hybrid Scheduling Techniques
The first baseline technique is a dynamic ASAP technique which allows each node to try and start the transmission of its messages at the departure time. If blocked, it will try again once the path is open. If the blocking time is long and several messages are eligible to be scheduled, the one with the earliest departure time gets transmitted first. It also is possible that a message may get blocked somewhere along its path and will only resume transmission once the blocking message completes. The second baseline technique is the SCORE static scheduling algorithm presented in the previous section. Simulations in a dynamic environment use the estimated departure time so the static scheduling algorithm determines the ordering and modifies the estimated departure time.
HYCORE Scheduling Technique
The Hybrid Communication Scheduling with Re-routing, or HYCORE, technique utilizes the results of the PRIMAR algorithm to implement the advantages of both static and dynamic approaches. The P RIM AR algorithm is performed first to compute priorities and routing directions for the individual messages. This constitutes the static phase of the technique. At run-time each node selects a message to transmit based on several factors. If a node has only one message ready to transmit, it checks the routing flag and if the appropriate link is available the message is transmitted. However, if the node has several messages that are ready to be transmitted, the priority is used as the arbiter. Thus, the true hybrid nature of the algorithm is exposed. The actual transmission of messages is done dynamically but arbitration is done by using statically determined priorities.
The run-time overhead is minimal in that the priorities are all computed at compile time. Thus, the only run-time cost results from a node checking the priorities of the messages in its queue and routers checking a one-bit routing flag to determine the routing direction.
Results
Experiments were performed on two general sources of message traffic. The first source was derived from message traffic patterns resulting from common applications. LU factorization, matrix multiplication and bitonic sorting are applications which when mapped to multi-processor systems generate specific message passing patterns. Next, randomly generated traffic patterns were analyzed. In both cases, congestion was studied to see how it affected the performance of the various algorithms.
Congestion increases in a system when the number of messages increases and when the messages collide more frequently in their routing paths. To increase the latter, when studying randomly generated message patterns, a hotspot index was used. This parameter gives the frequency that a message destination will be in a particular region. Increasing the number of messages is done by running simulations of lists of various sizes. Because of the randomness of the traffic, 100 simulations of the various list sizes were performed and the results presented are averages of these runs. The performance metric used is the ACT for all experiments except for the message burst case. There, the total number of levels is used. Three common numeric operations, LU factorization, matrix multiplication, and bitonic sorting, were analyzed to determine the message passing that occurs when they are mapped to a two-dimensional mesh architecture. Three scheduling algorithms were used on these traffic patterns and the ACT values are given in Table 8 . Note that when the variance is 0, a static scheduling approach (the SCORE algorithm) performed the best. Further note that the HYCORE technique outperforms the ASAP approach by up to 14%. Note that the best results occur when the number of messages is moderate. As will be shown when randomly generated message traffic is studied, at few or very large amounts of collisions, the HYCORE technique does not perform as well compared to the ASAP approach as it does at moderate amounts of collisions. When there is variance of 6, static scheduling no longer works best as it must compensate for worst case times. HYCORE still works better than ASAP but the percentage is not as great. This is due to the fact that the information used to determine the priorities is not as accurate.
Static Scheduling with Randomly Generated Message Traffic
Experiments were performed on randomly generated messages lists for both the static and hybrid scheduling techniques. Message sources and destinations were determined randomly with a normal distribution. For the general case model and for the hybrid experiments, the arrival times were non-uniform and constrained to be in the range of 1.0 to 20.0 to ensure a substantial amount of collisions. Tables 9 and 10 Table 10 : Burst Model experiments with 50 messages algorithms (F CF S, Rescheduled F CF S, P S, and P SR) are shown with the last column representing the maximum percent improvement that can be obtained from using these techniques. Note that for each hotspot index in Table 9 , the P SR performs the best of the four techniques. In addition, note that the percent improvement increases from 15% to over 24%. This improvement indicates that performing communication scheduling significantly improves the performance in a network. Note, however, that as the hotspot index increases past 50%, the amount of improvement that can be gained by scheduling the communication begins to diminish. This occurs because as the amount of collisions increases the corresponding CG resembles a clique [32] with most messages colliding with each other. The effects of increased collisions can also be seen in Table 10 . Note again the diminishing of the performance gain after 50% hotspot index.
While the gains do diminish slightly as the collisions increase, the overall improvement is still over 20% even when the hotspot index is 90%. Figure 7(a) shows the relationship between the performance gain and the hotspot index for a 40 message experiment. Figure 7(b) gives the relationship of increased message list size for a fixed 50% hotspot index. The conclusion that can be drawn is that when there are few collisions, there is not much improvement that can be gained as compared with a F CF S approach. However, as the amount of collisions increases, improvements in the range of 20% can be obtained.
When performing experiments on the general case model, comparison values for the SCORE technique were obtained by executing the ASAP, rescheduled ASAP and PSR algorithms. Table 11 shows the results of these experiments with message list sizes of 40. Note that the improvement ranges from 7.6% to over 22% percent. Table 12 shows the results of experiments performed with message list sizes of 60. Improvements over 20% can again be obtained. As was the case with the message burst model, the amount of improvement does diminish as the collisions gets sufficiently high. This is due to the CG beginning to resemble a clique.
To further see the effects of the hotspot index and the number of messages, consider Figure 8 . There it can be seen that the SCORE technique outperforms the other techniques for all message sizes and hotspot indices studied. However, the amount of 
Hybrid Scheduling with Randomly Generated Message Traffic
Results of experiments utilizing the HYCORE technique for randomly generated messages lists of size 20-60 are shown in Table 13 . The first 5 columns show the results of various algorithms with zero variance. The % Better column reflects the amount of improvement that the HYCORE technique provides over a straight ASAP approach. From this table, note that the static SCORE algorithm performs best followed by the HYCORE technique. The amount of improvement that the HYCORE provides over the ASAP approach reaches over 20%. What is also interesting is that the HYCORE technique compares somewhat favorably to the static technique. The influence of increasing the amount of variance can be seen by comparing the results of the first 5 columns with the last 4 columns shown in that the HYCORE and ASAP techniques are not overly effected by the increase in variance. This is due to the variance being evenly distributed over the message list causing some messages to be transmitted sooner and some later. What this variance does do is reduce the amount of improvement of the HYCORE approach over the ASAP approach.
The effect of increased congestion can also be seen from Table 13 . The amount of improvement that can be obtained increases as the message list size increases. Since the more messages being transmitted causes increased collisions, it is apparent that the HYCORE technique performs better in the presence of congestion. However, note that the improvement begins to diminish after 50 messages. Again this is due to the CG resembling a clique.
To further see the effect of congestion, consider Table 14 . This table shows that the HYSTAD technique performs moderately better than the ASAP approach at low hotspot indices. However, this improvement quickly increases to over 20%. Again, the improvement does diminish at very high amounts of congestion. Considering the effect of variance, it can be seen that again the SCORE algorithm performs poorly while the difference between the HYCORE and ASAP begins to moderate.
Conclusions
While working on massively parallel systems, it was found that the communication overhead greatly impacted the system performance. To reduce this overhead, techniques were derived to perform scheduling at a very low level by considering individual message transfers. In a static environment, the SCORE algorithm was developed and shown to provide improvement of over 20% as compared to a baseline approach. This algorithm uses the newly developed Collision Graph to determine both a schedule and the routing scheme for the message transmissions. Since the information required by static techniques is not always readily available or accurate, the HYCORE technique was developed to operate dynamically but with knowledge obtained by a compile-time analysis. Again, improvements of approximately 20% were obtained. Together, the Collision Graph and this scheduling strategy form a framework for which continued study into communication scheduling can be done.
