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Abstract
Inflation was introduced to the Big Bang model of the universe as a method to solve
the problems associated with this model. It also gave an explanation for the small scale
inhomogeneities observed in the universe today. Since the concept was introduced, more
complex models inflation have been postulated as time has gone on. However the amount
of information available to measure the feasability of all these models has not grown at
the same rate.
Very high precision measurements are now making it possible to start getting sig-
nificant measurements of parameters measuring how non-Gaussian the distributions of
perturbations from the inflation models are. These measurements have mostly been
done using third order statistics,i.e. the bispectrum. The work presented in this looks
at how good a measurement Planck will be able to make of non-Gaussian parameters
using fourth-order statistics, i.e. the trispectrum.
In particular this work looks at models which have a second mode in addition to the
standard adiabatic mode of the curvature perturbation, the isocurvature mode. These
modes can be generated by models where there is more than one field present during
inflation. Both these modes could be non-Gaussian, which gives rise to 17 parameters
that can measure non-Gaussianity using the trispectrum. The aim of this work is to
determine how good a measurement Planck could make of these parameters, especially
considering they are not independent of each other. This work is presented in the context
of determing bounds for model parameters for different inflation models.
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Chapter 1
Introduction
In the early part of the 20th century, cosmology was mostly a theoretical science but by
the end it had evolved to a data-driven science. A plethora of satellite and ground-based
experiments now provide data to constrain different theories. As more measurements
become possible to ever increasing accuracy with each successive generation of experi-
ments, more exotic and interesting models can now be tested.
The basic principles guiding cosmology have now been tested and used in the growing
standard model for cosmology. The first states that the universe is expanding, Silpher
measured light spectra from close by galaxies and found some to be receding [1]. Hubble
confirmed this recession with his own measurements and derived the relation between an
objects speed as it moves away from us, v, is proportional to their distance,
v = Hd (1.1)
where H is known as the Hubble constant [2].
Extrapolating this idea backwards in time takes our Universe to a very dense and very
hot beginning, the limit of which iscalled the Big Bang [3]. This term was initially used to
mock the idea and leads to the misconception that the universe started out from a single
point and expanded radially outwards. Instead the expansion is thought as happening
at all points in space time and in all directions, with initial conditions for the model
1
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being the start of space-time. The name caught on and now describes the model of
the expanding universe. The idea of this very dense and hot start to the universe leads
to the prediction of some form of relic radiation. The Cosmic Microwave Background
(CMB) is a thermal black body spectrum at a temperature of 2.728±0.004K [4] and was
accidentally measured by Penzias and Wilson in 1965 [5] a first confirmation of the Big
Bang theories.
The second principle is the Copernican principle which states that the earth has no
specially favoured position in the universe. This implies that the universe on very large
scales is homogeneous (invariant under translations) and isotropic (rotationally invari-
ant). This has been confirmed with observations from the CMB, which have been shown
to be very nearly uniform in all directions. (Anisotropies are measured at scales of 10−5K
[6].) Precise measurements of the CMB through successive generations of satellites, such
as the COsmic Background Explorer (COBE) [7], the Wilkinson Microwave Anisotropy
Probe (WMAP) [8] and most recently Planck [?], have allowed the cosmological param-
eters to be determined to great precision.
1.1 Inflation
The Big Bang model of cosmology is currently incomplete and has some problems arise
that can only be solved by introducing very precise initial conditions. One issue is the
homogeneity problem that asks how is the CMB so homogeneous on the large scales?
Another concerns the geometry of the Universe: why is it so close to being flat? In
addition to these, the standard model fails to predict the beginnings of structure observed
in the Universe today. These would be seeded as density perturbations that grow through
gravitational instabilities to become the structure seen today.
Such problems can be alleviated if in the very early stages of the universe spacetime
undergoes a period of accelerated expansion over a short period of time. This is known
as inflation [9, 10, 11]. This period appears to solve the flatness and homogeneity prob-
lems and also provides an origin for the structure seen today, quantum fluctuations in
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the early universe grew to perturbations during inflation. The simplest model involves
a single field with negative pressure which drives this accelerated expansion. This pre-
dicts a nearly scale-invariant power spectrum which matches observations today. More
complex theories of inflation have emerged in recent years which contain many different
parameters which can be difficult to distinguish between them.
1.2 Isocurvature
In these early inflationary models the scalar field decay into the content of the universe
observed today, including all the photons, neutrinos, electron and protons. The standard
model also contains some hypothetical content, namely Cold Dark Matter (CDM) and
Dark Energy. As all these components arise from the decay of a single field around
the same time, the ratio between the different species is identical; this is known as the
adiabatic condition.
This condition is broken for some of the more complex models, such as multi-field
models. Decays can occur from either field resulting in a change of the ratio for at least
one particular component of matter. This excites a second observable mode in addition
to the curvature mode we had before; this is known as an isocurvature mode. We find
this extra mode results in a different power spectrum is generated. Current measurements
however disfavour models which only give isocurvature modes, but some models where
these features are suppressed are still possible.
1.3 Non-Gaussianity
In the simple scalar field model of inflation the primordial density perturbations are Gaus-
sian, this implies all the information for the perturbations is contained within its power
spectrum. More complex models predict a non-Gaussian (NG) distribution for the pri-
mordial density perturbations. This arises from non-linear interactions between the dif-
ferent scales of the curvature perturbation. In such cases, more information is available
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using complex statistics based on the three or four-point functions (or their Fourier space
equivalents the bispectrum and trispectrum). Different models give different types of
non-Gaussianity, each with its own distinct shape and each shape has an amplitude, these
are known as fNL for the bispectrum and gNL and τNL for the trispectrum.
In models where the isocurvature modes are present, it is also possible for both modes
to be NG. As such there are numerous shapes possible for a single type of NG. For the
so called local types there are six fNL parameters [12], nine τNL parameters and eight gNL
parameters [13]. All these parameters are used to provide additional information about
the primordial density perturbations from the CMB. This can be used to help determine
between the many and increasingly exotic inflation models.
1.4 Summary
The aim of this work is to investigate how useful the additional trispectrum parameters
arising from a model with isocurvature modes will be at determining the difference be-
tween inflation models. This has been done by calculating bounds for these parameters
to quantify how observable they will be in the Planck CMB measurements.
In Chapter Two the standard model of cosmology is presented, including an intro-
duction of how space-time is modeled and the introduction of a metric, based on the basic
principles outlined here. We also give a brief overview on how the CMB originated and
introduce the basic ideas behind inflation.
In Chapter Three perturbations are introduced, starting with the origins as quantum
fluctuations in the vacuum during inflation, to the re-entry as primordial density pertur-
bations after inflation has ended. The physics of these perturbations during the time the
CMB formed is discussed in relation to how they can be measured today. Isocurvature
modes are introduced together with details on constraints placed on these models.
In Chapter Four the statistics used to measure non-Gaussianity are introduced, namely
the bispectrum. Our bounds for the different fNL parameters that arise from having isocur-
vature modes are presented and compared to previous bounds found in the literature.
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In Chapter Five the gNL terms of the trispectrum are considered starting with the
case where there is only an adiabatic modes present including a brief overview on how
the parameters are derived and linked to measurements. Details of how our code was
built to measure the bounds on the single parameter are given. This is then extended to
models where both isocurvature and adiabatic modes are present. Bounds of the eight gNL
parameters calculated using the code are given.
In Chapter Six the τNL terms of the trispectrum are considered starting with an
overview of the difficulties in calculating these terms. We also look at how the parame-
ters are derived for a simple adiabatic model. An outline of our work developing a code
for measuring this bound follows. Finally the case where both adiabatic and isocurvature
modes are present ends this chapter.
In Chapter Seven the main results of this work are summarised. This is followed
by proposals for future work including the calculations of possible cross-correlations
between τNL and gNL terms, along with discussion on other possible ways to obtain further
bounds for other different types of models.
1.5 Conventions
The following conventions have been used throughout this thesis:
ACT - Atacama Cosmology Telescope
ADM - Arnowitt-Deser-Misner
CDM - Cold Dark Matter
CMB - Cosmic Microwave Background
COBE - COsmic Background Explorer
dS - deSitter
FLRW - Friedmann− Lemaˆitre−Robertson−Walker spacetimes
MLE - Maximum Likelihood Estimator
NG - non-Gaussianity
SN - Signal-to-Noise
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SPT - South Pole Telescope
SW - Sachs-Wolfe
WMAP - Wilkinson Microwave Anisotropy Probe
Chapter 2
The Homogeneous Universe
To match observation any model of our Universe must be homogeneous and isotropic on
the largest scales and take into account the expansion of the Universe; these conditions
are the starting blocks for the standard model of cosmology.
Section 2.1 introduces the space-time used to model a cosmology which follows these
principles introducing the metric and the energy components of the Universe. Section
2.2 looks at thermodynamics, specifically the time of recombination when the CMB’s
radiation is released. Section 2.3 visits the Big Bang problems and introduces inflation
as a possible solution.
2.1 Hubble parameter and the Big Bang
The dimensionless scale factor a(t) is used to measure the expansion of the Universe, it
describe the scaling of physical distance between points. This value changes throughout
the history of the Universe with the convention that a today, a0, is set to one. a(t) depends
on the contents of the Universe and its behaviour changes depending on the dominant
matter components of the Universe at different epochs.
The scale factor is used when measuring the distance between two points through
comoving distances. Taking two stationary points, at time t1 the physical distance be-
tween them is given as r1. At a later time t2 the physical distance is now r2. Due to the
7
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expansion of the Universe, r2 > r1. The comoving distance χ between these points takes
the into account this expansion, χ1 = r(t1)/a(t1) and χ2 = r(t2)/a(t2). As we defined
these points to be stationary, χ1 = χ2.







This is the same Hubble rate that appeared in Hubble’s calculations, where d in 1.1 is













Its present value is H0 = 100 h km sec−1 Mpc−1 where h = 0.6780± 0.0077 [15].
The temperature of the CMB can also be used as another measure of time. The
radiation was released at a time called recombination. Today it measured to 2.728 ±
0.004K [4] and found to be a black body spectrum which peaks in the microwave. The
wavelength of these photons are given as λ = ~c/kBT0, where kBT0 is the energy of
a single photon. These photons were initially in the visible spectrum and since have
stretched with the scale factor over time. This gives the temperature of the photons as
inversely proportional to a, T (t) = T0a0/a(t). As a0 = 1 then T (t) = T0/a(t). As a(t)
reaches values of 10−6 the temperature soars to 106K. Table 2.1 summarises different
times in the Universes history by their temperature in eV.
The final measure introduced is redshift, the fractional change in wavelengths be-
tween emission and observation. As with the CMB photons, all photon wavelengths are
stretched, visible wavelengths stretch towards the red end of the spectrum. This is an
example of the Doppler shift. This is used to age different astrophysical objects as their
emitted wavelengths are known from basic physics, so any differences in their measured
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Time Energy
Inflation ≥ 10−34s ≥ 1015GeV
Big Bang Nucleosynthesis 3 min 0.1 MeV
Recombination 105 years 0.1 eV
Galaxy Formation ∼ 6× 108 years
Solar System 8× 109 years
Now 14× 109 years 1 meV
Table 2.1: A very brief history of the Universe in terms of time and temperature. The
first three events in the table are relevant to the work outlined in this thesis. The last two
are there as a point of comparison. (Adapted from [14]).
wavelengths can be attributed to the expansion of the Universe. Redshift, z, is defined as










The conditions of homogeneity and isotropy on large scale are important when consid-
ering possible geometries of space-time. A manifold with a metric allows physical mea-
surements to be linked to a co-ordinate system. As with Euclidean geometry, different
metrics give different coordinate systems describing the same manifold, such as the use
of Cartesian and spherical coordinates. However the conditions of homogeneity and
isotropy reduce the number of possible spacetimes. The Friedmann − Lemaˆitre −
Robertson −Walker (FLRW) spacetimes are the only possible space times with these
conditions. One metric for this space time is,




sinh(χ) K = −1 (open) χ : 0→∞
χ K = 0 (flat)
sin(χ) K = +1 (closed) χ : 0 6 χ 6 pi
 (2.5)
CHAPTER 2. THE HOMOGENEOUS UNIVERSE 10
describes the angular component dependent on the geometry of the Universe. The three
different types depend on the behaviour of two geodesics on the space-time. (This is
the equivalent of parallel lines in Euclidean geometry.) If the two geodesics can meet,
diverge or run parallel to each other giving a closed, open or flat Universe respectively.
This geometry is represented by the parameter K.






where the zero index represents the time component and one to three are the space com-
ponents. Standard convention on indices sum Greek letters over all four dimensions from
zero to three, while Latin character over the space dimensions from one to three. The
metric is gµν for a flat expanding Universe is defined as
gµν =

−1 0 0 0
0 a2(t) 0 0
0 0 a2(t) 0
0 0 0 a2(t)

. (2.7)
This metric can be used to link the geometry of the Universe to its energy components
through Einstein’s Equation
Gµν = 8piGTµν = Rµν − 1
2
gµνR. (2.8)
Here Gµν is the Einstein tensor and Rµν andR are the Ricci tensor and scalar. These are
geometrical objects on the manifold which can be expressed in terms of the scale factor
a. Tµν is the energy-momentum tensor and details the energy and matter component of
the Universe.
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Comoving Time
Another measure of time used is known as comoving time. This measure of time, η,
takes the scale factor into account when measuring proper time, t. It can be thought of as






and can be used to bring out the scale factor for all the metric
ds2 = a2(η)
[−dη2 + (dχ2 + S2K(χ)dΩ2)] . (2.10)
2.1.2 Energy components of the Universe
Matter content characterised by stress-energy tensors of the form
T µν =

−ρ(t) 0 0 0
0 P (t) 0 0
0 0 P (t) 0
0 0 0 P (t)

. (2.11)
This is the stress-energy tensor of a perfect fluid which is entirely defined by its isotropic
pressure, P (t), and its energy density ρ(t) and has no shear or viscosity. The equations of
state is given as P = ωρ where ω is their equation of state parameter. Different types of
content in the Universe have different ω and are considered constant. To determine how
different types of matter evolve, the metric (2.4) is substituted into Einstein’s equation

























+ 3H (ρ+ P ) = 0 (2.14)
known as the continuity equation. Full details for these derivations can be found in [16].
This can be written as
d ln ρ
d ln a
+ 3(1 + ω) = 0. (2.15)
The evolution of ρ with respect to a is given as
ρ ∝ a−3(1+ω) (2.16)
or as the power law solutions ρ(a) = ρ0(a/a0)n where n = −3(1 + ω).
Dust
The first type of matter considered is dust, or non-relativistic pressureless matter giving,




3ρ = 0 (2.17)
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giving ρm ∝ a−3. Dust is made up of baryons and cold dark matter (CDM). CDM is
needed in models of the Universe to account for discrepancies in galaxy rotation curves.
It has yet to be detected from astrophysical sources or in particle physical experiments.
It is thought to have been frozen out a very early time in the Universe. Current measure-
ments give the energy content of the Universe for baryons and CDM as 31.4 ± 0.02%
[15].
Radiation









ρr ∝ a−4 (2.20)
as a solution. Radiation in the Universe is made up of photons and neutrinos.
Cosmological constant, Λ
The final type of matter considered is responsible for the expansion of the Universe with
negative pressure and constant energy density, giving ω < 0. In its simplest form it arises
from Einstein’s equations as constant of integration he used to make the Universe a static
one. It is known as cosmological constant type matter, Λ and has ω = −1. This is the type
of matter that makes up the vacuum. By definition ρω ∝ const. Current measurements
give the energy content of the Universe as 68.6± 0.02% Λ [15].
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Curvature and Critical Densities
From (2.12) curvature can be thought of as a matter component of the Universe where
ρK ∝ a−2. This equation also helps define the critical density, the energy density required
for a spatially flat Universe today, ρcrit =
3H20
8piG
. Energy densities today can be compared









−3 + Ωr(a0)a−4 + ΩK(a0)a−2
]
. (2.22)
Here ρK has been used to define ΩK ≡ −k/(aH)20 which gives the relation
∑
i
Ωi + ΩK = 1. (2.23)





Using equation (2.16) in (2.12), the scale factor becomes
a(t) ∝ t 23(1+ω) (2.24)
for ω 6= −1 or
a(t) ∝ exp(Ht) (2.25)
for ω = −1. The different components evolve with the scale factor at different rates.
Initially the early Universe was mostly made up of relativistic components. The energy
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density of radiation fell as a−4 in comparison to the non-relativistic dust a−3. There was a
moment when their energy densities were equal known as the radiation / matter transition.
After this matter becomes the dominant component. In more recent cosmological times
another transition has occurred, that of matter / Λ. This is due to Λ having constant energy
density.




Matter 0 a−3 t2/3 η2
Λ −1 a0 eHt −η−1
Table 2.2: The different types of matter give different expressions for how ρ and a change.
As each of these forms of matter become dominant the behaviour of a changes. This is
given for both proper and conformal time. (Adapted from [14]).
2.2 Thermodynamics of the early Universe
The early Universe was hot and dense, with a large particle density leading to more
interactions between the different components of the Universe with the interactions rates
being greater than the expansion rate. The resulting collisions meant all the different
species of the Universe were in thermal equilibrium and in a single plasma. As the
Universe expanded and intcooled down some interactions would stop, or freeze out when
the Universe expanded to a length larger than the mean free path interactions rates slowed,
some collisions between different particles ceased. This explains why some more exotic
particles would have interacted at very high energies are inert today. This section looks
at when photons decouple from this cosmic plasma, though process called recombination
at 1eV .
This temperature is below the electron mass, which is when protons and electrons
should have formed neutral hydrogen. However this did not occur, due to the large
number density of electrons, meaning photons and electrons were still bound through
Thomson scattering. Thomson scattering is itself a limit of Compton scattering a process
CHAPTER 2. THE HOMOGENEOUS UNIVERSE 16
where photons are scattered by charged particles. Thomson scattering is the limit where
the fractional change in the photon’s energy is much smaller than the target’s mass. This
process keeps the photons and electrons in thermal equilibrium. Protons are also kept
in thermal equilibrium through Coloumb scattering, meaning most neutral hydrogen that
does form is instantly ionised. Through both these processes the three species remain as
a single cosmic plasma.
As the Universe expands, the number density of free electrons drops quite rapidly
and more neutral Hydrogen forms. This reduces the rate of Thomson scattering and at
the point where the expansion rate is greater than the interaction rate, the photons fall out
of equilibrium from the electrons; this is known as decoupling. These photons decouple
with a nearly infinite mean free path which then redshift to become the CMB radiation
detected today.
2.3 Big Bang Problems and Inflation
2.3.1 Preamble
The Universe as described with the FLRW metric is successful in predicting the primor-
dial abundances of the light elements and predicts the existence of the CMB. However
problems arise in determining the initial conditions. To help us examine these problems
different measures of how the Universe evolves are needed. Using the form of the metric
with comoving time (2.10) a light cone can be determined. Relativistic radiation travels
along null geodesics where ds2 = 0, due to isotropy, dη2 = dχ2 =⇒ χ(η) ∼ constant
for photons. η is plotted against χ, this is known as a conformal diagram. Any area
within an events light cone said to be causally connected, i.e. it would possible to send /
receive a relativistic signal from / to this point from any other region within the cone.
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Figure 2.1: The light cone for an Event P. Other events are said to causally connected if
they are within the past or future lightcones. Events outside the cones (such as Q) are not
causally connected. No signals are then possible between Q and P. [14]
This form of the metric for light is used to define a particle horizon, the maximum
finite distance light can travel in a given time t



















Here ti = 0 is the initial time, which is the point where a = 0, i.e. the Big Bang. This is
the start of expansion in our Universe. Another horizon known as the optical horizon has
ti defined at the time of recombination. This is the moment photons became decoupled
and started to free stream across the Universe. Any photons emitted before this time were
scattered off protons, and could not reach us today.
The final definition is the comoving Hubble radius, (aH)−1. This quantity is a defined
at a specific moment is dependent on a and a˙ and forms part of the definition for the
particle horizon. The particle horizon instead is a kinematic quantity as it is defined
based on the movement of particles and evolves over time. The difference between these
two ideas in the central idea to inflation.
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2.3.2 The Horizon Problem
For a matter or radiation dominated Universe the particle horizon, specifically the Hubble
radius within the definition, grows monotonically in time, so more of the Universe is in
causal contact with the passage of time. This will be finite as a = 0 at t = 0. This
corresponds to η = 0 for matter and radiation dominated Universes. From observations
such as the CMB the large scales of the Universe are known to be isotropic, implying that
at recombination all points should be in causal contact. However a conformal diagram
(see Figure 2.2) for the Universe shows that this is not possible in a Universe with a big
bang singularity at η = 0. Figure (2.2) shows that it is impossible to have an event set
Figure 2.2: Conformal Diagram for the Friedmann Universe. Note that any two points
within the past light cone as recombination are not in causal contact. In an FLRW Uni-
verse there is singularity at η = 0 which is not far enough back in time from recombina-
tion for causal contact to occur.
before recombination whose light cone contains all the points at recombination. This
implies that there were regions at recombination that were not in causal contact and not
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enough conformal time has passed between the Big Bang and recombination to result in
the observed homogeneity.
2.3.3 The Flatness Problem
The second problem is known as the flatness problem. Today ΩK = −0.0096+0.010−0.0082[15]
giving a nearly flat Universe. Would the Universe evolve to this point for any value of Ωi?
The cosmological parameter which links the total energy density to the critical density is
expressed in terms of curvature, K,
Ω(a)− 1 = K
(Ha)2
, (2.27)
where all the matter components have been combined into Ω(a). This is a rearrangement
of (2.12). Here Ω is dependent on time through a and the curvature remains constant at
K. In the previous section the Hubble radius (aH)−1 was shown to grow with time. This
implies Ω(a)− 1 should diverge with time and makes Ω(a) = 1 an unstable fixed point.
Any slight deviation from Ω(ai) = 1 as an initial condition will not result in Ω(a0) = 1
observed today.
2.3.4 Inflation
The Big Bang problems depend on the behaviour of the Hubble scale 1
aH
, a change in this
behaviour gives a solution to these problems. In most cases the Hubble scale (measuring
which distances can communicate now) matches the particle horizon (measuring which
distances could have ever communicated). If these quantities evolved differently, it is
possible to have a distance between the particles at recombination which is greater than
the Hubble radius, but less than the particle Horizon. This physically means at some
point they were in causal contact in the past but not any more. Inflation is based on this
counter-intuitive idea.
CHAPTER 2. THE HOMOGENEOUS UNIVERSE 20
There are two ways this can be viewed. Two particles in causal contact at the start of
inflation are within each others Hubble radii. During the short period of inflation the par-
ticle horizon grows much faster than their Hubble radius due to the acceleration. At the
end of inflation both particles would no longer be within each other’s Hubble radii and
therefore would no longer be in causal contact. Alternatively this could be viewed as a
nearly stationary comoving particle horizon and a rapidly shrinking comoving Hubble ra-
dius. Once normal expansion resumes, the Hubble radius starts to grow again, recovering
casual contact to regions where it lost causal contact throughout inflation.
Figure 2.3: The behaviour of the comoving horizon. [14]










A third definition uses the second Friedmann equation (2.13). Here it shows that the
strong energy condition of the Universe (ρ+ 3p) > 0 must be broken for a Universe with
an accelerating scale factor.
a¨ > 0 (2.30)
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This is possible given matter that has a negative pressure such as Λ, giving a Universe
full of Λ as a good starting point for basic inflation models. This type of Universe is
known as a de Sitter Universe (dS). Full details on how it behaves is outlined in [17].
Using the Friedmann equations (2.12 and 2.13) it is possible to show the scale factor for
a flat dS Universe is
a(t) = eHΛt (2.31)


















which is constant. This would lead to eternal inflation. Another model is needed with a
mechanism to stop inflation after the required time. For now it works as an approximation
and shows how the Big Bang problems are solved.
As H is nearly constant throughout inflation, scale factor becomes a(τ) = − 1
HΛτ
.
The Big Bang at a = 0 now occurs when τ approaches −∞, giving enough conformal
time to pass for all points at recombination to be in causal contact of an event before
recombination, see Figure 2.4. This also shows why inflation has to stop and the dS
approximation only works for a short period of time: otherwise as τ approaches zero, the
scale factor would tend to ∞! In terms of the flatness problem, see equation (2.27), as
1/(aH) is now getting smaller, Ω = 1 is now a stable solution which the Universe tends
towards.
As a result of inflation, a given scale defined by k = 2pi/λ, leaves the horizon at some
point during inflation. It re-enters the horizon during radiation or matter domination. The
scale crosses the horizon when k = aH . Figure 2.5 shows how different scales leave and
enter the horizon.
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Figure 2.4: Conformal Diagram for the Friedmann Universe with inflation. Here the Big
Bang singularity has been pushed back to a negative infinite conformal time. This allows
there enough conformal time to pass for all point at recombination to be in causal contact.
[14]
Introducing the scalar field
A possible candidate for inflation is a scalar field called the inflaton, ϕ(x, t). This scalar
field would need to have negative pressure and to drive the accelerated expansion required
from inflation. As with any other classical field, a value is assigned to every point in
space time. To leading order we can assume the field is homogeneous, giving ϕ(x, t) →
ϕ(t). (Perturbations to this field are considered in the next chapter.) The field also has
a potential V (ϕ(t)). The energy-momentum tensor for a homogeneous scalar field is
defined as
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Figure 2.5: Evolution of the Hubble radius throughout inflation and radiation and matter
dominated eras. Larger wavelengths leave the horizon before smaller ones and enter later.
[25]








+ V (ϕ). (2.34)
This density is the sum of the kinetic energy of the field and its potential. The pressure








− V (ϕ). (2.35)












ϕ˙2 + V (ϕ)
)
. (2.37)
For inflation to occur negative pressure is needed which requires a greater potential
energy than kinetic energy. In old inflation this was achieved through a ’false vacuum’ in
the potential V (ϕ). This vacuum would contain no kinetic energy and have a non-zero
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potential energy. This would lead to an accelerated expansion. The problem was getting
the expansion to stop at the required time. Too little time and not enough inflation has
occurred to solve the horizon problem, too much and it could lead to eternal inflation.
[9].
Instead the idea of a slow roll potential was introduced, where the kinetic energy is
non-zero but still very small compared to the potential. This gives the negative pres-
sure required to bring about inflation, but the field can reach a final zero potential once
sufficient inflation has occurred to solve the horizon problem [18]. Two parameters are
defined which outline the conditions for this type of inflation to take place. Any field
adhering to these conditions is said to be in the slow roll regime. The parameters are
defined from neglecting the kinetic energy in (2.37) and the acceleration of the field ϕ¨ in
(2.36).
This gives ϕ˙ ' − V ′
3H
where V ′ = ∂V
∂ϕ
. Substituting into the requirement for an

















Using the second condition for accelerated expansion ϕ¨ << V ′ and equations (2.36,
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Once these conditions are broken, inflation ends.
Number of e-folds





This can be expressed in terms of H , ϕ or V using a(t) ∼ eHt from dS, and the slow roll
approximations for (2.36) and (2.37), H2 ≈ 1
3






















also set to one. The question now asked is how long does inflation need to run to solve
the horizon problem? This depends on what model of inflation is used. The efficiency
of reheating, the period where the inflaton decays into the standard types of matter also
plays a role. For most models the fluctuations observed in the CMB are formed around
N ≈ 40− 60 before the end of inflation.
Chapter 3
The Inhomogeneous Universe
It is clear that our Universe is not homogeneous at small scales. Structure observed in
the Universe today, from clusters of galaxies to ourselves need an origin. This is also
solved by inflation. Quantum fluctuations grow during inflation and become curvature
perturbations. Once these re-enter the horizon they become density perturbations in the
matter content. These perturbations in density grow due to gravitational collapse and
grow to the structures observed in the Universe today. These density perturbations are
also imprinted in the CMB and explain the measured anisotropies.
Section 3.1 introduces some basic statistics used to describe cosmological random
fields used in the calculations. Section 3.2 introduces the inflationary perturbations and
their quantisation. Metric perturbations also introduced. The power spectrum for the
perturbations are also schematically derived. Isocurvature modes are also introduced.
Section 3.3 brings the perturbations to the time of recombination and their detection
today in the CMB.
3.1 Preamble - Basic Statistics
Cosmology uses random fields in its physical description of the Universe at many differ-
ent eras such as the quantum fluctuations at the end of inflation, to curvature perturbations
and gravitational potentials at later cosmological times. These fields describe fluctuations
26
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from a mean distribution. They are also random fields as they describe a collection of
random variables across a continuous and infinite collection of points. This section in-
troduces mathematical features which help link the theoretical cosmological variables to
actual data from the CMB. Some of these methods can also be applied to other measure-
ments, such as those from Large Scale Structure measurements.
3.1.1 Ensemble Averages, Ergodicity
Before discussing specific examples where fields are used in cosmology, it is useful to
start with a simple random field in real space, ϕ(x). The term random here describes a
variable which is determined by a set of outcomes determined by a probability measure
over this set. This field takes a value at every position x, this value being one of those
possible values. All the different possible combinations form what is known as the en-
semble. Taking an average over this ensemble is denoted by the angular brackets 〈..〉.
This average is known as their expectation value and can be taken for any function of ϕ.
〈ϕ(x)n〉 in particular are known as moments. Here, without loss of generality, the aver-
age of the field ϕ¯ is taken as 0 to simplify calculations. Otherwise the moments would be
〈(ϕ(x)− ϕ¯)n〉.
The simplest moment, n = 1, 〈ϕ(x)〉, represents the average of the field. The next
expectation function, one for two points, is defined as
ξ2(x, y) = 〈ϕ(x)ϕ(y)〉. (3.1)
The expectation function ξ2 measures the correlation of the field between those two po-
sitions, hence why it is also be known as a two-point correlation function. These con-
cepts are explained in many standard mathematical textbooks. This section follows these
calculations outlined in [19].
In cosmology when a field is measured at a particular time, this field is one realisation
(or possibility) of the ensemble. However a theoretical prediction involves giving results
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as a range of probabilities over the ensemble, i.e. different possible universes. When
bringing together theory and measurement, the one measured realisation needs to be
compared to all the possible realisations given in the theory.
This is possible if the universe in question is ergodic. This property states that if a
measurement in the only realisation is taken over a large enough volume, this is then
equivalent to taking the measurement over many realisations. This allows theoretical
results taken over different possible realisations of the ensemble, to be compared to ob-
servations, which are measured in the one realisation which which has a sufficiently large
volume, our Universe.
3.1.2 Homogeneity and Isotropy
On large scales the Universe is observed to be homogeneous and isotropic. For a field to
be homogeneous, it requires it to be invariant under translations. Its average should be
spatially invariant and its two-point correlation function will only depend on the separa-
tion between the points being averaged,
ξ2(r) = 〈ϕ(x)ϕ(x + r)〉. (3.2)
For a field to be isotropic the correlation functions have to remain invariant under rota-
tions, i.e. not depend on any particular direction. If both of these criteria are fulfilled then
the two-point correlation function only depends on the magnitude of the vector separating
both points,
ξ2(r) = 〈ϕ(x)ϕ(x + r)〉, (3.3)
where r =| r¯ | is the magnitude of the vector.
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3.1.3 Gaussianity
The final property discussed is whether the field has a Gaussian distribution. This is
independent to whether is homogeneous or isotropic, as it is a property of the probability






where C(ϕ(x), ϕ(y)) is the inverse of the two point correlator ξ2(x, y) and n is the num-
ber of dimensions in the field x. If the field is Gaussian with zero mean, then all the
information from the field is contained within ξ2(x, y). Wick’s theorem states that for a
Gaussian field any higher order correlation functions will be zero if it is an odd-numbered
correlation function, such as
〈ϕ(x)ϕ(y)ϕ(z)〉 = 0, (3.5)
or a combination of two-point correlation functions if the order is even, such as
〈ϕ(w)ϕ(x)ϕ(y)ϕ(z)〉 = 〈ϕ(w)ϕ(x)〉〈ϕ(y)ϕ(z)〉+ 〈ϕ(w)ϕ(y)〉〈ϕ(x)ϕ(z)〉
+〈ϕ(w)ϕ(z)〉〈ϕ(x)ϕ(y)〉. (3.6)
The next chapter will look at some examples of fields where the distribution is no longer
Gaussian and these higher order correlation functions will be used to measure how non-
Gaussian they are.
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3.1.4 Power Spectrum














〈ϕkϕk’〉 = δ3(k + k’)(2pi3)Pϕ(k). (3.8)
Note that Pϕ(k) is only dependent on the magnitude of the scale due to the imposed
conditions of isotropy and homogeneity. This also results in the presence of the Dirac-
delta function. The variance of a Gaussian field is defined as σ2ϕ = 〈ϕ(x)2〉 and related to












The scale dependence of a dimensionless power spectrum is measured using





where n = 1 gives a scale invariant power spectrum.
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using k∗, an arbitrary scale as a pivot. Recent measurements give the parameters in the
power spectrum as ns = 0.9603± 0.0073, A = 2.20× 10−9 and k∗ = 0.05Mpc−1 [37].
3.2 Inflationary Perturbations
This section looks at perturbations to the inflaton introduced in the previous chapter. A
perturbation of any field is defined as
δX(t, x) ≡ X(t, x)− X¯(t) (3.13)
where X¯ is the mean value of the field at a particular cosmological time t and not depen-
dent on the spatial component x. X can represent any field or cosmological variable, in-
cluding ρ, Gµν , Tµν and so on. Equations, such as the Einstein equation, can be expanded
at linear order as δX(t, x) << X¯(t). Taking advantage of the translational invariance





giving perturbations which are independent across k modes.
Perturbations can be measured using different gauges. To gain a deeper understand-
ing of gauge choice, the space-time geometry is studied. X and X¯ exist on two different
spaces, one representing homogeneous space-time and the other representing perturbed
space-time. A function is introduced to correspond between these two distinct manifolds
. This is known as a gauge choice and δX is dependent on this. Later in this chapter we
will want to say that δX is gauge-invariant, implying the correspondence between the
manifolds is not dependent on which map is chosen.
The dependency of δX on both the coordinate and gauge choices can lead to gauge
modes. Lets assume X is a homogeneous quantity: X(η, x) = X(η). It is possible to
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apply the following coordinate transformation η˜ = η + δη(η, x):
X(η) = X(η˜ − δη(η, x)) ' X(η˜)− ∂X
∂η
δη ≡ X(η˜) + δX(η˜, x). (3.15)
The left hand side can be interpreted as a background quantity. The term on the right
hand side contains a linear perturbation however it assumed to be homogeneous.This
perturbation is then fictitious. The converse is also true, a real inhomogeneity can be
removed through a coordinate choice. To avoid any ambiguity it is essential to consider
both perturbations to the quantities that are being studied and those to the metric itself.
Using a specific gauge transformation it is possible to go between these. It is important
to use gauge-invariant quantities in order to avoid the false generation of any further
perturbations. (By definition a physical quantities will be a gauge-invariant quantity that
can not be removed via a coordinate transformation.)
3.2.1 Introducing metric perturbations
The most general form for a perturbed metric is given by
ds2 = −(1 + 2Φ)dt2 + 2aBidxidt+ a2 [(1− 2Ψ)δij + Eij] dxidxj. (3.16)
Here the time component has a scalar perturbation, the time-space component a vec-
tor perturbation and the space components a tensor perturbation. The vector and tensor
perturbations are decomposed further based on different transformation properties:
• The vector perturbation is split into longitudinal and transverse parts Bi = ∂iB −
B¯i. There is a now a scalar mode, B and the vector mode B¯i which is divergence-
less, ∂iB¯i = 0.
• The tensor perturbation is split into Eij = 2Eδij +2∂(iEj) + E¯ij , an additional
scalar mode, E, the divergenceless vector mode Ei, and tensor modes in E¯ij which
is transverse (∂i∂jE¯ij) and traceless (E¯ijδij = 0).
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The vector modes are ignored in most cosmological calculations as they decay throughout
inflation. The scalar modes lead to density perturbations which lead to perturbations in
curvature and will be the focus of this chapter. The tensor modes also generate a power
spectrum and can be linked to gravitational waves. The derivation of the tensor power
spectrum and proposed measurements in the CMB are standard calculations found in
many reviews [25, 14] and will not be covered in this section.
These perturbations are transformed when considered in different gauges. For exam-
ple, under the transformation
t→ t+ α (3.17)
xi → xi + δijβj (3.18)
the scalar perturbations transform as;
Φ→ Φ− α˙, (3.19)
B → B + α
a
− aβ˙, (3.20)
E → E − β, (3.21)
Ψ→ Ψ +Hα. (3.22)
This shows the importance of building gauge-invariant perturbations to measure the
scalar perturbation. Bardeen derived two gauge-invariant perturbations based on com-
binations of the four scalar perturbations [20],








ΨB ≡ Φ + a2H(E˙ − B
a
). (3.24)
In models where there is no anisotropic stress, ΨB = ΦB. Anisotropic stresses are the
perturbations to the space-space components of the energy-momentum tensor and lead to
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the generation of B-mode polarisation in the CMB. In an unperturbed FLRW Universe
these stresses vanish. ΦB is known as the gravitational potential.
Other gauge-invariant quantities for these perturbations can be built and are combined
with perturbations from the matter content of the Universe. These are expanded using
the standard perturbation expansion and their perturbations are represented as δp and δρ.
Full details of the Scalar-Vector-Tensor decomposition of matter perturbations and their
transformations can be found in Appendix A in [14].
In relativistic fluids the fluid four-velocity is defined to take into account proper time
and measures the rate of change of time and space of a fluid with respect to its proper
time along its world line. For a fluid in equilibrium its four velocity uµ must satisfy
uµuνgµν = −1. (3.25)
For a fluid with perturbations the four-velocity can be decomposed as
uµ = u¯µ + δuµ (3.26)
where quantities with the bar represent the background values and the perturbed quantity
is defined as
δuµ = (−Φ/a, vi/a. (3.27)
Here vi is the 3-velocity that can also be decomposed as
vi = δiv + v¯i. (3.28)
From here the 3-momentum density is defined as
δqi = (ρ¯+ P¯ )avi. (3.29)
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This quantity is defined to facilitate the addition of momentum across different con-
stituents of the Universe. The scalar part of this 3-momentum density, is used to define
the gauge-invariant comoving density perturbation
δρm = δρ− 3Hδq. (3.30)
Another gauge invariant quantity used is the curvature of perturbation on uniform-
density hypersurfaces [21]
−ζ ≡ Ψ + H
˙¯ρ
δρ. (3.31)
Here the scalar perturbation Ψ is known as the spatial curvature perturbation. The next
scale-invariant quantity used is the comoving curvature perturbationR [22],




−ζ ≈ Ψ + H
˙ˆϕ
δϕ (3.33)
R = Ψ + H
˙ˆϕ
δϕ
during slow-roll inflation. These last two quantities are important as they do not evolve on
superhorizon scales, i.e. ζ˙ = R˙ = 0. At these scales −ζ = R. All these calculations use
the linear order perturbed Einstein Equation and full details are also found in Appendix
A in [14]. At superhorizon scales during matter domination ΦB ≡ 35ζ [20].
Another important gauge-invariant quantity is the measure of inflationary perturba-
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This is known as the Mukhanov-Sasaki variable [23, 24]. All these quantities are similar
and used in different calculations. The literature studying inflation uses ζ while CMB
scientists tend to use ΦB. Some are also easier to use depending on which gauge is
picked for the calculations. Some examples of gauges include:
• Synchronous gauge. Here Φ = B = 0. This gauge is used in CMBFast and
CAMB.
• Newtonian gauge. Here B = E = 0 and reduces to a Newtonian description of
gravity on the small scales.
• Uniform density gauge. Here δρ = 0. This gauge is used at super-horizon scales
and also takes E = 0. In this gauge −Ψ ≡ ζ is set.
• Comoving gauge. The scalar momentum defined above vanishes, δq = 0 and
E = 0. In this gauge −Ψ ≡ ζ .
• Spatially-flat gauge. Here δϕ is a good measure for the scalar perturbation as
Ψ = E = 0. −Ψ ≡ ζ in this gauge.
3.2.2 Quantizing the Scalar Field during Inflation
Before looking at the full calculation behind the power spectrum ofR, it’s best to look at
a general massless scalar field in de Sitter (dS) space as a toy model. This shows how the
scale invariant power spectrum comes about. This section is based on [25].The inflaton,












Here time derivatives are based on conformal time and represented by a prime. As it is a
massless field there is no ϕ2 term. This action is then rewritten in terms of a new variable
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is time-dependent. The first two terms
are similar to the action of a scalar field in Minkowski space time. The additional mass
term can be interpreted as the term making it a deSitter space time, i.e. is responsible




























= δ(k− k’) (3.39)









uk = 0. (3.40)
A more thorough treatment along with an explanation and comparison to the simple case
of a quantised harmonic oscillator can be found in [14].
The key to determining the power spectrum of ϕ is looking for the solution to the
equations of motion for uk. This solution to (3.40) is fixed by two boundary conditions.
The first uses the Wronskian, a standard feature of quantum fields determined from com-
mutation relations between uˆ and its conjugate momentum. In this case the Wronskian






k = i~. (3.41)
The second boundary conditions comes from the choice of vacuum. This choice must
satisfy
aˆk|0〉 = 0 (3.42)
where aˆk is the annihilation operator. First we take a limit when all the comoving scales





2uk = 0, (3.43)
which is a simple harmonic oscillator with time-independent frequency k for which a



















uk = 0. (3.45)














This form for the equation is not unique as it contains the free parameters α and β. Taking
into account the Wronskian and the solution at the limit η → −∞ sets α = 0 and β = 1.
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and this is called the Bunch-Davies vacuum.
This solution is now used to define the power spectrum Pϕ(k) from the correlation







Here42ϕ(k) is the dimension-less power spectrum, and when it has no k-dependence, the
power spectrum is considered scale-invariant. Here only the creation operators in 3.37





In the limit where wavelength is much larger than the Hubble radius, i.e. at the end of







This gives rise to the scale invariance of the quantum perturbations. This is nearly what
is observed from CMB and LSS measurements today. At the opposite limit, far inside







which is not scale invariant.
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3.2.3 Measuring the power spectrum of the perturbations
In this section the power spectrum of curvature perturbations is measured. Most modern
approaches follow Maldacena [18] who uses the Arnowitt-Deser-Misner (ADM) [26]
formalism. Complete reviews can be found in the literature (see section 4.3 in [25] and
Appendix B in [14]). This method expands the action to quadratic order and work in the
comoving gauge. In this gaugeR describes the scalar perturbations. As R˙ = 0 the power
spectrum is derived at the horizon crossing.












Using the Mukhanov variable u ≡ zR, where z2 ≡ a2 ϕ˙2
H2













This is know in the same form as the field studied in the previous section.
Using that methodology, the dimensionless power spectrum for the comoving curva-













This is measured at horizon crossing, (denoted by the subscript ∗) where k = aH . The
power spectrum can also be defined taking an expectation value ofR,
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3.2.4 Isocurvature
The power spectrum of perturbations from inflation re-entering the horizon provides the
initial conditions for the Universe. In the simplest of inflation models, a single inflaton
field decays into the standard matter of the Universe. This process is known as reheating.
During this time only the smallest of scales re-enter the horizon, scales which are relevant
to measuring cosmology today would still have been outside the horizon. These decays
happens across the Universe at about the same time. Across different regions in space the
number densities of the different species of matter vary depending on the perturbations







The different species are therefore locked together. Here A and B represent any pair of














Another way of representing this condition is using the energy density contrast δ ≡ δρ/ρ
for each species,







The 3/4 ratios come in from ρ ∝ n4/3 for the relativistic species. The above condition
characterises the primordial perturbations and is known as the adiabatic curvature mode,
represented by one of the gauge-invariant quantities described earlier in this chapter.
From here on this will be represented by the Bardeen gravitational potential ΦB or the
uniform-density curvature perturbation ζ .
CHAPTER 3. THE INHOMOGENEOUS UNIVERSE 42
In some more complex models, multiple scalar field are present during inflation. Any
number of the multiple fields then decay into the different types of matter. These are
known as multi-field inflation models. In these more than one primordial field can decay
to one type of matter. This results in a difference in the ratio between the different species.
For example, in two-field model, one field could decay into all the standard species, but
the second field could decay into cold dark matter (CDM) making the ratio for CDM
different to the other types. When this is the case, one of the other types of matter is used






This is known as the entropy perturbation between two types. In this work, the entropy







This has been simplified to S as it is the only mode that will be studied. It is known
as the CDM isocurvature mode. Different modes are generated depending on which type
of matter breaks from the adiabatic condition. It is possible to have an overall curvature
which is zero, giving a zero adiabatic mode, and still have a non-zero isocurvature mode.
With both modes present there will be different initial conditions for the Universe. It is
also possible to measure a power spectrum for the isocurvature mode
〈SkSk′〉 = (2pi)3δ(k + k′)PS(k). (3.62)
CHAPTER 3. THE INHOMOGENEOUS UNIVERSE 43
In some cases, the presence of the isotropic mode outside the horizon can lead to evolu-
tion of the adiabatic mode outside the horizon [27]
R˙ ≈ −3H p˙
ρ˙
S. (3.63)
With relations such as this it is possible to constrain the amount of isocurvature based on
measurements of the adiabatic power spectrum.
Another way of expressing this mode is defining an entropic pressure perturbation
δpen ≡ δρ− 3Hδq (3.64)
for the species in question, which is zero in the adiabatic case.
3.2.5 Delta-N formalism
When considering multi-field models that lead to the presence of adiabatic and isocurva-
ture modes it is convenient to use the delta-N formalism. This gives a link between the
primordial parameters of inflation to parameters used to measure different features such
as the power spectrum and isocurvature using the CMB. The formalism links ζ to the dif-
ference in e-foldings between the perturbed Universe and the homogeneous background
Universe
ζ = δN = N −N0. (3.65)
Different regions on ζ will go through a different number of e-folds giving the shape of
the perturbation. The e-folds are measured against a flat-reference hypersurface. Here
N depends on the different fields present in inflation ϕI . They are broken down to their
background and perturbation
ϕI(x, t) = ϕ¯I(t) + δϕI(x, t). (3.66)
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The number of e-folds N is then expanded based on the perturbations of these initial
fields present at inflation
















IδϕJδϕK + .... (3.67)
The parameters of the expansion are derivations of the number of e-folds,NI ≡ ∂N∂ϕI ,NIJ ≡
∂2N
∂ϕI∂ϕJ











Here each field ϕa is treated as independent and Gaussian. Their power spectra are then
given by
〈δϕa(k)δϕb(k′)〉 = (2pi)3Pδϕ(k)δabδ(k + k′), (3.69)
with Pδϕ(k) = 2pi2k−3(H∗/2pi)2 with H∗ defined at the Hubble crossing time.
The isocurvature mode can also be expressed in this notation [28] through its defini-
tion
S = 3(δNCDM − δNγ) (3.70)
and then expressed in a similar form to the ζ as










where the parameters NS have absorbed all those NCDM and Nγ in 3.70. In general the
notation XI is introduced to accommodate both modes, X1 = ζ , X2 = S. Here the N
parameters gain an extra index on top signifying which mode they belong to,
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The power spectrum of the primordial modes XIk can be expressed using (3.72),
〈XIkXJk′〉 = (2pi)3δ(k + k′)P IJ(k), (3.73)
where to leading order, P IJ(k) = δabN IaN
J
a Pδφ(k). It is possible to have a mixed power
spectrum where I 6= J . All power spectra are normalised to the adiabatic power spectrum
(using Bardeen potential), which is defined as PΦ ≡ PΦΦ. Giving














Identical scale dependence for the adiabatic and isocurvature power spectrum nadis = n
iso
s




is assumed to be constant.
3.2.6 Example: Simple Curvaton Model
One example of a multi-field model is known as the curvaton [29, 30, 31]. Here a second
field is present during inflation known as the curvaton, σ. This field picks up perturbations







Once the inflaton has decayed into the standard species found in our Universe through a
reheating process (which happens when it rolls into a potential well and oscillates), the
curvaton starts undergoing the same decaying process. In particular the curvaton decays
into a matter-like species and therefore decays as a−3 becoming the dominant component
(see figure 3.1). It then decays into radiation and CDM. This would be in addition to the
CDM and radiation that decayed from the inflaton, resulting in a difference in ratios for
these particles to the other types and the excitation of an isocurvature mode. Within
this framework there are many possibilities as to what physics could happen. Would the
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Figure 3.1: The energy density of radiation and the curvaton after the inflaton has de-
cayed. Note the curvaton becomes the dominant component and then decays into radia-
tion. It could also decay into CDM. [25]
decay of the curvaton favour radiation or CDM? These are determined using theoretical




represents the fraction of I (either radiation or CDM) created by the decay of the curva-
ton, σ. Here γAσ is the branching ratio based on the decay rates of σ. fC in particular
measures the decay from σ to CDM. Another parameter used to specify what could hap-




where Ω˜ ≡ (1 + ωi)Ωi and measures how much the curvaton decays into radiation. One
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These model parameters specify a specific scenario within the curvaton context. Mea-
surements from the CMB can be used to determine parameters which are made up of
different delta-N type parameters defined above. These delta-N parameters in turn are
linked to those model parameters which determine which curvaton scenarios can happen.
Therefore getting bounds on measured parameters can be related to possible bound on
model parameters. An example of this can be seen in [13], where the different modes are
defined as



















Here ζinf is the primordial curvature mode generated by the inflaton and Sˆ ≡ 2 δσ∗σ¯∗ is
the Gaussian isocurvature component measured from the perturbation to the curvaton at




















































f 2c (3− 4fc)− 3z3
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The zi and si parameters are then linked to measured parameters in the CMB through the
power spectrum, bispectrum and trispectrum.
3.3 From re-entry to measuring them in the Cosmic Mi-
crowave Background
Different modes will re-enter the horizon at different times during cosmic history. This
is dependent on their scale, k. Larger scales are entering the horizon at more recent
cosmological times. Smaller scales enter at a more distance time in the past so any
primordial measurement from these scales needs to take the evolution of the universe
since they re-entered the horizon. This section outlines the behaviour of different scales
and how they can be seen at different parts of the Cosmic Microwave Background.
3.3.1 Measuring the CMB
The temperature anisotropies of the CMB have been measured by different generations of
experiments over the recent decades including satellites in earth orbit such as COBE [7],
WMAP [8] and Planck [32]. Ground based experiments such as the Atacama Cosmology
Telescope, ACT, [33] and the South Pole Telescope, SPT, [34] have supplemented the
results and measured the very small scales. The anisotropies can be statistically analysed
and used to infer what the early Universe was like. This section looks at how the power
spectrum derived in the previous section can be linked to the anisotropy measurements
of the CMB.
The temperature at any position in the sky Ωrˆ is expressed as
T (Ωrˆ) = T0 [1 + Θ(Ωrˆ)] (3.82)
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where T0 = 2.728± 0.004K [4] and
Θ(Ωrˆ) ≡ ∆T (Ωrˆ)
T0
(3.83)
contains the perturbations of the temperature distribution and is dependent on direction.










The information coming from the temperature anisotropy is now contained within the








l′m′dΩrˆ = δll′δmm′ and contain the angular dependence.
The variance of the alm’s provide a measurement of the angular power spectrum,
〈alma∗l′m′〉 = δll′δmm′Cl. (3.85)
For a given l there are (2l+1) possible m values, giving each value of l a total of (2l+1)
alm’s. This distribution of alm’s is sampled when each l is measured. Each of these
alm’s have the same variance (due to statistical isotropy). Measuring all the m modes for
a single l is essentially sampling that one distribution. This means the higher l’s have
more samples measured. In the case for l = 2, there are only five samples that are taken,
so there is a greater uncertainty on the distribution than say l = 100, where there are a
possible 201 samples. This is known as cosmic variance.
These a`m’s and Cl’s are linked back to theory using transfer functions, gIT l(k). As






















Each a`m is only dependent on a particular mode of the spherical harmonic, i.e. its l and
m value. There is an integral over all possible scales k.




dτSIX(k, τ)PXl(k |τ0 − τ |) (3.88)
where SIX(k, τ) contains the physics and is known as the source term. PXl(k |τ0 − τ |)
is known as the projection and are generally combinations of Bessel functions. The
source terms describe what happens to the matter content of the Universe at the time of
recombination. This is a direct influence of the perturbations described in the previous
section. The source terms solve the Boltzmann equations for the different components of
matter at the time of recombination within the setting of the perturbations coming from
more primordial times. Full details can be found in [16].
The adiabatic mode may be represented by R, ζ or ΦB. Different transfer functions
can be generated to bring each of these to the modern day. In some cases, such as ζ and
Φ there is a linear relationship between the two which can be exploited. For simplicity
the Bardeen potential ΦB is chosen to represent the adiabatic perturbation as traditional
non-Gaussian parameters in the literature are defined using this convention [35]. From
now on it is referred to as simply Φ.
In the case of isocurvature a different transfer function is required due to the change
in initial conditions. Also by convention the isocurvature mode is defined relative to the
adiabatic mode, so the choice of normalisation for the adiabatic mode will also influence
a factor in the transfer function of the isocurvature mode. The isocurvature mode used in
this work is based on a CDM isocurvature mode. Additional isocurvature modes could
be included in the analysis.
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As there are two different modes, there are three different possible contributions to the








T l (k). (3.90)

























∣∣gΦT l(k)∣∣2 . (3.92)
In addition to temperature modes, it is possible to measure the polarisation of the
CMB photons. This is due to Compton scattering during recombination. These modes
are represented as E and B modes and each have their own transfer functions. It is then
possible to measure power spectra for each polarisation mode, along with mixed power
spectra TE and TB. This work only concentrates on the Temperature modes, but Polari-
sation modes do add significant signal to Isocurvature modes [36].
3.3.2 At recombination
Following reheating, the Universe is composed of radiation, baryons and CDM. The
smallest scales come in earlier in the past when the Universe was radiation dominated.
The baryons and photons are coupled through electromagentic interactions and in essence
form a single fluid. There is also CDM present which does not interact with this fluid
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and traces out perturbations re-entering at all scales through gravitational collapse. This
perturbation in the density of the CDM grows as the Universe expands.
The baryon / photon fluid has two forces acting on it, first the gravitational collapse
which is also tracing the perturbations and the CDM tracing these perturbations. The
second is the pressure from the photons which act as a restoring force. An overdensty
in the fluid falls into a CDM potential well and is compressed until this is stopped by
the pressure from the photons. This pressure is then stopped by the weight of the fluid
and the gravitational pull of the CDM. These two opposing forces set-up an acoustic
oscillation. This continues through radiation / matter equality and recombination. Here
the CMB photons are released and these oscillations can be measured in the CMB power
spectrum.
Recombination occurs at about the same time across the entire Universe, catching
different modes at different stages in their acoustic oscillations. The largest scale would
have not completed a full cycle of compression due to gravity and expansion due to the
pressure from the photons. The smaller scales would have completed one oscillation if
not more. These phases were frozen at recombination and projected through the CMB
photons to what is measured now.
When projecting the power spectrum to the Cl’s as the l increases, the angular size
in sky and therefore the scale gets smaller. The different peaks indicate the scales where
maximum compression for this oscillation in the fluid at recombination. These modes
were undergoing the greatest gravitational collapse and had trapped more photons, hence
the greater power. The troughs correspond to the scales where the rarefaction was at
its greatest, resulting in less power. The scale of the horizon is approximately found at
l = 200. The first peak is seen at a slightly smaller scale as this represents the largest
scales that just had time to compress as they entered the horizon and not completed a full
cycle.
Looking at a map of the CMB Temperature anisotropies, the cold spots represent the
areas where there were photon are found in gravitational wells. This is counter-intuitive
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Figure 3.2: First year PLANCK data showing the different peaks in the angular power
spectrum. Different features from recombination can be seen in the position and ampli-
tude of the peaks. The data is then used to constrain cosmological parameters.[37]
as these photons are considered more energetic and can instinctively be thought of as
hotter. But in these gravitationally high area, the photon loses more energy getting out of
the potential well and ends up with less energy than the average in the CMB.
3.3.3 Very large scales
On very large scales the modes were still outside the horizon at recombination. These
scales therefore haven’t experienced any subhorizon evolution, making it easier to calcu-
late the primordial power spectrum. Measurement is difficult due to large cosmic vari-
ances at these scales. This is known as the Sachs-Wolfe regime, [38] and the transfer
functions for these scales are simply the geometric projection and contain a constant
source terms representing the potential, gSWTL =
1
3
jl(k[τo− τrec]). This makes the angular
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Figure 3.3: First year PLANCK CMB Map showing different hot and cold spots. [15]





where A ≈ 6× 10−10 acts as scalar factor to match observations. This approximation is
possible due to the nature of integral of the Bessel functions. This approximation gives
an analytical check of complex computated results for these large scales.
3.3.4 Isocurvature in the CMB
Using the isocurvature transfer functions it is possible to plot the angular power spectrum
for different cases where there is a universe with a single excited isocurvature mode. This
isocurvature mode could be of any type, in [37] these power spectra are plotted for a joint
CDM and baryon mode (as they give an almost identical power spectra) (CDI) and two
neutrino modes; one formed from a spatial variation in its equation of state (NDI), the








∣∣gIT l(k)∣∣2 . (3.95)
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where I is the type of isocurvature mode. This work looks at the CDM isocurvature
mode, here the presence of an entropic pressure 3.64 shifts the peaks of the CMB. The
first peak is shifted to l = 330. Figure 3.4 shows this shift (red line represents a fully
Figure 3.4: Angular Power Spectrum for different isocurvature modes compared with the
adiabatic mode. [37]
CDM-isocurvature model, black represents fully adiabatic) in peaks. Full details on the
isocurvature power spectrum can be found in [37].
As the observed power spectrum mostly fits the adiabatic power spectrum, any isocur-
vature contribution would need to be sub-dominant. Current measurements provide
bounds for isocurvature models. These parameters are defined using the delta-N nota-











Latest results in give βiso < 0.0025 for a CDM curvaton model [37]. This gives a very
severe limit of the amount of isocurvature that can be present using power spectrum
measurements. However it may still be possible to see contributions from isocurvature
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using higher order statistics for non-Gaussian models. This is outlined in the next few
chapters.
Chapter 4
Non-Gaussianity, Estimators and the
Bispectrum
This chapter introduces the basic tools required to build the required statistics for measur-
ing non-Gaussianity, these are the multi-point correlation functions of the cosmological
fields. This chapter focuses on the three-point correlation and its Fourier equivalent the
bispectrum. The bispectrum is also projected to harmonic space as the angular bispec-
trum which is used to measure non-Gaussianity in the CMB.
Section 4.1 gives a brief introduction to non-Gaussianity and its different types. Sec-
tion 4.2 then studies the bispectrum for models with both adiabatic and isocurvature
modes. Our results calculating bounds for the six parameters in the model are presented
and compared to previous results in the literature.
4.1 Non-Gaussianity
Non-Gaussianity is caused by non-linear interactions in the modes. There are an infi-
nite number of ways a field can be considered non-Gaussian yet only one way it can be
Gaussian. In terms of inflation models, models such as the single-field canonical slow
57
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roll model give a Gaussian distribution. Deviation from these conditions leads to non-
Gaussianity of some form. Anything but a very small detection of non-Gaussianity would
rule these simple models out [18].
Non-Gaussianity is measured using higher order correlation function, such as the
3-point correlation function. For Gaussian models this would be zero due to Wick’s the-
orem [?]. If a signal is detected from this measurement some form of non-Gaussianity
must be present. The 4-point correlation function is also used to measure non-Gaussianity,
even though it contains a Gaussian contribution. The Fourier transform of the 3-point
and 4-point correlation functions are known as bispectrum and trispectrum respectively.
Their projection to the CMB are known as the angular bispectrum and trispectrum. The
parameters used parametrise the bispectrum are known as fNL parameters. The trispec-
trum is parametrised by parameters known as τNL and gNL. In k-space the bispectrum is
represented by a triangle and the trispectrum is represented by a quadrilateral.
Different types of non-Gaussianity can occur, each requiring their own set of fNL,
gNL and τNL parameters. Different inflation models will generate these different types
of non-Gaussianity. These different types will favour specific type of geometries in k-
space depending on which shape the signal favours. In the bispectrum there are three
different scales, ki which form a triangle. For example the squeezed configuration, where
k3  k1 ' k2, is favoured by local type models of inflation [41, 42, 43]. These are
models where non-Gaussianity is generated outside the horizon. This tends to happen for
multi-field models.
Figure 4.1: Different bispectrum shapes. The non-Gaussian signal peaks at these shapes
for the different type of models,the squeezed shape (a) is produced by multifield models,
the equilateral shape (b) is favored by models with non-canonical kinetic terms and (c)
the folded shape by models with different vacuum to the Bunch-Davies vacuum. [44]
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Another type of shape is Equilateral, where the signal peaks when k1 ∼ k2 ∼ k3, [45]
i.e. when wavelengths of similar length therefore cross horizon at the same time. This
type of non-Gaussianity is favoured by non-canonical kinetic terms [46]. The folded
shapes occurs when k1 ≈ 2k2 ≈ 2k3, these are favoured by models which don’t have a
Bunch-Davies vacuum [47]. There is also the orthogonal shape which is a combination of
both equilateral and folded shapes, favoured by models with higher derivative interactions
[46].
Each of these shapes require a new parameter. These new parameters provide new
ways to probe data and help test the early universe and decide between competing mod-
els. In many inflation models, the number of inflation parameters would be significantly
greater than simply available with just the power spectrum. Current bounds on these
parameters are f localNL = 2.7± 5.8, f equilNL = −42± 75 and f orthoNL = −25± 39 [40].
In this work, the local form of non-Gaussianity is studied as it is generated by multi-
field models which also could generate an isocurvature mode. This work looks at what
happens when non-Gaussianity is measured with both the adiabatic and isocurvature
mode present. Previous works [12, 49, 50] have looked at the bispectrum when both
modes are present. This work looks at the trispectrum when both modes are present.
Some theoretical groundwork already exists [13] but bounds have not been calculated.
Primordial Perturbations of the Local Form
This work focuses on models where there are two kinds of primordial perturbations, the
adiabatic mode (Φ) and the CDM isocurvature mode (S). The following calculations can
also be generalised to include other types of isocurvature modes [49]. A simple non-
Gaussian model for these modes uses the local form in real space. The non-Gaussian
fields Φ(x) or S(x)
Φ(x) = φ(x) + f localNL
(
φ(x)2 − 〈φ(x)2〉)+ glocalNL φ(x)3 (4.1)
S(x) = s(x) + f SNL
(
s(x)2 − 〈s(x)2〉)+ gSNLs(x)3 (4.2)
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where φ(x) and s(x) are assumed to be Gaussian. The amount of non-Gaussianity in each





all these parameters were zero the fields would be purely Gaussian.
The above equations are Fourier transformed into
















































From this point on, the following notation is introduced to simplify future calcula-
tions, X1k = Φ(k) and X2k = S(k). In the Gaussian case each k-mode is linearly inde-
pendent. This form for the modes is convenient when looking at models with only one
type of mode, so models with only an adiabatic component or an isocurvature compo-
nent. When dealing with models where both modes are present and mixing, this model of
parametrising non-Gaussianity is quite limited. It is easier to reintroduce the δ N notation
from the last chapter and express the non-Gaussian parameters in terms of N’s,
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4.2 The Bispectrum
In this section the three-point correlation function and its equivalent in Fourier space, the
bispectrum are derived for the primordial modes XIk using the delta N notation. This
section also derives the fNL parameters which measure the non-Gaussianity. This is ex-
trapolated to the CMB through the angular bispectrum 〈a`1m1a`2m2a`3m3〉 and the reduced
bispectrum. Estimators for f localNL are also introduced. The bounds on non-Gaussian mea-
surements from Planck using these are also calculated.
4.2.1 The Primordial Bispectrum
The primordial bispectrum is the another name for the three point correlation function
of the primordial modes 〈XIk1XJk2XKk3〉. To calculate this quantity we use the linear and









The complete three-point function in terms of the N ’s is a lengthy and tedious calcu-
lation. Instead of presenting all the terms, examples are provided for the different types
of terms produced. These can then be extrapolated to give the complete function. The







cd 〈δφak1δφbk2(δφc ∗ δφd)k3〉,
where each term has a four point correlator of the field δφ. Two of these δφ come from
one of the second order terms, in the above example it comes from XKk3 , while the other
two come from the linear terms of the two remaining primordial modes, XIk1 X
J
k2 .
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The integral
∫
δ3(k1 +p)δ3(k2 +k3−p)d3p results in a Dirac-delta function δ3(k1 +k2 +
k3). Under this function the term is said to be connected; so in k-space the three scales
form a closed triangle. This is a result of the imposed homogeneity. Using the definition
for the δφ power spectrum the term becomes
λK,IJδ3(k1 + k2 + k3)(2pi)3Pδφ(k1)Pδφ(k2).









The remaining non-leading terms in the bispectrum include ones with odd-order cor-







de〈δφak1(δφb ∗ δφc)k2(δφd ∗ δφe)k3〉
which are zero due to Wick’s theorem. The remaining terms contain larger even-order
correlators are ignored as their signals are a lot weaker than the four point correlator; a
six-point correlator contains an extra power spectra of the order 10−10. The next non-
zero correlator would be an eight-point correlator, giving yet another additional power
spectrum of order 10−10 making it even weaker than the six-point terms, let alone the
four point terms.
This leaves the initial leading order terms discussed above containing different pairs
of power spectra and the λK,IJ type parameters. There are many ways of combining the
three XIk potentials to get these leading terms all of which together give the primordial
bispectrum BIJK(k1, k2, k3),
〈XIk1XJk2XKk3〉 = (2pi)3δ(k1 + k2 + k3)BIJK(k1, k2, k3) (4.8)
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where




To aid in comparison to the standard parametrisation of the local type non-Gaussianity
[35], the bispectrum is normalised using the adiabatic power spectrum
BIJK(k1, k2, k3) = 2[f
I,JK









In this normalisation, f localNL = f
Φ,ΦΦ
NL .Mixing both adiabatic and isocurvature modes result
in eight fNL amplitudes. However some of these are identical based on their definitions
such as f I,JKNL = f
I,KJ
NL [12, 49]. This symmetry reduces the total of independent fNL type
parameters to six. The following notation, introduced in [12] takes these symmetries into
account and simplifies the notation;
f 1NL = f
Φ,ΦΦ
NL ,





f 3NL = f
Φ,SS
NL ,
f 4NL = f
S,ΦΦ
NL ,





f 6NL = f
S,SS
NL .
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4.2.2 The Angular Bispectrum
The angular bispectrum can also be measured within the CMB making it possible to use
it in the measurement of fNL type non-Gaussian parameters. However the problem now
lies in the total number of possible angular bispectra. A theoretical derivation of the
angular bispectrum 〈a`1m1a`2m2a`3m3〉 containing the primordial bispectrum can also be
calculated. This links the CMB measurements to the inflationary parameters.
The range of l’s measured for Planck is l = 2−2, 500 [32]. Each of these l’s has (2l+
1) m values which are measured which as discussed earlier measures the same physics.
This happens when measuring a combination of l’s that form the angular bispectrum.
The total number of different angular bispectra can be reduced using isotropy arguments
removing the m dependence on the statistic. This new reduced statistic is known as the
reduced bispectrum. This can be also done to both the observed and theoretical angular
bispectra.
The Reduced Bispectrum
The reduced bispectrum is defined as the rotationally invariant part of the full angular
bispectrum, losing any m-dependence. First the angle-averaged bispectrum, Bl1l2l3 , is








 l1 l2 l3
m1 m2 m3
 have been introduced. These are used in
quantum mechanics to encode geometrical weightings in the angular momentum of dif-
ferent states. It also encodes which combinations of l and m are possible. If an l,m
combination is not physically possible the symbol will equal zero. Full details can be
found in Appendix B.
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The full angular bispectrum can also be expressed as
〈a`1m1a`2m2a`3m3〉 = Gl1l2l3m1m2m3bl1l2l3 (4.13)
where Gl1l2l3m1m2m3 is the Gaunt integral and bl1l2l3 is the reduced bispectrum. The Gaunt




or as a combination of Wigner-3j symbols
Gl1l2l3m1m2m3 =





 l1 l2 l3
0 0 0
√(2l1 + 1)(2l2 + 1)(2l3 + 1)
4pi
. (4.16)
The Wigner 3-j symbols with zero m values ensure that triangular conditions are pre-
served on l1,l2 and l3. These includes the condition that the sum l1 + l2 + l3 has to be an




 l1 l2 l3
m1 m2 m3

 l1 l2 l3
m1 m2 m3
 = 1 (4.17)
the angle-averaged bispectrum can be written in terms of the reduced bispectrum, bl1l2l3 ,
Bl1l2l3 = hl1l2l3bl1l2l3 . (4.18)
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In some papers the angle-averaged bispectrum is defined as the reduced bispectrum. A
more complete derivation for the reduced bispectrum involving transformations in m-
space can be found in [51].















which contains the previously derived primordial bispectrum (4.8). The Dirac-delta func-


























Full details of this expansion can be found in Appendix A. The expansion brought in
some Bessel functions jl(kr). These functions depend on a real parameter r which came
with the plane wave expansion, the wave vector in Fourier space k and the harmonic
space l. The expansion also introduced the Gaunt integral in its spherical harmonic form.






















Remember the primordial bispectrum BIJK above is made up of terms containing pairs
of power spectra and their respective f I,JKNL parameters (4.10).
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The terms within the reduced bispectrum can be rewritten into different integrals
based on the dependency on the different k modes. For example, one of the power spec-
tra could depend on the magnitude of scale k1, which combined with the other terms
dependent on k1, such as the Bessel function jl(k1r) and the transfer function gIT l(k1)








As each term in BIJK contains two power spectra, each term in bl1l2l3 contains two beta
functions. The remaining Bessel function together with its transfer function form the

























Here the standard symmetric notation (l1l2l3) = [l1l2l3 + 5 permutations ] /3! has been




Each different f I,JKNL has its own bispectrum shape b
I,JK
l1l2l3
. All the eight bispectra
together with their parameters add up to the reduced bispectrum, bl1l2l3 . As discussed
above there are only six distinct fNL parameters. When there is a degeneracy, such as
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f I,JKNL = f
I,KJ
NL their associated bispectra b
I,JK
l1l2l3
and bI,KJl1l2l3 both contribute to the one pa-





























































In summary, the combination of two different transfer functions in the definition of
alm, representing the presence of two different modes, results in six possible bispectra
arising from the six different independent fNL terms in the three point correlation func-
tions of the primordial curvature. The amplitudes for these six different bispectra are our
non-Gaussian parameters which can be measured from WMAP and Planck CMB data.
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4.2.3 Estimators and their Bounds
The problem with using the bispectrum as a statistical tool to measure non-Gaussianity
is the weak signal found in each individual combination of l and m’s. Each unique com-
bination of li’s (known as a geometry) have many different mi combinations to sample
from (similar to the case in the Cl’s), but all these together still give a small signal that
makes it impossible to measure non-Gaussianity using each individual geometry. In the
case of a simple adiabatic model there is one parameter parametrising the entire set of
bispectrum geometries. Instead of measuring this parameter for each geometry, the in-
formation from all these geometries is reduced to a single number. The statistical tool
used to get this measurement is known as an estimator. The basic outline of how these
estimators are derived is found in Appendix A.
Different types of non-Gaussianity are measured using different estimators based on
different parameters. This includes variations on the type of early universe models, so
whether it is local, equilateral or orthogonal. In the case of multi-field models and the
presence of two different modes, there are now six different fNL parameters each requiring
a different estimator.
Using an estimator does not give an exact result; there will be some uncertainty. This
uncertainty is measured in the estimators signal-to-noise (SN). Some of this uncertainty
comes from cosmic variance, the measures of how large a sample size there is for all
the bispectrum geometries measured in the estimator. The smaller the scales in the ge-
ometries, the larger the sample becomes. Another source of uncertainty comes from the
beams used to measure the temperature anisotropy. As the scales measured get smaller
and approach the size of the beam, the noise overwhelms the signal. This is introduced
to the calculations as a beam function. For Planck l’s upto an lmax = 2500 are consid-
ered [32], however by these scales the additional signal is already very small. One-sigma
bounds are then calculated for each bound based on the calculated from the SN. In the
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case of mixed mode there are multiple parameters which are not completely indepen-
dent. In this case a Fisher matrix is calculated instead of the SN. Details on how these
are derived are also found in Appendix A.
KSW fNL Estimator
The full derivation for a Maximum Likelihood Estimator (MLE) can be found in Ap-
pendix A. In the case of the bispectrum this type of estimator is used to measure fNL
parameters. For the initial calculations a simple adiabatic model will be discussed where
there is only one parameter f localNL . Here the observable is the angular bispectrum which



















Here the map, represented by the theoretical angular bispectrum 〈a`1m1a`2m2a`3m3〉 is
acting on the observed angular bispectrum 〈aobs`4m4aobs`5m5aobs`6m6〉. Between these two sits a
variance between both bispectra. This term is normalised by a similar term, this time
the term is fully theoretical. All these terms are summed over all the possible l and m
combinations.
The covariance in both parts of the estimator can be reduced using
〈a`1m1a`2m2a`3m3a∗`4m4a∗`5m5a∗`6m6〉 = 〈a`1m1a∗`4m4〉〈a`2m2a∗`5m5〉〈a`3m3a∗`6m6〉
+〈a`1m1a∗`5m5〉〈a`2m2a∗`4m4〉〈a`3m3a∗`6m6〉
+ 4 other permutations . (4.29)
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Using the definition for the Cls Cl = 〈alma∗l′m′〉δll′δmm′ reduces the variance to,
〈a`1m1a`2m2a`3m3a∗`1m1a∗`2m2a∗`3m3〉 = Cl1Cl2Cl34l1l2l3 , (4.30)
where4l1l2l3 is defined as
4l1l2l3 =

1 l1 6= l2 6= l3
2 l1 = l2 6= l3 or l1 6= l2 = l3
6 l1 = l2 = l3

and accounts for all additional possible pairs that are non-zero when non-degenerate l’s
are present.
















This is also the expression for the SN of f localNL .
The theoretical bispectrum can be rewritten in terms of the reduced bispectrum and
















CHAPTER 4. NON-GAUSSIANITY, ESTIMATORS AND THE BISPECTRUM 72
The above estimator was found to be computationally expensive. In [52] using the fact




























which is computationally much less expensive.
In the case of the six different gNLs the above estimator can be adapted for all six
parameters. As the estimator is the maximum of the probability distribution function
with respect to the amplitude being estimated any other terms would not be present but















The variance should contain both adiabatic and isocurvature C ′ls but due to observational
constraints on the isocurvature Cl’s any other Cl that is not purely adiabatic can be ne-
glected [40]. Another form for the of estimators of these six parameters is found in [53].
Calculating Bounds
The bound for measuring f localNL with Planck has been calculated [40]. In the case of isocur-
vature, bounds have also been calculated for a purely isocurvature universe [50]. The
bounds have also been measured for the six parameters in the case when both modes
are present and mixed [12, 49]. The aim of this work is to calculate the bounds for the
non-Gaussian parameters coming from the trispectrum for a Planck-like measurement.
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In calculating those bounds, a bispectrum code was written to check the methods used
against published results.











The numerator is a product of reduced bispectra (i.e. the Signal) and the denominator
is the Gaussian variance of the angular bispectrum (or the Noise). The weighting in the
variance is identical to that found in the estimator. The more degenerate the combinations
of l’s are, the greater the number of possible non-zero Cl’s in the variance. The summa-
tion is over all the possible unique bispectrum geometries, represented by the l1 ≤ l2 ≤ l3
sum. In some of the literature this is replaced by a summation over all the possible l’s
from l = 2− 2, 500 for all li. This sum contains geometries which are reappeared, this is
accounted for through a 1/6 factor.
The Fisher Matrix represents the correlation that exists between all six different pa-
rameters. As it is a symmetric matrix there are a total of 21 independent elements. Each
of the diagonals represents the SN for each of the parameters in the case where they
are the only non-fixed parameter, i.e. the SN for a model with only adiabatic modes is
the (1, 1) element, while the SN for a model with only isocurvature modes is the (6, 6)
element.
The numerical code for calculating this Fisher matrix was based on the code used to
calculate the Fisher matrix for gNL trispectrum parameters. The Fisher matrix for a mixed
adiabatic / isocurvature model, based on taking measurement from a Planck-like satellite
and WMAP-7 cosmic parameters is found in table 4.1.
The Fisher matrix is used to calculate the bounds on all six fNL parameters for an
optimal estimator measuring each parameter with data from a Planck-like satellite. These
bounds are the square root of the diagonals of the inverse Fisher matrix and are given as
∆f iNL =
√
F−1ii = 13.7, 8.8, 833.8, 314.5, 899.0, 582.7. (4.39)
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(Φ,ΦΦ) (Φ,ΦS) (Φ, SS) (S,ΦΦ) (S,ΦS) (S, SS)
(Φ,ΦΦ) 4.1× 10−2 5.9× 10−2 3.7× 10−4 2.6× 104 7.1× 10−4 5.0× 10−4
(Φ,ΦS) - 9.9× 10−2 6.7× 10−4 3.6× 10−4 1.2× 10−3 8.8× 10−4
(Φ, SS) - - 1.0× 10−4 6.0× 10−5 1.5× 10−4 8.1× 10−5
(S,ΦΦ) - - - 4.7× 10−5 9.2× 10−5 5.0× 10−5
(S,ΦS) - - - - 2.6× 10−4 1.6× 10−4
(S, SS) - - - - - 1.3× 10−4
Table 4.1: Fisher matrix elements for the bispectrum for Planck, lmax = 2500
These bounds are larger than those calculated in [49] as only the CMB temperature modes
have been considered, the additional polarisation modes would reduce this bound due to
their additional signal. For models where there is only an adiabatic mode, the (1, 1)






This is of the same order of magnitude as the bound given in recent Planck papers [40].
The bound is a lot smaller when assuming f localNL is the only non-fixed parameter. The
interesting result above is the smaller bound on the second parameter, f 2NL = f
Φ,SΦ
NL . The
bispectrum is a combination of two power spectra (determined by the two symbols after
the comma) and three transfer functions (determined by all three symbols). The com-
bination of one isocurvature power spectrum, one adiabatic power spectrum, two adia-
batic transfer functions and one isocurvature transfer function gives a larger signal and a






which is smaller than the bound for f localNL when that is the only non-fixed parameter. How-
ever this small bound isn’t useful as it represents an inflation mode where there would
only be a fΦ,SΦNL parameter present.
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4.2.4 Comparison with previous results
The Fisher matrix elements calculated for the fNL type parameters were compared with
previously published bounds. To make an accurate comparison some of these bounds
required a conversion factor depending on their definitions of fNL.
The first comparison made is against Langlois and van Tent [36] (LvT). The method-
ology used in their work was used as a basis for the trispectrum calculations, therefore
matched our bispectrum test case. In LvT they include bounds when only the temperature
modes are used. This is used to compare with the results calculated above.
LvT use a different definition for their fNL’s as they normalised against ζ the primor-
dial curvature instead of Φ, the Bardeen potential,
fˆNL
ζ,ζζ ≡ λI,JK/Aˆ2 (4.42)
where Aˆ ≡ δabN ζaN ζb . The PΦ(k) = (3/5)2Pζ(k) relation was used to calculate a conver-
sion factor between their work and ours.
The choice of power spectrum normalisation has an effect on which transfer functions
are used. They use transfer functions which bring the initial curvature after inflation
to the modern day and compared against the measured CMB anisotropies, (gζT l(k)ζk ∼
Cl). The transfer function can also be derived to bring the Bardeen potential to CMB
measurements, (gΦT l(k)Φk ∼ Cl). The measured Cl is the same in both cases and by
definition of the transfer functions there is a relation between them, gΦT l = (5/3)g
ζ
T l.
Their reduced bispectrum was also defined in terms of ζ rather than Φ. Here the
reduced bispectrum is a combination of transfer functions and power spectra, where some





bζ,ζζ as the conversion factor.





LvT do not include this factor in their definition of fˆNL
I,JK
. This also carries through
to the comparisons of the reduced bispectrum, making the bispectrum conversion rate
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i in F ii [36] [36] × (6
5
)2 Ours
1 2.5× 10−2 3.60× 10−2 4.05× 10−2
2 6.0× 10−2 8.64× 10−2 9.89× 10−2
3 6.4× 10−5 9.22× 10−5 1.04× 10−4
4 3.0× 10−5 4.32× 10−5 4.73× 10−5
5 1.6× 10−4 2.30× 10−4 2.55× 10−4
6 8.3× 10−5 1.20× 10−4 1.31× 10−4
Table 4.2: Comparison of our results against [36]. LvT’s results are slightly smaller than







bζ,ζζ . Each Fisher matrix contains a square of the reduced bispectrum, so





Table 4.2 gives the comparison for the six diagonal elements in the Fisher matrix.
Any remaining differences could be due to the different assumptions made for the beam
and noise functions.
The second comparison is with work done by Hikage et al. (Hik) [50]. They looked
at how correlated the local and equilateral fNL parameters are in models where there is
only an adiabatic mode or an isocurvature mode present. The SN results from their lo-
cal results are compared with the (1,1) and (6,6) elements of our Fisher matrix. They
give results for the ideal case, where the bound is only due to cosmic variance, removing
any differences due to different beam and noise models. Our (1,1) element is compared
against their SN calculations for their adiabatic-only local case. They use identical def-
initions for their αΦl (r) and β
Φ











= 9.3 × 10−2. Note
this is larger than the result in table 4.2 as it is the ideal bound.
In the case of the isocurvature results, Hik normalised against ζ , similar to LvT, but











= 3.1×10−4, converting it becomes 1.1×10−4 matching our Fisher matrix






= 1.1× 10−4 for the ideal case.
One final comparison is between LvT and Hik. As with our comparison with Hik,
only the (1, 1) and (6, 6) elements of the Fisher matrix can be compared. In this case
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both works give results including the polarisation modes. The conversion rate for the
adiabatic (or (1,1) element) calculations from Hik to LvT is (5/6)2. Applying this to the
Hik gives a SN of 4.03 × 10−2, which is close to the LvT result, Fˆ 11 = 3.9 × 10−2. In
the case of isocurvature, the only differences between the two bispectra arises from the
factor of (1/2), giving the conversion from Hik to LvT as (1/2)2. After this conversion
Hik calculations give 2.25×10−4, which is close to the Langlois result Fˆ 66 = 2.1×10−4.
Chapter 5
Estimating and Forecasting gNL
This chapter focuses on the gNL terms of the four-point correlation, its Fourier equivalent
the trispectrum and its projection to the CMB, the angular trispectrum. Two cases are
looked at, one where there is only an adiabatic mode and one where both adiabatic and
isocurvature modes are present.
Section 5.1 looks at the primordial trispectrum for both gNL and τNL terms when both
modes are present. Section 5.2 defines the reduced trispectrum using the angular trispec-
trum. Section 5.3 looks at how gNL parameters can be measured using estimators and
looks at how precise these estimators are for Planck through bounds. This section out-
lines the code written to measure the bounds on gNL. Section 5.3 introduces isocurvature
modes to the code and outlines the results for the bounds for the eight gNL parameters
present. Section 5.4 outlines how these bounds could be linked back to theoretical pa-
rameters.
5.1 The Trispectrum
The main focus of this work is on non-Gaussianity that is measured using the angular
trispectrum 〈a`1m1a`2m2a`3m3a`4m4〉. This contains the four-point correlation functions
of the initial modes 〈XIk1XJk2XKk3XLk4〉. Most of the arguments from the last section can
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now be applied to this four-point correlation function, however there are some additional
complications as this section and the next few chapters outline.
One initial complication is having different types of leading non-Gaussian terms com-
pared to the bispectrum which only gave rise to one type of term. The leading non-
Gaussian contributions due to the trispectrum are parametrised by gNL-type or τNL-type
parameters. When isocurvature is present there is the added complication of having two
different modes which gives rise to multiple gNL and τNL parameters [13]. This section
derives the primordial trispectrum and shows how all these parameters arise.
Further complications arise as the trispectrum has a residual Gaussian contribution
(it is an even-number correlation function) and the additional k-mode opens up more
complex geometry to explore.
5.1.1 The Primordial Trispectrum
The third order term in (3.72) contains a convolution similar to that one found in the











. This play a similar
role as it did for the bispectrum, bringing different scales together under the Dirac-delta
functions, δ(k1 + k2 + k3 + k4). These terms are also said to be connected, T IJKLc and is
represented in k space as a quadrilateral, see figure 5.1. Some terms will have numerous
Dirac-delta functions, these are known as the unconnected components. This includes
the Gaussian components
〈XIk1XJk1XKk1XLk1〉 = T IJKLuc (k1,k2,k3,k4) (5.1)
+(2pi)3δ3(k1 + k2 + k3 + k4)T IJKLc (k1,k2,k3,k4).
With four XIk1’s there are many different 〈(δφ)n〉 order terms that contribute, from
n = 4 to n = 12. Due to Wick’s theorem we only require even pairs of δφak. The leading
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Figure 5.1: Trispectrum in k space. The added side gives rise to a much greater num-
ber of possible geometries when compared against the bispectrum space in k space, for
example, the trispectrum quadrilateral can go off plane.
connected terms in the trispectrum terms have a six point δφak correlation function. Any
higher order terms are suppressed relative to the six-point contribution.
The leading terms can be separated into their two different types,
T IJKLc (k1,k2,k3,k4) = T
IJKL
τNL
(k1,k2,k3,k4) + T IJKLgNL (k1, k2, k3, k4). (5.2)
These terms depend on which terms from the four initial XIk1’s make the final six point
δφak correlators. The two different types of term arise from different interactions between
the scales. The gNL terms can be thought of as the interaction terms coming from the
non-linear interactions of the cubic component, while the τNL terms can be thought of as a
power spectrum squared, or a scalar exchange. In local model this τNL term is essentially
a squared fNL term. Mathematically, the difference between them is the dependence on
the diagonal, as the τNL term depends on the diagonal scale composed of two scales and
the gNL terms only depend on the magnitude of the four initial scales.
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The Unconnected Component







These terms have unconnected delta functions,










×[δ3(k1 + k2)δ3(k3 + k4)δabδcdPδφ(k1)Pδφ(k3)
+δ3(k1 + k3)δ3(k2 + k4)δacδbdPδφ(k1)Pδφ(k2)
+δ3(k1 + k4)δ3(k2 + k3)δadδbcPδφ(k1)Pδφ(k2)]
which can be rewritten as,
T IJKLuc (k1,k2,k3,k4) = (2pi)
6[δ(k1 + k2)δ(k3 + k4)P IJ(k1)PKL(k3) (5.4)
+δ(k1 + k3)δ(k2 + k4)P IK(k1)P JL(k2)
+δ(k1 + k4)δ(k2 + k3)P IL(k1)P JK(k2)].
These are the remnant Gaussian terms that come from Wick’s theorem. The Gaussian
contribution should be removed before any non-Gaussian measurement can be made us-
ing the trispectrum.
Trispectrum from Quadratic Sources
The T IJKLτNL (τNL) component is the result of primordial trispectrum that comes from mix-
ing the squared terms of two of the primordial fields with the linear terms of the two
remaining primordial fields in the trispectrum. These three power spectra become a con-
nected trispectrum term which is normally parametrised by τNL-type parameters. One











δφc ∗ δφd)k3 (δφe ∗ δφf)k4〉.
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Here the last power spectrum in the brackets depends on the magnitude of the scale
which is the vector sum of two different scales, kij ≡ ki + kk. This vector represents
the diagonal of the quadrilateral. There are three possible diagonals k12 k13 k14, each
representing a different quadrilateral that the four k-modes k1 k2 k3 k4 can make.
Bringing all the terms of this type together gives
T IJKLτNL (k1, k2, k3, k4, k12, k13, k14) = λ
IJ,KL {Pδφ(k13) + Pδφ(k14)}Pδφ(k3)Pδφ(k4)
+λIK,JL {Pδφ(k12) + Pδφ(k14)}Pδφ(k2)Pδφ(k4)
+λIL,JK {Pδφ(k12) + Pδφ(k13)}Pδφ(k2)Pδφ(k3)
+λJK,IL {Pδφ(k12) + Pδφ(k13)}Pδφ(k1)Pδφ(k4)
+λJL,IK {Pδφ(k12) + Pδφ(k14)}Pδφ(k1)Pδφ(k3)
+λKL,IJ {Pδφ(k13) + Pδφ(k14)}Pδφ(k1)Pδφ(k2)
(5.5)
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afδbcδde [13]. The power spectrum is normalised to PΦ
giving the non-Gaussian parameters τ IJ,KLNL = 14λ
IJ,KL/A3,
T IJKLτNL (k1, k2, k3, k4, k12, k13, k14) = τ
IJ,KL
NL {PΦ(k13) + PΦ(k14)}PΦ(k3)PΦ(k4)
+τ IK,JLNL {PΦ(k12) + PΦ(k14)}PΦ(k2)PΦ(k4)
+τ IL,JKNL {PΦ(k12) + PΦ(k13)}PΦ(k2)PΦ(k3)
+τJK,ILNL {PΦ(k12) + PΦ(k13)}PΦ(k1)PΦ(k4)
+τJL,IKNL {PΦ(k12) + PΦ(k14)}PΦ(k1)PΦ(k3)
+τKL,IJNL {PΦ(k13) + PΦ(k14)}PΦ(k1)PΦ(k2).
As with the fNL type terms some of these τNL terms are effectively identical. For example




NL . Exploiting these symmetries leaves nine different parameters
[13];
τ 1NL = τ
ΦΦ,ΦΦ
NL ,





τ 3NL = τ
ΦΦ,SS
NL ,



















τ 7NL = τ
SS,ΦΦ
NL ,





τ 9NL = τ
SS,SS
NL .
Chapter Six will look continue with the τNL calculations, taking these terms found in the
primordial trispectrum to the angular trispectrum of the CMB.
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Trispectrum From Cubic Sources
This section and Chapter Five looks at the gNL type parameters. These terms are simpler
and quite similar to the bispectrum terms as they result from mixing the cubed term of one
of the primordial fields with the linear terms of the three remaining primordial fields in
the trispectrum. These three power spectra become a connected trispectrum term which
























after the integrations from the convolutions are carried out.
The T IJKLgNL component of the tripectrum is expressed as
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adδbeδcf [13]. Here we normalise to the adiabatic power
spectrum to give






where the non-Gaussian parameters have been defined as gI,JKLNL = 16λ
I,JKL/A3. Again




NL . This reduces









































5.2 The reduced trispectrum - gNL
As with the bispectrum, the reduced trispectrum is derived when the condition of statisti-
cal isotropy is applied to the full angular trispectrum. As the trispectrum has a more com-
plex geometry, this section outlines a more rigorous derivation for the reduced trispec-
trum from the earlier literature [51]. Wigner-D functions R [Ylm(Ωrˆ)] (see Appendix A)
are used to express a general rotation, R on the spherical harmonics Ylm and are used to
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for all possible rotations. Two of these rotations can be combined using and to show that










 l3 l4 L
m3 m4 M
 (−1)MTl1l2l3l4(L)
where Tl1l2l3l4(L) is known as the reduced trispectrum. This part of the trispectrum will
by definition remain invariant under any rotation and is therefore statistically isotropic.
Full details of this derivations, along with it’s generalisation to other correlation functions
can be found in [51].
In the above derivations L has been introduced, this L can be thought of at the pro-
jection of the diagonal kij into harmonic space, while the four li’s are considered to be
the sides of a quadrilateral in harmonic space. This L is dependent on which pairs of
rotations were initially combined. Standard definitions of the reduced trispectrum use
the pairs, (l1, l2) and (l3, l4) and the Wigner-3j symbols then enforce a set of triangular
conditions for each of these pairs with the L. The L chosen has the following range:
max(|l1 − l2|, |l3 − l4|) ≤ L ≤ min(l1 + l2, l3 + l4). The range of M depends on the
chosen L, −L ≤ M ≤ L. The other two possible pairs are considered as alternative
representations of the reduced trispectrum.
In the τNL terms, where there is a more explicit dependence on the diagonal in the
primordial trispectrum, it will be useful to project onto these alternative representations.
Due to the simplicity of the gNL terms this is not required at this stage. No angular infor-
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mation is lost in picking one L over the others as we always use the trispectrum in sums
over all possible geometries.
As with the bispectrum, the reduced trispectrum can be calculated for the measured

















contains 〈XIkiXJk2XKk3XLk4〉gNL , the primordial trispectrum for the gNL terms which itself
contains the delta function δ3(k1 + k2 + k3 + k4).
This delta function is expanded using the plane wave expansion (see equation B.18)
which introduces the real space vector r and the Bessel functions jl(k1r) after which the

































Yl1m1(Ωrˆ)Yl2m2(Ωrˆ)Yl3m3(Ωrˆ)Yl4m4(Ωrˆ)dΩrˆ can be expressed as Wigner
3-j symbols using equation (B.17) giving the angular trispectrum from equation (5.11) as


























In some of the gNL literature an extra-reduced trispectrum is defined, to avoid the L de-
pendence which is only present in the hl1Ll2 terms [54]. This extra-reduced trispectrum





























T gNLl1l2l3l4(L) ≡ hl1Ll2hl3Ll4tgNLl1l2l3l4 . (5.14)
For this gNL chapter we will refer to this extra-reduced trispectrum as the reduced trispec-
trum.
The theoretical form for the reduced trispectrum can also be written using αIl (r)
(4.23) and βIl (r) (4.22) functions introduced in the last chapter. All the terms within
T IJKLgNL contain three PΦ power spectra, giving three β
I
l (r) functions and an α
I
l (r) func-



















Here the standard symmetric notation
(l1l2l3l4) = [l1l2l3l4 + 23 permutations ] /4! (5.17)







the gNL non-Gaussian parameter used for the local model [35].
The above definition for the reduced trispectrum gives a total of sixteen different
trispectra, i.e. different (I, JKL) combinations when I = Φ or S. As in the last chapter
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some of the gI,JKLNL are identical [13]. The trispectra from these identical parameters are
combined into one reduced trispectrum. This reduces the trispectra to eight, all of which














































In models where only the adiabatic mode is present, there is only one (I, JKL) com-














































In summary the combination of two different transfer functions in the definition of
alm, representing the presence of two modes, results in eight possible trispectra aris-
ing from the eight different gNL parameters in the four point correlation functions of the
primordial curvature. The amplitudes for these eight different trispectra are our non-
Gaussian parameters which are measured using estimators for use on WMAP and Planck
CMB data. These estimates can then be used to constrain combinations of theoretical
parameters and their consistency relations [13]. The precision of these estimators can be
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calculated for Planck and other CMB experiments as well as the ideal case. There will be
additional trispectra shapes that arise from the τNL terms which will be discussed in the
next chapter.
5.3 Estimators and Signal-to-Noise for g local
NL
As in the case of the fNL parameters in the bispectrum, estimators are used to take mea-
surements of each of the gNL parameters. Details on how separable estimators for these
parameters are derived can be found in Appendix A. Once optimal estimators are derived,
the bounds on their accuracy are calculated. The section outlines the calculations and nu-
merics required to calculate these bounds. Specifically we have chosen to concentrate on
glocalNL first. In this simple example there is only one mode, an adiabatic mode coming from
an inflation model of the local type. As there is only one parameter the bound is calcu-
lated from the signal-to-noise (SN) for the optimal estimator. Due to the large number
of possible geometries when dealing with the trispectrum this calculation is carried out
using numerical methods. These complex codes all had to be optimised to shorten very
long calculation times.
5.3.1 gNL Estimators
As the gNL trispectrum is so similar to the bispectrum, estimators for the local fNL param-
eters can be extended to the local gNL parameters. Starting with the simple adiabatic case,




















1 l1 6= l2 6= l3 6= l4
2 l1 = l2 6= l3 6= l4 and perm
4 l1 = l2 6= l3 = l4 and perm
6 l1 = l2 = l3 6= l4 and perm
24 l1 = l2 = l3 = l4

.
N is also the expression for the SN of f localNL .

















As the reduced trispectrum is also separable the maps introduced for the bispectrum (see















which is computationally less expensive.
5.3.2 Signal-to-Noise Derivation
The full derivation for the SN for measuring glocalNL can be found in Appendix A. Similar
to the bispectrum it is the product of two trispectra summed over all possible geometries
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Here the sums are over all unique l and m combinations, which have once again been
represented by the (l1 > l2 > l3 > l4) in the sums. In some cases complete sums are used


















The SN is calculated to an lmax of 2,500 as this work is calculating the bounds for Planck.
Transfer Functions
The code uses CMBFast to generate the adiabatic temperature-mode transfer functions,
gΦT l(k) [55]. The CMBFast code allows for the maximum value of the k integral to be
changed easily, but the actual sampling was kept constant. This sampling is logarithmic
across k, giving the smaller k’s, i.e. the bigger scales, a greater sampling than the larger
k’s (smaller scales). The transfer function array contained 7.5 × 106 elements with a
sample of 3000 k’s and lmax = 2500.
αl(r) and βl(r) functions
The code for calculating these functions was written by Hikage for [50]. These functions
are combinations of the transfer functions together with the Bessel functions and in the
case of the βl(r) an adiabatic power spectrum which is modeled on a simple nearly scale
invariant power law (3.12). The αl(r) and βl(r) functions contain an integral over k
space. The resulting function depends on the value of l and r. The r intervals are evenly
divided from r = 0 to an rmax of 14.3Gpc. These functions were also stored in data files
which saved an array with 5.12× 107 elements.
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Channel 1 2 3
Frequency, GHz 100 143 217
θFWHM,c 10’ 7.1’ 5.0’
σT , K 2.5× 10−6 2.2× 10−6 4.8× 10−6
Weight, ωc 0.33 0.33 0.33
Table 5.1: Planck channels used in noise and beam models.
Beam and Noise models
The above derivation for the SN does not take into account any limitations coming from
the Planck instrument. To get more bounds for the proposed estimators, beam functions
are introduced to the theoretical reduced trispectrum [52],
til1l2l3l4 → bl1bl2bl3bl4til1l2l3l4 .
These beam functions account for the suppression of the signal as l approaches lmax. This
is dependent on the width of the beams used to measure the microwave signal which is





Multiple channels, c, are used to measure a signal, each with different FWHM values








The beam functions used in the code are based on the 100,143 and 217 GHz Planck
channels. For an initial beam model, each channel is given an equal weighting. In future
runs, more complex weighting can be calculated depending on the measurements taken
by Planck. This model for the beam is based on [56].
The full width half maximum beams, their variance and weight for each channel are
taken from the Planck blue book [32]
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In addition to the beam function, instrumental noise is also a factor that is introduced
to give a more accurate bound. They are introduced to the Cl’s
Cl → blCl + nl










where τCMB = 2.726 is the temperature of the CMB. This model is based on the noise
model presented in [57].
Cosmological parameters
The cosmological parameters adopted are the best fit WMAP-7 results: Ωb = 0.0432;Ωcdm =
0.206 ; ΩΛ = 0.7508 ; H0 = 72.4kms−1Mpc−1 ; τ = 0.089 ; nadis = n
iso
s = 0.961;
A = 2.43× 10−9 and k0 = 0.02Mpc−1. [58].
Summing the different geometries
The main part of the code brings in all these elements and sums the total SN from all pos-
sible from l = 2 to l = lmax. If lmax = 2 there would only one possible combinations of ls
(l1 = l2 = l3 = l4 = 2) with three different geometries coming from three possible value
of L,0, 2, 4. The total signal would be the combined signal from the three geometries.
When lmax = 3 the total signal would contain the signal from lmax = 2 along with an
additional four combination of l’s, (2, 2, 2, 3),(2, 2, 3, 3),(2, 3, 3, 3) and (3, 3, 3, 3), each
with its own set of possible Ls.
Calculating the total signal for lmax = 3 after lmax = 2 would be quite redundant.
Instead only the signal from the additional combinations that arise from having l = 3
needs calculating. This is the additional signal for l = 3. The total signal is calculated
later by summing all the additional signals.
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Each combination of l’s have a different reduced trispectrum, and therefore its own
r integral over all the different αl(r) and βl(r) combinations. The reduced trispectrum
is then multiplied to a geometrical weighting which includes the Wigner 3-j symbols
calculated outside that r loop but still within the four nested l loops. This weighting
includes an additional loop over all the possible Ls for each combination of l’s. New
code was written to calculate the Wigner-3j symbols, specifically ones with zerom values l1 l2 L
0 0 0
 using standard general formulas found in [59].
5.3.3 Optimisation
Due to the large number of possible geometries it impractical to use a single processor
(a single processor would have taken about the same length of time to run as my PhD
studies). Parallel programming across multiple cores was used instead. The supercom-
puter SCIAMA at the University of Portsmouth allowed the large amount of CPU hours
to be divided across its 1,000 cores. The code was initially parallelised using OpenMP,
however the processing cores on SCIAMA are split into independent nodes each with
twelve cores. Due to this structure it was impossible to use OpenMP as this requires all
cores to be on a single node, so at most we would only have been able to use 12 cores.
For greater parallelisation MPI was used instead. Here each core, regardless of node,
is treated independently. However there is a disadvantage when using MPI compared
to OpenMP which parallelises processes within the codes automatically, MPI requires
the user to specify what each core has to do, essentially specify how the parallelisation
should work. In this case each core was programmed to calculate the additional signal
coming from each l. This worked well as each additional signal for each l required a
unique set of calculations, so no two cores would ever be repeating the same calculation.
Another down side to using MPI is that each core also requires all the information to do
the calculations and these are very large matrices.
However the biggest problem came with the load balancing due to great variations in
the runtime for calculating the additional signal from each additional l. For the first set
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of geometries, for lmax = 2 the signal is calculated instantly, but each additional l takes
longer due to a greater number of possible l combinations. The signal for the additional
signal coming from l = 2500 took two weeks to run as there are a very large number of
additional geometries to cover. This is due to the nested l loops running from 2 to 2, 500,
and each combination then having an additional L loop to sum over.
Splitting the additional signal for any l across nodes was considered but in the end
would complicate the code due to the larger volumes of information this would require
to be passed across all the nodes. Any further optimisation would then be limited by the
length of this calculation for additional at l = 2, 500.
Optimisation through lmax selection
To solve the issues of load balancing different forms of optimisation were considered.
As the number of additional l’s is far greater than the number of nodes available on
SCIAMA, a code was written that assigned groups of l’s to each core in turn. For example
for 2, 500 l’s and 25 cores, each core calculates the 100 additional signals. The simplest
method of assigning this was giving l = 2− 100 to one core and so on, however the final
core would be assigned l = 2401− 2500 and run a lot longer than the first core. A more
efficient core allocation system was required.
A different method takes the total number of cores used as a parameter within the
code. The total number of additional signals were divided into sets, each set containing
twice the the number of available cores. Each core was then required to calculate the
additional signal for two l’s. Once this was complete for a set, the code would assign the
second set to all the core, and so on.
In each set the first core is assigned the largest l, the second one the second largest and
so on. Once this additional signal has been calculated at each core it is assigned a second
additional signal this time the smallest l in the set for the first core, the second-smallest l
for the second core and so on. This balanced the loads throughout the run of the code.
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In most cases the final round would not factor in evenly, so any remaining additional
signals are calculated in descending order. This method reduces the time a core remains
inactive making the code more efficient but the issues with the lengthy calculation at the
large l remained.
Sampling the additional signal
The function for additional signal across l was found to be very smooth with very small
increments for the large l. This made it ideal to sample the additional signal across the
l’s. To avoid the more oscillatory parts at low-l, it was decided to sample only past
l = 1, 000. The additional signal was sampled at every 50 l and interpolated using a
simple step function. For a standard run up to lmax = 2, 500 the additional signal from
30 different l’s were calculated. Each of these additional signals from a different l were
assigned to a separate core. This code was still limited by the calculation time of the
signal from l = 2, 500, but fewer cores were used.
Optimisation through physics
When studying the local bispectrum, it is well known the squeezed triangles (where l1 
l2 ∼ l3) contain most of the signal [41, 42, 43]. It follows that particular configurations
of quadrilaterals will contain more signal than others for the local trispectrum. Some
work into the glocalNL trispectrum of large scale structure suggest a squeezed quadrilateral
(where l4  l3 ∼ l2 ∼ l1) contain most of the signal. If this was the case, the sum of the
inner most sum in (5.23) would have a shorter range while the other loops would keep
summing up to lmax = 2, 500. This would cut down on CPU hours for each additional
signal calculated. Figure 5.2 shows the percentage difference in the SN from the full
signal as the maximum of the l4 loop is reduced, while the others remain at lmax = 2, 500.
By reducing the sum to l4 = 200 98% of the total signal is still being included. By
going up to l4 = 800, 99.9% of the total signal is being included, confirming that most
of the signal is indeed in the squeezed configuration. By implementing this maximum on
CHAPTER 5. ESTIMATING AND FORECASTING GNL 98
Figure 5.2: Percentage difference in SN for reduced l4 sum compared with the full sum.
Reducing this sum to l = 200 contained 98% of the total signal. This confirms that
most of the signal in local from of the gNL trispectrum is found in a particular squeezed
configuration.
l4, computation time for calculating that additional signal for l = 2, 500 is reduced from
a few weeks to just a few days.
5.3.4 Our results
The signal-to-noise was calculated both for the ideal case (with no beam and noise mod-
els, so only cosmic variance bounds) and for Planck, using the beam and noise models
described above. Figure 5.3 shows the additional signal from each additional l, together
with the total SN as lmax is increased.
The additional signal and total signal are very smooth functions across lmax. The
Planck results drop when approaching lmax = 2, 000 due to the effect of the beam. The
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Figure 5.3: Additional and Total Signal to Noise across lmax for gNL. Note the Planck
signal is suppressed at high l due to beam function.
total SN for lmax = 2, 500 is used to calculate the bounds for measuring gNL. In the ideal




)2−1 = 3.52× 104. (5.28)
To calculate a bound for Planck, we need to introduce fsky; the fraction of the sky that is
measured and not obstructed with secondary microwave signals from non-CMB sources.
In the case of WMAP, these signals are blocked out using masks. The mask blocks out
the parts of the sky where the signal is particularly noisy in the microwave range, for
example, secondary microwave emissions coming from our own galaxy. Based on the
CHAPTER 5. ESTIMATING AND FORECASTING GNL 100




)2−1 = 1.05× 105. (5.29)
Planck masks can be used to get a more accurate bound.
5.3.5 Verifying the results
This section looks at different tests run on our code to verify our results. Some of these
were numerical tests to check convergence on the sampling in r space, the upper limit of
k and the sampling across the additional signal-to-noise function. Other tests included
comparing with previously published results for this bound. As mentioned in the last
chapter a bispectrum code was also written using the same methods outlined in this chap-
ter.
Convergence
Different convergence tests were run to ensure the sampling for the different integrals
were not causing errors and had converged. These tests were carried out at different parts
of the code’s development and tested on the signal-to-noise of the adiabatic signal, the
Fisher matrix of the mixed modes and finally the bounds on the parameters.
The first integral carried out is the k-integral found in the αl(r) and βl(r) functions.
Here the limit kmax was tested while keeping the step size, dk, the same. dk depended
on the size of k. For the first 30 nk, the dk value was a tenth of the value of k. The
remaining initial 500 samples had a sample size of 2.084 × 10−5Mpc−1. The 500th
sample is at k = 1 × 10−2Mpc−1 Here the step size was increased to 1.737 × 10−5 for
all the remaining nk up to kmax. nk = 6, 200 was chosen as the SN had converged. Table
5.2 shows the results for different nk. Results for the purely isocurvature case have been
included as they used in the next section. For this test nr = 2, 048 and there was no
sampling across l.
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The next integral in the code was the r integral found in the reduced trispectrum.
The αl(r) and βl(r) functions are functions of r, so the sample size had an effect on the
matrix size these functions generated. For this integral a constant dr was used across the
entire range. rmax was fixed at the distance to the surface of last scattering, i.e. the re-
combination depth. Instead nr was tested. Table 5.2 shows the result of our convergence
test. nr = 2, 048 was chosen as the optimal sample size for the integral. For this test
nk = 6, 200 and there was no sampling across l. More complex sampling is possible for
this integral.
The final test carried out was the sampling across l for the calculation of the additional
signal. As mentioned above a simple step function to extrapolate the signal at these very
large l due to the how small these additional signals were. The sampling was changed to
every 25, 50, 100 and 250l. The results for the SN are found in Table 5.2.
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Comparison with previous results
Fergusson et al [61] also calculated the bound for glocalNL . In this work they applied their
estimator, based on the decomposition method [62, 63, 54], to estimate glocalNL using the
WMAP 5 data release. There were a few differences in the calculation of the bound on
the estimator, they used Legendre polynomials instead of Wigner-3j symbols. This does
require different numerics but they are analytically identical. Another difference was the
sums in the SN. They used the complete sums with the 1
24
factor, instead of the sums
with the ≤ conditions applied. As their estimator was used on WMAP5 data, our bound
calculation used WMAP beam and noise models and was summed up to lmax = 500.






= 1.45× 10−10 which gave a bound of ∆glocalNL = 4.81× 105. This is comparable to
their bound for glocalNL in [61], ∆g
local
NL = 5.35× 105.
5.4 Bounds for gNL parameters from mixed models
In this section the isocurvature modes are introduced to the code, making it possible to
measure the bounds for the eight different gNL type parameters. Instead of a simple SN
calculation there is an eight-by-eight Fisher matrix measuring the covariance between
all the parameters. The bounds calculated for these eight parameters take into account
all these different covariances. This section details how the glocalNL code was amended to
calculate the Fisher matrix elements, and then details the calculations for measuring the
bounds.
5.4.1 Calculating the Fisher matrix
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The matrix is symmetrical, reducing the number of independent elements down to 36.
All of them need calculating to take into account any covariant relationships between
the parameters. Each of the diagonal entries could be used as a SN for each parameter













. Simply calculating the eight diagonal elements would imply there is no
correlation between the parameters.
5.4.2 Modifications to the code
The geometrical component for all the elements of the Fisher matrix is identical, the
only differences comes from the calculations for the reduced trispectra. As the previous
code calculated the geometrical component separately from the reduced trispectra is was
simple to modify. Previously, for each combination of l’s the reduced trispectrum would




In this case there are now 36 different integrals being carried out for each l combi-
nation. These all have different αIl (r) and β
J
l (r) combinations as outlined earlier in this
chapter including αSl (r) and β
S
l (r). This addition did not lengthen the code run-time
significantly as no additional loops were required, all 36 integrals were calculated within
the one r loop. Additional memory space was required to store a total of 36 elements
rather than one signal.
Inputs
The additional inputs required for this code were the αSl (r) and β
S
l (r) functions. These
depend on different transfer function gST l(k) which were also calculated using CMBFast
[55]. CMBFast can calculate the transfer function for different types of isocurvature
modes, the Cold Dark Matter mode was chosen as it is more relevant to multi field models
such as the curvaton. The sampling was identical to that of the adiabatic function.
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5.4.3 Our Results
The Fisher matrices were calculated for both the ideal case and Planck both with lmax =
2500. Tables 5.3 and 5.4 show the results. Remember the matrix is symmetric. It is
interesting to see the correlations between the different parameters are of similar order
to their SN, i.e. the diagonals. The isocurvature elements are weaker than the adiabatic
ones due to their weaker power spectrum. The inclusion of polarisation modes would
boost these elements [36].
The signal from first and eighth diagonal entry are plotted to compare what would be
a purely adiabatic SN and a purely isocurvature SN. The graph in figure 5.4 shows how
the ideal and Planck signal vary for both of these cases across l. The isocurvature SN
oscillates more than the more adiabatic result. Isocurvature modes are more sensitive at
larger scales, so any combination of l’s with a greater amount of these modes is more
pronounced.
Looking at the Fisher matrix elements across all eights diagonals shows that the
stronger elements are those containing αΦl (r) function and at least one β
Φ











NL . This can be seen in the graph in figure 5.5.















NL are larger at small scales as by definition their trispectra
contain more terms, see (5.8). Figure 5.6 shows the additional signal for each additional
l for each of the diagonal Fisher matrix elements. Elements with more of an isocurvature
component are shown to oscillate more than the more adiabatic elements.
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Figure 5.4: Comparison of purely adiabatic with the isocurvature for both ideal and
Planck
The Bounds
The bounds for the ideal case are calculated first, these bounds are due to cosmic variance.
To calculate the bounds for the eight gI,JKJNL parameters all components of the matrix are
used. The bound for each of the parameters is calculated from the diagonal of the inverse
Fisher matrix ∆giNL =
√
(F−1)ii. Full details of these derivations are found in Appendix
A. The bounds for the eight gNL parameters are
∆giNL
105
= {1.47, 0.95, 0.72, 37.0, 53.3, 32.9, 46.3, 54.0}. (5.31)
By comparing the bound of g1NL to g
local
NL (∆glocalNL = 3.52×104) it can be seen that introducing
isocurvature increases the bound by an order of magnitude due to the correlations with
the additional seven parameters. However taken as a set, there are two parameters, g2NL
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Figure 5.5: Cumulative Signal across the diagonal elements of the Fisher matrix for
Planck
and g3NL with similar bounds to g
local
NL . Using these two parameters you could constrain more
combinations of parameters coming from the theory than simply using glocalNL would have.
The bounds for each parameter in the case where they are the only non-fixed param-





= {0.32, 0.12, 0.15, 6.94, 15.1, 4.39, 3.21, 6.37}. (5.32)
g2NL and g
3




NL) in this case. The above bounds
are physically meaningless as you would not have a universe with the mixed parameters
without correlation.
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Figure 5.6: Additional Signal each additional lmax across the diagonal of the Fisher ma-
trix for Planck




= {2.35, 1.51, 1.14, 37.7, 56.2, 34.5, 47.4, 55.1}. (5.33)
It was surprising to see how differently each parameter was affected by the loss of signal
in the large l due to the beam. This was dependent on how much isocurvature there
was present. The bound on the purely isocurvature case g8NL = g
S,SSS
NL did not increase
as most of the signal coming from isocurvature is at the low l’s. With g5NL = g
S,ΦΦΦ
NL , the
isocurvature is only contributing from one transfer function, so more signal is lost in the
high l modes. It ends up having a larger bound than the purely isocurvature component.
Figure 5.7 shows how each of the bound changes with each additional lmax as each
additional lmax provides greater number of geometries therefore reducing the error caused
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by cosmic variance.
Figure 5.7: Bounds for eight gNL parameters with each increase in lmax.
5.5 Linking back to Theory
The bounds calculated in the last section can be used to determine bounds on theoretical
parameters of multifield models, such as the simple curvaton models introduced in Chap-
ter Three. This model depended on three parameters, fc, r, ξ. To simplify calculations,
the model parameters are redefined as f 1 = fc, f 2 = r, f 3 = ξ. In [13] the different giNL
are expressed in terms of si and zi, (see 3.81) which in turn are expressed by the model
parameters. Each giNL is then expressed in terms of the model parameters g
i
NL (f
1, f 2, f 3).
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With the different giNL parameters expressed in terms of the model parameters, it is
now possible to construct a 3× 3 Fisher information matrix for the model parameter, Fˆ ij
from the calculated Fisher matrix for giNL, F
k
l . This requires a 8× 3 Jacobian matrix that





where the inverse is defined as G−1 = Gij . Both Jacobians are multiplied to the Fisher
matrix to generate a new Fisher information matrix




It is then possible to determine the bounds on each model parameter based on the calcu-




This method can be used for any inflation model with a set of model parameters of any
dimension as long as giNL (f
1, f 2, f 3) is known. The constraints will be stronger if there
are a greater number of measured parameters over primordial ones.
Chapter 6
Forecasting τNL
This chapter focuses on the τNL terms of the four-point correlation, its Fourier equiva-
lent the trispectrum and its projection to the CMB, the angular trispectrum. Two cases
are looked at, one where there is only an adiabatic mode and one where both adiabatic
and isocurvature modes are present. The τNL parameters require more complex calcula-
tions due to their dependency on the diagonal of the quadrilateral in k-space. For more
extensive papers on the geometry of the local form look at [51, 64, 65]
Section 6.1 defines the reduced trispectrum using the angular trispectrum for the τNL
terms. Section 6.2 looks at how τNL parameters can be measured using estimators and
looks at how precise these estimators are for Planck through bounds. This section outlines
the code written to measure the bounds on τ localNL . Section 6.3 introduces isocurvature
modes and outlines changes that would have been made to the code to measure the bounds
for the nine τNL parameters present.
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6.1 Deriving the reduced trispectrum
The reduced trispectrum was defined in the last chapter, for the τNL terms the derivation










 l3 l4 L
m3 m4 M
 (−1)MT τNLl1l2l3l4(L).
There is an additional complication arising from the L dependence within T τNLl1l2l3l4(L),
where the L represents the diagonal in a quadrilateral. In the definition last chapter it was







 l1 l3 L′
m1 m3 −M ′
 (6.2)
×
 l2 l4 L′
m2 m4 M
′







 l1 l4 L′′
m1 m4 −M ′′
 (6.3)
×
 l2 l3 L′′
m2 m3 M
′′
 (−1)M ′′T τNLl1l4l2l3(L′′).
Each of the new definitions is identical as the sums ensure all geometries have been
accounted for. It is possible to switch between these different definition using Wigner-6j







 l1 l2 Ll4 l3 L′
T τNLl1l2l3l4(L). (6.4)
More details on these symbols are included in Appendix B.
This section presents two different methods for calculating the theoretical reduced
trispectrum. The differences arise in the definition of the function, similar to the already
defined αl(r) and βl(r) functions, which includes the dependence on L.
















where 〈XIkiXJk2XKk3XLk4〉τNL is the primordial trispectrum calculated in previous chapters
(5.6),
〈XIk1XJk2XKk3XLk4〉 = (2pi)3δ3(k1 + k2 + k3 + k4) (6.6)
×T IJKLτNL (k1, k2, k3, k4, k12, k13, k14).
To make the derivations simpler the simple adiabatic case is initally considered, i.e.
I = J = K = L = Φ. The focus is then on the geometrical arguments, not the




NL 4(PΦ(k12)[PΦ(k1)PΦ(k3) + PΦ(k1)PΦ(k4) + PΦ(k2)PΦ(k3) + PΦ(k2)PΦ(k4)]
+PΦ(k13)[PΦ(k1)PΦ(k2) + PΦ(k1)PΦ(k4) + PΦ(k3)PΦ(k2) + PΦ(k3)PΦ(k4)]
+PΦ(k14)[PΦ(k1)PΦ(k2) + PΦ(k1)PΦ(k3) + PΦ(k4)PΦ(k2) + PΦ(k4)PΦ(k3)]).(6.7)
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The delta function in (6.25) ensures the geometry in k-space is a quadrilateral, similar to
the role of the Wigner-3j symbols in harmonic space. The dependence on the different
diagonals can be seen in the k-space expression. There are three sets of terms, each de-
pendent on a different diagonal P (kij). A new function similar to the previously defined
αIl (r) and β
I
l (r) is needed which includes these power spectra.
6.1.1 Method 1
This method was developed to embed the L dependence within an implicit dependence
from a pair of l’s. Such a function would require less loops when calculating the signal
for τ localNL . The method for dealing with the geometrical terms in (6.5) is identical to the gNL
terms and can be found in Appendix B. The delta function is Fourier transformed into














As with the gNL terms the dΩrˆ integral is expressed as Wigner-3j symbols and hl1Ll2
functions giving the reduced trispectum as

























Any dependence on the diagonal is embedded within TΦΦΦΦτNL and not explicitly projected
into the harmonic space in the extra-reduced trispectrum.
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The αΦl (r) and β
Φ
l (r) functions (4.23 and 4.22) are introduced to simplify the above
expression. In this case an additional function is defined to cover the power spectra
dependent of the diagonal. This chosen function is integral over two different k scales

































































This can simplified further by defining









2dk1dk2 [PΦ(k1) + PΦ(k2)]PΦ(k12) (6.13)
×gΦT l1(k1)gΦT l2(k2)jl1(k1r)jl2(k2r). (6.14)


































As ˆΦΦl1l2(r) is symmetric (ˆ
ΦΦ
l1l2
(r) = ˆΦΦl2l1(r)) the number of elements that need calculating
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is reduced. Over 3 × 106 functions need calculating due to the range of l’s used in the
calculation. Each of these functions takes a substantial amount of computational time to
calculate when compared to the simpler αΦl (r) and β
Φ
l (r) functions. Without the explicit
dependence on L, this function would slot into a similar structure of code to the gNL
trispectrum SN.
6.1.2 Method 2
This second method is based on what is used in literature [51] and [65]. This section
outlines a full derivation as it emphasises the differences from the first method and also
highlights the effect geometry has in defining the reduced trispectrum.
As this method will involve looking at many terms, this discussion will look at one
of the twelve terms found in (6.7), PΦ(k12)PΦ(k1)PΦ(k3). With just this one term, the
primordial trispectrum becomes
〈Φ(k1)Φ(k2)Φ(k3)Φ(k4)〉 = δ3(k1 + k2 + k3 + k4)(2pi)34τΦΦ,ΦΦNL (6.16)
×PΦ(k12)PΦ(k1)PΦ(k3).
Once the reduced trispectrum form is derived for this one term it will be extended to the
remaining eleven terms in the adiabatic only case, and then later on in the chapter it will
be extended for the trispectra arising from mixed isocurvature / adiabatic models.














×δ3(k1 + k2 + k3 + k4)(2pi)3 (6.17)
×4τΦΦ,ΦΦNL PΦ(k12)PΦ(k1)PΦ(k3).
Here is where for the last method and the gNL terms the delta function would be Fourier
transformed. The difference in this method is to introduce an additional vector k12 =
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k1 + k2 = k3 + k4 into the delta function
δ3(k1 + k2 + k3 + k4) =
∫
δ3(k1 + k2 + k12)δ3(k12 − k3 − k4)d3k12. (6.18)
This vector has been chosen to match the mixed power spectrum in the term. ( When
considering a term with P (k13) one would add k13 = k1 + k3 instead.) Full details on
the method can be found in Appendix B. Schematically each of the delta functions are
Fourier transformed, giving two different r integrals in the exponentials. It also results in
the same geometrical factors as the previous method on the gNL terms giving the angular















































Here the integrals have already been separated, making it easier to identify the already
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The function is explicitly dependent on L. There is no transfer function meaning this
function will be the same for all terms once the isocurvature modes are reintroduced.
The only physical component found in this function is the power spectrum. The diffi-
culty in this function lies in the presence of two Bessel functions, are highly oscillatory.
























There are some slight differences to the definition used in literature [65]. These are all
cosmetic, i.e. the inclusion of parameters within the functions and different prefactors.
This has been to keep consistent definitions across our work involving the different bis-
pectrum, trispectrum gNL and trispectrum τNL calculations and codes.
Remember these calculations only deal with the first term of the four point func-
tion. There are an additional three terms which contain P (k12). These have an identical
derivation to the term above. The remaining eight terms have a similar derivation each
but as they depend on different diagonal k’s they would require a different additional k
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 l1 l2 L
m1 m2 M












 l2 l4 L′










 l2 l3 L′′



























is introduced to simplify calculations.
This form of the trispectrum is numerically complex to compute due to the large num-
ber of different l combinations, needing many different l loops. A statistically isotropic
reduced trispectrum could be derived from the above but the rotations would need to be
applied to each of the terms containing the three different diagonals in turn. It is far easier
to rewrite the geometrical component of the second and third terms into the terms of the
first, which would give a reduced trispectrum. This is done through introducing Wigner
6-j symbols, see Appendix B for more details. Standard identities (see equation B.15) are
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 l2 l4 L′












 l3 l4 L
m3 m4 M

 l1 l2 Ll3 l4 L′
TΦΦ,ΦΦl1l3,l2l4(L′),








 l2 l3 L′












 l3 l4 L
m3 m4 M

 l1 l2 Ll4 l3 L′′
TΦΦ,ΦΦl1l4,l2l3(L′′).











 l3 l4 L
m3 m4 M
 (−1)MT τNLl1l2l3l4(L).
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defined as









 l1 l2 Ll4 l3 L′′
TΦΦ,ΦΦl1l4,l2l3(L′′).










 l1 l2 Ll3 l4 L′
TΦΦ,ΦΦl1l3,l2l4(L′) + (−1)L
 l1 l2 Ll4 l3 L′
TΦΦ,ΦΦl1l4,l2l3(L′)
 .
This is the form of the reduced trispectrum that is required and matches the form of the
reduced trispectrum for the gNL terms. Due to the dependence of L within each of the
different trispectra components depending on each diagonal, it is impossible to define the
extra-reduced trispectrum.
The disadvantages of using this form of the reduced trispectrum is the presence of
the Wigner-6j symbols. These have to be calculated for each different l1,l2,l3,l4,L,L′
combination. In addition there is an additional r nested within the previous one. The
reduced trispectrum is also dependent on L due to the FL(r1, r2) function. This outlines
the increased complexity of the numerical calculations required for τNL terms.
The first stage in calculating the Fisher matrix elements is calculating FL(r1, r2),
which is saved in an L× r× r matrix. The full range of L is also twice the range of lmax,
requiring an exceedingly large matrix. To save on computation, the (r1, r2) is exploited.
Previous work has shown that most of the signal in the τNL terms are found when L is
below 10 [65]. This is known as a squeezed-diagonal shape.
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6.2 Estimators and Signal-to-Noise for τ local
NL
Due to the FL(r1, r2) function it is impossible to make completely separable estima-
tors, such as those for fNL or gNL. There is also a greater amount of secondary signals
for example the gravitational lensing of the CMB gives a trispectrum signal that make
measurement of the primordial signal more of a challenge.
However there are some features of the signal that can be used to make an estimator,
namely the fact that it is a large-scale modulation of small scale power. This is the
equivalent of having two small scale power spectra linked through a large scale, or a two
squeezed triangles back-to-back in k-space. When projected to spherical harmonics this
is the same of having four larger l’s and a very small L.
In terms of theory, this signal is favoured by multi-field models where a modulating
field, ϕ acts on the curvature of perturbation ξ. This modulating field affects the small
scales in the curvature perturbation, which can be measured. Using a method similar to
lensing reconstruction [66] an estimator can be derived
τˆNL ≈ 1








When both power spectra are found to be close to scale invariant, the signal falls as
1/L3. 95% signal is found L ≤ 4. This severely reduces the computational time. With
Lmax = 10 a bound of τ localNL < 2800 was measured by the Planck team [40].
6.2.1 Calculating Signal to Noise
Here we continue to work with τ localNL to understand any complications in the numerics
before extending it to the multiple terms that arise from multiple modes. The derivation
for the SN for τ localNL is identical to that of g
local
NL as they both have identical forms for their
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Note that we are using the reduced trispectrum where the hl1Ll2 terms are absorbed into
the definition, rather than the extra-reduced trispectrum which was used for the gNL terms.
Calculating ˆΦΦl1l2(r)
Initial attempts at calculating the SN involved writing code to calculate ˆΦΦl1l2(r). The com-
ponents within ˆΦΦl1l2(r), such as the Bessel functions, power spectra and transfer functions,
were calculated using identical methods to those used in generating the αΦl (r) and β
Φ
l (r)
functions. The problem with this function was the size, using our gNL optimal r sam-
pling of 2048 and an lmax = 2500 required an array containing over 6× 109 independent
elements. This is taking into account the l symmetry.
In addition, using ˆΦΦl1l2(r) made it difficult to implement the geometrical L = 10
shortcut [65]. It was also difficult to generate and then import the ˆΦΦl1l2(r) file into the
final SN code due to the parallel nature of the code. Sharing this matrix across all the
nodes was practically impossible for our test cases where lmax had been set to 100, let
alone 2, 500. Considering all these points it was decided to switch to using the FL(r1, r2)
functions instead.
Wigner-6j Symbols
The total number of different W6J symbols required for a complete SN calculation is
considerably large, complicating the calculation and storage of all possible values. In-
stead they need to be calculated for each l1,l2,l3,l4,L combination. This was done using
the W6J code in the standard SLATEC package. The code takes the unique l1,l2,l3,l4,L
combination and calculates all the possible non-zero W6J values for L′.
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The down side to using this code is its need to calculate all W6J values for all L′′
values, remember this is twice the largest value of li. It is not possible to introduce the
geometrical shortcut L < 10 and L′ < 10 as the code uses a recursive argument, resulting
in a many values being calculated unnecessarily.
Calculating FL(r1, r2)
The biggest challenge with calculating FL(r1, r2) is the integral over the two Bessel func-
tions. The sampling size has to be small enough for the integral to converge for a very
highly oscillatory function, however the larger number of samples results in larger ma-
trices. Based on the optimal sample size of r from the gNL calculations, the number of
independent elements that needs calculating is over 2 × 107 and this is only going up to
L = 10.
The initial code for FL(r1, r2) was based on the existing αl(r) and βl(r) codes, using
the same sampling method for the k integral. However due to the presence of both r’s
this code was parallelised. Each node would calculate the results for a different L. The
outputs were stored in separate files for the different L due to the large sizes of these
matrices.
Figures 6.1 and 6.2 show these plots for L = 3 and L = 8 case. In both cases we
can see that the function peaks along the r1 = r2 diagonal, towards the large r, i.e. the
surface of last scattering. This was a feature across all of surface plots.
Figure 6.1: Surface plot showing F3(r1, r2) along nr1 and nr2 . Not how much larger the
amplitude is compared to F8 below.
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Figure 6.2: Surface plot showing F3(r1, r2) along nr1 and nr2 . The peak is sharper as is
tends towards the surface of last scattering.
The amplitudes presented in these graphs have not been adjusted with the amplitude
of the power spectrum, so they in themselves are incorrect. However it does show the
drop in amplitude of the function as L increased. This indicates that the geometrical
assumption of only going up to L = 10 is on the right track. Further work should be
carried out on the relationship between the amplitude of the FL function and where the
signal in the τNL shapes are found.
Figure 6.3: Value of F5(r1, r2) along nr1 and nr2
These surface plots provided indications of problems with convergence. First exam-
ple, consider the L = 5 case, see figure 6.3. The peaks found at low r do not match
the behaviour seen with the other FL functions. At smaller resolutions, this was also ob-
served for F4(r1, r2). These low r values should be very small and smooth. These peaks
were still present for F5(r1, r2) when different r-sampling was used.
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Another interesting question was the inclusion of L = 0 and L = 1. These functions
were calculated as the sums for L run from L = 0. In the case of the l’s, we start sums
at l = 2 as C1 has no physical significance. At low L the FL function becomes a CL (see
next section), so including these found not be physically relevant. However their relative
amplitudes to the other FL functions are quite large, indicating they could contain a lot
of possible signal. Figures 6.4 and 6.5 show the functions generated. It is interesting
to see how large the amplitude of these functions are, and in the case of L = 0, the
shape becomes a flat surface. The L = 0 case is an integral of two sine functions as
j0(kr1) = sin(kr1)/kr1.
Figure 6.4: Value of F0(r1, r2) along nr1 and nr2
Figure 6.5: Value of F1(r1, r2) along nr1 and nr2
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SN Code Changes
As the FL(r1, r2) routine was being coded, changes to the main code were being done
anticipating a functioning FL(r1, r2) code. Having a working SN code would also allow
us to test the sampling going into the FL(r1, r2) functions and compare against previous
results [65].
The larger structure of the code remained identical to the gNL code. That meant having
an input stage where all the matrices containing results from previous calculations are
read into code. This is followed by the parallelised stage which calculates the SN for
each additional lmax in each separate core. The final stage compiled all the information
into the SN and eventually a bound for τ localNL . The assignment of each additional lmax at
the parallelised stage is identical to the gNL code.
The changes from gNL are found within the calculations at each node when the SN for
each additional lmax is calculated due to the additional L′ loop nested within the L loop
(which itself is nested within the l1 to l4 loops) and including both of the r integrations
within that additional L′ loop. In the gNL code the one r loop happens separately to the L
loop as is therefore faster to calculate.
6.2.2 Checks - Sachs Wolfe Approximation
Once these additional loops were coded, along with the integration of the W6J code
from SLATEC, it was possible to test the structure of the overall SN code against the
large-scale Sachs-Wolfe approximation found in [65]. It also tests whether the W6J sym-
bols are being produced and passed around correctly and checks that everything is being
summed correctly. In this approximation all the transfer functions are replaced with
Bessel functions which allows us to transform our functions into delta functions or Sachs
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Wolfe approximations of the Cl’s:
















βSWl (r∗) = −3CSWl .
F SWL (r∗, r∗) = 9C
SW
l .
In this approximation the complete reduced trispectrum becomes
T SWl1l2l3l4(L) = T
SW
l1l2,l3l4





 l1 l2 Ll3 l4 L′
T SWl1l3,l2l4(L′) + (−1)L












+ CSWl4 ). (6.31)
This is simplified even further as CSWl = A/l(l + 1) where A = 6 × 10−10 [38]. Using
this approximation allows us to gives an idea of the scale of SN produced.





' 5× 10−18l4max, (6.32)
was derived for the τ localNL SN based on the SW approximation. Our SW result matches this
power law up to l = 200. The SW approximation is only accurate for the lower l. These
calculations were carried out using a slightly different condition on the l summations,
l1 < l2 < l3 < l4. [65] used this approximation as any4 factor in the variance of the SN
would be equal one.
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Figure 6.6: Comparison of our SW approximation against expected power law from [65].
The SW approximation matched up to l = 100. After this the SW approximation breaks
down.
6.2.3 Conclusions
Based on the tests done to the structure of the code, and the fact that the well tested gNL
results imply a functioning αΦl (r) and β
Φ
l (r) code, the only problem left with coding the
SN for τNL was generating the FL(r1, r2) function. The function didn’t converge using













for the required low-l. Different Bessel function codes were tested and there was never
any convergence. Without a robustly tested code to generate the FL(r1, r2) functions, the
remainder of this chapter presents only what we wanted to achieve with this work.
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6.3 Introducing Isocurvature
This section re-introduces the isocurvature modes into the calculations. As there are now
multiple non-Gaussian parameters a Fisher matrix is needed to calculate the bounds of
the τ IJ,KLNL parameters. As previously shown in Chapter Four there are nine possible τNL
parameters in equation 5.6. This section takes those primordial results, uses them to
define a reduced trispectrum and in turn the resulting Fisher Matrix for these parameters.
















which contains 〈XIkiXJk2XKk3XLk4〉τNL , the primordial trispectrum for the τNL terms,
〈XIkiXJk2XKk3XLk4〉gNL = (2pi)3δ3(k1 + k2 + k3 + k4)T IJKLτNL (6.34)
where
T IJKLτNL (k1, k2, k3, k4) = τ
IJ,KL
NL {PΦ(k13) + PΦ(k14)}PΦ(k3)PΦ(k4) (6.35)
+τ IK,JLNL {PΦ(k12) + PΦ(k14)}PΦ(k2)PΦ(k4)
+τ IL,JKNL {PΦ(k12) + PΦ(k13)}PΦ(k2)PΦ(k3)
+τJK,ILNL {PΦ(k12) + PΦ(k13)}PΦ(k1)PΦ(k4)
+τJL,IKNL {PΦ(k12) + PΦ(k14)}PΦ(k1)PΦ(k3)
+τKL,IJNL {PΦ(k13) + PΦ(k14)}PΦ(k1)PΦ(k2).
Equation (6.35) shows the variety of terms possible due to both the three different pos-
sible k diagonals and the different combinations of both modes (IJ,KL). As there are
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no differences to the geometry from the simple adiabatic case in the last section the same








where each combination of reduced trispectra from each combinations of modes is
T IJ,KLl1l2l3l4(L) = T
IJ,KL
l1l2,l3l4





 l1 l2 Ll3 l4 L′
T IJ,KLl1l3,l2l4(L′) + (−1)L
 l1 l2 Ll4 l3 L′
T IJ,KLl1l4,l2l3(L′)
 .
Each of these contain the three reduced trispectra components coming from each of the
diagonals. Each of these trispectra contributions are expressed in terms of the previously
























These trispectrum contributions can also be expressed in terms of αIl (r) and β
I
l (r) func-
tions and the standardised symmetric notation

















Each of the nine independent τNL parameters are assigned to set of different reduced
trispectra which we call T τNLil1l2l3l4(L). All these terms combined add up to the total reduced










T τNL1l1l2l3l4 = T
ΦΦ,ΦΦ
l1l2l3l4




T τNL3l1l2l3l4 = T
ΦΦ,SS
l1l2l3l4




T τNL5l1l2l3l4 = T
ΦS,ΦS
l1l2l3l4








T τNL7l1l2l3l4 = T
SS,ΦΦ
l1l2l3l4








Following an identical derivation of the Fisher matrix for the gNL terms, outlined in Ap-














No new inputs would have been required as the isocurvature alpha and beta were already
used in the gNL case, the Wigner-6j were used and tested in the τ localNL case and the FL(r1, r2)
would have used identical coding to the adiabatic only case.
Chapter 7
Conclusions and Future Work
7.1 Summary
The trispectrum is a statistic which is used to measure non-Gaussianity using gNL and τNL
parameters. In the case of a universe with only adiabatic curvature modes, the bound for
glocalNL and τ
local
NL for a Planck-like instrument are calculated from their signal-to-noise. For
glocalNL this bound was calculated as
∆glocalNL = 1.05× 105. (7.1)
The bounds for τ localNL were not completed due to complications with the convergence of
the code.
In the case of where both adiabatic and isocurvature modes are present there are eight
different gNL-like parameters. Here bounds are calculated from an eight-by-eight Fisher
matrix as the parameters are not totally independent. The trispectrum code developed
which have the following results
∆giNL
105
= {2.35, 1.51, 1.14, 37.7, 56.2, 34.5, 47.4, 55.1}. (7.2)
134
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By introducing isocurvature modes, the bound on the glocalNL equivalent, g
1
NL was slightly
larger, but an additional two parameters have bounds which are comparable. Having
these eight parameters makes it possible to calculate more constraints on the parameters
of inflation models which produce an additional isocurvature modes.
In the case of the τNL terms there are nine non-Gaussian parameters. The τ localNL SW




The bounds calculated using the codes outlined in this thesis only use the Temperature
modes of the CMB. It has been shown at the bispectrum level that taking into account the
polarisation does decrease the bounds for the parameters more influenced by isocurvature
[36]. Future Planck papers will also be focusing on the measurement of the polarisation
mode anisotropies to a much greater precision. Therefore an extension of the code would
be to include the polarisation modes.
Another extension to the bounds would be to investigate the other possible isocurva-
ture modes, the baryon isocurvature, Sb, the neutrino density isocurvature Svd and the
neutrino velocity Svv isocurvature. Each of these would be an additional mode that could
be examined against the adiabatic mode. The isocurvature modes could also be examined
against each other, so X1 = SC and X2 = Svd but these models would not be physically
relevant as adiabatic modes are required.
A much more complex exercise would be to examine the presence of more than one
isocurvature mode, so X1 = Φ, X2 = SC and X3 = Svd. In this case there would be
additional new parameters that could look something like gΦ,SCSvdSvdNL . It would be best to
start with the bispectrum and calculate how many additional parameters would appear.
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7.2.2 Cross-Correlations
An extension to the work carried out in the previous chapters is looking at the cross-
correlations between the two different types of trispectrum terms, gNL and τNL. In the
simplest adiabatic case, this would involve two terms glocalNL and τ
local









The cross correlations between these two parameters is simply a two-by-two Fisher ma-
trix. The diagonal elements of this new matrix would be equal to the (1, 1) element of
the gNL matrix and the (1, 1) element of the τNL matrix. The remaining element is
















For this section the reduced trispectrum for the gNL is used rather than the extra-reduced
trispectrum. This matrix would provide new bounds for both glocalNL and τ
local
NL for models
where they are both present. These bounds would be quite different to those calculated
previously as both parameters could be quite correlated.
It is then straight-forward to extend this to the full isocurvature case. Here the angular










 l3 l4 L
m3 m4 M
 (−1)MTl1l2l3l4

































A seventeen-by-seventeen Fisher matrix would is required to calculate the bounds for all
the parameters. As Fisher matrices are symmetrical, there would have been 153 elements
that needed calculating. 81 of these would be the Fisher matrix elements for the gNL and
τNL matrices previously calculated. The only ones that would have needed calculating
at this stage were the 72 terms of an eight by nine matrix where the gNL would have














This Fisher matrix is used to calculate all possible correlations between all the non-
Gaussian trispectrum parameters in a mixed mode inflation model.
Having all seventeen parameters present would probably have led to the bounds on
each parameter going up as there would be more parameters present. However it is
interesting to note that the signal of the gNL terms peak at a different geometry to the
τNL ones. Would the correlation between both sets of parameters have been quite low
as a result? This would have also made the numerics challenging for calculating that
remaining eight-by-nine matrix as the geometric shortcuts are different for both terms.
Appendix A
Maximum Likelihood Estimators
This appendix outlines the generic derivation for a maximum likelihood estimator. These
techniques are used in developing estimators for measuring non-Gaussian parameters in
the CMB and LSS.
A.1 Probability Distribution Function
In multivariate statistics measurable quantities are represented through a data vector, X.
Each element of this vector Xi has its own mean X¯i which is part of a multivariate vector
mean X¯. These vectors contain N elements and is the dimension of the vector space. In
this multivariate space there is a covariance matrix instead of a simple variance defined
as
Cij ≡ 〈(Xi − X¯i)(Xj − X¯j)〉. (A.1)
(The covariance matrix is at times defined as σ2ij .) This N ×N matrix is symmetric.
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The Gaussian distribution is defined by its mean X¯ and the covariance matrix C. Any
higher orders moments would be zero or related to the covariance. With a non-Gaussian
data vector d the higher order moments would contain an additional instrinsic term. This
vector can be defined as d = Af + X where X represents the Gaussian component of the
data and has the above distribution. The non-Gaussian component is parametrised by A.
It is assumed that the distributions are centred around mean 0. The likelihood distribution
function of d and f is written as









To translate this notation into the non-Gaussian estimators, f is a vector of all the
possible bispectrum / trispectrum geometries where each component of the vector is an
individual shape in the sky, i.e. a specific l, m combination. The parameter A represents
the non-Gaussian parameter being measured i.e. fNL,gNL or τNL.
The toy model introduced above features only one non-Gaussian parameter, A. This
could represent an inflation model with only the adiabatic model. It could also represent
a trispectrum model where we are only looking at one type of parameter, so an adiabatic
model where either glocalNL or τ
local
NL is being measured. For more complex models, such
as ones with the additional isocurvature mode, or looking at the full trispectrum, new
non-Gaussian data vectors need to be introduced d =
n∑
i=1
Aifi + x. Each Ai represents a
different non-Gaussian parameter, such as the six fNL- parameters in mixed mode models,




NL (n = 2) and so on.
A.2 Maximising the distribution
The aim of these calculations is to measure A given the data vector d. As each of the
components of the data vector will be quite noisy, a method is needed which combines
a measurement of A from all the components into a single estimate. The statistical tool
requires is known as the estimator, in this case we look at a specific type known as
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the Maximum Likelihood Estimator (MLE). The aim here is to see for which A the
distribution peaks, and use this as a template against the data, in order to get the estimate.
The logarithm of the likelihood is differentiated with respect to the parameter A
∂ ln fX
∂A
= AfTC−1f− fTC−1d. (A.4)
In the simple model where there is only one non-Gaussian vector, all the parameters are
fixed except for A. Equating this to zero and rearranging for A provides the location for





Here the matrices are multiplied together to get a single value at the end. This combina-
tion of matrices represents a sum over all the dimensions N .
In terms of the adiabatic-only bispectrum, Aˆ represents the estimator for fNL. f is the
theoretical reduced bispectrum, d is the measured reduced bispectrum and C is the Gaus-
sian covariance, which is a combination of Cl’s. The denominator is the normalisation
factor and is entirely a theoretical construct. All of these combinations are summed over
all the possible unique bispectrum geometries (i.e. l and m’s).
A.3 The Fisher Information Matrix
How accurate will the estimate of A, Aˆ, be?. The variance for this estimator is calculated
from the second derivative. Looking at the case when A is the only free parameter, the
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The minimum error is used to calculate the signal-to-noise (SN) for the estimator Aˆ








This is identical to the normalisation factor of the estimator.
If there is more than one free parameter correlation is possible between then. This
is also measured using the second order derivatives and are components of the curvature
matrix. In the case of a fully Gaussian distribution, the curvature matrix is the the inverse
of the correlation matrix, so C−1. Taking the expectation of this matrix gives the Fisher
matrix







This last matrix is what is used to estimate the covariance of the different parameters.
This is an n×nmatrix. Each of the n parameters has its own variance when marginalised




There are n different variances calculated for each of the parameters. In the case of the
general bispectrum, n = 6. In the case of the trispectrum, if we only chose to vary the
gNL parameters, then n = 8 or just the τNL parameters then n = 9 and if we choose to vary




Wigner-D function are used to derive the rotationally invariant component in angular
projections of correlation functions, such as the bispectrum and the trispectrum [51].





Dlm′m(φ, θ, ψ)Ylm′(Ωrˆ). (B.1)
This rotation is normally expressed using the traditional Euler angles (φ, θ, ψ). Each
single rotation requires a full set of Dlm′m functions for each l and m’s.






 l1 l2 L
m1 m2 −M






×(2L+ 1)(−1)M+M ′DLMM ′ . (B.3)
The Wigner-3j
 l1 l2 L
m1 m2 −M
 symbols are defined in the next section.
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Each rotation has a counter rotation which returns the system to its original state,
∑
m
(−1)m2−mDl1m1mDl1−m2−m = δm1m2 . (B.4)
Any angular projection of a nth correlation function can be shown to be rotationally










 l1 l2 l3
m1 m2 m3
 are representations of Clebsch Gordan coeffi-
cients which are used in angular momentum coupling in quantum mechanics. They are
used when combining different angular momenta using spherical harmonics. The l’s used
in the CMB measurements uses and identical mathematical basis and is takes the role of
the momentum. Full defintions and details are found in [59].
A matrix
 l1 l2 L
m1 m2 −M
 has some selection rules encoded within it, if these
are broken the symbol with equal zero:
• m1 +m2 = M
• |l1 − l2| ≤ L ≤ l1 + l2 (triangle rule)





 l1 l2 L
m1 m2 M













 l1 l2 L
m1 m2 M





 = δm1m′1δm2m′2 .
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 l1 l2 L
0 0 0











 l1 l2 l3
0 0 0
√(2l1 + 1)(2l2 + 1)(2l3 + 1)
4pi
. (B.9)
The Wigner-3j symbols with zero m-values then:
• If l1 + l2 + L is odd then  l1 l2 l3
0 0 0
 = 0; (B.10)
• If l1 + l2 + L is even then  l1 l2 l3
0 0 0
 = 0. (B.11)
These type of W3J can be expressed using
 l1 l2 l3
0 0 0
 = (−1)p√∆(l1l2l3) p!
(p− l1)!(p− l2)!(p− l3)! . (B.12)
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where
∆(l1l2l3) ≡ (l1 + l2 − l3)!(l2 + l3 − l1)!(l3 + l1 − l2)!






(l1 + l2 + l3). (B.14)
This was used in the new code outlined in Chapter Four for the Trispectrum.
B.3 Wigner-6j Symbols
The Wigner 6-j symbols
 l1 l2 Ll3 l4 L′
 are used to express relationships between dif-
ferent l pairings. These pairings can be represented by quadilaterals of side (l1, l2, l3, l4)
with it’s two diagonals forming two sets of two separate triangle each, (l1, l4, L′),(l2, l3, L′)
and (l3, l4, L),(l1, l2, L). If any of these triangles break the triangle rule then the symbols
is equal to zero [51].





 l1 l3 L′
m1 m3 −M ′









 l1 l2 Ll3 l4 L′

 l1 l2 L
m1 m2 −M

 l3 l4 L
m3 m4 M
 .
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B.4 Angular Component of the Angular Trispectrum for
gNL and τNL
The angular trispectrum contains an angular component
∫
Yl1m1(Ωrˆ)Yl2m2(Ωrˆ)Yl3m3(Ωrˆ)Yl4m4(Ωrˆ)dΩrˆ (B.15)
which can be expressed in terms of Wigner-3j symbols. Using (B.7) the four Ylm har-
monics are reduced to two, YLM(Ωrˆ) and YL′M ′(Ωrˆ). It is possible to pick any of the three
possible l pairings, each of them representing the different possible quadrilaterals. Here




L′M ′(Ωrˆ)dΩrˆ = δLL′δMM ′ (B.16)
is then used on these remaining spherical harmonics after one of the remaining YLM(Ωrˆ)s
















 l1 l2 L
m1 m2 −M

 l3 l4 L
m3 m4 M
 .
B.5 Plane Wave Expansion for the Trispectrum
In the calculations involving the theoretical form of the trispectrum, the delta-function
contained within the primordial trispectrum is used to bring in Bessel functions and a
projection in real space.
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B.5.1 gNL and τNL Method 1
In most cases the delta function is Fourier transformed














The primordial trispectrum also contains Ylm(Ωkˆi) from each a`imi in (5.10). They com-
bine with the Yl′m′(Ωkˆi) from each exponential. These get integrated over dΩkˆi (which
also come from the a`imi) giving
∫
Ylm(Ωkˆi)Yl′m′(Ωkˆi)dΩkˆi = δll′δmm′ . (B.20)
These delta functions ensure l = l′ and m = m′ under the primed sums introduced in the
plane wave expansions.
B.5.2 τNL Method 2
For the second τNL trispectrum outlined in Chapter Six, an additional vector is added into
the delta function
δ3(k1 + k2 + k3 + k4) =
∫
δ3(k1 + k2 + k12)δ3(k12 − k3 − k4)d3k12. (B.21)
These two delta functions are also Fourier transfomed,
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and




As these transforms are done separately, each transform has a different r parameter, r1
and r2. The delta function has becomes six different exponentials under two r (from the
Fourier transfrom) integrals and a k12 integral (from the addition of the vector). The four
exponentials dependent on a simple ki are decomposed using the plane wave expansion
following method 1.















The above term sits within the d3k12 integral. Carrying this out reduces both YLM(Ωkˆ12)
terms into δLL′ δMM ′ . Under the primed sums from one of the decompositions, the delta
functions ensure L = L′ and M = M ′. Here the following identities have also been
used: Y ∗LM(Ω-ˆr2) = (−1)LY ∗LM(Ωrˆ2) and Y ∗LM(Ωrˆ2) = (−1)MYL−M(Ωrˆ2). Once all this











Note the two r’s from when the delta function was split in two and transformed separately.
However the L’s and M ’s are identical across both integrals. Both these integrals can be
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 l1 l2 L
m1 m2 M

 l3 l4 L
m3 m4 −M
hl1Ll2hl3Ll4 . (B.26)
This is the geometrical part of the angular trispectrum which is not part of the reduced
trispectrum.
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