Abstract : Many generic results have been proved, especially concerning the qualitative behaviour of solutions of partial differential equations. Recently, a new notion of "almost always", the prevalence, has been developped for vectorial spaces. This notion is interesting since, for example, prevalence sets are equivalent to the full Lebesgue measure sets in finite dimensional spaces. The purpose of this article is to adapt the generic PDE's results to the notion of prevalence. In particular, we consider the cases where Sard-Smale theorems or arguments of analytic perturbations of the parameters are used.
Introduction
Many important properties of partial differential equations are not always satisfied but seem to hold except for some particular cases. For example, they may hold except for a small set of coefficients of the equation. Since these properties may be very useful, one hopes to show that they "almost always" hold. The problem is to give a sense to this "almost always" notion. The study of PDE's requires infinite-dimensional spaces. Thus, the concept of set of measure zero is not very relevant as there is no natural measure on such a space. The most standard notion of "almost always" is the notion of generic properties, that is of properties which hold in a generic set. This notion satisfies some natural conditions required by an "almost always" concept : -generic sets are dense, -a set which contains a generic subset is generic, -a generic subset of an open generic set of U is generic in U, -a countable intersection of generic sets is generic, -the notion of genericity is invariant by translation or scalar multiplication (if U is a subspace). To prove the genericity in the case of a PDE's property, one chooses a family of partial differential equations depending on some pertinent parameters (the domain, the potential, the diffusion coefficients... but not a universal constant or a parameter which brings the equation outside the class of models associated with the studied phenomenum). Then, one proves that the property holds for a generic set of parameters. A large number of generic results has been obtained. To give a non-exhaustive list, we can quote the generic simplicity of solutions (see [9] , [7] The main criticism against the notion of genericity is that it does not coincide with the notion of set of full Lebesgue measure in finite-dimensional spaces, which is the most relevant "almost always" concept in these spaces. In fact, one can even find generic subsets of ]0, 1[ which have a Lebesgue measure equal to zero. So, the question of the relevance of the notion of genericity is difficult. To solve this problem, the notion of Haar-nul sets has been introduced in [6] and the notion of prevalence in [11] . 
More generally, any set B ⊂ X is said Haar-nul if it is contained in a Haar-nul Borel set. Let U be an open subset of X.
A set E ⊂ U is said prevalent in U if U \ E is a Haar-nul set of X.
In [11] , it is proved that the notion of prevalence satisfies the above list of properties required for an "almost always" concept. Moreover, in finite-dimensional spaces, prevalent sets are exactly the sets of full Lebesgue measure (see [11] ). This is an argument for using prevalence rather than genericity. On the opposite, the genericity is a notion which is stable by homeomorphism but it is not clear that the prevalence is stable, even by diffeomorphism. Another difficulty is that the notion of prevalence is not easily adaptable to the subsets of a manifold since the invariance by translation plays an important role in its definition. We refer to [17] for a review on prevalence. What is the best notion of "almost always" ? Which one must we use in the class of PDE's properties ? These questions are even more troublesome when one sees that prevalence and genericity may give opposite conclusions. Indeed, one can construct open dense subsets of [0, 1] with Lebesgue measure as small as wanted (this construction is recalled in Proposition 3.4). By intersecting a countable number of such open dense subsets, one obtains a generic subset of [0, 1] with Lebesgue measure zero. Therefore, the complement of this generic subset is prevalent since it has a full Lebesgue measure. A less artificial example is given in [13] . It is proved in [13] that for all d ≥ 1, the set of functions
On the other hand, since any continuous function can be approximated by a piecewise-affine function, as soon as d ≥ 2, the interior of f ([0, 1]) is generically empty. Thus, for any d ≥ 2, the set of functions
is the adherence of its interior is prevalent, but negligeable from the point of view of genericity. One should keep in mind that the choice of a notion of "almost always" for PDE's properties is not only theorical : the studied properties have concrete applications. For example, the hyperbolicity of an equilibrium and the Morse-Smale property imply respectively the local and global stability of dynamics with respect to the perturbations of the system. Thus, they are for example needed to ensure that the dynamics observed on a numerical simulation is qualitatively the same as the real dynamics of the PDE. In the same way, the simplicity of eigenvalues is required for the application of many technics. Fortunately, to our knowledge, all the results of genericity in PDE's are also results of prevalence. Indeed, the purpose of this paper is to obtain what can be summarized as follows.
"Theorem" 1.3. The results of the theory of partial differential equations which show the genericity of a property also show its prevalence.
Of course, we do not pretend that our paper is exhaustive as the generic results for PDE's are quite numerous. However, we have not found examples of generic properties for PDE's, the proof of which cannot be easily adapted to the notion of prevalence. This is reassuring since one does not want that the applicability of concrete methods depends on a moral and arbitrary choice between the notions of prevalence and genericity. More precisely, we know two main ways to prove genericity results for PDE's. The most usual one is the use of Sard-Smale theorems or of transversality theorems (see Section 2). The second one is to obtain the density of an open property by finding, for each PDE, an explicit perturbation which brings the PDE into the desired set (see Sections 3 and 4). The purpose of this paper is to show that both methods can be easily adapted to the notion of prevalence.
Remark : a stronger notion of "almost always", implying both genericity and prevalence, can be found in [14] . However, it is too restrictive to be useful from the PDE point of view. Indeed, closed subspaces of finite codimension are not small for this notion (and so even a point is not negligible in R n ).
Acknowledgements : I thank Alain Haraux for having introduced me to the notion of prevalence. This article is dedicated to Professor Pavol Brunovský. I am very grateful to him for having accepted to take part to my PhD committee.
Sard-Smale theorems
The purpose of this section is to adapt Smale theorem to the notion of prevalence, and, as a consequence, to adapt the different versions of Sard-Smale theorem to this notion. This will show that all the genericity results obtained by using these theorems are also prevalent results. This section is also the occasion of a short review on the different versions of SardSmale theorem.
The theorems of Sard and Smale
Let M and M ′ be two differentiable Banach manifolds and let f : M −→ M ′ be a differentiable map. We say that y ∈ M ′ is a regular value of f if, for any x ∈ M such that f (x) = y, the differential Df (x) :
′ is surjective. The points of M ′ which are not regular are said critical. We recall Sard theorem, the proof of which can be found in [22] . 
′ is a Fredholm operator. As M is connected, the index of Df (x) does not depend on x and is called the index of f . We can easily adapt Smale theorem to the notion of prevalence by verifying that the set of regular values of a Fredholm map is not only generic but also prevalent. Proof : The theorem of Lindelöf shows that, from any cover by open sets of a separable metric space, we can extract a countable cover. Since the notion of generic and prevalent sets are stable by countable intersection, it is therefore sufficient to prove the result locally around a point x 0 ∈ M. Up to a change of variables, we can assume that x 0 = 0, that f (0) = 0 and that M is an open set of a Banach space X. Let L = Df (0), L is a Fredholm operator. We split the spaces by setting X = X 1 ⊕Ker(L) and Y = Im(L)⊕Y 2 , with Ker(L) and Y 2 of finite dimension. As Df (0) is an isomorphism from X 1 onto Im(L), the inverse function theorem yields the existence of a neighborhood
Moreover, due to the implicit function theorem, we can assume that f is given by
where g is a function of class C k satisfying g(0, 0) = 0 and Dg(0, 0) = 0. Notice that this change of variables is possible since it concerns X and not Y (we have to be careful since the notion of prevalence is a priori not stable by change of variables). Openess : let E be the set of critical values of f , we claim that E is closed. Indeed, let y i = (p i , r i ) be a sequence of critical points converging to y = (p, r) ∈ Y . Let x i = (p i , q i ) be a point in the preimage of y i such that the differential Df (x i ) is not surjective. Due to the compactness of D 2 , we can extract a subsequence q i converging to q ∈ D 2 . The continuity of f and of its differential shows that f (p, q) = y is a critical value. Thus, the set of regular values of f |D 1 ×D 2 is open. Prevalence : let B Y 2 (0, 1) be the closed ball in Y 2 of center 0 and radius 1. Notice that {0}×B Y 2 (0, 1) ⊂ Im(L)×Y 2 is a finite-dimensional disk. We define µ to be the measure on Y with support equal to the disk {0}×B Y 2 (0, 1) and such that µ restricted to {0}×B Y 2 (0, 1) is the Lebesgue measure on this disk. First, E, the set of critical values of f , is a Borel set since it is closed. Then, let us show that µ(y + E) = 0 for any y = (y 1 , y 2 ) ∈ Y . By definition of the support of µ, it is sufficient to consider the critical values in {−y 1 } × D 2 . Moreover, due to Sard theorem, the set of critical values of
is of Lebesgue mesure zero. In addition, the second component of a critical value of f belonging to {−y 1 } × Y 2 must be a critical value off since D p f is surjective from X 1 onto Im(L) and Df = (D p f, Df). Thus, µ(y + E) = 0 and the proof is complete. Genericity : as it is prevalent, the set of regular values of f is dense. Thus, since it is also open, it is generic.
Remark : In fact, a stronger result has been proved in [21] . In [21] , instead of the prevalence, the s−conullity is considered. Somehow, this notion is to the prevalence what Hausdorff dimension is to the Lebesgue measure. If s = 0 the s−conullity is more or less equivalent to the prevalence, if s > 0 the s−conullity is much stronger.
Most of the generic results for PDE's are proved by using a version of Sard-Smale theorem as the ones stated in the next sections. However, in [7] , Foias and Temam use Smale theorem only. So, we are right now able to adapt their result.
regular bounded open domain such that ∂Ω has only a finite number of connected components
Γ i (i = 1, . . . , n). Let ν > 0. Let G be the closure of {f ∈ D(Ω) d , div f = 0} in L 2 (Ω) d and let H be the set of all functions φ ∈ H 3/2 (∂Ω) d such that Γ i φ.ν = 0 for i = 1, . . . , n. Then, there exists a prevalent open set G ∈ G × H such that, for any functions (f, φ) ∈ G, there
is at most a finite number of stationary solutions of Navier-Stokes equation, that is solutions
(u, p) ∈ H 1 (Ω) d × L 2 (Ω) of      −ν∆u + u. − → ∇ u + − → ∇p = f on Ω div u = 0 on Ω u = φ on ∂Ω
Sard-Smale theorem
The Sard-Smale theorem given here, and the other versions stated below, are consequences of Smale theorem. Thus, their adaptation to the notion of prevalence directly follows from Theorem 2.2.
and z be a point of Z. We assume that :
iii) X and Y are two separable metric spaces.
Then Θ = {y ∈ V /z is a regular value of Φ(., y)} is a generic and prevalent subset of V .
Proof : The outline of the proof is the following. First, we prove that Remark : A particular version of Sard-Smale theorem, where X, Y and Z are finite dimensional spaces, has already been used in [11] to prove the prevalence of some properties.
Transversal density theorems
Theorem 2.4 can be rewritten in a more geometric frame by using the notion of transversality. The result stated here can be found in [1] .
Definition 2.5. Let X and Y be two C 1 −manifolds and W be a submanifold of Y . We say
it is closed and admits a closed complement in
The geometric version of Sard-Smale theorem is stated as follows.
Assume that i) X has finite dimension n and W has finite codimension q in Y , ii) A and X are separable, iii) r > max(0, n − q), iv) ev ρ is transversal to W . Then the set {a ∈ A, ρ a is transversal to W } is generic and prevalent in A.
Proof : The outline of the proof is exactly the same as the one of Theorem 2.4. We refer to [1] . The adaptation to the notion of prevalence directly follows from the adaptation of Smale theorem.
The generic version of Theorem 2.7 has been used in [3] by Brunovský and Chow. As a consequence, their result is adapted as follows. We recall that the Whitney topology on C k (R, R) is the topology generated by the neighborhoods given by
where f is any function in C k (R, R) and δ is any positive continuous function (see [8] ).
is hyperbolic, is a generic and prevalent subset of C k (R, R) endowed with the Whitney topology.
We underline that the result of [3] has been improved in different ways. In [19] , the generic hyperbolicity of the equilibria is also proved when the Dirichlet boundary conditions are replaced by Neumann or Robin, or even more general boundary conditions. In [18], the generic hyperbolicity is shown for the equilibria of the equation u t = (a(x)u x ) x + f (u), under some particular conditions on a(x). Both papers use Sard-Smale theorem or an equivalent method and are thus easily adaptable to the notion of prevalence. A different approach is used in [25] , where a shorter proof of the result of [3] is given. We discuss this approach in the last section of this paper.
Generalizations of Sard-Smale theorem
Theorem 2.4 is the most classical Sard-Smale theorem, but other versions exist. We give some examples here. Except the last one, they are all adapted to the notion of prevalence as a direct application of the modified Smale theorem, Theorem 2.2. Theorem 2.10 requires a little more attention.
• The non-separable case : A first generalization of Sard-Smale theorem is required when X and Y are not separable. Property iii) of Theorem 2.4 must then be replaced by the following assumption. iii') Φ is proper that is, if K is a compact subset of Y , then {x ∈ X, Φ(x, y) = z with y ∈ K} is relatively compact. Of course, as prevalent and generic sets are stable by countable intersection, we can go further by assuming instead of iii) : 
are all hyperbolic and such that the unstable and stable manifolds of any two equilibria intersect transversally in W 1,p (Ω). Then, G M S is a generic and prevalent subset of C k (Ω × R, R) endowed with the Whitney topology.
• The negative index case : One notices that if n < p, a regular value z of f : R n −→ R p is in fact a point which is not in the image of f . Thus, if we replace assumption i) of Theorem 2.4 by
) is a Fredholm operator of negative index, then the conclusion of Theorem 2.4 becomes Θ = {y ∈ V /z is not in the image of Φ(., y)} is a generic and prevalent subset of V .
As noticed in [20] , it is sufficient to assume that D x Φ(x, y) is semi-Fredholm with negative index, that is that the codimension of the image can be infinite (in this case, one says that the operator is left-Fredholm).
• The non-surjective case : In general, the main difficulty for applying Sard-Smale theorem is to prove assumption ii), that is the surjectivity of DΦ. In fact, in some cases, it does even not hold. Then, one needs the stronger version of Sard-Smale theorem proved by Henry (see [9] ). 
) is a semi-Fredholm operator (the coimage can be infinitedimensional) and its index is strictly less than
Then Θ = {y ∈ V /z is a regular value of Φ(., y)} is a generic and prevalent subset of V . If moreover the index of D x Φ(x, y) is negative, then Θ = {y ∈ V /z is not in the image of Φ(., y)} is a generic and prevalent subset of V .
Proof : As the prevalence and the genericity are stable by countable intersection, it is sufficient to prove the theorem locally around a point (x 0 , y 0 ) ∈ Φ −1 (z) and to assume that Φ is proper. To simplify the notations, we assume without loss of generality that (x 0 , y 0 ) = (0, 0) and z = 0. If DΦ(0, 0) is surjective then Theorem 2.10 is a simple generalization of Theorem 2.4 similar to the ones mentioned above. If the second part of the alternative of ii) holds, then the index of D x Φ(x, y) must be negative for all (x, y) in a neighborhood of (0, 0). In this case, Φ −1 (z) is not necessarily a submanifold of X × Y and the use of Smale theorem is not possible. However, we can directly apply arguments similar to the ones used in the proof of Theorem 2.2. We set L = D x Φ(0, 0) and N = D y Φ(0, 0). We split the spaces as follows. We set X = X 1 ⊕Ker(L) and n =dim(Ker L). By assumption, there exists a (n+1
where Z 3 is a closed subspace of Z, which can be reduced to {0} or can be infinite-dimensional. We now assume that Φ is given by
with g i (0, 0) = 0 and D x g i (0, 0) = 0 for i = 1, 2, 3 and D y 1 g 2 (0, 0) = 0. We want to prove that the set E = {y ∈ Y / ∃x ∈ X, Φ(x, y) = 0} is meager and Haar-nul in Y . First, E is closed and a fortiori a Borel set. Indeed, if a sequence (y n ) ⊂ E converges to y, we can find a sequence (x n ) such that Φ(x n , y n ) = 0. As Φ is proper, we may assume that (x n ) converges to x and, as Φ is continuous, Φ(x, y) = 0. Then, let B Y 1 (0, 1) be the closed ball in Y 1 of center 0 and radius 1. Notice that this ball is of dimension n + 1. We define the measure µ in Y as the measure with support equal to the disk B Y 1 (0, 1) ⊕ {0} and which is the Lebesgue measure on this disk. We want to show that µ(E + y) = 0 for every y ∈ Y . This is equivalent to show that, for any fixed element y 2 ∈ Y 2 , the set {y 1 ∈ B Y 1 (0, 1) / ∃x ∈ X, Φ(x, y 1 , y 2 ) = 0} is of Lebesgue measure zero. As D x g 1 (0, 0) = 0, the implicit function theorem shows that, locally, there exists a function ψ ∈ C k (Ker(L) × Y, X 1 ) such that Lx 1 + g 1 (x, y) = 0 if and only if x 1 = ψ(x 2 , y). Thus, it is sufficient to show that, for any y 2 ∈ Y 2 , the set {y 1 ∈ B Y 1 (0, 1) / ∃x 2 ∈ Ker(L), Ny 1 + g 2 (ψ(x 2 , y), x 2 , y 1 , y 2 ) = 0} is of Lebesgue measure zero. As D x g 2 (0, 0) = D y 1 g 2 (0, 0) = 0, another use of the implicit function theorem shows that there exists a function ϕ ∈ C k (Ker(L), Y 1 ) such that, when y 2 is fixed, Ny 1 + g 2 (ψ(x 2 , y), x 2 , y) = 0 if and only if y 1 = ϕ(x 2 ). Thus, we are reduced to show that {y 1 ∈ B Y 1 (0, 1) / y 1 is in the image of ϕ} is of Lebesgue measure zero. As dim(Y 2 )>dim(Ker L) by construction, this is a consequence of Sard theorem (see Theorem 2.1) and E is Haar-nul. Since E is closed and Haar-nul (and thus with no interior), E is meager.
In [9], Theorem 2.10 is used to obtain the genericity of many properties with respect to the domain. We only give here one example. We define the space of domains of class
as the set of all domains Ω which are C 2 −diffeomorphic to a reference domain Ω 0 of class C 2 in R d and we endow the space of domain with the topology inherited from the classical topology of C 2 −diffeomorphisms.
R). For a generic and prevalent set of domains
Notice that the case where f only depends on x and u had been studied in [23] and only requires Theorem 2.4. The case where f also depends on − → ∇u requires Theorem 2.10 because the surjectivity assumption of Theorem 2.4 fails.
Problems which analytically depend on parameters
Genericity results for PDE are not all proved with Sard-Smale theorems. Indeed, the problem can be often reduced to show that a countable family of conditions of the type f n (u) = 0 hold on a generic set. If the function f n is continuous, the set {u, f n (u) = 0} is open. It is therefore natural to try to prove the density of this set by showing that, at each point u where f n vanishes, there exists a direction v such that Df n (u).v = 0. The articles [2], [15] and [16] are typical examples where this method has been used to study the generic simplicity of the eigenvalues of some particular differential operators. For example, [16] proves the simplicity of the spectrum of Stokes operator, generically with respect to a two-dimensional domain Ω. To this end, Ortega and Zuazua, prove that, if λ is a eigenvalue of multiplicity h, λ is the intersection of h branches of eigenvalues λ i (Ω) which locally depend analytically on the domain Ω. Then, to separate the branches of eigenvalues, they look at a direction ζ such that the differentials of the eigenvalues with respect to the domain satisfy D Ω λ i (Ω).ζ = D Ω λ j (Ω).ζ. Notice that in some of the problems studied in the articles [15] and [16] , one cannot always ensure the existence of such a direction ζ. However, the authors show that the unique continuation properties needed for this existence generically hold. The purpose of this section is to adapt to the notion of prevalence the results using this method, for example [2], [15], [16] or [12] . Of course, it is surely possible to rewrite each proof in the frame of Sard-Smale theorem. However a simplest and most general way is to show that, if f is analytic, the genericity of the set {u, f (u) = 0} is equivalent to its prevalence. Notice that the analyticity assumption is not so restrictive since it is satisfied in most of the eigenvalue problems. 
Then, the open set {u ∈ U, f (u) = 0} is dense in U if and only if it is prevalent in U.
Proof : The "if" sense is clear, let us show the other part of the equivalence. Assume that {u ∈ U, f (u) = 0} is an open dense subset of U. For the same reason as in the proof of Theorem 2.2, it is sufficient to show the result locally. Let u 0 ∈ U and assume that f (u 0 ) = 0 (the case f (u 0 ) = 0 is trivial). To simplify the notations, assume without any restriction that u 0 = 0. Let r > 0 be such that the ball B(0, r) is included in U. By density and openess, there exists a ball B(v, ρ) included in B(0, r) ∩ {u ∈ U, f (u) = 0}. We split the space X by setting X = Y ⊕ R.v and define a neighborhood N of 0 by N = B Y (0, ρ)⊕] − r, r[.v. We set µ to be the Lebesgue measure on the segment [−r, r].v. For any y ∈ B Y (0, ρ), the segment {y}⊕] − r, r[.v intersects B(v, ρ) and thus {u ∈ U, f (u) = 0}. By analyticity, there exists at most a finite number of points in {y}⊕] − r, r[.v on which f vanishes, and so the measure of this set is zero. This proves that {u ∈ U, f (u) = 0} is prevalent in N .
Remark : The definition of a notion of analyticity for functions defined on Banach spaces is an interesting problem. Different concepts have been developped. We emphasize that the assumption of Theorem 3.1 seems to be weaker than the notions of analyticity which are the most often used. Actually, additionnal properties are often required in general, for example more regularity than the Gâteaux-differentiability may be assumed. For a review on the notions of analyticity, we refer to [10] .
We obtain as a consequence the prevalent version of [16] . Notice that the representation used in [16] for the space of the domains is different from the one used by Henry in [9] . Let Ω 0 be a domain of class C 2 of R 2 . The space of domain is identified to W 3,∞ (Ω) by associating with u ∈ W 3,∞ (Ω) the domain Ω + u = {x + u(x), x ∈ Ω}. 
are simple.
For functions f defined from a Banach space to another Banach space, we can generalize Theorem 3.1 as follows. 
Proof : We argue as in the proof of Theorem 3.1. Assume that {u ∈ U, f (u) = 0} is dense and that u 0 is such that f (u 0 ) = 0. By density, we can find v as close to u 0 as wanted such that f (v) = 0. Using Hahn-Banach theorem, there exists a linear form l on Y such that l(f (v)) = 1 and sup y∈Y \{0} |l(y)|/|y| = 1. Arguing with the analytic real function l • f exactly as in the proof of Theorem 3.1, we prove that {u ∈ B(u 0 , r), l(f (u)) = 0} is a prevalent set of B(u 0 , r) for r small enough. Thus, {u ∈ B(u 0 , r), f (u) = 0} is a prevalent set of B(u 0 , r). Finally, by covering U by a countable set of such neighborhoods, we obtain that {u ∈ U, f (u) = 0} is prevalent in U since a countable intersection of prevalent sets is prevalent.
Notice that the analyticity assumption in Theorem 3.1 is necessary. Indeed, a classical construction provides a counter-example when this hypothesis is omitted. .
Methods using probes
Of course, we do not pretend that this paper covers all the methods used to prove generic results for PDE's. Even if the previous two sections seem to cover most of them, some papers use different technics. We give here one last example.
In [25] , Smoller and Wasserman give a short proof of the result of [3] which has been adapted to the notion of prevalence in Section 2.3. We will not enter here into the details of their proof but only look at their way for proving genericity for a set G ∈ C 2 (R + , R). The purpose of this section is to show that their method, up to the add of a short remark, shows in fact also the prevalence of the set G. Therefore, the adapted result of Section 2.3 is actually nothing new. To prove the genericity of G, the method of [25] is the following. One writes G = ∩ k∈N G k where G k are open sets. One wants to prove that G k is dense in C 2 (R + ). Let f 0 ∈ C 2 (R + ), using Sard's theorem, one shows that there exist n ∈ N large enough and ε 0 small enough such that, the set By the definition of the prevalence and by the fact that a countable intersection of prevalent sets is prevalent, we immediately get the following property.
Proposition 4.2. Let X be a separable Banach space. Let T be a subset of X. Assume that for each x ∈ X, there exists r > 0 such that B(x, r) ∩ T admits a probe P x in B(x, r). Then T is prevalent in X.
Let us now return to the proof of genericity contained in [25] . To show that the set G k is not only generic but also prevalent, it is sufficient to see that the line R.u n is a probe for G k in a neighborhood of f 0 in C 2 (R + ). Almost all the work is done in [25] , the only remark to add is that n and ε 0 can be choosen independently of f in a small neighborhood of f 0 in C 2 (R + ) and thus the previous proposition can be applied. 
