Experimental Demonstration of Quantum Processes with Finite Memory by Guo, Yu et al.
Experimental Demonstration of Instrument-specific Quantum Memory Effects
Yu Guo,1, 2 Philip Taranto,3, ∗ Bi-Heng Liu,1, 2, † Xiao-Min Hu,1, 2
Yun-Feng Huang,1, 2 Chuan-Feng Li,1, 2, ‡ and Guang-Can Guo1, 2
1CAS Key Laboratory of Quantum Information, University of Science
and Technology of China, Hefei 230026, People’s Republic of China
2CAS Center for Excellence in Quantum Information and Quantum Physics,
University of Science and Technology of China, Hefei 230026, People’s Republic of China
3Institute for Quantum Optics and Quantum Information,
Austrian Academy of Sciences, Boltzmanngasse 3, 1090 Vienna, Austria
(Dated: April 1, 2020)
Physical systems are inevitably coupled to their environment, leading to memory effects that
influence observed statistics; the duration, strength and structure of which are crucial properties
of the evolution. Due to the invasive nature of measurement, such properties must be defined
with respect to the instruments used to probe the dynamics. Using a photonic platform,
we experimentally demonstrate the necessity of describing quantum memory properties in an
instrument-specific manner via two paradigmatic processes: the first has finite memory with respect
to a quantum measurement; the second, a noisy classical measurement. The former example
highlights that future-history correlations can be deterministically erased via quantum measurement,
whereas the latter distinguishes quantum from classical measurements: although the classical
measurement blocks the history, the process exhibits temporal correlations for more general quantum
interrogations. Our methods are relevant to constructing processes with desired memory structures,
as required to develop efficient quantum technologies.
I. INTRODUCTION
Memory effects are ubiquitous in nature: they feature
in disease spreading [1], bio-chemical processes [2–4],
and transmission over optical fibers [5], to name a few
examples [6]. Additionally, memory has been exploited
to preserve quantum traits such as coherence [7],
making it an essential resource for efficient quantum
technologies. However, only recently has a framework
that fully characterizes memory effects in quantum
processes been developed through the operational process
tensor formalism [8–10] (similar frameworks have been
introduced in various contexts [11–20]).
The difficulty in describing quantum processes with
memory arises due to the invasive nature of quantum
measurement, which obfuscates the line between the
process and the observer [21, 22]. Measurements serve
to both condition the environment as well as directly
influence the state of the system; both effects play a
crucial role in the future evolution of the system, thereby
influencing observable statistics. Many descriptions of
open quantum evolution have thus been restricted to the
two-time setting [23, 24], where an operationally-clear
description of correlations between preparations and later
measurements is well-understood via the dynamical map
formalism. However, two-time statements necessarily fail
to capture the entire story; in general, such approaches
provide valid witnesses of memory, but insufficient
evidence to unambiguously determine its presence [8, 25,
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26] or its properties [27–30]. By permitting freedom
of choice to a hypothetical observer regarding their
probing actions on the system and abstracting everything
outside of their control as the process, the process tensor
formalism circumvents these issues and yields a general,
consistent and operational description of a multi-time
quantum stochastic process [9, 10, 31].
It has recently been shown that for quantum
stochastic processes with memory (i.e., non-Markovian
ones), properties such as memory length [27, 28] and
strength [29] can only meaningfully be described with
respect to a particular probing scheme. In other
words, the observed memory properties of quantum
processes depend upon how one probes them. In this
article, we construct two quantum stochastic processes
and experimentally demonstrate this instrument-specific
nature of memory. Both processes are non-Markovian;
however, by performing a specific operation at an
intermediary timestep, the correlations between the
history and the future can be deterministically erased,
evidencing finite-length memory with respect to said
operation. We also highlight that the memory strength,
which quantifies the correlations between the history
and the future given a fixed probing scheme applied
to the memory, varies for different instruments, which
has implications for efficient simulation of quantum
processes [29]. We demonstrate these features using
a photonic platform with time delays that ensure a
sequential order to the times at which the observer
can access the system. Moreover, the operation that
erases the memory for the first process is a tetrahedral
positive operator-valued measurement (POVM), which
we implement using a discrete-time quantum walk
method, developed in Refs. [32, 33].
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2The article is organized as follows. In Section II we
present our main results. We discuss their implications
and a number of open avenues in Section III. We lastly
explain the methods of our experiment in Section IV.
II. RESULTS
Quantum Processes with Memory.—A stochastic
process consists of a time-evolving system whose state
at any time cannot be deterministically described in
terms of its past states [6]. Classically, any source of
randomness arises from lack of knowledge: our inability
to track all the relevant degrees of freedom for a process
partitions the universe into an accessible system and
an inaccessible environment, with the environmental
influence leading to stochastic system dynamics. In
quantum mechanics, in addition to such subjective
randomness, there is fundamental randomness induced
by the probabilistic nature of measurement. By
abstracting the choice of instruments that an observer
might apply to probe a quantum system from the
environmental influence governing the process, one yields
an unambiguous description of a quantum stochastic
process, the process tensor, that captures all (multi-time)
memory effects [8–10].
An introduction to the formalism is presented in
Appendix A; here, we outline some key features in order
to build intuition. The process tensor is a multi-linear
mapping from sequences of quantum instruments,1 to
the multi-time joint probability of their sequential
realization. Just as a density operator describing a
quantum state contains all of the information necessary
to calculate the probability of any measurement outcome
via the Born rule, the process tensor encapsulates all
of the information required to calculate the probability
of realizing any temporal sequence of quantum events
through a generalized spatio-temporal Born rule [34].
Any process tensor that decomposes into a sequence
of independent quantum channels between adjacent
timesteps is memoryless, i.e., Markovian, as these
only permit temporal correlations with the most recent
state; by considering the distance to the nearest such
Markovian process, one can unambiguously quantify
the amount of memory in a given process [8].
Importantly, the process tensor can be tomographically
reconstructed in a finite number of experiments and
thus constitutes an operationally-clear description of
a quantum stochastic process [35]. Conversely,
any process tensor satisfying generalized notions of
complete-positivity and normalization, as well as a
1 Instruments generalize the notion of measurements to the
temporal setting, where the output quantum state of a
transformation is important. Formally, an instrument is
a collection of completely-positive maps that sum to a
completely-positive and trace-preserving map [11].
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Figure 1. Schematic representation of the processes
constructed. Both processes constructed follow the structure
depicted above. First, a tripartite state γABC is prepared,
with each part being fed out to parties Alice (History), Bob
(Memory) and Charlie (Future) in a time-ordered fashion
enforced by optical delay lines. In any case, Alice and Bob’s
output states are simply discarded by the process, resulting
in a process tensor of the form ΓABC = γAiBiCi ⊗ 1AoBo .
causality property that ensures no signal from the future
can affect the history (on average), describes some fixed
underlying open quantum dynamics [9, 15], i.e., can be
dilated to a system-environment unitary evolution, with
the environment finally being discarded.
While it is straightforward to construct the process
tensor from a particular dilation, it is difficult to engineer
a process that exhibits certain memory properties.
This is because complex system-environment correlations
play a significant role in the dynamics, and it is
often unclear how to best design them with the
practical constraints at hand (since any dilation is
non-unique). Moreover, the fact that the output states
of each measurement time generically influence the
future dynamics presents yet another difficulty to control
experimentally. To circumvent these problems, here we
examine two processes of a similar type, as depicted in
Fig. 1: ones for which an initially correlated multi-partite
system-environment state has certain subsystems fed out
consecutively over time. Additionally, we always consider
the output system states to be discarded by the process.
Such processes are a subset of general quantum stochastic
processes; however, they are ones amenable to concrete
analysis in the laboratory. In particular, we examine
the memory effects of two processes over three timesteps.
The first of the processes, which we will refer to as Process
1, is from Appendix D of Ref. [27]; we denote its initially
prepared quantum state as λABC and the corresponding
process tensor as ΛABC . The second process, Process 2,
is from Appendix E of Ref. [28]; we similarly denote its
initial state by ωABC and its process tensor by ΩABC .
Theoretical details of both processes are included in
Appendix A for completeness.
Experimental Setup.—The simplest quantum
stochastic processes that can demonstrate memory effects
must involve three timesteps of evolution, which denote
the history, memory and future of the process. As
mentioned above, the processes considered consist of
an initially correlated tripartite state, with each party
being sent out as the system in a temporally-ordered
fashion: first to Alice (history), then to Bob (memory)
3and lastly to Charlie (future). Each of the agents
are permitted complete freedom of choice for their
interrogation of the system. Another crucial aspect
is that the post-measurement states of Alice and Bob
are never fed forward—in this sense, the particular
set of temporal correlations that we examine are those
stemming from a common cause, namely that encoded
in the initially prepared state [18, 36]; such processes
are referred to as “non-signaling” processes in Ref. [37],
as neither Alice nor Bob can signal forward information
on average. The correlations in the initial state directly
correspond to memory effects of the process; thus, state
preparation is crucial to our experimental design.
Although various techniques to construct multi-partite
quantum states exist, such as using photonic [38],
continuous-variable [39], atomic [40] and superconduct-
ing [41] systems, many of these utilize distinct quantum
systems to create multi-partite states. We opt for
a hybrid approach in which quantum information is
encoded in various degrees of freedom of photons. This
choice is motivated by the recent development of such
hybrid states in linear optical setups [42, 43], which
utilize both the path and polarization modes of photon
pairs to provide a high-fidelity and post-selection-free
approach to simulating small- to medium-timestep
processes. Moreover, similar approaches have been
shown to experimentally demonstrate various quantum
information tasks, such as quantum dense coding [44,
45], high-dimensional quantum teleportation [46, 47]
and violation of Bell inequalities [48, 49]. Our
technique complements the demonstration of multi-time
quantum correlations based on sequential measurements
performed upon a single quantum system undergoing
Markovian evolution [37]; however, in contrast to
that experiment, we study the temporal properties of
non-Markovian non-signaling processes. Encoding the
information in different degrees of freedom allows us
to ensure that post-measurement states of Alice (and
Bob) are inaccessible. The second critical element to our
experimental setup is the ability to implement specific
POVMs, as this is necessary to erase the memory effect
for one of the processes. We use a protocol developed
in Refs. [32, 33] to do this. Experimental considerations
are presented in the Methods section and further detailed
in Appendix B.
Main Results.—Our results are summarized in
Figs. 2 and 3 and detailed below.
Non-Markovianity. For both processes ΓABC ∈
{ΛABC ,ΩABC}, we can compute the non-Markovianity
according to the distance between it and its nearest
Markovian counterpart
N := min
ΓMarkovABC
D (ΓABC‖ΓMarkovABC ) . (1)
By choosing the quantum relative entropy S(X‖Y ) :=
tr[X(logX − log Y )] as the distance measure, the
minimum is achieved by the process constructed from its
marginals [50], i.e., ΓMarkovABC = γAi⊗1Ao⊗γBi⊗1Bo⊗γCi ,
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Figure 2. Non-Markovianity and memory strength of (a)
Process 1 and (b) Process 2. Experimental results for
the non-Markovianity N (black, left), the memory strength
under tetrahedral POVM {ΠB} (red, middle) and fuzzy
measurement {Ξ(x)B } (brown, right ). Each bar of the memory
strength shows the mutual information between the history
and the future calculated on the process conditioned by said
memory outcome. The theoretical predictions are shown by
gray-edged transparent bars.
where γX := trY Z [γXY Z ]. In Appendix C, we present the
full experimental tomographic data for both processes,
from which the following conclusions are drawn. For
ΛABC , the non-Markovianity is 0.369 ± 0.002 and for
ΩABC it is 0.458±0.004, with the theoretical predictions
0.413 and 0.5 respectively. Thus, both processes are
non-Markovian. As a brief aside, note that they are,
however, both CP-divisible, which is often used as a
proxy for Markovianity in the quantum realm [23, 24, 26].
Finite Markov Order. Our next result demonstrates
that both processes, whilst being non-Markovian, have
finite Markov order for a particular instrument. The
Markov order of a quantum process refers to the number
of timesteps over which an agent must act to block the
temporal correlations between the history and the future.
Both processes here have Markov order 1, meaning that
Bob can perform a certain instrument JB = {O(x)B } such
that for each outcome, Alice and Charlie are rendered
conditionally independent
trB
[
O
(x)T
B ΓABC
]
= Γ
(x)
A ⊗ Γ(x)C . (2)
In this sense, Bob deterministically erases the memory.
Any deviation from Eq. (2), in the sense of yielding a
correlated conditional process for Alice and Charlie (for
any outcome), purports the existence of memory effects
in the process with respect to said instrument.
For Process 1, ΛABC , the history-blocking instrument
is a particular tetrahedral qubit POVM ΠB = {Π(x)B }
(specified in Appendix A). This is shown by the red
bars in Fig. 2 (a), which depicts the mutual information,
SFH := SF + SH − SFH , where SX is the von Neumann
entropy,2 calculated on the conditional process for each
2 Since entropies are only well-defined for normalized quantities,
we calculate them on normalized process tensors, i.e., for Υˆ =
Υ/ tr [Υ], SX = −ΥˆX log[ΥˆX ].
4Figure 3. Efficient simulation of multi-time observables.
Here, Alice and Charlie project their qubits onto orthogonal
pure states {|φ〉 = cos θ1|0〉 + eφ sin θ1|1〉, |φ〉⊥ = sin θ1|0〉 −
e−φ cos θ1|1〉} and {|ψ〉 = cos θ2|0〉 + eψ sin θ2|1〉, |ψ〉⊥ =
sin θ2|0〉− e−ψ cos θ2|1〉} respectively, while Bob performs the
fuzzy measurement on the memory part. The difference of
expectation value for the observable on the recovered process
and the real process is plotted as a function of the parameters
θ1 and θ2, for fixed phase φ = 1.920pi and ψ = pi. The
maximum value of the difference is 0.022 and can be obtained
when θ1 = 0.120pi, θ2 = 0.200pi, φ = 1.920pi, and ψ = pi.
outcome, which vanishes for each outcome. In particular,
the memory strength with respect to each outcome of
the POVM ΠB for Process 1 is 0.005, 0.003, 0.009, 0.015
(see Appendix C for details), signifying negligible
correlation between Alice and Charlie. However, for
this process, the data recorded cannot distinguish
between Bob implementing the POVM that conditionally
decorrelates Alice and Charlie, or implementing a
computational-basis measurement, as the correlations
shared in the initial tripartite state are too small to
experimentally detect with our current setup.
In comparison, for Process 2, ΩABC , we can distinguish
the memory effects between two distinct operations of
Bob, demonstrating the more general instrument-specific
nature of quantum memory effects. On the one hand,
if Bob performs a fuzzy measurement ΞB = {Ξ(x)B }
that groups together outcomes corresponding to the first
two levels of his qutrit system, the process has Markov
order 1; this is depicted by the rightmost bars in Fig. 2
(b), which vanish for each outcome (the experimental
value is 0.004 ± 0.002 for each outcome). On the other
hand, if Bob performs the three-level POVM (specified
in Appendix A), then Alice and Charlie’s conditional
process is correlated, evidencing memory effects; the
first four outcomes of said POVM have memory strength
0.216, 0.171, 0.165, 0.188, as shown by the middle bars in
Fig. 2 (b) (see Appendix C for details).
Efficient Simulation. In general, the conditional
process given a specified instrument for Bob is not
of the product form in Eq. (2) but rather correlated.
Calculating the mutual information on the conditional
process for each outcome and aggregating to the
instrument level provides a way to quantify the memory
strength in an instrument-specific manner [29]. This
notion of memory strength has a direct operational
interpretation as providing an upper bound on
the difference between a large class of multi-time
expectation values calculated with respect to the actual
process versus an efficiently simulated one where the
future-history correlations are disregarded.
Since Process 2 has vanishing memory strength for
the fuzzy measurement, we can reconstruct a recovered
process which neglects the future-history correlations but
nonetheless accurately simulates multi-time expectation
values (see Appendix C). The memory strength with
respect to Bob’s fuzzy projective measurement calculated
is 0.004 ± 0.002, which leads to an upper bound on
the multi-time expectation value of a particular class of
observables (where Alice and Charlie perform projective
measurements) of 0.348 ± 0.015. To demonstrate
satisfaction of this bound, in Fig. 3 we simulate the
expectation value of a pair of projective measurements for
Alice and Charlie, scanning through the entire parameter
space, and compare it with that calculated from the
actual process, according to Theorem 1 of Ref. [29]; we
find a maximum value of 0.022, which suggests that
the bound is not particularly tight. Nonetheless, the
result shows that we can construct an instrument-specific
recovery map that prepares the marginal future process
with respect to only knowledge of the memory outcomes.
III. DISCUSSION
In this article, we have experimentally demonstrated
the instrument-specific nature of memory effects.
Specifically, by tomographically reconstructing two
quantum stochastic processes, we were able to first
verify and quantify their non-Markovianity. We then
showed the existence of an instrument that Bob can
apply to deterministically erase correlations from Alice to
Charlie, implying that both processes have Markov order
1 with respect to said instruments. For Process 1, this
instrument is a tetrahedral POVM, which has no classical
analogue and is therefore a genuinely quantum memory
erasure instrument; for Process 2, the erasure instrument
is a fuzzy projective measurement, shedding light on the
nature of coarse-graining measurement statistics. We
further examined Process 2 to show that the temporal
correlations between Alice and Charlie—i.e., the
memory strength—depend upon which operation Bob
implements. This result has deep implications for the
operational simulation of quantum stochastic processes,
which we highlight by constructing the recovered process
that disregards the negligible future-history correlations,
and showing this to accurately simulate multi-time
observable expectation values.
Our experiment reports the first demonstration
of instrument-specific memory properties in quantum
processes; in particular, it is the first report of finite
Markov order with respect to specific instruments.
Our methods of constructing such processes provide a
5suitable template to designing quantum circuits with
desired memory structure. We leave the exploration
of similar phenomenon in more general processes, e.g.,
those for which the output state of each measurement
station is fed forward at each timestep, for future work:
such experiments will generically require high levels of
quantum control and the ability to construct multi-input
to multi-output quantum gates.3 As such technical
challenges are overcome, a more holistic study of memory
effects in quantum processes will become possible.
IV. METHODS
General Experimental Design.—We utilize a
linear photonic system in our experimental investigation
of quantum Markov order. The full setup is illustrated
in Fig. 4 and can be divided into four modules: state
preparation module (Source), Alice’s module, Bob’s
module, and Charlie’s module. Arbitrary 4-qubit
pure states can be prepared in the source module
via spontaneous parametric down-conversion (SPDC)
at a type II cut periodically poled potassium titanyl
phosphate (ppKTP1) crystal. The first two qubits
(acting as a herald and the memory state [sent to Bob]
respectively) are encoded in the polarization (|H〉 for
horizontal and |V 〉 for vertical) of the two photons
generated in the SPDC, while the third and fourth qubits
are encoded in the latitudinal spatial mode of the photons
sent to Alice and Charlie. For Process 2, a third-level
basis of Bob’s state is needed and is constructed with an
additional SPDC (at ppKTP2).
In each round of the experiment, one of the states from
the ensemble of the process is prepared at random with
the correct corresponding probability, resulting in the
desired initial state γABC for each process over numerous
rounds. The participants operate on their qubits (or
qutrit for Bob in Process 2) in succession: the temporal
order of the participants’ operation is guaranteed by
an optical time delay. Another key point is that both
Alice’s and Bob’s post-measurement states cannot be fed
forward in the process. This is ensured by the fact that
the qubits (or qutrits) are encoded in different subspaces
or on different photons. As such, Charlie’s measurement
apparatus has no access to Alice’s or Bob’s qubit (or
qutrit) subspace and so cannot perform any information
processing on them; similarly, Bob cannot access Alice’s
post-measurement qubit.
Measurement Implementation.—In Refs. [32,
33], a scheme to implement arbitrary POVMs via
a discrete-time quantum walk has been proposed.
Quantum walks model an evolution of a particle in a
discrete space, known as the position state, depending on
3 A theoretical construction of such a process with finite length
memory is provided in Example 2 of Ref. [28].
that of a qubit state, known as the coin state. When the
coin state is measured, the interaction between it and the
position state leads to the position state moving back and
forth. The movement leads to an interference and this
interference pattern corresponds to the implementation
of a certain POVM on the coin state.
The inset quantum network of Fig. 4 is used to
construct the tetrahedral POVM ΠB for both processes.
The position state and the coin state are encoded in the
longitudinal spatial modes and polarization of the second
photon, respectively. The evolution of any step of walk is
unitary and consists of a coin toss operation acting on the
coin state and a conditional translation operation acting
on the position state. By adjusting the wave plates in the
optical network properly, all input photon pass through 4
outputs ports after a 4-step walk process, each of which
corresponds to the outcome of a single element of ΠB .
See Appendix B for details.
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Figure 4. Experimental setup. An entangled photon pair is generated from degenerate spontaneous parametric down-conversion
(SPDC) at ppKTP1 embedded in a Sagnac interferometer pumped by a 404 nm continuous-wave laser. For Process 1, latitudinal
path qubits of the photon pair act as the history and future states, while polarization qubits of them are used as the memory
state and a herald. For Process 2, an additional SPDC at ppKTP2 is needed to constructed a third-level basis of the memory
state. To simulate these quantum stochastic processes, the history, memory and future states are distributed to three agents,
namely Alice, Bob and Charlie, respectively. Alice makes operation that she likes on the history state and discard the outputs
and then Bob does the same on the memory state. To determine the memory effects, Charlie finally analyzes the correlation
between his future state and the history state for each outcome of specific operation on the memory state. An optical delay
line (ODL) is set to make sure photon 2 arrives at Bob’s apparatus after photon 1 is measured at the single photon detector.
The inset shows the apparatus used to realize a tetrahedral POVM based on the technique of discrete-time quantum walk
(DTQW). In this DTQW, the position state is encoded in the longitudinal spatial modes of the photon pair. Both modes of the
latitudinal path qubits pass through the DTQW and all four outputs of the it are analyzed by Charlie. In this figure, we depict
the case when one mode passes through the DTQW and only one outcome of it is further measured by Charlie for conciseness.
Acronyms: HWP, half-wave plate; QWP, quarter-wave plate; RM, reflector mirror; BS, beam splitter; PBS, polarizing beam
splitter; FC, fiber coupler; SPD, single photon detector.
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SUPPLEMENTAL MATERIAL
Appendix A: Process Tensor Formalism
1. Introduction to Process Tensor
Here we provide a brief introduction to the process
tensor formalism used throughout the main text; for a
more thorough introduction, see, e.g., Refs. [9, 10, 15].
A (discrete-time) classical stochastic process is
completely described by the joint probability distribution
P that associates the correct probabilities to all
sequences of measurement outcomes {x1, . . . , xn} at the
times specified {t1, . . . , tn}; this is altogether denoted
by P(xn, . . . , x1), where we drop the explicit time
labels with the understanding that xj represents an
outcome occurring at time tj . In quantum mechanics,
it is important to not only capture the outcome of a
measurement, but also the post-measurement state, as
this goes on to influence the future dynamics. Thus,
an interrogation of a quantum stochastic process at
some time tj is described by an instrument Jj =
{O(xj)j }, which is a collection of completely positive
(CP) maps that sum to a completely positive and
trace preserving (CPTP) map. Intuitively, each map in
the collection corresponds to a particular measurement
outcome realized by the experimenter upon probing the
process; the fact that the maps sum to a CPTP one
encode the assumption that the experimenter measures
some outcome, thereby implementing an instrument
with overall certainty. A (discrete-time) quantum
stochastic process is uniquely described once all of the
probabilities P(xn, . . . , x1|Jn, . . . ,J1) for all possible
sequences of outcomes {xn, . . . , x1} for all possible
instrument sequences {Jn, . . . ,J1} at probing times
{tn, . . . , t1} are known. Due to the probabilistic
nature of quantum mechanics—where the linearity of
mixing principle must hold—there exists a multi-linear
functional that takes any sequence of CP maps to the
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Figure 5. An open quantum process with the system
being probed at finite times throughout its evolution.
By abstracting everything that is out of control of the
experimenter (within the dashed line and shown below), one
yields a process tensor. The process tensor is isomorphic to
a quantum state satisfying a hierarchy of causality conditions
(see Eq. (A2)); conversely, any operator satisfying these
conditions corresponds to some open dynamics.
correct probability of their realization; this object is
called the process tensor.
Since all of the CP maps constituting the instruments,
as well as the process tensor itself, are linear maps, we
can represent all of these objects as matrices through
the Choi-Jamio lkowski isomorphism [10]: any map O :
B(Hi) → B(Ho) can be mapped isomorphically to a
matrix O ∈ B(Ho ⊗ Hi) by letting it act on half of
an (unnormalized) maximally entangled state Φ+ =∑
i,j |ii〉 〈jj|, i.e., O := (O ⊗ I)[Φ+]. Similarly, the
process tensor itself can be represented as Υn:1 ∈
B(Hni⊗Hn−1o⊗. . .⊗H1i). Note that to each timestep of
a quantum stochastic process is associated an input and
an output Hilbert space, which we label logically from the
perspective of the experimenter (i.e., the experimenter
receives a state from the process that is “input” into their
instrument of choice, transforming it into an “output”
state that is fed back into the process dynamics). From
these objects, the correct probabilities are calculated via
the generalised temporal Born rule [34]:
P(xn, . . . , x1|Jn, . . . ,J1)
= tr
[
(O(xn)n ⊗ . . .⊗ O(x1)1 )TΥn:1
]
. (A1)
In the Choi representation, natural generalizations of
the notions of complete positivity and trace preservation
translate respectively to the following properties of the
process tensor: Υn:1 ≥ 0 and tr [Υn:1] = dn, where d
is the dimension of the system of interest. Moreover,
imposing causality, i.e., that no signal can be sent from
the future to the past, implies the following hierarchy of
trace conditions:
trji [Υj:1] = 1j−1o ⊗Υj−1:1, ∀j. (A2)
Conversely, any matrix satisfying the above properties
represents some valid quantum stochastic process [9, 15];
the (non-unique) dilation of a quantum stochastic process
is shown in Fig. 5.
Note that by restricting the trace of Eq. (A1) to a
subset of timesteps over which an instrument sequence
has been specified, the conditional process defined on
the remaining timesteps can be calculated. For instance,
choosing an instrument JM = {O(xM )M } on the memory
block, with respect to any particular realization O
(xM )
M ,
the conditional future-history process is
Υ
(xM )
FH = trM
[
O
(xM )T
M ΥFMH
]
. (A3)
Such a conditional process is generically correlated;
however, if it is of tensor product form Υ
(xM )
FH = Υ
(xM )
F ⊗
Υ
(xM )
H for each outcome xM of the instrument JM , the
process has Markov order ` := |M | with respect to said
instrument [27].
Lastly, a Markovian process corresponds to one for
which the process tensor has the specific tensor product
structure of an uncorrelated sequence of CPTP maps
connecting adjacent timesteps plus an initial quantum
state of the system:
Υn:1 = Λni:n−1o ⊗ Λn−1i:n−2o ⊗ Λ2i:1o ⊗ ρ1i . (A4)
2. Theoretical Details of Processes Constructed
Both of the processes that we consider are defined
over three timesteps, labeled by Alice (History), Bob
(Memory) and Charlie (Future), and follow the general
outline depicted in Fig. 1 of the main text and described
as follows.
In each case, the process prepares a particular
tripartite quantum state, γABC , each part of which is
fed out to the parties sequentially in time. Alice, upon
receiving her part, can apply any instrument that she
likes; however, the process simply discards her output
state and feeds to Bob the second part of the initial
state. Similarly, Bob can implement any instrument of
his choosing, but the process discards his output state
and sends Charlie the third part of the initial state,
upon which he can perform any measurement. Since the
output states of Alice and Bob are discarded, we can
obtain the process tensor through the tensor product
of the initial tripartite state on all of the input spaces
γAiBiCi with identity matrices on the output spaces,
i.e., ΓABC = γAiBiCi ⊗ 1AoBo . The only difference
between the two processes considered is that different
initial states are prepared by the process. In both cases,
it is clear to see that the processes are CP-divisible but
non-Markovian [26]. Furthermore, both processes have
non-vanishing quantum conditional mutual information
(CMI) between A and C given B, i.e., I(A : C|B) :=
SAB + SBC − SABC − SB 6= 0; this provides yet another
distinction to Markov order in the standard classical case,
where the CMI necessarily vanishes.
Process 1. The following tripartite state is constructed:
9λABC =
1
384

73 0 0 −2√3 i 0 −2√3 i −2√3 i 0
0 47 24 0 2 0 0 2
√
3 i
0 24 25 0 24 0 0 2
√
3 i
2
√
3 i 0 0 47 0 24 2 0
0 2 24 0 47 0 0 2
√
3 i
2
√
3 i 0 0 24 0 25 24 0
2
√
3 i 0 0 2 0 24 47 0
0 −2√3 i −2√3 i 0 −2√3 i 0 0 73

, (A5)
the process proceeds as described above, thus the process
tensor is ΛABC = λAiBiCi ⊗ 1AoBo . As discussed in
the main text, the process is non-Markovian; however,
Bob can implement a specific POVM such that for each
outcome he observes, Alice and Charlie are rendered
independent. The particular POVM ΠB comprises
elements
Π(b) = 14 (1+
1√
3
∑
j
c
(b)
j σj), (A6)
defined in terms of the Pauli matrices
{1, σX , σY , σZ} and the coefficient vectors
{c(b)} = {(1, 1, 1), (1,−1,−1), (−1, 1,−1), (−1,−1, 1)}.
Conditioned on each outcome b, which occur uniformly
with probability 14 , the joint Alice-Charlie process
factorizes:
Λ
(b)
AC = trB
[(
Π
(b)
Bi ⊗ 1Bo
)T
ΛABC
]
= λ
(b)
Ai ⊗ 1Ao ⊗ λ(b)Ci , (A7)
where λ
(b)
X =
3
81X +
1
2Π
(b)
X , with X ∈ {Ai, Ci}.
In particular, there are no AC correlations in any
of the conditional processes, and since the process
must be conditioned into one of them (depending on
the outcome), Bob’s instrument serves to block any
correlation from the history to the future. As such,
the process is said to have Markov order 1. However,
if he chooses any other instrument, AC correlations
generally exist in the conditional processes (at least
for some outcomes); thus, the process displays memory
effects for generic instruments. Importantly, the POVM
elements of Bob’s measurement are non-orthogonal, so
this instrument has no classical counterpart. Lastly,
the quantum CMI of the process tensor does not vanish
I(A : C|B) ≈ 0.059.
Process 2. The process begins with the following initial
tripartite state:
ωABC =
1
48

3
√
3 0 0 0 0 0 0
√
3 −√3 i 0 0√
3 3 0 0 0 0 0 0
√
3 i −√3 0 0
0 0 3 −√3 0 0 −√3 −√3 i 0 0 0 0
0 0 −√3 3 0 0 √3 i √3 0 0 0 0
0 0 0 0 24 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 −√3 −√3 i 0 0 3 −√3 0 0 0 0
0 0
√
3 i
√
3 0 0 −√3 3 0 0 0 0√
3 −√3 i 0 0 0 0 0 0 3 √3 0 0√
3 i −√3 0 0 0 0 0 0 √3 3 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0

. (A8)
The process tensor is ΩABC = ωAiBiCi ⊗ 1AoBo .
Now, consider the instrument made up of the following
two fuzzy, orthogonal operations:
Ξ
(1)
2i = (1− |2〉 〈2|)2i
Ξ
(2)
2i = |2〉 〈2|2i . (A9)
With respect to this instrument, the conditional process
tensors for each outcome are:
Ω
(1)
AC =
1Ai
2
⊗ 1Ao ⊗ 1Ci
2
Ω
(2)
AC = |0〉〈0|Ai ⊗ 1Ao ⊗ |0〉〈0|Ci . (A10)
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Thus, the process has Markov order 1 with respect
to this instrument comprising only (fuzzy) orthogonal
projectors.
However, suppose now that Bob is able to resolve
measurements in the {|0〉 , |1〉} subspace of his qutrit, e.g.,
apply the instrument comprising the operations
O
(x)
2i = Π
(x)
2i for x ∈ {1, 2, 3, 4}
O
(5)
2i = |2〉 〈2|2i , (A11)
with the POVM {Π(x)2i } as defined in Eq. (A6). Then the
conditional process tensors for each outcome are:
Ω
(x)
AiAoCi = ψ
(x)
AiCi ⊗ 1Ao
Ω
(5)
AiAoCi = |0〉 〈0|Ai ⊗ 1Ao ⊗ |0〉 〈0|Ci . (A12)
Although the outcome corresponding to the level 2 of
Bob’s qutrit, which occurs with probability q = 12 ,
renders Alice and Charlie independent, this is not the
case for the overall instrument. For each outcome
x observed in the {|0〉 , |1〉} subspace, the conditional
Alice-Charlie processes exhibit correlations via one of the
four Werner states with mixing parameter r = 13 (which
are separable, but not product, and therefore classically
correlated):
ψ
(x)
AiCi = rβ
(x) + (1− r)1
2
, (A13)
where each β(x) is the projector of one of the Bell pairs:
|ψ±〉 := (|00〉 ± |11〉)/
√
2 ,
|φ±〉 := (|01〉 ± |10〉)/
√
2 . (A14)
A straightforward calculation gives I(A : C|B) = 12 .
Appendix B: Experimental Details
1. State Preparation
The eigendecomposition of the initial mixed state in
Process 1 yields the following (unnormalized) ensemble
of pure states
(0, i/
√
3 , i/
√
3 , 0, i/
√
3 , 0, 0, 1),
(−i
√
3 , 0, 0, 1, 0, 1, 1, 0),
(0,−i/
√
3 ,−i/
√
3 , 0,−i/
√
3 , 0, 0, 1),
(i
√
3 , 0, 0, 1, 0, 1, 1, 0),
(0, 0, 0,−1, 0, 0, 1, 0),
(0,−1, 0, 0, 1, 0, 0, 0),
(0, 0, 0, 1, 0,−2, 1, 0),
(0, 1,−2, 0, 1, 0, 0, 0), (B1)
with the respective probabilities
(79, 79, 67, 67, 45, 45, 1, 1)/384.
For Process 2, the initial state consists of the following
ensemble:
(e−2ipi/3, e−5ipi/6, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0)/
√
3 ,
(0, 0, e−2ipi/3, eipi/6, 0, 0, 0, 1, 0, 0, 0, 0)/
√
3 ,
(1, i, 0, 0, 0, 0, 0, 0,
√
3 , 1, 0, 0)/
√
6 ,
(0, 0,−1, i, 0, 0,
√
3 ,−1, 0, 0, 0, 0)/
√
6 ,
(0, 0, 0, 0, 1, 0, 0, 0, 0, 0, 0, 0), (B2)
with respective probabilities (1, 1, 1, 1, 4)/8. For this
ensemble, the system that is send to Bob is a qutrit. For
the first four states above, Bob’s qutrit state is restricted
to the subspace of the first two levels; the fifth state above
consists of a tensor product state |00〉AC in product with
the third level basis state of Bob’s qutrit.
Arbitrary 4-qubit pure states can be prepared in the
source module of Fig. 4 of the main text. Under
the combined action of half-wave plates (HWPs),
quarter-wave plates (QWPs) (not shown in Fig. 4) and a
beam displacer (BD), the photon from a laser (@404nm)
is prepared in the state
(α|H〉+ β|V 〉)|0〉+ (γ|H〉+ δ|V 〉)|1〉. (B3)
After the SPDC process at ppKTP1, a three qubit state
of the following form is generated
|γ〉 = (α|HV 〉+ β|V H〉)|0〉+ (γ|HV 〉+ δ|V H〉)|1〉,
(B4)
where the complex coefficients can be adjusted by setting
the angles of half-wave and quarter-wave plates. After
projecting the first qubit on the diagonal basis, the
resulting states are exactly the form of the components
of the needed ensemble (Eq. (B1)) of Process 1 and also
the first four states of ensemble (Eq. (B2)) of Process 2.
For the last state of ensemble in Eq. (B2), we use another
nonlinear crystal ppKTP2 where the pump photon |H〉|2〉
splits into |H〉|V 〉|2〉 through SPDC process. So, at each
round of the experiment, we can randomly prepare one
of the states from either ensemble with a corresponding
probability, resulting in the required initial state γABC
or ωABC over numerous rounds.
2. Implementing the Tetrahedral POVM
The tetrahedral POVM is performed via a quantum
walk algorithm. For every step of the quantum walk,
the coin toss is realized by an assembly of a HWP and
a QWP, and can be represented as a 2 × 2 unitary
matrix. The conditional translation operation which the
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coin controls is realized by a beam displacer and reads
T =
∑
x
|x+ 1, V 〉〈x, V |+ |x− 1, H〉〈x,H|. (B5)
The general procedure to construct a POVM with n
elements was proposed in Ref. [32]:
1. Initiate the quantum walk at position x = 0 with
the coin state corresponding to the qubit state one
wants to measure.
2. Set i=1.
3. While i < n, do:
(a) Apply coin operation C
(1)
i at position x =
0 and identity elsewhere and then apply
translation operator T.
(b) Apply coin operation C
(2)
i at position x = 1,
bit flip operation at position x = −1 and
identity elsewhere and then apply translation
operator T.
(c) i 7→ i+ 1.
The tetrahedral POVM {Π(b)B } can be constructed with
the optical network shown in the inset of Fig. 4 of the
main text. The coin operators are
C
(1)
1 =
1√
6 + 2
√
3
[
1 +
√
3
√
2√
2 eipi/4 −(1 +√3 )eipi/4
]
,
C
(2)
1 =
1√
2
[ −1 1
1 1
]
,
C
(1)
2 =
1√
2
[
1 1
1 −1
]
,
C
(2)
2 =
1√
3
[ √
2 1
1 −√2
]
,
C
(1)
3 =
1√
2
[
e−ipi/3 eipi/6
eipi/3 e−ipi/6
]
,
C
(2)
3 =
[
1 0
0 1
]
. (B6)
Appendix C: Experiment Results
We firstly characterize the simulated process tensors
ΛABC and ΩABC by performing quantum tomography
procedure on corresponding quantum states λABC and
ωABC . The reconstructed density matrices are shown in
Fig. 6 and their fidelities F(ρ, σ) := (tr [√√ρ σ√ρ ])2
to the ideal cases are calculated to be 0.9865 ± 0.0006
and 0.9858 ± 0.0008. The high fidelities show that our
technique can effectively simulate the desired process
tensors which can be obtained through tensor product
of these states with identity matrices on the output
spaces of the history and memory systems. Based on
the reconstructed process tensors, we calculate their
non-Markovianity; the results are presented in the main
text.
To demonstrate the memory length of both processes
ΛABC and ΩABC , we analyze the Markov order by
measuring the memory strength with respect to different
instruments. The instrument-specific memory strength
is defined as any suitable correlation monotone between
the history and future of the process when the memory
is probed by certain instrument. Here, we choose
the correlation measure to be the quantum mutual
information I(A : C) := SA + SC − SAC . For Process
1, ΛABC , when performing the tetrahedral POVM
ΠB defined in Eq. (A6) on Bob’s qubit, the mutual
information between Alice and Charlie for each outcome
is 0.005, 0.003, 0.009, 0.015 respectively, with a typical
error bar of 0.002, while the theoretical expectation is
0. Aggregating these to the instrument level (with a
uniform average) gives a memory strength of 0.008 ±
0.002 for the overall instrument. For Process 2, ΩABC ,
when performing the tetrahedral POVM on the first
two levels of Bob’s qutrit (see Eq. (A11)), the memory
strength for each outcome is 0.216, 0.171, 0.165, 0.188
respectively, with a typical error bar of 0.010, while
the theoretical expectation is 0.2075. Aggregating these
to the instrument level (with a uniform average) gives
a memory strength of 0.185 ± 0.010 for the overall
instrument. When choosing the fuzzy measurement
defined in Eq. (A9), the memory strength for each
outcome is 0.004 with a typical error bar of 0.002, while
the theoretical expectation is 0. We also demonstrate the
non-vanishing quantum CMI feature when the processes
exhibit finite Markov order. For the processes ΛABC
and ΩABC , we observe values of 0.0524 ± 0.0014 and
(a) (b)
( c) (d)
Figure 6. Results of tomography. (a) Real part and (b)
imaginary part of reconstructed matrix of state λABC . (c)
Real part and (d) imaginary part of reconstructed matrix of
state ωABC .
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(a) (b)
Figure 7. (a) Real part and (b) imaginary part of
reconstructed matrix of recovered state. This recovered state
has no future-history correlations and approximates the one
where the (negligible) future-history correlations are present
(see Fig. 6 (c) and (d)).
0.443±0.004, while the theoretical predictions are 0.0059
and 0.5 respectively.
As the memory strength of process ΩABC for the
fuzzy measurement is small, we can directly reconstruct a
recovered process ΩJBABC from our experimental data that
accurately approximates the actual one. As per Ref. [29],
the recovered process is a compressed description that
discards the negligible future-history correlations: we
take the conditional Alice-Charlie states for each of
the two fuzzy measurements, {ω(1)AC , ω(2)AC} and replace
them by the tensor product of their marginals, {ω(1)A ⊗
ω
(1)
C , ω
(2)
A ⊗ ω(1)C }. For the process considered, this
should yield {1A/2 ⊗ 1C/2, |0〉 〈0|A ⊗ |0〉 〈0|C}. Since
the outcomes of the fuzzy measurement that Bob makes
corresponds to {101, |2〉 〈2|} (where the superscript labels
the subspace of Bob’s qutrit on which the identity acts),
which is a self-dual set of operators (up to normalization
by dimension d of the subspace on which the operators
act) such that tr [O(x)†O(y)] = δxyd, we can reconstruct
the initial state relevant for the recovered process from
our data by taking the tensor product of the conditional
marginal states on Alice and Charlie’s input spaces
{ω(1)Ai ⊗ ω(1)Ci , ω(2)Ai ⊗ ω(1)Ci } with the suitably normalized
elements of Bob’s measurement on the input space,
yielding the recovered state
ωJBABC =
1
2
(
ω
(1)
Ai ⊗ 101Bi ⊗ ω(1)Ci + ω(2)Ai ⊗ |2〉 〈2|Bi ⊗ ω(2)Ci
)
.
(C1)
This state is (by construction) steered into an
uncorrelated Alice-Charlie state for each of Bob’s
measurement outcomes. Taking the tensor product of
this with identity operators on Alice and Bob’s output
spaces yields the recovered process ΩJBABC = ω
JB
ABC ⊗
1AoBo .
The fidelity of the recovered state constructed from our
data in Eq. C1 to ideal case
1
2
(
1Ai
2
⊗ 101Bi ⊗
1Ci
2
+ |0〉 〈0|Ai ⊗ |2〉 〈2|Bi ⊗ |0〉 〈0|Ci
)
(C2)
is 0.9960 ± 0.0011. To further show the efficiency of the
recovered process, we simulate the expectation value of
an arbitrary multi-time observable on it and compare
the result with the one on the actual process. Here we
search the expectation value difference of the observable
on the recovery process and the real process by restricting
Alice and Charlie to perform qubit projectors and Bob
performs the fuzzy measurement. The whole process
can be reduced to four real parameters (θ1, φ, θ2, ψ)
by parameterizing Alice’s and Charlie’s projectors as
{|φ〉〈φ|, |φ〉〈φ|⊥, |ψ〉〈ψ|, |ψ〉〈ψ|⊥}, where |φ〉 = cos θ1|0〉+
eφ sin θ1|1〉, |φ〉⊥ = sin θ1|0〉 − e−φ cos θ1|1〉 and |ψ〉 =
cos θ2|0〉 + eψ sin θ2|1〉, |ψ〉⊥ = sin θ2|0〉 − e−ψ cos θ2|1〉.
The maximum value of the difference is 0.022, obtained
with parameters θ1 = 0.120pi, θ2 = 0.200pi, φ = 1.920pi,
and ψ = pi.
