ABSTRACT In this paper, we investigate the joint design of transmit beamforming over physical layer and file dissemination strategy at base stations (BSs) over transport layer in the cache-enabled cloud radio access networks. Our objective is to minimize the total user file download delay while satisfying each BS's power constraint and file dissemination proportion constraints. This problem is very challenging because of the highly coupled optimization variables in the objective function. To address the untractable non-convex problem, the original problem is decomposed into two subproblems. The first subproblem is a non-convex fractional program problem, and by transforming it into a second-order cone program, an iterative algorithm based on an inner approximation method is proposed to achieve the optimal beamforming vectors. For the other subproblem, we propose a sparse optimization algorithm and prove that there exists a closed-form solution in terms of l 0 -norm. Then, the original non-convex problem is addressed in an iterative manner by employing the two proposed sub-algorithms. Numerical results demonstrate that the proposed cross-layer optimization algorithms can efficiently reduce the total user download delay.
I. INTRODUCTION
The development of the fifth generation (5G) wireless networks is paving the way for supporting more data-hungry applications, such as augmented and virtual reality (AR/VR), video-games, connected vehicles and mobile video streaming [1] , [2] . Low-latency is the essential feature for those new applications and high delay can degrade the overall quality of experience (QoE) of users. Recently, to reduce the user download delay in cloud radio access networks (C-RANs), caching at base stations (BSs) is a potential method for massive content delivery, and it has attracted much attention from industry and academia [3] - [5] .
Beamforming design is a popular research interest in C-RANs to minimize the downlink transmission delay. Since the baseband processing unit to enhanced remote radio heads communication over fronthaul has a large delay, a joint design of cloud and edge processing algorithm from [6] is proposed to minimize the average delay by using channel precoding and fronthaul compression strategies in fog radio access networks (F-RANs). Meanwhile [7] , introduced device-to-device (D2D) communication into C-RANs to reduce the transmission delay. In order to satisfy the low latency requirement between the central processor and small cell BSs [8] , proposed a multi-cast beamforming strategy to degrade latency of the fronthaul links in C-RANs. Reference [9] proposed a multi-cast beamforming optimization algorithm to maximize the weighted sum rate of the received videos in cache-enabled heterogeneous networks, which was inspired by the scalable coding strategy in video traffic. Since the previous works did not make full use of the advantages of caching and multicasting [10] , jointly considered the minimization of the average delay, transmission power, and fetching costs based on the optimal dynamic multi-cast scheduling in cache-enabled networks.
In addition, there have been significant interests in investigating the design caching policy or file dissemination strategy to minimize the user delay accessing the target files. Reference [11] proposed a heterogeneous architecture with distributed caching helpers who possessed lowrate backhaul and high storage capacity. With the help of caching helpers, the users could get the minimum download delay. A novel distributed suboptimal algorithm was proposed in [12] to minimize the expected total user download file delay. Reference [13] proposed an interesting greedy algorithm to minimize expected content-access delay, considering how to design the optimal joint routing and caching policies in a network supporting in-network caching. Reference [14] jointly optimized the caching and user association policy to minimize the average download delay in cacheenabled heterogeneous network, and then an efficient distributed algorithm was designed to address this problem via the McCormick envelopes and the Lagrange partial relaxation method. In [15] , the authors proposed an optimal cooperative content caching and delivery policy for a scenario in which femto BSs and user equipments (UEs) were all engaged in local content caching.
Although the aforementioned works studied beamforming design and file dissemination strategy, these two important aspects were generally considered separately. However, to minimize the total user download delay in cache-enabled C-RANs, it is necessary to take into account the delay caused by the air transmission and the backhaul together, which are highly influenced by the beamforming design and file dissemination strategy, respectively. The joint modeling and optimization on the two elements will yield lower delay in cache-enabled C-RANs since the beamforming design only considers the transmit delay reduction, while the file dissemination solely aims to reduce the delay caused by the backhaul links. Therefore, in this paper, the joint design of beamforming and file dissemination strategy in cache-enabled C-RANs is considered and a latency-minimization problem is formulated. Unfortunately, the formulated joint design problem is a non-convex and discrete problem, which is hard to handle. As a result, this problem is decomposed into two manageable sub-problems: beamforming design and file dissemination strategy for minimizing the total user download delay. By investigating the relationship between the desired beamforming and the corresponding file dissemination strategy, a novel joint design of beamforming and file dissemination in cache-enabled C-RANs is proposed to minimize the total user download delay.
The main technical contributions of this paper are listed as follows.
• The joint optimization of beamforming and file dissemination strategy is investigated in C-RANs by considering the each BS power and file dissemination proportions.
To the best of the authors' knowledge, the joint design problem in C-RANs for minimizing the total user download delay has not been reported in the open literature.
• The studied beamforming design problem in C-RANs is a non-convex fractional program problem. Inspired by the approximation method in [16] - [18] , by introducing intermediate variables, the upper bound of the objective function is obtained and then the original sub-problem is approximated as a second order cone program (SOCP). Furthermore, an iterative algorithm is proposed to obtain the suboptimal solution of the beamforming vectors.
• For the file dissemination problem, a sparse optimization algorithm is proposed to achieve the closed-form solution of the file dissemination proportion. The proposed approach can adaptively adjust the file dissemination proportion according to the channel condition and the user download rate. In this context, a major difference from the existing sparse signal processing methods [19] - [23] lies in that our proposed sparse algorithm does not need to adjust the smoothness factor in practice. The paper is organized as follows. The system model as well as problem formulation are presented in section II. In section III, the proposed algorithms are introduced. Simulation results and the corresponding analysis are given in section IV. Finally, conclusions are presented in section V. 
II. SYSTEM MODEL AND PROBLEM FORMULATION A. SYSTEM DESCRIPTION
We consider the downlink of a cache-enabled C-RAN consisting of a central processor, I single-antenna UEs, and J cells randomly distributed in the network. Only one BS is located in a cell, and each has N T transmit antennas. The set of UEs is denoted by I = {1, . . . , I }, where I represents the I -th UE. Furthermore, the set of BSs is denoted by J = {1, . . . , J }, where J represents the J -th BS. The central processor is connected to all BSs through high-capacity backhaul links such as optical fiber, as shown in Fig. 1 . Besides, each BS has a local cache with finite storage capacity to cache the popular files effectively. In each transmission time interval, UEs request the f -th file according to the popularity p f which will be described in subsection B. We assume that the channel remains constant within each transmission time interval. For simplicity, each serving UE is allocated the orthogonal time-frequency resource within the coverage of VOLUME 6, 2018 each BS and all BSs utilize the same time-frequency resource in C-RANs [24] , [25] .
Let A j denote the set of the UEs accessing to BS j. Besides, the cardinality of card A j = A j is the total number of UEs served by BS j. Additionally, the orthogonal time-frequency resource is allocated to the set of UEs served by each BS. h ij ∈ C N T denotes the complex and random block-fading channel coefficient from BS j to the UE i. Correspondingly, the feasible beamforming vector from the BS j to the UE i is w ij ∈ C N T . The baseband signal y i ∈ C received by UE i in each transmission time interval can be written as:
where s ij is the normalized signal symbol from BS j to UE i with E[|s ij | 2 ] = 1 and E[s ij ] = 0, and n ij ∼ N (0, σ 2 ) is the additive white Gaussian noise with zero mean and covariance σ 2 . It is assumed that all UEs use the single user detection to get useful signal, and the interference of the network can be treated as noise. Thus, the instantaneous signalto-interference-plus-noise ratio (SINR) of UE i is given by:
The achievable transmission rate of UE i can be expressed as:
where B ij is the bandwidth of the UE i which is allocated by BS j. The transmit power of each BS is mainly determined by the beamforming vector, so the transmit power of BS j can be presented by w ij 2 . The power constraint of each BS can be given by:
where P j , ∀j is the maximal transmit power at each BS.
B. CACHE MODEL
There are a total of F files that have potential to be requested. Accordingly, we model the popularity of different files as Zipf distribution [26] , [27] . With the Zipf distribution, the popularity of the f -th requested file is as follows:
where α is the Zipf exponent which describes the skewness of the popularity distribution, p f descends as the index of the file increases, and
Without loss of generality, the size of each file is randomly set from 8Mbit to 10Mbit and all of the files are available from central processor. The central processor can have access to the database that contains all F requested files. Moreover, the central processor needs to know the updating global channel state information (CSI) of the whole network and the caching information of all the BSs in time, which relates to designing the beamforming vectors and determining how to allocate the files to each backhaul link. Define the binary caching variable c f ,j ∈ {0, 1} to indicate whether the f -th file is cached at the BS j as follows: c f ,j = 0, the f -th file is not cached at BS j; 1, the f -th file is cached at BS j.
Let the parameter q f ,i ∈ {0, 1} denote whether the i-th UE requests the f -th file, such that q f ,i = 0, UE i does not request the f -th file; 1, UE i requests the f -th file.
Every request for each UE is only served by one BS at one time. According to the Zipf distribution (5), each BS caches the popular files until it reaches the finite capacity of the BS with certain cache strategies. It is worth noting that the caching scheme is fixed since this paper focuses only on how to design the file dissemination strategy and beamforming vectors.
C. PROBLEM FORMULATION
In terms of the user download delay in C-RANs, we mainly consider two parts: backhaul delay and transmit delay. For UEs requesting the target files, if the requested files have been cached in the BSs, UEs can have access to the requested files directly from BSs without incurring any backhaul delay and it only generates the transmit delay. Therefore, the total transmit delay can be obtained via the transmission links, which can be represented as:
where x i,f ,j L f denotes length of the fractional file sent to the i-th user by the j-th BS, and x i,f ,j is the dissemination proportion and L f represents the size of the f -th file. Another important component of the total user download delay in C-RANs is the backhaul delay. When the i-th UE requests the f -th file which is not cached at the j-th BS, the central processor would deliver the requested files via the backhaul links to the BSs, which thereby generates the backhaul delay. The total backhaul delay of UEs downloading the files in C-RANs can be calculated as:
where d j,f represents the backhaul delay caused by the central processor delivering the f -th file to the j-th BS via the backhaul link. It can be modeled as a random variable of exponential distribution with the mean value of D B [28] . The l 0 -norm of x i,f ,j illustrates the relationship between BS j and the f -th file. If x i,f ,j is 0, the j-th BS does not send the corresponding fractional file to the requested i-th user. Besides, if x i,f ,j = 0, the j-th BS sends the requested fractional file with length of x i,f ,j L f to the i-th user. Thus, the l 0 -norm of x i,f ,j is an indicator of whether the j-th BS transmits the fractional file to the i-th UE with |x i,f ,j | 0 ∈ {0, 1}.
From the above analysis, one can see that the BS can dynamically adjust the dissemination proportion of the sending files according to the different user download rate. Hence, the total delay for UEs to download the target files through the corresponding BS can be computed as:
With the consideration of the C-RANs possessing a large volume of data and conforming to more stringent requirements for delay, we aim to efficiently optimize the beamforming vectors and file dissemination proportion at each transmission time interval in order to minimize the total user file download delay, subject to the per-BS power constraint and the file dissemination proportion constraints. The optimization problem is formulated as:
Constraint (11b) ensures the downlink power of each BS is not greater than the upper-limit P j . Constraint (11c) guarantees that the original complete file can be reconstructed with the fractional files received by UEs. Constraint (11d) denotes the domain of dissemination proportion of files. Although problem (11) does not give the constraint x i,f ,j ≤ 1, it is easy to prove that constraint (11c) turns into the tight constraint when the problem (11) gets the optimal solution. It is obvious that (11b) is a convex constraint and all other constraints are linear constraints. Note that (11a) is neither convex nor quasiconvex in terms of l 0 -norm in the representation of backhaul delay and
is a non-convex function of beamforming variable w ij . Furthermore, since the global optimal solution is not available within the polynomial time complexity, it is more appropriate to get the suboptimal solution. In the next section, we show that the beamforming design problem can be converted into a convex optimization problem by relaxing
as a continuous and convex function of w ij . Also, we prove that the proposed file dissemination strategy have a closed-form solution.
III. OPTIMAL BEAMFORMING AND DISSEMINATION STRATEGY
Although the constraints in problem (11) is convex, the nonconvex and discrete objective function is extremely difficult to handle. In this section, an effective algorithm is proposed to address problem (11) based on inner convex approximation as well as sparse discrete optimization. To elaborate, the problem (11) is decomposed into two subproblems. First, we fix the file dissemination proportions in problem (11) and solve the following beamforming design problem:
where x i,f ,j (n) represents the n-th iterative value of x i,f ,j .
Second, we substitute the n-th iterative beamforming w ij
for beamforming w ij , and then we solve the following file dissemination strategy problem:
Next, we show the steps to address problem (12) and (13), respectively.
A. THE SOLUTION TO PROBLEM (12)
From the above analysis, it is easy to observe that constraint of problem (12) is convex, but due to the fact that
in the objective function of problem (12) is non-convex, which is still challenging to address. As a result, we can not solve problem (12) using existing conventional optimization methods. Instead of getting the optimal w ij , we propose a novel method to obtain the suboptimal solution of (12) . By introducing the intermediate variable = β ij |j ∈ J , i ∈ A j , which meets exp(β ij ) ≤ R i , problem (12) can be converted into a novel equivalent as follows:
where the new constraint (14c) is the lower rate limitation of the UE i associated with the BS j, and it is a non-convex constraint. (14a) is the upper bound of (12a). In what follows, the constraint (14c) is converted into a convex constraint.
In the same spirit, the variables r ij > 0 and η ij > 0 are introduced, which respectively satisfy
and
Accordingly, we rewrite (14c) equivalently as
Based on such approximation, problem (14) can be equivalently transformed as:
It is obvious that problem (18) is equivalent to problem (12) . When problem (18) obtains the optimal value of w ij , (18b)-(18e) hold with equality. Then we take (18c) as an example to prove the equality hold when problem (18) achieves the optimal solution. Proof: Suppose that the optimal ω * of problem (18) is achieved with β ij = β * ij , r ij = r * ij and exp(β * ij ) < log 2 (1 + r * ij ). For any β ij ≥ 0, exp(β ij ) is monotonically increasing. Then β * ij increases to β ij to meet exp(β ij ) = log 2 (1 + r * ij ). Let ω denote the corresponding optimal solution of problem (18) with β ij . One can easily know that ω < ω * , which contradicts with that ω * is the optimum for problem (18) . Based on the above analysis, the hypothesis is not valid.
Similarly, we can prove that the equalities of constraints (18d) and (18e) are strictly established when the problem (18) gets the optimal solution.
From the above discussions, it can be observed that the objective function of problem (18) and the constraints of (18) except (18d) are convex. In order to convert the non-convex constraint (18d) into a convex constraint, we further define the function as follows:
where the function f 1 (w ij , η ij ) can be obtained from the convex function f 0 (w ij ) = | J j=1 h H ij w ij | 2 perspective operation. Note that the perspective operation preserves convexity [29] . Thus, f 1 (w ij , η ij ) is convex function in terms of w ij and η ij . In light of the nature of first order condition, the first order of f 1 (w ij , η ij ) around the point (w (n) ij , η (n) ij ) is given by:
where (w (n) ij , η (n) ij ) denotes the feasible point of the n-th iteration from the previous iteration. With this analysis, the constraint (18d) can be transformed into a linear constraint as follows:
Clearly, the problem (18) can be rewritten as:
It is worth pointing out that (22) is convex with respect to w ij , which is easy to obtain the optimal solution by using the convex programming toolbox CVX [30] . By continually solving the problem (22) and conducting the solution as the initial point of the next iteration, the desired value and other involved variables of problem (22) are updated until convergence. The proposed beamforming algorithm to reach the solution of problem (22) is depicted in Algorithm 1 ,which is referred to as Beamforming (BF).
Convergence Analysis: It is intuitive that the optimal solution obtained from the m-th iteration of the Algorithm 1 is always feasible for the m + 1-th iteration. So a nonincremental sequence of the target values is obtained by iteration, i.e. , τ m ≤ τ n holds, if m > n. Additionally, the objective
Algorithm 1 Proposed BF Algorithm
Initialization: 1) Set a feasible starting value w (n) ij and n = 0; 2) Initialize the maximum tolerance 1 ; Repeat: 1) Find the optimal solution to problem (22) 
2) obtain the optimal objective f * = f w * ij and update w ij by w (n) ij := w * ij , ∀j ∈ J , ∀i ∈ A j ; 3) n = n + 1; until f * − f (n) ≤ 1 . Output w * ij as an optimal solution of problem (22) .
value of algorithm 1 is not likely to increase indefinitely due to the power constraint of (18b). Thus, Algorithm 1 is guaranteed to converge.
Observing Algorithm 1, we use the upper-bound of problem (12) to approximate (12), as we can see in (18c), (18e) and (22b). So any solution of problem (22) is also applicable to problem (12) . Then the solution to algorithm 1 is also applicable to problem (12).
1) THE SOLUTION TO PROBLEM (13)
Since problem (13) is non-convex and discrete, in general it is difficult to develop an effective method to solve it due to the existence of l 0 -norm. Instead of approximating the l 0 -norm with a linear and continuous expression, we show that problem (13) has the closed-form solution of x i,f ,j through Theorem 1.
Theorem 1: For S = {i|i = 1, 2, . . . , n} and a i > 0, b i > 0 for ∀i ∈ S, the problem
has the closed-form solution to x i . That is, there exists x l = 1 for ∀l ∈ S as the optimal solution to problem (23) . Next, a l + b l < min i∈S|{l} a i x i + b i holds. Proof: Suppose that x l = 1 for ∀l ∈ S is not the optimal solution to problem (23) . Then there exists x i = 1 for ∀i ∈ S to make the expression In this way, Theorem 1 is proved. Based on Theorem 1, we can get problem (13)'s optimal solution which is x i,f ,j = 1,∀i, f , j ∈ 1, 2, . . . , n.
According to the aforementioned analysis, we propose an iterative algorithm to jointly optimize the beamforming and file dissemination, which is named beamforming and file dissemination (BF-DS). The proposed BF-DS algorithm is summarized as follows.
x Complexity Analysis: Due to the fact that the proposed Algorithm 1 is based on SOCP, the corresponding per-
T log(1/ 1 ), which is mainly determined by the number of variables, constraints and the dimension of the second order cone in the problem (22) . Besides, based on Theorem 1, we can approximately derive the per-iteration computational complexity for solving problem (13) is O 2 (IJF). In addition, since Algorithm 2 is based on alternating direction method to obtain the optimal value of x i,f ,j and w ij , the per-iteration computational complexity of the proposed Algorithm 2 is O = O 1 · O 2 . Therefore, the major computational complexity for the proposed Algorithm 2 is K 1 · K 2 · O , where K 1 and K 2 denote the number of iterations of Algorithm 1 and the method for solving problem (13), respectively.
Algorithm 2 Proposed BF-DS Algorithm
Initialization: 1) Set a feasible starting value w
i,f ,j and t = 0; 2) Initialize the small constant 2 ; Repeat:
i,f ,j ) using (10) and define
2) Obtain w ij * using Algorithm 1; 3) Plug w * ij into (13) and get x * i,f ,j based on Theorem 1; 4) Update w ij
as an optimal solution of problem (11).
IV. SIMULATION RESULTS
In this section, comprehensive simulations of the proposed BF-DS algorithm are presented. Consider a C-RAN consisting of three adjacent hexagonal cells, where only one BS is located in the center of one cell with 4 transmit antennas. Moreover, each BS has the same caching space. Each cell serves three UEs which are randomly distributed in each cell and each UE is equipped with only one antenna. The cell radius is set to 500m. Furthermore, the minimal distance from each UE to its serving BS is at least 400m. The available frequency bandwidth B is 1MHz. The distancedependent path-loss and log-normal shadowing fading is 128.1 + 37.6log 10 (d) + N (0, 8) dB, where d is the distance from a UE to its serving BS in kilometers. The power spectral density of noise for all UEs is set to be −106dBm/Hz. Each UE requests the files based on the Zipf distribution in any transmission time interval. In this paper, we also consider other four dissemination strategies in combination with the proposed BF algorithm as follows:
• Equal file dissemination proportion strategy (EF): Each BS transmits only 1 |J | of the requested file to the corresponding UE regardless of the channel condition and the transmission rate between UE and BS.
• Random file dissemination strategy (RF): Each BS transmits the requested file randomly with equal probabilities.
• Only cached file dissemination strategy (OF): All the requested files of each UE are cached at the BSs without introducing any extra backhaul delay.
• No cached file dissemination strategy (NF): All the requested files of each UE are not cached at the BSs. Each requested file always transmits via backhaul links. Fig. 2 illustrates the convergence behavior of the proposed BF-DS algorithm under several power constraints. The convergence threshold is set to 0.005 and Zipf skewness parameter is 0.5. As mentioned previously, the proposed BF algorithm can rapidly converge to its optimal value and problem (13) can find the closed-form solution based on Theorem 1. Since optimal values w * ij , x * i,f ,j are obtained by the proposed BF algorithm and Theorem 1 in the proposed BF-DS algorithm, the proposed BF-DS algorithm can always converge to a stable point. The results in Fig. 2 validate the above analysis. Also we can see that the total user download delay decreases along with the iterations first, and then it converges to a stable point within about 10 iterations. In Fig. 3 , we compare the performance of different file dissemination strategies for unequal BS power. For the proposed BF-DS, it has the lowest total user download delay than BF with EF, BF with RF, BF with OF and BF with NF with a large range of power constraints, while BF with OF outperforms the BF with EF, BF with NF and BF with RF under the equal power constraints condition. This is because proposed BF-DS can adaptively adjust the size of fractional file transmitted from BS to the corresponding UE according to relevant link quality and the user's download rate. Besides, one can easily see that the total user download delay decreases with the increasing each BS power constraint at low power constraints region while it almost holds stably at high power constraints region. The total user download delay of the proposed BF-DS algorithm decreases around 11.1%, 36.8%, 37.7%, 44.2% respectively than BF with OF, BF with RF, BF with EF and BF with NF as shown in Fig. 3 . This observation is because the BS does not necessarily consume all the power of each BS to transmit the corresponding files at the high power region with the given fixed channel capacity and bandwidth. In order to further study the proposed BF-DS, the total user download delay performance with varying Zipf skewness parameters is illustrated in Fig. 4 . The power constraints for all the BSs is 5W. From Fig. 4 , one can generally observe that proposed BF-DS can significantly decrease the total user download delay compared with the others under the Zipf skewness parameters varying from 0.6 to 2.4. Moreover, one can also see that the total user download delay of the five schemes decreases with the increasing Zipf skewness parameters. The reason is that the nonuniformity of the popularity of different files increases with a larger Zipf skewness parameter and leads to the BS increasing the bias that cache more the most popular files. As a result, more requested files are fetched directly from the BS without incurring the backhaul delay, which greatly reduces the influence of the backhaul delay on the total user download delay. Comparing BF with OF, BF with RF, BF with EF and BF with NF, the proposed BF-DS algorithm reduces about 12.5%, 36.3%, 38.2%, 43.2% respectively in the total user download delay with different Zipf skewness parameters. Fig. 5 compares the proposed BF-DS with other four schemes in terms of the total user download delay versus different backhaul delay of each file. As can be seen, in the regime of low backhaul delay, the performance gap between the proposed BF-DS and the others is small, since the transmission delay accounts for the main factor impacting the total user download delay. However, in the high backhaul delay region, the performance gap increases with the backhaul delay, since the backhaul delay makes a great contribution to the total user download delay to BF with EF, BF with RF and BF with NF. Specifically, one can see that the gap between the delay of the proposed BF-DS and that of BF with OF diminishes with the increasing backhaul delay. This indicates that the proposed BF-DS is weakly affected by backhaul delay and always selects the minimal download delay link to transmit the requested files regardless of the file caching state. The simulation results also illustrate that the proposed BF-DS is expected to surpass the other four schemes in terms of the total user download delay. Finally, in Fig. 6 , we compare the performance of total user download delay with respect to the different number of antennas at each BS. The power of each BS is fixed to 5W and the given Zipf skewness parameter is 0.5. One can observe that the proposed BF-DS achieves lower total user download delay than another four schemes. The simulation result also demonstrates that the proposed BF-DS algorithm can reduce the total user download delay by up to 16.7%, 36.5%, 37.5%, 47.4% respectively than the other four algorithms. Moreover, we can see that the total user download delay decreases rapidly at low number of antennas region and saturates stably at high number of antennas region. The reason is that more antennas at the BSs provide more degree of freedom of space and greater probability of selecting proper beamforming to reduce the mutual interference among UEs.
V. CONCLUSIONS
In this paper, we investigated the joint design of beamforming and file dissemination strategy to minimize the total user download delay in the cached-enabled C-RANs. To address the original problem, we decomposed it into a beamform-ing design problem and a file dissemination problem. For the beamforming design problem, an iterative beamforming algorithm based on an inner approximation method was proposed to optimize the BS beamforming vectors, and we proved that it converged to a stationary solution of the original beamforming problem. Meanwhile, the file dissemination problem was theoretically proved to have the closed-form solution and a sparse optimization algorithm was proposed to find it. Then, an efficient iterative optimization algorithm was proposed to solve the joint design problem based on the two sub-algorithms as mentioned above. Numerical results have validated the superiority of the proposed joint design scheme. For the future work, we will investigate multicasting and wireless coded caching. 
