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We consider models for hierarchical count data, subject to overdispersion and/or excess zeros. Molen-
berghs et al. (2007) and Molenberghs et al. (2010) extend the Poisson-normal generalized linear-mixed
model by including gamma random effects to accommodate overdispersion. Excess zeros are handled
using either a zero-inflation or a hurdle component. These models were studied by Kassahun et al.
(2014). While flexible, they are quite elaborate in parametric specification and therefore model assess-
ment is imperative. We derive local influence measures to detect and examine influential subjects, that
is subjects who have undue influence on either the fit of the model as a whole, or on specific important
sub-vectors of the parameter vector. The latter include the fixed effects for the Poisson and for the
excess-zeros components, the variance components for the normal random effects, and the parameters
describing gamma random effects, included to accommodate overdispersion. Interpretable influence
components are derived. The method is applied to data from a longitudinal clinical trial involving
patients with epileptic seizures. Even though the data were extensively analyzed in earlier work, the
insight gained from the proposed diagnostics, statistically and clinically, is considerable. Possibly, a
small but important subgroup of patients has been identified.
Keywords: Combined model; Excess zero; Hurdle model; Local influence; Overdispersion;
Poisson-normal model; Zero-inflated model.
 Additional supporting information including source code to reproduce the resultsmay be found in the online version of this article at the publisher’s web-site
1 Introduction
Likemany other data types, count data are often analyzed using generalized linear models (McCullagh
and Nelder, 1989). Likewise, when they are observed in hierarchical designs, it is common to use
generalized linear-mixedmodels (GLMM; Breslow andClayton, 1993;Wolfinger andO’Connell 1993;
Engel and Keen, 1994). Two additional features, prevalent with this data type, are overdispersion and
zero inflation.
Overdispersion has received considerable attention. Breslow (1984) is an important reference in this
respect. A well-known model in the univariate case is the negative-binomial, resulting from placing
a gamma distribution on the Poisson parameter. Molenberghs et al. (2007) and Molenberghs et al.
(2010) accommodated overdispersion in repeated counts, using a combination of normal and gamma
random effects. The normal random effects, a signature feature of the GLMM, capture correlation
∗Corresponding author: e-mail: triaswahyuni.rakhmawati@uhasselt.be
C© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
Biometrical Journal 58 (2016) 6 1391
between repeated measures on the same unit, as well as some amount of overdispersion. The gamma
random effects flexibly accommodate overdispersion.
Next to this, it is not uncommon to observe more zeros than prescribed by a Poisson model or an
extension thereof capturing overdispersion, whether in the univariate or hierarchical case. Lambert
(1992) proposed the so-called zero-inflated Poisson (ZIP) regression model to address this issue. The
model gained popularity, as is testified by, among others, Greene (1994), Bo¨hning et al. (1999), and
Cheung (2002). The ZIP models the excess zeros using a mixture of a point mass at zero and a
conventional Poisson model. Combining overdispersion and zero-inflation, Greene (1994) considered
the zero-inflated negative binomial model (ZINB). Another method to handle a non-Poisson amount
of zeros is the hurdle model (Mullahy, 1986). Excess zeros have been studied for hierarchical data as
well. Hall (2000) developed zero-inflated Poisson and binomial regression with random effects, with
emphasis on agriculture. Min and Agresti (2005) studied the use of the ZIP and hurdle models using a
cumulative logit link function for hierarchical ordinal data. A multilevel version of the ZIP regression
model is considered by Lee et al. (2006). Neelon et al. (2010) applied a Bayesian model for repeated
measures zero-inflated count data.
Of relevance for the rest of this paper, Kassahun et al. (2014) extended the model framework defined
by Molenberghs et al. (2010) to the case of excess zeros. We will refer to their models as (ZIPGN) and
(HPGN) for the zero-inflated and the hurdle Poisson-gamma-normal model, respectively. While the
model is flexible, it is based on a quite elaborate parametric specification, and its suitability should be
scrutinized. This paper focuses on identifying influential subjects, that is those that have a large impact
on the parameter estimates.
To this effect, local influence will be used. Cook and Weisberg (1982) and Chatterjee and Hadi
(1988) made early contributions, using a case deletion approach, thus capturing howmuch a parameter
changes based on the contribution from one particular individual.
Closed-form estimators and influence diagnostics based thereupon are relatively easy to derive for
linear models. Deriving such quantities for more elaborate models (linear-mixed models, GLMMs,
etc.) is less straightforward and, in some case, outright impossible. Lesaffre and Verbeke (1998) chose
local influence (Cook, 1986; Beckman et al., 1987) to examine influence in linear-mixed models.
They studied how much case-weight perturbation impacts parameter estimates. Such case-weight
perturbation schemes refer to infinitesimal deviations froma subject’s contribution to the log-likelihood
function. They also derived the interpretable components of local influence as the additional insight
in the nature of influence. Rakhmawati et al. (2016) applied such an approach to the combined model
of Molenberghs et al. (2010), that is an overdispersed GLMM for count, binary, or time-to-event
data. They considered three approaches, based on: (1) purely numerical derivations; (2) using a closed-
form expression of the marginal likelihood function; and (3) using an integral representation of this
likelihood. In the context of zero-inflated count models, Xie et al. (2008) and Chen et al. (2013) applied
local influence to zero-inflated generalized Poisson-mixed models. Meanwhile, Garay et al. (2011)
considered local influence under different perturbation schemes for zero-inflated negative binomial
models. Our focus is on local influence for (ZIPGN) and (HPGN), that is we aim at identifying
potential influential subjects for the extensions of generalized linear-mixed models that also allow for
overdispersion and extra-Poisson zeros. We will follow the line of Lesaffre and Verbeke (1998) and
Rakhmawati et al. (2016), with excess zeros as part of the model. The interpretable components of the
local influence are derived as well.
The remainder of the paper is organized as follows. In Section 2, the case study on epilep-
tic patients is introduced. An initial analysis, with informal influence assessment, is presented in
Section 5, after reviewing the necessary generalized linear model methodology for count data in
Section 3, and count-data models with excess zeros in Section 4. Section 6 summarizes the essence
of the local-influence theory. The local influence methodology for the (ZIPGN) and (HPGN) mod-
els is the topic of Section 7. We then have the tools for a formal influence analysis, presented in
Section 8.
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Table 1 Epilepsy data. The mean number (and standard deviation, s.d.) of seizures during the past
week for each follow up time.
Time Overall Placebo New treatment
Mean s.d Mean s.d Mean s.d
1 3.360 4.640 3.178 4.147 3.546 5.137
2 4.225 7.151 4.356 7.616 4.091 6.727
3 4.414 9.647 3.558 5.279 5.250 12.548
4 3.837 6.330 3.952 5.877 3.727 6.801
5 2.738 3.433 3.143 3.855 2.333 2.944
6 2.928 4.669 2.476 2.734 3.390 6.049
7 2.679 4.043 2.634 3.992 2.725 4.145
8 3.173 4.898 3.781 5.498 2.550 4.175
9 2.889 4.550 2.610 3.153 3.175 5.665
10 3.519 7.660 2.439 2.881 4.625 10.458
11 3.309 6.472 3.659 7.532 2.950 5.243
12 3.190 7.482 3.900 9.891 2.462 3.662
13 2.696 4.716 2.250 2.687 3.154 6.150
14 3.127 5.222 2.550 3.412 3.718 6.581
15 3.385 7.115 3.300 6.892 3.474 7.435
16 2.130 3.760 1.900 2.560 2.378 4.757
17 3.257 8.685 2.611 3.852 3.941 11.982
18 1.278 4.688 3.000 7.506 0.182 0.405
19 5.077 15.644 11.600 25.383 1.000 1.414
20 1.400 1.647 2.500 2.121 1.125 1.553
21 0.143 0.378 − − 0.143 0.378
22 1.000 1.000 − − 1.000 1.000
23 0.500 1.000 − − 0.500 1.000
24 0.333 0.577 − − 0.333 0.577
25 1.333 2.309 − − 1.333 2.309
26 2.667 3.055 − − 2.667 3.055
27 2.333 4.042 − − 2.333 4.042
2 A clinical trial in epileptic patients
The data considered here are obtained from a randomized, double-blind, parallel group multicenter
study for the comparison of placebo with a novel anti-epileptic drug (AED), in combination with one
or two other AED’s. The study is described in full detail in Faught et al. (1996). The randomization
of epileptic patients took place after a 12-week baseline period that served as a stabilization period for
the use of AED’s, and during which the number of seizures was counted. After that period, 45 patients
were assigned to the placebo group and 44 to the active (new) treatment group. Patients were then
measured weekly. Patients were followed (double-blind) during 16 weeks, after which they were entered
into a long-term open-extension study; some patients were followed for up to 27 weeks. The outcome of
interest is the number of epileptic seizures experienced over a one-week period. The research question is
whether or not the additional new treatment reduces the number of epileptic seizures. Table 1 presents
the time-point and treatment-arm specific means and standard deviations, while a frequency plot of all
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Figure 1 Epilepsy data. Frequency plot of weekly seizures counts.
weekly counts for all patients combined is displayed in Fig. 1. There appears to be a large proportion
of zeros, as well as evidence of overdispersion from the longitudinal aspect in this dataset.
3 Review of generalized linear-mixed models for count data
The generalized linear-mixed model (Engel and Keen, 1992; Breslow and Clayton, 1993; Wolfinger
and O’Connell, 1993) extends both generalized linear models for univariate outcomes of a general type
on the one hand and linear-mixed models (Verbeke and Molenberghs, 2000) for Gaussian repeated
measures on the other. Let Yi j be the jth outcome for subject i = 1, . . . ,N, j = 1, . . . , ni and group
the ni measurements into a vectorY i. Assume that, conditionally upon q-dimensional random effects
bi ∼ N(0,D), the outcomesYi j are independent with density
fi j (yi j |bi, ξ, φ) = exp
{
φ−1[yi jλi j − ψ(λi j )]+ c(yi j, φ)
}
, (1)
where
η[ψ ′(λi j )] = η(μi j ) = η[E (Yi j |bi, ξ)] = x′i jξ + z′i jbi, (2)
for a known link function η(·), with xi j and zi j p-dimensional and q-dimensional vectors of known
covariate values, with ξ a p-dimensional vector of unknown fixed regression coefficients, and with φ a
scale (overdispersion) parameter. Finally, let f (bi|D) be the density of theN(0,D) distribution for the
random effects bi. The Poisson-normal model is:
Yi j ∼ Poi(λi j ), (3)
λi j = exp
(
x′i jξ + z′i jbi
)
, (4)
bi ∼ N(0,D). (5)
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As stated above, Molenberghs et al. (2007) and Molenberghs et al. (2010) derived a closed form for
the marginal model:
P(Yi = yi ) =
1∏ni
j=1 yi j !
∑
t
(−1)
∑ni
j=1 t j∏ni
j=1 t j !
· exp
⎡⎣ ni∑
j=1
(yi j + t j )x′i jξ
⎤⎦×
× exp
⎧⎨⎩12
⎡⎣ ni∑
j=1
(yi j + t j )z′i j
⎤⎦D
⎡⎣ ni∑
j=1
(yi j + t j )zi j
⎤⎦⎫⎬⎭ . (6)
In the above equation, the vector-valued index t = (t1, . . . , tni ) ranges over all nonnegative integer
vectors.
When overdispersion is accommodated, as in Molenberghs et al. (2007) and Molenberghs et al.
(2010), (3) generalizes to
Yi j ∼ Poi(θi jκi j ), (7)
with κi j as in (4) and θi j ∼ Gamma(α j, β j ). The joint distribution now is:
P(Yi = yi ) =
∑
t
⎡⎣ ni∏
j=1
(
yi j + t j
yi j
)
·
(
α j + yi j + t j − 1
α j − 1
)
· (−1)t j · βyi j+t jj
⎤⎦×
× exp
⎛⎝ ni∑
j=1
(yi j + t j )x′i jξ
⎞⎠× exp
⎧⎨⎩12
⎡⎣ ni∑
j=1
(yi j + t j )z′i j
⎤⎦D
⎡⎣ ni∑
j=1
(yi j + t j )zi j
⎤⎦⎫⎬⎭ . (8)
Note that the association among measurements of the same patients is still assumed to come from the
normal random effects bi. The gamma random effects are assumed independent across occasions and
hence contribute to the extra-Poisson variability only. Relaxing this assumptionmay be done to accom-
modate serial correlation (Sutradhar, 2011), in addition to the features already present in the model.
As is well known, both gamma parameters are not jointly identifiable; it is therefore common to
write β j = 1/α j . The modeler may choose the α’s independent of j. Clearly, the above expressions are
cumbersome, which led Rakhmawati et al. (2016) to circumvent their use when deriving local-influence
expressions. We will follow a similar route in Section 7.
4 Review of models for count data with excess zeros
In zero-inflated count models, it is assumed that there are two processes as sources of zeros: zeros
may come from both the point mass (process 1) as well as from the conventional count component
(process 2). It is assumed that for observation i, process 1 is chosen with probability πi and process
2 with probability 1− πi (Hinde and Deme´trio, 1998). While process 1 generates only zeros, process
2, f i(yi j |bi1, ξ, θi j ), generates counts from a Poisson, a negative-binomial model, a Poisson-normal
GLMM or a Poisson-gamma-normal combined model. In its most general form, the zero-inflated
Poisson-normal model is given by a mixture:
p(Yi j = yi j |bi1, ξ, πi j ) =
{
πi j + (1− πi j ) fi(0|bi1, ξ) if yi j = 0,
(1− πi j ) fi(yi j |bi1, ξ) if yi j > 0. (9)
The hurdle model, proposed by Mullahy (1986), starts from a two-stage modeling concept. The first
stage models the binary variable that measures whether the response falls below or above the hurdle.
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The second one uses a truncated model to explain the observations above the hurdle. In this case, πi j is
the probability for the observation to be in the zero state. The hurdle model, augmented with random
effects, is formulated as:
p(Yi j = yi j |bi1, ξ, πi j ) =
⎧⎨⎩πi j if yi j = 0,(1− πi j ) fi(yi j |bi1,ξ)1− fi(yi j |bi1,ξ) if yi j > 0. (10)
The excess zeros component πi j = π(x′2i jγ + z′2i jbi2) takes a Bernoulli model form, in the simplest
case only with an intercept, but potentially containing known regressors x′2i j and z
′
2i j for fixed- and
random-effects, respectively, a vector of zero-inflation coefficients γ to be estimated, as well as random
effects bi2. Common link functions, such as the logit or probit, can be used. Note that xi j , zi j , and bi in
Section 3 are now replaced by x1i j , z1i j , and bi1, respectively, for the nonzero count part. The regressors
in the count and zero-inflation component can either be overlapping, a subset of the regressors can be
used for zero-inflation, or different regressors for the two parts can be used.
As indicated above, it assumed that the parameters λi j and πi j depend on the vectors of explanatory
variables xi j and zi j , respectively.We concentrate on specificmodels: λi j = exp(x′1i jξ + z′1i jbi1) and τi j =
logit(πi j ) = x′2i jγ + z′2i jbi2. Then, the conditional probability for the zero-inflated Poisson-normal is
p(Yi j = yi j |bi1, ξ, πi j ) =
[
1
1+ e−τi j
] [
1+ e−τi j−λi j
]μi j [λi j yi j
yi j !
e−τi j−λi j
]1−μi j
, (11)
with the corresponding expression for the hurdle Poisson-normal model being:
p(Yi j = yi j |bi1, ξ, πi j ) =
[
1
1+ e−τi j
][
λi j
yi j
yi j !
e−λi j−τi j
1− e−λi j−τi j
]1−μi j
, (12)
where μi j = 1 if yi j = 0 and μi j = 0 otherwise. The derivation of (11)–(12) is presented in Supplemen-
tary Materials Section S1. Expressions are similar when gamma random effects for overdispersion are
included.
5 Initial data analysis and informal influence examination of the clinical trial
in epileptic patients
Molenberghs et al. (2007) analyzed the data by including gamma random effects into the conventional
(P-N) model. They found that, while the (P-N) leads to a significant treatment effect in the ratio of the
slopes, the extended (PGN) does not, neither in the ratio nor in the difference of the slopes. Kassahun
et al. (2014) fitted the model using the (ZIPGN) and (HPGN), as well as submodels thereof. The
additional insight offered by these authors is that there is also a significant amount of extra-Poisson
zeros, while maintaining a nonsignificant treatment effect. For the slope difference, for example, the
(ZIPGN) produces p = 0.328, whereas this is p = 0.226 for the (PGN). Clearly, the (ZIPGN) and
(HPGN) are important extensions of the conventional (P-N). The ZI and hurdle versions can be
compared to check the stability of the conclusions to the specific choice of excess-zeros method.
Nevertheless, the question remains as to whether the conclusions are based on a, say, sufficiently
common behavior in the entire dataset, or rather are driven by one or a few influential subjects. This
will be assessed informally at first and, in Section 8, using the tools to be developed.
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Figure 2 Epilepsy data. Individual profiles. Placebo (treatment 0) and active (treatment 1).
We therefore start from the aforementioned models. The Poisson regression core of the model is
written as:
ln(λi j ) =
{
ξ00 + bi1 + ξ01ti j if placebo,
ξ10 + bi1 + ξ11ti j if treated, (13)
whereYi j represents the number of epileptic seizures patient i experiences during week j and ti j is the
time point at whichYi j has been measured. The excess-zeros probability πi j is modeled as:
logit(πi j ) = γ0 + γ1ti j + bi2.
Figure 2 shows individual profiles for both the treatment and placebo groups. It is now examined
informally, prior to calculating the formal influencemeasures. A fewpatients have very variable profiles.
Patient #38 in the placebo group changes periodically between very high and very low numbers of
episodes. Patient #62 has similar behavior, though the oscillation frequency is higher; also, this patient
belongs to the active group. Patient #49 displays high values at the outset, then drops and shows
low-amplitude fluctuations thereafter. For now, these patients are identified as potentially influential.
Parameter estimates (standard errors) are given in Table 2. It follows that the treatment effect on
the additive scale (ξ11 − ξ01) exhibits nonsignificance for all models when the full set of data is used:
p = 0.712 for (P-N), p = 0.226 for (PGN), p = 0.625 for (ZIP-N), p = 0.328 for (ZIPGN), p = 0.317
for (HP-N), and p = 0.798 for (HPGN). Removing the influential subjects leads to increases in the
effect. The treatment effect is nonsignificant for (HPGN) with p = 0.2113, but for all other models it is
significant: p = 0.0006 for (P-N), p = 0.0455 for (PGN), (ZIPGN), and (HP-N), and p = 0.00175 for
(ZIP-N). On the additive scale, we conclude that the influential subjects, due to the source of variability
introduced by the oscillatory behavior, mask a treatment effect. The picture is different for treatment
effect on the multiplicative scale (ξ11/ξ01): the estimated effects after removing the influential subjects
decrease, but none of the p-values are significant. Note that also Molenberghs et al. (2007) examined
the treatment effect on both the additive and multiplicative scale. While the additive scale is more
common, not in the least because usually asymptotic normality sets in more rapidly, these authors
found striking differences between Poisson models with and without normal and/or gamma random
effects. They did not consider excess-zeros methods.
The combined models (PGN), (ZIPGN), and (HPGN) exhibit higher treatment effects on the
additive scale compared to their basic model counterparts, (P-N), (ZIP-N), and (HP-N), thus in-
creasing significance, except for (HPGN). Moreover, after removing the influential subjects, the
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p-values increase from the basic to the combined models. The combined models (PGN), (ZIPGN),
and (HPGN) exhibit higher treatment effects on the additive scale compared to their basic model
counterparts, (P-N), (ZIP-N), and (HP-N), thus increasing significance, except for (HPGN). More-
over, after removing the influential subjects, the p-values increase from the basic to the combined
models.
The parameter estimates in the excess-zeros models, both intercept and slope, are significant in
(ZIP-N), (ZIPGN), (HP-N), as well as in (HPGN), whether or not influential subjects are in-
cluded. The parameter estimates in the hurdle (HP-N) and (HPGN) models are smaller than
the zero-inflated counterparts (ZIP-N) and (ZIPGN). Removing the influential subjects slightly
increases the parameter estimates, that is the influential effects slightly attenuate the covariate
effects.
The zero-inflated combined models (ZIPGN) and (HPGN) exhibit smaller values for the overdis-
persion parameter α when compared to (PGN), which corresponds to less overdispersion. This is
entirely natural, because the excess-zeros models split overdispersion in a portion stemming from in-
flated numbers of zeros and a portion stemming from other sources of inflation. Next, after removing
the influential subjects, the overdispersion parameter α becomes smaller. However, α for (ZIPGN) is
smaller than for (HPGN) in both the full dataset as well as in the version without influential subjects.
None of this had been discovered earlier.
6 Review of general theory for local influence
Local influence was presented by Cook (1986) and used by several authors since. The impact of
individuals and measurements on the analysis is assessed by comparing standard maximum likeli-
hood estimates with those resulting from slightly perturbing the contribution of an individual or a
measurement. The method is to be contrasted with global influence, or case deletion, where impact
is assessed by simply deleting an individual or measurement. While local influence comes with a
certain amount of technicality, it is easy and fast to calculate in practice, and in many cases leads
to interpretable components of influence. Lesaffre and Verbeke (1998) introduced an influence as-
sessment paradigm for the linear-mixed model. A review of several diagnostic procedures for the
linear-mixed model is given in Mun and Lindstrom (2013). Verbeke et al. (2001) used local influ-
ence for longitudinal Gaussian data with dropout, while incomplete binary data were studied by
Jansen et al. (2003). Verbeke and Molenberghs (2000) and Molenberghs and Verbeke (2005) stud-
ied the method and provide ample references. Xie et al. (2008) and Chen et al. (2012) applied a
local influence approach for a zero-inflated generalized Poisson-mixed model. Further, Garay et al.
(2010) considered local influence under different perturbation schemes for a zero-inflated negative
binomial model. Rakhmawati et al. (2016) applied local influence to the overdispersed GLMM,
and decomposed influence into interpretable components. They considered three approaches, based
on: (1) purely numerical derivations; (2) using a closed-form expression of the marginal likelihood
function; and (3) using an integral representation of this likelihood. We will follow the line of rea-
soning of Lesaffre and Verbeke (1998) and Rakhmawati et al. (2016), with excess zeros as part of the
model.
Let the log-likelihood for the generalized linear-mixed model or its combined extension take the
form
(θ) =
N∑
i=1
i(θ), (14)
C© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.biometrical-journal.com
Biometrical Journal 58 (2016) 6 1399
in which i(θ) is the contribution of the i-th individual to the log-likelihood. Let
(θ|ω) =
N∑
i=1
ωii(θ), (15)
now denote the perturbed version of (θ), depending on an N-dimensional vector ω of weights,
which is assumed to belong to an open subset  of IRN . The original log-likelihood (14) follows for
ω = ω0 = (1, 1, . . . , 1)′. Other perturbation schemes are possible (Verbeke and Molenberghs, 2000).
Let θ̂ be the maximum likelihood estimator for θ, obtained by maximizing (θ), and let θ̂ω denote
the estimator for θ under (θ|ω). Cook (1986) proposed to measure the distance between θ̂ω and θ̂ by
the so-called likelihood displacement, defined by
LD(ω) = 2
(
(θˆ) − (θˆω)
)
.
LD(ω) will be large if (θ) is strongly curved at θ̂ (which means that θ is estimated with high precision)
and small otherwise. A graph of LD(ω) versusω brings out information on the influence of case-weight
perturbations. The graph is the geometric surface formed by the values of the (N + 1)-dimensional
vector
ξ(ω) =
(
ω
LD(ω)
)
as ω varies throughout . Following Cook (1986) and Verbeke and Molenberghs (2000), we will refer
to ξ(ω) as an influence graph.
Cook (1986) derived a convenient computational scheme. Let i be the s-dimensional vector of
second-order derivatives of (θ|ω), with respect to wi and all components of θ, and evaluated at
θ = θ̂ and at ω = ω0. Also, write  for the s × r matrix with i in the i-th column. Let L¨ denote the
s × s matrix of second derivatives of (θ), evaluated at θ = θ̂. For any unit vector h in , the normal
curvature of the likelihood displacement LD(ω) in the direction of (h) is shown to be (Cook, 1986):
Ch = 2
∣∣ h′′L¨−1h ∣∣ . (16)
Various choices for h have received specific attention. First, one can focus on subject i only, by choosing
h = hi, the zero vector with a sole value 1 in the i-th position. Local influence then is
Ci ≡ Chi = 2
∣∣ ′iL¨−1i ∣∣ . (17)
Second, h = hmax can be considered, that is the direction of maximal normal curvature. It was shown
(Beckman et al., 1987; Verbeke and Lesaffre, 1997; Verbeke and Molenberghs, 2000), based on work
by Seber (1984), that
hmax =
′R′z
‖′R′z‖ ,
where R is such that L¨−1 = −R′R. Further, Cmax, the corresponding curvature, is twice the largest
eigenvalue of R′R′; the corresponding eigenvector is z. This holds a warning: it is possible for
Ci to be large without the same holding for the i-th component in hmax, provided the corresponding
components are large for some of the secondary eigenvectors (corresponding to the second largest to
the smallest eigenvalue). It is thus prudent to examine bothCi and hmax.
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When only a subset θ1 of θ = (θ′1, θ′2)′ is of special interest, the methodology still applies. It follows
that the corresponding influence equals (Verbeke and Molenberghs, 2000):
Ch(θ1) = Ch + 2h′′
(
0 0
0 L¨−122
)
h ≤ Ch, (18)
with obvious notation. Should L¨12 = 0, then an influence decomposition is possible:
Ch = Ch(θ1) + Ch(θ2). (19)
For weakly correlated subvectors, (19) holds approximately. The advantage is then that the influences
on subvectors can be studied separately.
7 Local influence for excess zeros models
7.1 Local influence for the zero-inflated Poisson-normal model
In this section, local influence for the (ZIP-N), the zero-inflated Poisson-normal model, is studied.
When gamma random effects for overdispersion are present, in the (ZIPGN) model, expressions
slightly generalize; these are omitted here but will be used for data analysis. At the same time, the
univariate, fixed-effects-only versions of all models considered, follow as obvious special cases. With
this in mind, our focus remains on the hierarchical models. Rakhmawati et al. (2016) showed that the
integral-based approach is a sensible choice to derive local-influence expressions, rather than using the
complex marginal-likelihood expressions (6) or (8). The infinite sum in these inhibits both convenient
expressions and interpretable components.
From (11) the likelihood function follows:
L(ξ, γ,D, bi) =
N∏
i=1
∫ ni∏
j=1
[
1
1+ e−τi j
] [
1+ e−τi j−λi j
]μi j [λi j yi j
yi j !
e−τi j−λi j
]1−μi j
×
× 1
(2π)q/2|D|1/2 exp
(
−1
2
b′iD
−1bi
)
dbi, (20)
with obvious partitioning, where bi = (b′i1, bi2)′, the vector of normal random effects with respect to
the count and zeros parts in the model, respectively. The corresponding variance-covariance matrix is:
D =
(
D11 D12
D21 D22
)
,
with obvious factorization. The log-likelihood contribution for subject i takes the form:
i(ξ, γ,D) = −
q
2
log(2π) − 1
2
log |D| + (1− μi j ) log
⎛⎝ ni∏
j=1
1
yi j !
⎞⎠+ log Ji
∝ −1
2
log |D| + log Ji, (21)
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where
Ji =
∫ ⎛⎝ ni∏
j=1
1
1+ e−τi j
⎞⎠⎛⎝ ni∏
j=1
ψi j
⎞⎠ exp(−1
2
b′iD
−1bi
)
dbi (22)
and
ψi j =
[
1+ e−τi j−λi j
]μi j [λi j yi j
yi j !
e−τi j−λi j
]1−μi j
. (23)
The first derivatives with respect to ξ, γ , and D are:
∂i(ξ, γ,D)
∂ξ
=
ni∑
j=1
(
− e
−τi j−λi j
1+ e−τi j−λi j λi jx1i j
)μi j [
(yi j − λi j )x1i j
]1−μi j
,
∂i(ξ, γ,D)
∂γ
=
ni∑
j=1
{
e−τi j
1+ e−τi j −
(
e−τi j−λi j
1+ e−τi j−λi j
)μi j}
x2i j,
∂i(ξ, γ,D)
∂d jk
= −1
2
(2− δ jk)
{
(D−1) jk − (D−1D−1) jk
q∑
k=1
Var(bik)
}
,
where d jk is a component of D and δ jk is one if j is equal to k, and zero otherwise.
To derive the local influence as described in (17), we use the fact that Lesaffre and Verbeke (1998)
showedCi to equal:
Ci = 2||L¨−1|| ||i||2 cos(ϕi), (24)
where ϕi is the angle between vec(−L¨−1) and vec(i′i), i is the first derivative of i(ξ,D, s) with
respect to the model parameters, and L¨−1 is the s × s matrix of second derivatives of (ξ,D, s) with
respect to the parameters.
||i||2 =
⎛⎝ ni∑
j=1
Ai j
μi jB′i j
1−μi j
⎞⎠2 +
⎛⎝ ni∑
j=1
Mijx
′
2i j
⎞⎠⎛⎝ ni∑
j=1
Mijx2i j
⎞⎠+
+
∑
k,l
{
−1
2
(D−1)kl +
1
2
(D−1D−1)klVar(bik)
}2
,
where
A = − e
−τi j−λi j
1+ e−τi j−λi j λi jx1i j,
B = (yi j − λi j )x1i j = r1i jx1i j,
Mij =
e−τi j
1+ e−τi j −
(
e−τi j−λi j
1+ e−τi j−λi j
)μi j
.
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The interpretable components of Ci in the case of the (ZIP-N) can be described using the “length
of the fixed effect for count data part” (||x1ix′1i||), the “squared length of the residual for count data
part” (||r1i||2), the “length of the fixed effect for zeros data part” (||x2ix′2i||) and the “squared sum
of random-effect variability” ([
∑q
k=1 Var(bik)]
2). Once a subject is identified as having a high Ci, the
interpretable components can be examined to get an idea where the influence might be coming from.
For example, some subjects may be influential because they have unusual covariate values; others may
be influential because of residual profiles that are out of the usual.
7.2 Local influence for the hurdle Poisson-normal model
The local influence for the (HP-N) model as well as the interpretable component will be derived next.
Like in the previous section, we omit expressions for the (HPGN). Also here, we use the integral
approach. The likelihood function of the (HP-N) is:
L(ξ, γ,D, bi) =
N∏
i=1
∫ ni∏
j=1
[
1
1+ e−τi j
][
λi j
yi j
yi j !
e−λi j−τi j
1− e−λi j−τi j
]1−μi j
×
× 1
(2π)q/2|D|1/2 exp
(
−1
2
b′iD
−1bi
)
dbi. (25)
The first derivatives of the log-likelihood contribution for subject i with respect to ξ, γ , and D are:
∂i(ξ, γ,D)
∂ξ
=
ni∑
j=1
[(
yi j −
λi j
1− e−λi j
)
x1i j
]1−μi j
,
∂i(ξ, γ,D)
∂γ
=
ni∑
j=1
{
e−τi j
1+ e−τi j − 1
1−μi j
}
x2i j,
∂i(ξ, γ,D)
∂d jk
= −1
2
(2− δ jk)
{
(D−1) jk − (D−1D−1) jk
q∑
k=1
Var(bik)
}
.
It also follows that
||i||2 =
⎛⎝ ni∑
j=1
[(
yi j −
λi j
1− e−λi j
)
x′1i j
]1−μi j⎞⎠⎛⎝ ni∑
j=1
[(
yi j −
λi j
1− e−λi j
)
x1i j
]1−μi j⎞⎠+
+
⎛⎝ ni∑
j=1
{
e−τi j
1+ e−τi j − 1
1−μi j
}
x′2i j
⎞⎠⎛⎝ ni∑
j=1
{
e−τi j
1+ e−τi j − 1
1−μi j
}
x2i j
⎞⎠+
+
∑
k,l
{
−1
2
(D−1)kl +
1
2
(D−1D−1)klVar(bik)
}2
.
Hence, the interpretable components of Ci for the (HP-N) can be described using the “length of the
fixed effect for count data part” (||x1ix′1i||), the “length of the fixed effect for zeros data part” (||x2ix′2i||)
and the “squared sum of random-effect variability” ([
∑q
k=1 Var(bik)]
2).
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8 Influence analysis of the clinical trial in epileptic patients
Building on the initial analysis and influence examination of Section 5, index plots for various local
influence analyses are given in Fig. 3. The top row of the plot represents the total local influence,
with subsequent rows representing the influence for subvectors: fixed effects in the count data part,
fixed effects of the excess-zeros part, random-intercept variance d , and, for the (PGN), (ZIPGN), and
(HPGN), the overdispersion parameter α, respectively. In each plot, the full dataset (solid line) as well
as the model without influential subjects (dashed line) are shown. Patients #38, #49, and #62 stand
out with large total influence Ci when compared to other patients in all models. Overall, influence is
notably smaller in the combinedmodels (PGN), (ZIPGN), and (HPGN), when compared to their basic
counterparts (P-N), (ZIP-N), and (HP-N). This illustrates that the overdispersed models are better
at absorbing influences. Similarly, the excess-zeros models (ZIP-N), (ZIPGN), (HP-N), and (HPGN)
lead to decreased influences when compared to nonexcess-zeros counterparts (P-N) and (PNG). Note
that each one of the influence measures (the rows in the plots), has its own scale; for this reason, it is
difficult to use a common vertical axis scale, while maintaining meaningful plots.
In addition, subject #5 has a higher influence in the excess-zeros models than in their basic counter-
parts, although its influence in (P-N) is as the same level as in (ZIP-N) and (HP-N). The second row,
displaying local influence for the fixed effects in the count data part, β, confirmed the result from Ci.
It also shows the impact of the mean structure of the count data part.
Consider the impact of the mean structure for the excess-zeros data part, γ , shown in the third row.
Nowhere does a clear pattern emerge. However, it follows that the influence of γ in the zero-inflated
models fluctuates more than that in the hurdle models. Moreover, removing the influential subjects
has little or no impact, regardless of the model. It is not clear a priori that this will be the case and
different applications may show varying behavior.
The local influence of d in (P-N) is higher and shows more fluctuation than in other models. The
influence in (PGN) is smaller than that in other models. There are important drops from (P-N) to
(PGN). However, differences in influence on d are small only when comparing (ZIP-N) and (HP-N)
to their (ZIPGN) and (HPGN) counterparts. Moreover, the influence in the hurdle models is larger
than that in the zero-inflated models. That said, removing the influential subjects leads to little or no
change, regardless of the model.
The influence on the overdispersion parameter α, shown in the last row of Fig. 3 indicates that
patient #38 has very high influence on α in (PGN), when compared to that in the excess-zeros models
(ZIPGN) and (HPGN). Meanwhile, the influence in (ZIPGN) and (HPGN) shows the same pattern
but with slightly different values. Upon removing the influential subjects, the influence of subjects
#60 and #73 from the excess-zeros combined models (ZIPGN) and (HPGN) is seen to be higher.
This further underscores that the overdispersion parameter α helps absorbing the effect of anomalous
profiles.
To get further insight as to why these subjects have high influence, plots with interpretable compo-
nents are given in Fig. 4: “squared length of the fixed effects” for both data parts, the count data part
||x′1ix1i|| and excess-zeros data part ||x′2ix2i||, respectively, the “squared length of the count data part
residuals” ||r1i||2, and the “sum of random-effect variability” Var(bi)2. The component for the fixed
effects in both the count data and excess-zeros data parts are similar in pattern and lead to very slightly
different values only. This is not surprising, because strongly overlapping sets of covariates were used
for both model parts, with the time slope dominating. This also explains the apparent centering at the
value 40: the vector (1, 2, . . . , 16)′ has length 38.7. It is not surprising that #38, #49, and #62 stand
out in terms of ||r1i||2, in view of our informal assessment in Section 5. While there is some fluctuation
in the covariate-driven components (first and second line of graphs), no subjects influential in these
terms stand out. Further, there is little or no influence stemming from the random-effects variances.
We can conclude that influence stems from a few subjects with unusual residual, that is with unusual
profiles.
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9 Concluding remarks
In this paper, using models for overdispersed, correlated count data with allowance for excess zeros,
local influence measures were constructed to detect influential cases. While in the Rakhmawati et al.
(2016), local influence was applied to longitudinal counts with overdispersion, here we also allow
for zero-inflation. This extension implies that all local influence expressions need to be calculated
specifically for this situation, and also that a dedicated implementation is needed. All of this is to
account for the fact that the model now takes the form of a weighted combination of two components:
the count model on the one hand and the (excess) zeros model on the other.
Using the most general models as well as a range of submodels on the one hand, and using
decompositions of overall influence on the other, a careful scrutiny of the influence can be undertaken.
As is clear from the elaborate discussion of our analysis results, this needs to be done on a case by case
basis, and substantive knowledge about data and design is needed.
In the case of the epilepsy dataset, the knowledge adjustment and enhancement relative to what
was known from the standard (P-N) model is considerable. In earlier work, it was observed that (1)
there is extra-Poisson variation, thanks to the addition of the gamma random effects (Molenberghs
et al., 2007), and (2) that there is an excess of zeros, thanks to the ZI or hurdle additions to the model
(Kassahun et al., 2014). In this paper, (3) we further learn that there are a number of influential subjects.
Whereas in the (P-N) model there is a significant treatment effect only on the multiplicative scale, and
there are no significant effects in the (PGN) and the excess-zero extensions, we do obtain convincingly
significant treatment effects after removal of the influential subjects. Also, our examination, in formal
and graphical terms, provides evidence as to themodel’s goodness-of-fit, even though further goodness-
of-fit tool development will be welcome.
Rather than merely detecting influential cases, the local influence approach also provides additional
information regarding the nature of influence. Such insight can be deepened by using local influence
toward the subcomponents of the parameter vector, in addition to its interpretable components. This
is one of the strongest advantages over case deletion. In addition, there is the practical advantage of
computational speed.
An important issue that remains is what the best course of action is when confronted with influential
subjects. This question is as old as the considerable literature on the influential subjects literature and
there is no universally best course. In our case, patients #38 and #62 appear to be of a clinically
different type than the others. It is a judgment call whether patient #49 belongs to the same group or
should be considered different altogether. The model fitted with the influential subjects removed was
considered too. Such analyses will guide the substantive scientist to decide whether or not influential
subjects need to be removed. For example, influential profiles may be the result of an alternative disease
mechanism, sometimes hitherto unknown. Thus, local influence is a very relevant component of model
assessment and diagnostics.
Moreover, overdispersion seems to be generated by the fact that some patients have coherently
high numbers of epileptic seizures, with others remaining low throughout; the influence that we have
identified comes to a large extent from a few “oscillators”. This observation engenders clinically
important questions, such as: Is it meaningful to consider subpopulations that are given differential
treatment? In particular, is the group of oscillators large enough to warrant dedicated treatment
strategies and medication? Interaction with clinicians suggests that there may be a subpopulation of
patients who experience epileptic seizures during nighttime, without awakening and hence with failure
to record these. This clearly needs further exploration, but the mere generation of this hypothesis
underscores the power of local influence.
While in our modeling approach we focus on correlation between repeated measures engendered by
random effects, in addition to overdispersion and excess zeros, it is possible to extend themodel further
to also accommodate serial correlation (Sutradhar, 2011). One way of proceeding is by assuming the
gamma random effects to be serially correlated across times, rather than independent (Kalema et al.,
C© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.biometrical-journal.com
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2014). This would require additional calculation toward the local influence expressions. Arguably, for
the epilepsy data, the subject-specific trait, combined with overdispersion and zero excess, are the
dominant features.
The methodology developed here has been implemented in the SAS software system. Fitting the
models is done using the SAS procedure NLMIXED and macros have been developed for the local
influence calculations. The code and programs are available in the Supplementary Materials.
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