It is known that the problem of determining consistency of a finite system of equations in a free group or a free monoid is decidable, but the corresponding problem for systems of equations in a free inverse monoid of rank at least two is undecidable. Any solution to a system of equations in a free inverse monoid induces a solution to the corresponding system of equations in the associated free group in an obvious way, but solutions to systems of equations in free groups do not necessarily lift to solutions in free inverse monoids. In this paper we show that the problem of determining whether a solution to a finite system of equations in a free group can be extended to a solution of the corresponding system in the associated free inverse monoid is decidable. We are able to use this to solve the consistency problem for certain classes of single variable equations in free inverse monoids.
Introduction
An inverse monoid is a monoid M with the property that for each a ∈ M there exists a unique element a −1 ∈ M such that a = aa −1 a and a −1 = a −1 aa −1 . Equivalently, M is a von-Neumann regular monoid whose idempotents commute. The idempotents of such a monoid form a (lower) semilattice with respect to multiplication as the meet operation, and we denote the semilattice of idempotents of an inverse monoid M by E(M ). Inverse monoids arise naturally as monoids of partial symmetries (partial one-one structure-preserving maps) throughout mathematics. We refer the reader to the books by Petrich [15] , Lawson [7] , and Patterson [14] for much information about the structure of inverse monoids and their connections with other branches of mathematics.
Inverse monoids form a variety of algebras (in the sense of universal algebra) with respect to the operations of multiplication, inversion, and choosing the identity. As such, free inverse monoids exist. We denote the free inverse monoid on a set A by F IM (A). The free monoid on A will be denoted by A * and the free group on A will be denoted by F G(A). It is convenient to denote the alphabet A ∪ A −1 byÃ (and the free monoid on this alphabet byÃ * ). It is easy to see that F G(A) is the maximal group homomorphic image of F IM (A). The structure of F IM (A) is determined by considering finite subtrees of the Cayley tree of the free group (with respect to the usual presentation of F G(A)).
Denote the Cayley tree of F G(A) by Γ(A). The vertices of Γ(A) may be identified with reduced words (elements of F G(A))
, and there is an edge in Γ(A) labeled by an element a ∈Ã from g to ga for each g ∈ F G(A). Note that if a labels an edge from g to ga, then a −1 labels an edge from ga to a. For each word w ∈Ã * , let M T (w) be the Munn tree of w. Here M T (w) is the finite subtree of Γ(A) obtained when the word w is read as a path in Γ(A) starting at 1 and ending at the reduced form r(w) of w. A theorem of Munn [13] (see also [15, 7] ) states that two words u and v inÃ * are equal in F IM (A) 
if and only if M T (u) = M T (v) and r(u) = r(v).
This provides a solution to the word problem for F IM (A). If Γ is any finite subtree of Γ(A) containing the vertex 1 and if g is any vertex of Γ, then there is at least one word u ∈Ã * (in fact infinitely many words) such that ( 
M T (u), r(u)) = (Γ, g). The monoid F IM (A) may be identified with the set {(M T (w), r(w)) : w ∈Ã * } with multiplication (M T (u), r(u)) × (M T (v), r(v)) = ((M T (u) ∪ r(u)M T (v), r(uv)).
(
The idempotents of F IM (A) consist of Dyck words inÃ * , i.e. words whose reduced form is 1. Two such Dyck words represent the same idempotent in F IM (A) if and only if they have the same Munn tree. There is a natural partial order on any inverse monoid M defined by a ≤ b if and only if a = eb for some idempotent e ∈ E(M ). The congruence on M induced by this relation is denoted by σ M (or just σ if M is understood) and is the minimum group congruence on M (i.e. M/σ M is the maximum group homomorphic image of M ). For F IM (A), each σ-class contains a maximum element (the reduced form of a word in the σ-class) and of course F IM (A)/σ ∼ = F G(A).
Let X be an alphabet that is disjoint from A. We will view letters ofX as variables and elements ofÃ * as constants. The sets A and X will be assumed to be finite and non-empty throughout this paper. Any map φ : X →Ã * extends to a homomorphism (again denoted by φ) from (Ã ∪X) * in such a way that φ fixes the letters of A. We say that φ is a solution to the equation 
An equation in F G(A) or in F IM (A) with coefficients in F G(A) (or in F IM (A)) is a pair (u, v), where u, v ∈ (Ã ∪X
is a solution to the same set of equations, viewed as equations in F G(A).
The consistency problem for systems of equations in A * [resp. F G(A), F IM (A)] is the problem of determining whether there is an algorithm that, on input a finite set
, produces an output of "Yes" if the system is consistent and "No" if it is inconsistent. Theorems of Makanin [11, 12] imply that the consistency problems for systems of equations in A * and in F G(A) are decidable. Much work has been done on solutions to systems of equations in free monoids and free groups: we refer the reader to [9, 6, 16, 18, 4] for just some of the extensive literature on this subject. On the other hand, a theorem of Rozenblat [19] shows that while the consistency problem for systems of equations in F IM (A) is decidable if |A| = 1, this problem is undecidable if |A| > 1. The  consistency problem for equations of some restricted type (for example, single variable equations,  or quadratic equations) is open as far as we are aware. Some work on special cases of this problem has been done by Deis [5] . For example, Deis [5] has shown that while the consistency problem for single multilinear equations in F IM (A) is decidable, the consistency problem for finite systems of multilinear equations is undecidable. We will show later in this paper that the consistency problem for single-variable equations of a particular type is decidable.
Now consider an equation u = I v in F IM (A), let ψ be a solution to this in F IM (A), and let φ be a solution to the corresponding equation in F G(A), where φ(x) is a reduced word for each x ∈ X. We say that ψ is an extension of φ (or that φ extends to ψ) if for each x ∈ X there is some Dyck word e x such that ψ(
and ψ is an extension of φ. 
) that extends to infinitely many solutions ψ e (x) = e for any idempotent e ≤ aa
. These facts are easy to check via the multiplication of Munn trees in the free inverse monoid, as described in equation (1) .
A natural question arises here: when does a solution to an equation u = v in F G(A) extend to a solution to the same equation in F IM (A)? We refer to the corresponding algorithmic problem as the extendibility problem for equations in F IM (A). More precisely, the extendibility problem for equations in F IM (A) asks whether there is an algorithm that, on input a finite set {u i = v i : i = 1, . . . n} of equations in F IM (A) that is consistent in F G(A) and a solution φ to this system in F G(A), produces the output "Yes" if φ can be extended to a solution to the system of equations in F IM (A) and "No" if φ cannot be extended to a solution to this system in F IM (A). Some special cases of the extendibility problem were considered by Deis [5] . The main result of this paper shows that the extendibility problem is decidable.
The Extendibility Problem
In order to study the extendibility problem, we first reformulate it somewhat in terms of Munn trees. Let u = v be an equation in F IM (A) and φ : X →Ã * a solution to this equation in 
and M T (φ(v)) is described in a similar fashion.
The extension of φ to a homomorphism (again denoted by φ) from (Ã ∪X) * toÃ * naturally induces a homomorphismφ from 
2 a and φ(x 1 ) = b −1 and φ(x 2 ) = a, then M T (φ(w)) has two designated vertices: namely ab is a designated x 1 -vertex and aba −1 is a designated x 2 -vertex. Similarly, if w = abx 1 b −1 bbx 2 a and we take the same map φ as above, then ab is both a designated x 1 -vertex and a designated x 2 -vertex. Now suppose that ψ(x) = e x φ(x) for all x ∈ X, where each e x is a Dyck word. Since the terminal root of M T (e x ) is the same as its initial root (1), it follows that the designated xvertices of M T (φ(w)) and of M T (ψ(w)) coincide, for each word w and each x ∈ X. Furthermore,
. . , n} be a system of equations in F IM (A), and let φ be a solution to this system in F G(A). For each variable x ∈ X denote the set of designated The requirement that φ should be extendible to some solution ψ(x) = e x φ(x) to the system in F IM (A) translates as follows. Consider the system of equations
Here the α i,x , α i,x , β i , β i are finite subsets of F G(A) and the T x are unknowns. A solution of (2) is any collection of subsets T x (x ∈ X) of F G(A) that satisfies this system of equations. We would like to decide whether the system of equations (2) has at least one solution such that each T x is both finite and prefix closed. (A subset T of F G(A) is prefix closed if the corresponding set of reduced words is prefix closed.) We will show that this problem is decidable by appealing to Rabin's tree theorem [17] . From the discussion above, this will show that the extendibility problem is decidable.
We assume some familiarity with basic definitions and ideas of (first order) logic. See, for example, Barwise [2] . In second order monadic logic, quantifiers refer to sets (i.e. unary or monadic predicates) as well as to individual members of a structure. The syntax and semantics of terms and well formed formulae are defined inductively in the usual way. Atomic formulae include those of the form t ∈ Y where t is a term and Y is a set variable. A sentence of the form ∀Y ν(Y ) where Y is a set variable, in particular, is true in a structure M iff ν(Y ) is (inductively) true in M for all subsets Y of the universe of M . If a sentence θ is true in a structure M we write M |= θ and we define T h 2 (M ) = {θ : M |= θ}. The (second order monadic) theory of M is decidable if there is an algorithm that tests whether a given sentence θ of the language of M is in T h 2 (M ) or not.
Let A be a countable set and consider the structure T A = (A * , {r a : a ∈ A}, ≤). Here r a : A * → A * is right multiplication by a, xr a = xa, ∀x ∈ A * and ≤ is the prefix order x ≤ y iff ∃u ∈ A * (xu = y). The theory T h 2 (T A ) is called the theory of A-successor functions. For |A| = 2 this is often denoted by S2S, and sentences in T h 2 (T A ) can be reformulated as sentences in S2S . Rabin's tree theorem stated below is one of the most powerful decidability results known in model theory: the decidability of many other results can be reduced to T h 2 (T A ) (see, for example, [2] ).
The main theorem of this paper is the following.
Theorem 2 There is an algorithm that will decide, on input a system of equations of the form (2), whether this system of equations has at least one solution {T x : x ∈ X} such that each T x is a finite prefix-closed subset of F G(A).
In order to use Rabin's theorem to prove this, we need to show that the existence of a solution of the desired type to (2) is expressible in S2S.
Step 1: View each element of each set α i,x , α i,x , β i , β i and T x as a reduced word inÃ * . In order to translate the equations (2) over subsets of FG(A) into similar equations, but over subsets ofÃ * , we decompose the coefficients α i,x , α i,x and as well, the sets T x into a finite number of components.
Let us consider the set
where v (1) denotes the last letter of v , if |v| ≥ 1, and the empty word, , otherwise. Let us denote the elements of
we write:
and u does not begin with letter a
and α i,j,x is defined similarly.
The equations (2) reduce to the system of equations
Note that the effect of our chosen decompositions of the sets α i,x , α i,x , T x , is that all products in the system (3) are reduced as written -so (3) may be viewed as a system of equations in the free monoidÃ * , where α i,j,x , α i,j,x , β i and β i are prescribed finite subsets of this free monoid, and the T j,x are the unknowns. A solution to (3) is a vector of subsets {T j,x : x ∈ X, j = 1, . . . , k} of (reduced) words inÃ * that satisfies (3). We seek to decide whether (3) has a solution so that each T j,x is a finite, prefix-closed subset of reduced words inÃ * .
Step 2: For each set U of words inÃ * , let P ref (U ) denote the set of prefixes of words in U . Though the existence of a finite solution {E j,x : x ∈ X, j = 1, . . . , k} to (3) does not necessarily imply the existence of a finite prefix-closed solution to these equations, we can note that this is in a sense "almost" the case, and we will see how to impose additional conditions to obtain a finite prefix closed solution to this system of equations. Let N be the maximum length of a word in any of the sets α i,j,x , α i,j,x , β i , and β i .
Suppose that {E j,x : x ∈ X, j = 1, . . . , k} is a finite solution to (3). We first prove the following Lemma.
Lemma 1 Suppose that u ∈ P ref (E j,x ) for some j and some x, and that |u| > N . Then for
Proof. There exists a reduced word s ∈Ã * such that u · s ∈ E j,x and u · s is reduced as written.
Step 3:
. . , k} is "almost" a solution to (3) . In order to arrange for a prefix-closed solution to (3) we need only assume some additional conditions on the "short" prefixes of elements of each set E x,j . Since these prefixes must be included in a finite set that we know in advance, we are able to formulate appropriate additional conditions as follows.
Denote byÃ N [resp.Ã ≤N ] the set of words inÃ * of length N [resp. ≤ N ]. Let us introduce another vector of unknowns, {P j,x : x ∈ X, j = 1, . . . , k} and consider the additional conditions:
We have the following two lemmas.
. . , k} be a finite solution to (3, 4, 5, 6) such that each
k} is a finite prefix-closed solution to (3).
Proof.
There exists some (reduced) word s such that u · s ∈ E j,x and u · s is reduced as written. If u · s ∈ P j,x , then u ∈ P j,x since we are assuming that each P j,x is prefix-closed. Otherwise we must have u · s ∈ (P j,x ∩ A N ) · A * by (5). But then since u is a prefix of u · s of length ≤ N , we must have that u is a prefix of a word in P j,x , and so (again since P j,x is prefix-closed) we must have
The reverse inclusion follows dually and so {P ref (E j,x ) : x ∈ X, j = 1, . . . , k} is a solution to (3), as required. (3, 4, 5, 6) and each P j,x is prefix-closed.
k} be a finite prefix-closed solution to (3) and set
Proof. It is trivial to verify that conditions (3), (4), and (6) are satisfied by our choice of the P j,x and E j,x . To verify (5), simply note first that any word in T j,x of length ≤ N is in P j,x by definition of P j,x . Also, if u is a word in T j,x of length ≥ N , then we may write u = u · s where u is a prefix of u of length N and s ∈Ã * . But then since T j,x is prefix-closed, u ∈ T j,x and so u ∈ (P j,x ∩Ã N ) ·Ã * . This completes the verification that (5) is satisfied.
Step 4 -The Decision Algorithm: By Lemmas 2 and 3, we are reduced to deciding whether, among all the prefix-closed P j,x satisfying (6), there is a collection such that (3) (where the unknowns are renamed E j,x ), (4), and (5) are also satisfied by some finite sets of reduced words.
Enumerate effectively all of the prefix-closed P j,x satisfying (6). We now translate each of the conditions (3), (4), and (5) into their "mirror" conditions in the dual semigroup toÃ. For each word w = s 1 s 2 . . . s k (with each s j ∈Ã), we defineŵ to be the mirror wordŵ = s k . . . s 2 s 1 . For each subset F ⊆Ã * we defineF = {ŵ : w ∈ F }. For a given collection of prefix-closed sets P j,x , x ∈ X, j = 1, . . . , k, one can consider the mirror versions of (3), (4) and (5).
The mirror version of (3) is
Notice that in these equations, the variables F j,x are on the left and the constants are on the right. Also, the equations (7) Also notice that the existence of a solution to (7) is expressible in S2S, because right product by given words is a finite composition of successor functions. But this implies that the existence of a finite solution to (7) (i.e. a solution where all sets F j,x are finite) is also expressible in S2S, simply because finiteness is expressible in S2S. [Let us recall this standard trick: by König's Lemma, a set F ⊆Ã * is infinite iff it admits a set of prefixes F such that every element of F has some successor inside F ; this characterisation is expressible in S2S].
The mirror version of (4) isP
Here eachP j,x is a fixed finite subset ofÃ * (corresponding to the fixed choice of the P j,x that we are working with), and each F j,x is a variable. Clearly the existence of a solution to these conditions is expressible in S2S.
In order to express the mirror version of (5) in S2S, notice that the mirror image R j,x of (P j,x ∩ A N ) ·Ã * is the smallest subset X ofÃ * such that w · s ∈ X for all w ∈Ã * and all s in the fixed finite set consisting of mirror images of words in (P j,x ∩Ã N ). Since there are again just finitely many choices for these words s, since all variables w occur on the left, and since it is possible to express in S2S the fact that a set X is the smallest subset satisfying some other property that is expressible in S2S, membership in the sets R j,x is expressible in S2S. The mirror version of (5) then becomes
where the F j,x are variables and the R j,x are described above. Hence it is possible to express in S2S the fact that the F j,x satisfy these conditions.
In addition, it is clear that it is possible to express in S2S the fact that the F j,x consist of reduced words only (this property is invariant by the mirror operation).
Finally, notice now that for fixed finite prefix-closed sets P j,x (x ∈ X, j = 1, . . . , k) satisfying (6), the existence of sets E j,x (x ∈ X, j = 1, . . . , k) that satisfy (3, 4, 5) is translated in the mirror conditions to the existence of sets F j,x that satisfy (7), (8) and (9), and that F j,x =Ê j,x for each x and j. We can decide, using Rabin's tree theorem, whether (7, 8, 9) has at least one finite solution {F j,x : x ∈ X, j = 1, . . . , k} inÃ * , and the answer to this decides whether (3, 4, 5) has at least one finite solution {E j,x : x ∈ X, j = 1, . . . , k} inÃ * (for the P j,x under scrutiny). If, for some finite prefix-closed sets P j,x satisfying (6), the answer is "Yes", then (3) has some finite prefix-closed solution: otherwise, (3) has no finite prefix closed solution. This completes the proof of Theorem 2.
As an immediate corollary we obtain the following result.
Theorem 3 Let A be a finite set. Then the extendibility problem for F IM (A) is decidable.
The Consistency Problem for Single-variable Equations
Recall that the theorem of Rozenblat [19] shows that the consistency problem for finite systems of equations in F IM (A) is undecidable. Deis [5] has shown that the consistency problem for a system consisting of one multilinear equation
in F IM (A) (i.e. an equation u = v in which each variable labels exactly one edge in M T (u) ∪ M T (v)) is decidable, but that the consistency problem for finite systems of multilinear equations in F IM (A) is undecidable. In this section we show how the results of the previous section may be applied to study the consistency problem for systems consisting of one single-variable equation in F IM (A). A single-variable equation in F IM (A) is an equation involving just one variable x (that may occur many times in the equation, with exponent ±1).
We are able to solve the consistency problem for a large class of single variable equations in F IM (A).
It is clear from Theorem 3 that the consistency problem for a class of equations in F IM (A) is decidable if the corresponding equations in F G(A)
have only finitely many solutions. A class of single-variable equations for which this is the case was identified in a paper of Silva [20] .
In the following, we consider a single-variable equation w(x) = 1 in F G(A), where w(x) is the reduced word
with each c i ∈Ã * and i ∈ {−1, 1}.
The proof of the following result in [20] is attributed to James Howie.
Theorem 4 Let w(x) = 1 be a single-variable equation in F G(A) and suppose that the exponent sum of the single variable x in w(x) is not zero. Then the equation w(x) = 1 can have at most one solution in F G(A).
As an immediate corollary of this and Theorem 3, we obtain the following fact.
Corollary 1 Consider the class C consisting of single-variable equations u = v in F IM (A) in which the sum of the exponents of the variable in u is not equal to the sum of the exponents of the variable in v. Then the consistency problem for this class is decidable. That is, there is an algorithm such that on input one equation u = v in C, will produce the output "Yes" if the equation is consistent in F IM (A), and "No" if it is inconsistent.
In order to extend this result to other classes of single variable equations in F IM (A), we recall some of the established literature on single variable equations in free groups. A parametric description of the set of all solutions to a single-variable equation w = 1 in F G(A) was obtained by Lyndon [10] . Lyndon's result was refined somewhat by Appel [1] and subsequently by Lorents [8] .
Let M be twice the maximum of the lengths of the c i in equation (10) . In the following result, a parametric word is a word of the form u = w 1 w α 2 w 3 in which α is a parameter, w 1 w 2 w 3 is reduced for ∈ {−1, 1}, and w 2 is cyclically reduced and not a proper power. A value of u is the element of F G(A) obtained by substituting an integer value for α. The refinement of Lyndon's and Appel's result that we shall use (due to Lorents [8] ) is the following.
Theorem 5 The set of solutions to any equation of the form w(x) = 1 in F G(A), where w(x) is the word (10), is the union of: (A) a finite set of solutions whose lengths are ≤ 4M ; and (B) the set of all values of some finite set of parametric words.
We remark that the proofs of the theorems in the papers by Appel and Lorents are effective, so the set of parametric words that can yield solutions to w(x) = 1 in F G(A) is effectively constructible (in fact |w 1 w 2 w 3 | ≤ 5M , in the notation above). This, together with the following definition, will enable us to extend Theorem 4 to a larger class of single-variable equations for which the consistency problem is decidable.
Theorem 6 Let C be the class of single-variable equations of the form u = v in F IM (A) for which V(u) = V(v) as elements of F IM (x). Then the consistency problem for C is decidable. That is there is an algorithm that on input an equation u = v in C, produces the output "Yes" if this equation is consistent and "No" if it is inconsistent.
where Let V(u) be identified with the triple (l u , n u , r u ) and let V(v) be identified with the triple
If n u = n v then the sum of the exponents of the variable x in u is not equal to the sum of the exponents of the variable x in v. But then from [20] there exists at most one solution to u = v in F G(A).
Since we are assuming that u = v has infinitely many solutions, this does not occur. Thus
Without loss of generality assume that r u = r v and r u > r v . ( A dual argument will apply to the case when l u = l v .) Note that there exists i such that r u = i k=1 k > 0. We will associate an integer to each reduced prefix
of φ m (u). Similarly, we will do the same for the prefixes
Let d be the maximum diameter of the Munn trees of any of the words We define a function Ψ from the set of reduced words inÃ * to Z in the following manner. Let z ∈Ã * be a reduced word. Write z = z 1 w
2 as a subword, the k i are non-zero integers, and z i is non-empty for 2
We will now show that for each reduced prefix, (12) and
where u 
Suppose that 
, where this word is reduced as written and where each k j is the sum over the appropriate range on the subscript e of terms of the form m e + c e + d e . By the argument above, Ψ(w k j 2 ) = ( e e ), where the sum is taken over the same range of values of e. Since none of the words u i j is empty or contains a subword of the form
). This, combined with the result in the previous sentence, shows that Ψ(r(p i )) = i j=1 j , as required. The proof of (13) is similar.
We now claim that if |m| > 4M D, then the solution φ m of u = v in F G(A) does not extend to a solution in F IM (A). This will show that the consistency problem reduces to checking extendibility of finitely many solutions to u = v in F G(A), which is decidable by Theorem 3. We claim that for any word w, if w labels a branch of M T (w), then there must be some prefix p of the word w such that r(p) = w . To see this, note that if w is the reduced word a 1 a 2 . . . a s ,  then the edges corresponding to a 1 , a 2 , . . . a s must eventually be traced out (in the order listed) in M T (w) as we read the word w in the Cayley graph of F G(A). Thus there must exist words w 1 , w 2 , . . . , w s+1 such that w = w 1 a 1 w 2 a 2 . . . a s w s+1 inÃ  *  where each w i (i = 1, . . . , s) is a Dyck word. It follows that w = r(p) where p = w 1 a 1 w 2 a 2 . . . a s is a prefix of w.
Choose i to be maximal with this property. Clearly we must have i = 1. Let F = Ψ(r(φ m (u 1 x 1 u 2 x 2 · · · x i u i+1 ))). By (12) and (13), we have
Equation (16) shows that there is a branch b 1 in M T (φ m (u)) such that Ψ(l(b 1 )) = F , but we will see that it also implies that there is no branch b 2 in M T (φ m (v)) for which Ψ(l(b 2 )) = F . To see this, note first that (13) shows that if w is any prefix of v, then the value of Ψ(r(φ m (w))) depends only on the largest integer k for which u 1 x 1 . . . x k is a prefix of w. Thus there is no prefix w of φ m (v) for which Ψ(r(w)) = F . By the claim above, this means that there is no branch In order to study the consistency problem for equations u = v for which V(u) = V(v), it is convenient to note the following lemma.
Lemma 4 Let u = v be an arbitrary equation in F IM (A) and let φ : X →Ã * be a solution to u = v in F G(A). If the set of designated vertices in M T (φ(u)) is equal to the set of designated vertices in M T (φ(v)), then φ extends to a solution in F IM (A).
Proof: Let {w 1 , w 2 , · · · , w k } be the set of designated vertices in M T (φ(u)) (and in M T (φ(v))). View each w j as a reduced word inÃ * . Let
and let T = M T (E).
Extend the map φ by defining
for each variable x i in the content of u and in the content of v.
From the definition of a designated vertex, it follows that at each vertex labeled by w j (j = 1, . . . , k), the tree 
For more information on this decomposition, see [3] .
The following theorem will use the well known parameterization of the solution set to the equation x 1 x 2 = x 2 x 3 in the free monoid (see, for example, [9] ). All solutions φ : X →Ã * to this equation can be parameterized as:
where r, s ∈Ã * and m ∈ N.
Theorem 8 The consistency problem for equations of the form u
Proof: The extendibility problem for 
2 . Assume that for some value of n, the solution w 1 w n 2 w 3 extends to a solution to the equation in F IM (A). Without loss of generality we may assume that n ≥ 0 (Replace w 2 by w
It follows that we need to check extendability of only finitely many solutions to u = v in F G(A). By Theorem 3, this implies that the consistency problem is decidable.
Suppose on the contrary that
Factor ψ(x) using the Chouffrut factorization based on the reduced word w 1 w N 2 w 3 to get
Let α u [resp. α v ] be the largest integer k such that
Thus by choice of N , the length of the geodesic [w α+1 2 , w
of r(φ(u)) = r(φ(v). We will get
where
, then the designated uvertex and designated v-vertex are the same and so by Lemma 4 the equation u = v is consistent, so we may suppose that r( w for some w ∈Ã * . By examining overlaps between the two factorizations of the word above, we see that if w is not a power of w 2 , then there must exist non-trivial words q, t, q ∈Ã * such that w 2 ≡ qt ≡ tq , where q is also a prefix of w 2 . But |q| + |t| = |w 2 | = |t| + |q |, so |q| = |q |, and since both are prefixes of w 2 this forces q ≡ q . So w 2 ≡ qt ≡ tq. But it is well-known (see [9] ) that this implies that q ≡ p i and t ≡ p j for some word p, which contradicts the fact that w 2 is primitive. Hence w must be a power of w 2 , say w ≡ w d 2 for some d ≥ 1. A similar argument shows that w ≡ w e 2 for some e > 1. Note that d, e < α. We now compare the Choffrut factorizations of ψ(u) = ψ(v) relative to the factorizations (18) and (20) , and the Choffrut Factorization (17) We then consider an extension of φ (x) defined by ψ (x) = e −1 w 1 e 0 w 2 e 1 · · · e α+1 w 2 e α+2 · · · w 2 e l w 2 e α+k+1 · · · w 2 e N −1 w 2 e N w 3 e N +1 . corresponds to the elements ψ (u) and ψ (v) in F IM (A). Thus this substitution is a solution in FIM(A). Since N − l < N , this contradicts the minimality of N . Hence if there is any integer such that w 1 w n 2 w 3 extends to a solution in F IM (A), then there must be such an integer n with n < 3Diam(M T (E)) + 2. By Theorem 3, this implies that the consistency problem is decidable.
It seems plausible that the argument involved in the proof of this theorem may be extended to show decidability of the consistency problem for all single-variable equations in F IM (A), but we have not carried out this technical argument.
