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ABSTRACT
In statistical settings such as regression and time series,
we can condition on observed information when predict-
ing the data of interest. For example, a regression model
explains the dependent variables y1, . . . , yn in terms of the
independent variables x1, . . . , xn. When we ask such a
model to predict the value of yn+1 corresponding to some
given value of xn+1, that prediction’s accuracy will vary
with xn+1. Existing methods for model selection do not
take this variability into account, which often causes them
to select inferior models.
One widely used method for model selection is AIC
(Akaike’s Information Criterion [1]), which is based on
estimates of the KL divergence from the true distribution
to each model. We propose an adaptation of AIC that
takes the observed information into account when esti-
mating the KL divergence, thereby getting rid of a bias
in AIC’s estimate.
1. A BIAS IN AIC
The principle underlying AIC and many subsequent crite-
ria is that model selection methods should find the model
g which minimizes
−2EU EV log g(V | θˆ(U)), (1)
where θˆ represents the maximum likelihood estimator in
that model, and both random variables are independent
samples of n data points each, both following the true dis-
tribution of the data. The inner expectation is the KL di-
vergence from the true distribution to g(· | θˆ(U)) up to a
constant which is the same for all models. The quantity
(1) can be seen as representing that we first estimate the
model’s parameters using a random sample U, then judge
the quality of this estimate by looking at its performance
on an independent, identically distributed sample V.
In regression, time series, and other settings, the data
points consist of two parts ui = (xi, yi), and the mod-
els are sets of distributions on the dependent variable y
conditioned on the independent variable x (which may or
may not be random). We call these conditional models.
Then (1) can be adapted in two ways: as the extra-sample
error
−2EY|X EY′|X′ log g(Y′ | X ′, θˆ(X,Y)), (2)
and, replacing both X and X ′ by a single variable X , as
the in-sample error
−2EY|X EY′|X log g(Y′ | X, θˆ(X,Y)). (3)
The standard expression behind AIC (1) makes no ref-
erence to X or X ′, which leads a straightforward deriva-
tion of AIC for a conditional model to make the tacit as-
sumption X = X ′, so that standard AIC estimates the in-
sample error. This applies for instance to the well-known
form of AIC for linear models, i.e. the residual sum of
squares with a penalty of 2k, where k is the model’s or-
der.
However, the extra-sample error (2) is more appropri-
ate as a measure of the expected performance on new data.
Using the in-sample error (3) instead results in a biased
estimate of this performance. As the bias gets worse for
larger models, this will lead to inferior model selection.
2. AN UNBIASED ADAPTATION
To get an estimator for (2), we do not make any assump-
tions about the process generating X and X ′ (it may not
even be random) but treat their values as given. We de-
note the number of data points in X and X ′ by n and
n′, respectively. In the case of simple linear regression
with fixed variance, a derivation similar to AIC’s leads to
a penalty term of k + κX′ in place of AIC’s 2k, where
κX′ =
n
n′
tr
[
X ′>X ′(X>X)−1
]
,
where X and X ′ represent design matrices. Similarly, a
small sample corrected version analogous to AICc [2] can
be derived and has penalty
k + κX′ +
(k + κX′)(k + 1)
n− k − 1 .
3. FOCUSED AIC FOR PREDICTION
If our goal is prediction, then the value X used in our
derivation corresponds to the data we have observed al-
ready, and X ′ may be replaced by the single point x for
which we need to predict the corresponding y. This jus-
tifies treating X and X ′ as given in this practical setting.
Thus we use x already at the stage of model selection,
whereas standard methods for model selection only use it
after selecting a model, to find the distribution of y con-
ditioned on that x. Then for the linear model with fixed
Figure 1. Example illustrating the result of applying FAIC
to a sample of 100 data points. There are three models: the
constant, linear, and quadratic functions; the true distribu-
tion uses a linear function. The choice of FAIC is marked
in green: it selects a quadratic (red) function for x close
to many observed data points, and a linear (blue) function
elsewhere.
variance, κx becomes
κx =
n
n′
tr[xx>(X>X)−1] = nx>(X>X)−1x;
for unknown variance it becomes this value plus one.
We name this method Focused AIC. The term “focus”
was first used by Claeskens and Hjort’s [3] to describe
a model selection method that focuses on a parameter of
interest when selecting a model. The behaviour of FAIC
is illustrated in Figure 1.
4. EXPERIMENTAL RESULTS
Simulation experiments with linear regression models in-
dicate that our method outperforms AIC in terms of loga-
rithmic (or squared) loss in many situations. Representa-
tive results are shown in Figure 2.
Figure 2. Average performance of different model selec-
tion methods as a function of x. Our FAIC (in green) out-
performs the other methods for extreme x and is compete-
tive otherwise; AIC (red) overfits especially for extreme x;
BIC (Bayesian Information Criterion, blue) is less likely
to overfit than AIC; FIC (Focused Information Criterion,
purple) is similar to AIC but selects a constant function in
the center.
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