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ON THE SPECTRA OF QUENCHED RANDOM
PERTURBATIONS OF PARTIALLY EXPANDING MAPS ON
THE TORUS
YUSHI NAKANO AND JENS WITTSTEN
Graduate School of Human and Environmental Studies, Kyoto University,
Yoshida Nihonmatsu-cho, Sakyo-ku, Kyoto, 606-8501, Japan
Abstract. We consider quenched random perturbations of skew products of
rotations on the unit circle over uniformly expanding maps on the unit circle.
It is known that if the skew product satisfies a certain condition (shown to
be generic in the case of linear expanding maps), then the transfer operator
of the skew product has a spectral gap. Using semiclassical analysis we show
that the spectral gap is preserved under small random perturbations. This
implies exponential decay of quenched random correlation functions for smooth
observables at small noise levels.
Introduction
Let X be a compact smooth Riemannian manifold. Recall that a dynamical
system f : X → X is said to be mixing with respect to an invariant measure
µ when µ(A ∩ f−nB) converges to µ(A)µ(B) as time n goes to infinity for any
Borel sets A and B. This means that the events A and f−nB are asymptotically
independent, so mixing indicates a certain amount of complexity of the dynamical
system. For mixing dynamical systems, a fundamental question is how fast the
correlation functions decay (see Section 1 for definitions). In fact, if the correlation
functions of a mixing system decay exponentially fast, then several other statistical
properties of the dynamical system also hold. For an extensive background on such
matters we refer to Bonatti, Díaz and Viana [15, Appendix E] and the references
therein.
For a hyperbolic dynamical system f , individual trajectories tend to have chaotic
behavior. Statistical properties of the system, such as exponential decay of correla-
tions, are therefore preferably obtained by instead studying how densities of points
evolve under a so-called transfer operatorMf induced by f . The typical approach to
proving exponential decay of correlations is through the construction of a functional
space H adapted to the dynamics such that the transfer operator Mf : H→ H has
a spectral gap, that is, there exists a disc of strictly smaller radius than the spec-
tral radius of Mf outside of which the spectrum of Mf consists only of discrete
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eigenvalues of finite multiplicity. Essentially, exponential decay of correlations is
equivalent to the existence of a gap in the spectrum between the eigenvalue 1 and
the second largest eigenvalue of Mf , counting multiplicities. (In the presence of
noise, spectral stability thus becomes a natural object of study.) Early work in
this area was done by Bowen, Ruelle and Sinai, see for example the newly revised
edition of Bowen’s book [16] for a historical account. A celebrated construction of
anisotropic Banach spaces was later established by Blank, Keller and Liverani [13],
whose approach has been further developed by several authors. Recently, these
techniques have been shown to also be applicable to dynamical systems with a one
dimensional nonhyperbolic direction (such as hyperbolic flow), see for example Liv-
erani [35], Butterley and Liverani [18, 19] and Tsujii [40, 41]; see also Baladi and
Liverani [9] for a historical account. As evidenced by the mentioned articles, the
spectral analysis becomes more delicate for systems with a nonhyperbolic direction.
Let the two dimensional torus be denoted T2 = S1 × S1, where S1 = R/Z.
Consider skew products on T2 of the form
(x, s) 7→ (E(x), s+ τ(x) mod 1)
where E : S1 → S1 is a hyperbolic system, and τ is a real valued function on
S1. Known as compact group extensions, these were studied by Dolgopyat [21] who
proved superpolynomial decay of correlations under Diophantine conditions in the
case when E is an Anosov diffeomorphism. Tsujii [40] considered the closely related
model given by the semi-flow obtained by suspending a uniformly expanding map E
under a ceiling function τ , and obtained a precise description of the spectra of the
corresponding transfer operators by imposing a transversality condition on the dy-
namics. Tsujii [40] showed that this condition is generic for linear maps E, and that
it fails precisely when the ceiling τ is cohomologous to a constant. The correspond-
ing smooth compact group extension was studied by Faure [24] who introduced a
similar condition on the dynamics, using the terminology partially captive for such
systems. (These satisfy the transversality condition, and the conditions are com-
parable when the expanding map E is linear, see Section 3.2 below. In particular,
if f0 is partially captive then the function τ0 in (0.1) cannot be cohomologous to
a constant, see the remark following Definition 2.4.) Here we mention the recent
preprints by Butterley and Eslami [17] and Eslami [23], wherein the same dynam-
ics is studied under much weaker regularity assumptions, utilizing an extension of
Tsujii’s transversality condition.
The map studied by Faure [24], which throughout this article shall be referred
to as our unperturbed dynamical system, is the simplest model of a hyperbolic
system with a central direction. It is defined as follows: Let g0 : S
1 → S1 be a C∞
diffeomorphism and let τ0 : S
1 → R be a C∞ function. Let k ≥ 2 be a positive
integer, and consider the skew product f0 : T
2 → T2 of class C∞ given by
(0.1) f0 :
(
x
s
)
7→
(
kg0(x) mod 1
s+ 12π τ0(x) mod 1
)
on the torus. The map E0 : x 7→ kg0(x) mod 1 is assumed to be an expanding
map on S1 in the sense that minxE
′
0(x) > 1, and we then say that f0 is a partially
expanding map on T2. (Since the differential of x 7→ E0(x) is linear and TxS1 ≃ R, it
follows that (dE0)x : TxS
1 → TE0(x)S
1 is a scalar, which we denote by E′0(x).) Note
that with this terminology, the derivative of an expanding map is always positive,
and that g0 is orientation-preserving by assumption.
RANDOM PERTURBATIONS OF PARTIALLY EXPANDING MAPS 3
Faure [24] establishes the existence of a spectral gap through semiclassical anal-
ysis, which is an asymptotic theory in which the Planck constant appearing in the
Shrödinger equation is regarded as a small parameter h > 0. It is a fairly recent
discovery that spectral properties of transfer operators of (partially) hyperbolic
maps are naturally studied within this framework, the ideas having appeared in
Baladi and Tsujii [10,11] (see also Avila, Gouëzel and Tsujii [5]), and formalized in
a series of papers primarily by Faure, Roy and Sjöstrand [25–27]. This approach
has been getting traction lately with contributions in this and related areas also
by Arnoldi [3], Arnoldi, Faure and Weich [4], Dyatlov and Zworski [22], Faure and
Tsujii [28, 29], and Tsujii [42], among others. For partially expanding maps, the
first two references are particularly relevant. So far, the focus seems to have been
on deterministic systems, and one of our goals is to show that the semiclassical
approach is also applicable in the case of random perturbations.
To circumvent the lack of hyperbolicity of f0 in the s direction, Faure [24] uses
Fourier analysis in the s direction to decompose the transfer operator induced by
f0 into a collection of (weighted) transfer operators of the expanding map E0 :
S1x → S
1
x, indexed by a Fourier parameter ν ∈ Z. The resulting operators are
examples of Fourier integral operators, and thus naturally studied using microlocal
analysis (when ν ∈ Z is fixed) and semiclassical analysis (with a semiclassical
parameter of size h ∼ 1/|ν|, tending to 0). Roughly speaking, if f0 is partially
captive, then the spectral radius decreases in the semiclassical limit |ν| → ∞. On
the other hand, outside a small disc, the spectrum of each transfer operator (for
fixed ν ∈ Z) consists of discrete eigenvalues of finite multiplicity (the so-called
Ruelle resonances), resulting in a spectral gap for the collection. This (and an
additional assumption on the peripheral spectrum) is known to give exponential
decay of operational correlations for smooth observables (Faure [24, Theorem 5]).
In this paper we show that the presence of the spectral gap observed in the
deterministic case (as described above) is preserved under quenched random per-
turbations at small noise levels, see Theorems 1.4 and 1.5. For random transfer
operators, the notion of spectrum needs clarification; in particular, the notion of
discrete spectrum should be understood in terms of Lyapunov exponents and in-
variant subspaces instead of eigenvalues and eigenfunctions, see Section 1. We also
show existence and strong stability of random measures, see Theorem 1.3. Using
the spectral results we then establish our main theorem: if f0 is partially captive
then the quenched random correlations for C∞ observables decay exponentially
fast, see Theorem 1.6.
The rest of the paper is organized as follows: Section 2 is devoted to the proof
of Theorem 1.5. A significant complication compared to the deterministic case is
that it is no longer sufficient to only study the leading term in the pseudodifferen-
tial symbolic calculus; this would for example result in a decrease of the spectral
radius in the semiclassical limit |ν| → ∞ which holds only pointwise with respect to
the noise parameter. The drawbacks of this would in turn be quite severe, see the
remark at the end of Section 2. The more detailed symbolic calculus that we shall
require has been collected in Appendix A. A key ingredient in the proof of Theorem
1.5 is a careful analysis of the partial captivity condition in a suitably adapted ran-
dom setting (resulting in Proposition 2.5), which is postponed until Section 3. The
cornerstone of this analysis is the crucial perturbation result Proposition 3.3. The
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tools developed also allow for a comparison between partial captivity and transver-
sality in §3.2, where we prove that the partial captivity condition is generic when E0
is linear, see Theorem 3.6. In Section 4 we prove Theorem 1.4. The proof includes a
description of the peripheral spectrum of the reduced transfer operators when f0 is
partially captive. This has implications also for the unperturbed dynamics studied
by Faure [24], see Theorem 4.4.
1. A randomly perturbed partially expanding map
1.1. Random dynamical systems. Let (Ω,F ,P) be a probability space with
probability measure P. Let θ : Ω→ Ω be a measure-preserving transformation. Let
X be a measurable space. We say that a measurable mapping Φ : N×Ω×X → X
is a random dynamical system (abbreviated RDS henceforth) on X over θ when Φ
satisfies the cocycle property Φ(0, ω) = IdX for all ω ∈ Ω and
Φ(n+m,ω) = Φ(n, θmω) ◦ Φ(m,ω), n,m ∈ N, ω ∈ Ω.
Here θω denotes the value θ(ω), and Φ(n, ω) = Φ(n, ω, ·). For general properties of
an RDS, we refer to Arnold [2].
For normed vector spaces X and Y we let L (X,Y ) denote the space of bounded
linear operators from X into Y endowed with the operator norm ‖ ‖L (X,Y ). When
X = Y we simply write L (X) = L (X,X). We say that an RDS Φ on a separable
Banach space X over θ : Ω→ Ω is a linear RDS when Φ(n, ω) = Φ(n, ω, ·) ∈ L (X).
Recall also that an operator A : Ω → L (X) is said to be strongly measurable
(continuous) when Ω ∋ ω 7→ A(ω)ϕ is measurable (continuous) for all ϕ ∈ X .
We borrow some terminology from González-Tokman and Quas [30]. Let X be
a separable Banach space. Recall that the index of compactness for T ∈ L (X) is
defined by
‖T ‖ic(X) = inf {r > 0 : T (B1) can be covered by finitely many balls of radius r},
where B1 denotes the unit ball of X . Note that ‖T ‖ic(X) ≤ ‖T ‖L (X) for each
T ∈ L (X) since T (B1) can be covered by a ball of radius ‖T ‖L (X). Moreover, the
index of compactness is subadditive,
‖T1 + T2‖ic(X) ≤ ‖T1‖ic(X) + ‖T2‖ic(X), T1, T2 ∈ L (X),
and if T ∈ L (X) is a compact operator then ‖T ‖ic(X) = 0. This is a consequence
of the properties of the underlying (Hausdorff) measure of noncompactness, see
Chapter 2, Proposition 2.3 in Ayerbe Toledano, Domínguez Benavides and López
Acedo [6].
Definition 1.1. Let Φ be a linear RDS on a separable Banach space X over a
probability-preserving measurable map θ : Ω → Ω such that the time-one map
Φ(1, ·) : Ω → L (X) is strongly measurable, that is, Ω ∋ ω 7→ Φ(1, ω)ϕ is mea-
surable for all ϕ ∈ X . Assume also that ω 7→ log+‖Φ(1, ω)‖ ∈ L1(Ω,P), where
log+ x = max (log x, 0) for x > 0. For each ω ∈ Ω, the maximal Lyapunov exponent
for ω is defined as
(1.1) r(ω) = lim
n→∞
1
n
log ‖Φ(n, ω)‖L (X)
whenever the limit exists. For each ω ∈ Ω, the index of compactness for ω is defined
as
(1.2) ric(ω) = lim
n→∞
1
n
log ‖Φ(n, ω)‖ic(X)
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whenever the limit exists.
If Φ satisfies the conditions of Definition 1.1, and θ : Ω → Ω in addition is
assumed to be ergodic, then r(ω) and ric(ω) exist and are P-almost surely constants
as functions of ω, see Lemma 2.4, Lemma 2.5 and Remark 2.6 in González-Tokman
and Quas [30]. Denoting these constants by r∗ and r∗ic, respectively, we then say
that r∗ is the maximal Lyapunov exponent of Φ and r∗ic the index of compactness
of Φ. In view of the definition of the index of compactness for bounded operators
we have r∗ic ≤ r
∗. When r∗ic < r
∗, the linear RDS Φ is said to be quasi-compact.
We mention that r∗ is the analog of (the logarithm of) the spectral radius of a
deterministic system, while r∗ic is the analog of (the logarithm of) the essential
spectral radius. Note also that the assumption ω 7→ log+‖Φ(1, ω)‖ ∈ L1(Ω,P)
implies that r∗ <∞.
It will be convenient to have available a multiplicative ergodic theorem extended
by González-Tokman and Quas [30] to cocycles of so-called ‘semi-invertible’ linear
operators such as transfer operators, see Theorem A and Theorem 2.10 in the
mentioned article. Due to conflicting notation, we restate (a slight reformulation
of) their result here for easy reference. Let Φ be a strongly measurable linear RDS
on a separable Banach space X over θ : Ω → Ω and Φ(1, ·) : Ω → L (X) its time-
one map Φ(1, ω) = Φ(1, ω, ·). We assume that θ is ergodic, so the numbers r(ω)
and ric(ω) given by (1.1) and (1.2) exist and are P-almost surely equal to constants
r∗ and r∗ic, respectively.
Theorem 1.2 (González-Tokman & Quas). Let Φ(1, ·) : Ω → L (X) be strongly
measurable such that ω 7→ log+‖Φ(1, ω)‖ ∈ L1(Ω,P). Assume that Φ is quasi-
compact in the sense that r∗ic < r
∗, where the maximal Lyapunov exponent r∗ and
the index of compactness r∗ic P-almost surely coincides with the expressions (1.1) and
(1.2), respectively. Then there is a number 1 ≤ ℓ ≤ ∞, sequences r∗ = α1 > α2 >
· · · > αℓ > r∗ic (or in the case ℓ = ∞, r
∗ = α1 > α2 > · · · with limn→∞ αn = r∗ic),
m1, . . . ,mℓ ∈ N and a θ-invariant subset Ω˜ ⊂ Ω of full measure, and a unique
measurable splitting of X into closed subspaces X =
⊕ℓ
j=1 Σj(ω)⊕Σ−(ω) such that
for each ω ∈ Ω˜, the following holds:
(1) For each 1 ≤ j ≤ ℓ, dimΣj(ω) = mj <∞ and
Φ(1, ω)Σj(ω) = Σj(θω), Φ(1, ω)Σ−(ω) ⊂ Σ−(θω).
(2) If v ∈ Σj(ω)\{0} for some 1 ≤ j ≤ ℓ, then
lim
n→∞
1
n
log ‖Φ(n, ω)v‖ = αj .
(3) If v ∈ Σ−(ω),
lim
n→∞
1
n
log ‖Φ(n, ω)v‖ ≤ r∗ic.
We say that the splitting in Theorem 1.2 is the Oseledets splitting of Φ. The
numbers α1, . . . , αℓ are said to be the exceptional Lyapunov exponents of Φ, while
mj is the multiplicity and Σj(ω) the associated Lyapunov subspace of αj , 1 ≤ j ≤ ℓ.
1.2. The perturbation model. Let (Ω,F) be a Lebesgue space with a probability
measure P. Let θ : Ω→ Ω be an ergodic P-preserving bi-measurable bijection. Let
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C∞(T2,T2) be the space of smooth endomorphisms on T2 endowed with a C∞
metric,
dC∞(f, g) =
∞∑
j=0
2−j
dC j (f, g)
1 + dC j (f, g)
,
where dC j (f, g) is the usual C
j distance between f and g. We endow C∞(T2,T2)
with the Borel σ-algebra.
Let {fǫ}ǫ>0 be a family of measurable mappings fǫ : Ω→ C∞(T2,T2) such that
for each ǫ > 0, fǫ(ω) is for P-almost every ω ∈ Ω of the form
(1.3) fǫ(ω) :
(
x
s
)
7→
(
kgǫ(ω, x) mod 1
s+ 12π τǫ(ω, x) mod 1
)
,
where ω 7→ fǫ(ω)(z) is a measurable mapping from Ω to T2 for each z = (x, s) ∈ T2.
Here gǫ(ω) = gǫ(ω, ·) : S1 → S1 is a C∞ diffeomorphism and τǫ(ω) = τǫ(ω, ·) : S1 →
R is a C∞ function, P-almost surely. We also assume that
(1.4) ess sup
ω
dC∞(fǫ(ω), f0)→ 0 as ǫ→ 0,
where f0 is the partially expanding map given by (0.1). The value fǫ(ω)(z) is
denoted simply by fǫ(ω, z). For each ǫ > 0, it follows that (ω, z) 7→ fǫ(ω, z) is a
measurable mapping from Ω × T2 to T2, see Castaing and Valadier [20, Lemma
3.14]. When convenient, we will identify f0 : T
2 → T2 with the constant map
Ω ∋ ω 7→ f0.
For each ǫ ≥ 0 and ω ∈ Ω we let Eǫ(ω) denote the map Eǫ(ω) : x 7→ kgǫ(ω, x)
mod 1, interpreted for ǫ = 0 to mean Eǫ=0(ω) ≡ E0 for all ω. The value Eǫ(ω)(x)
is denoted simply by Eǫ(ω, x). In view of (1.4) it then follows that Eǫ(ω) is an
expanding map P-almost surely if ǫ is sufficiently small. In fact, if λ0 = minx E
′
0(x)
and we set λ = (λ0 + 1)/2, then λ > 1 and we can find an ǫ0 > 0 such that
(1.5) ess inf
ω
min
x
dEǫ(ω, x)
dx
≥ λ, 0 ≤ ǫ < ǫ0.
In the sequel, the quantity dEǫ(ω, x)/dx will sometimes be denoted simply by
E′ǫ(ω, x).
Remark. When there is no ambiguity, the noise level ǫ will sometimes be omitted
from the notation, in particular when the dependence on the noise parameter ω ∈ Ω
is already displayed. In fact, with the exception of the underlying probability space
(Ω,F ,P) and the map θ : Ω → Ω, dependence on the noise parameter ω ∈ Ω will
always be taken to imply dependence on the noise level ǫ. Throughout the rest of
the paper we will also permit us to use ǫ0 as a way to denote the upper bound of a
range 0 ≤ ǫ < ǫ0 for which (1.5) holds, even if ǫ0 may change between occurrences.
This will mostly be showcased only in the statements of our results; we shall in fact
always assume that ǫ belongs to such a range.
Given ǫ > 0 and n ≥ 1, let f
(n)
ǫ (ω, z) be the fiber component of the nth iteration
of the (double) skew product mapping
Θǫ(ω, z) = (θω, fǫ(ω, z)), ω ∈ Ω, z ∈ T
2,
and let f
(0)
ǫ (ω) = IdT2 for all ω ∈ Ω. With the notation f
(n)
ǫ (ω) = f
(n)
ǫ (ω, ·) we
explicitly have
f (n)ǫ (ω) = fǫ(θ
n−1ω) ◦ fǫ(θ
n−2ω) ◦ · · · ◦ fǫ(ω).
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The mapping given by (n, ω, z) 7→ f
(n)
ǫ (ω, z) is an RDS on T2 over θ : Ω→ Ω, which
we call the RDS induced by fǫ. (Naturally, this RDS depends also on θ, but since
θ will be fixed throughout, mention of this map will be omitted.) For convenience
we introduce the notation
E(n)ǫ (ω, x) = Eǫ(θ
n−1ω) ◦ . . . ◦ Eǫ(ω)(x), n ≥ 1,(1.6)
τ (n)ǫ (ω, x) =
n−1∑
j=0
τǫ(θ
jω,E(j)ǫ (ω, x)), n ≥ 1.(1.7)
In the last sum, θ0 and E
(0)
ǫ (ω, ·) are to be interpreted as the identity maps on Ω
and S1, respectively, so that E
(1)
ǫ (ω, ·) = Eǫ(ω) and τ
(1)
ǫ (ω, ·) = τǫ(ω). Then
f (n)ǫ (ω) :
(
x
s
)
7→
(
E
(n)
ǫ (ω, x)
s+ 12π τ
(n)
ǫ (ω, x) mod 1
)
, n ≥ 1.
The Perron-Frobenius transfer operator M∗
f
(n)
ǫ (ω)
: C∞(T2) → C∞(T2) corre-
sponding to f
(n)
ǫ (ω) is defined as the random operator cocycle
(1.8) M∗
f
(n)
ǫ (ω)
ψ(z) =
∑
f
(n)
ǫ (ω,z′)=z
ψ(z′)
|det ∂f
(n)
ǫ (ω, z′)/∂z|
, ψ ∈ C∞(T2),
where ∂f
(n)
ǫ (ω, z′)/∂z is the Jacobian matrix of z 7→ f
(n)
ǫ (ω, z) at z′ ∈ T2, and
C∞(T2) is the space of complex valued functions on T2 of class C∞. Note that by
(1.3) and (1.5) we P-almost surely have that
(1.9) det (∂f (n)ǫ (ω, z)/∂z) = dE
(n)
ǫ (ω, x)/dx ≥ λ
n, z = (x, s).
Thus, the operator M∗
f
(n)
ǫ (ω)
extends to a bounded operator on L2(T2), P-almost
surely. The extension will also be denoted by M∗
f
(n)
ǫ (ω)
. Its adjoint M
f
(n)
ǫ (ω)
with
respect to the usual scalar product on L2(T2) is the Ruelle transfer operator given
by M
f
(n)
ǫ (ω)
ψ(z) = ψ(f
(n)
ǫ (ω, z)).
1.3. The reduced transfer operator. For the time being, we shall fix ǫ and
suppress it from the notation. As in the treatment of the unperturbed case (0.1)
undertaken by Faure [24], we now employ the following decomposition in Fourier
modes,
(1.10) L2(T2) =
⊕
ν∈Z
Hν , Hν = {(x, s) 7→ ϕ(x)e
2iπνs : ϕ ∈ L2(S1)}.
The spaces (Hν , ‖ ‖L2(T2)) and L
2(S1) are isometrically isomorphic. For given ν ∈ Z
and fixed ω ∈ Ω, let Mν,n(ω) denote the operator Mf(n)(ω) restricted to Hν . It is
straightforward to check that for ψ(x, s) = ϕ(x)e2iπνs with ϕ ∈ L2(S1), we have
P-almost surely that
Mf(n)(ω)ψ(x, s) = ϕ(E
(n)(ω, x))eiντ
(n)(ω,x)e2iπνs, n ≥ 1,
where E(n)(ω, x) and τ (n)(ω, x) are given by (1.6)–(1.7). Thus, by identifying Hν
with L2(S1) we can view Mν,n(ω) for P-almost every ω as an operator on L
2(S1)
given by
(1.11) Mν,n(ω)ϕ(x) = ϕ(E
(n)(ω, x))eiντ
(n)(ω,x), ϕ ∈ L2(S1).
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Similarly, for given ν ∈ Z and ω ∈ Ω, let M∗ν,n(ω) denote M
∗
f(n)(ω)
restricted to
Hν . For ψ(x, s) = ϕ(x)e2iπνs with ϕ ∈ L2(S1), we have P-almost surely that
M∗f(n)(ω)ψ(x, s) =
∑
f(n)(ω,(x′,s′))=(x,s)
ϕ(x′)e2iπνs
′
|detDx,sf (n)(ω, (x′, s′))|
in view of (1.8). If f (n)(ω, (x′, s′)) = (x, s) then s′ = s − 12π τ
(n)(ω, x′) mod 1, so
the decomposition (1.10) is preserved by virtue of (1.9). Furthermore, for fixed s
we have that s′ is uniquely determined by x′, so by identifying Hν with L
2(S1) we
can view M∗ν,n(ω) for P-almost every ω as an operator on L
2(S1) given by
(1.12) M∗ν,n(ω)ϕ(x) =
∑
E(n)(ω,y)=x
e−iντ
(n)(ω,y)
dE(n)(ω, y)/dy
ϕ(y), ϕ ∈ L2(S1).
By duality, M∗ν,n(ω) coincides with the L
2 adjoint of the operator Mν,n(ω) defined
by (1.11). For convenience, we introduce Mν,0(ω) = M
∗
ν,0(ω) = IdL2(S1) for each
ω ∈ Ω and ν ∈ Z. It is straightforward to check that (n, ω, ϕ) 7→M∗ν,n(ω)ϕ satisfies
the cocycle property M∗ν,n+m(ω)ϕ = M
∗
ν,n(θ
mω)Mν,m(ω)ϕ for each ϕ ∈ L2(S1),
ω ∈ Ω and n,m ∈ N, so (n, ω, ϕ) 7→M∗ν,n(ω)ϕ is an RDS.
Remark. For fixed ω ∈ Ω and n ∈ N, we shall have reason to view M∗ν,n(ω) both as
a collection of operators indexed by ν ∈ Z, as well as one operator depending on a
parameter ν → ±∞. More generally, we shall let h be a small semiclassical param-
eter and study M∗±1/h,n(ω) in the semiclassical limit as h → 0. The connection to
M∗ν,n(ω) is obtained by setting h = 1/|ν|. When referring to this construction we
will say that ν ∈ Z is viewed as a semiclassical parameter.
Next, we recall some basic facts concerning distribution theory and Sobolev
spaces on S1. We note that the operator Mν,n(ω) : L
2(S1) → L2(S1) defined by
(1.11) has a continuous extension to D ′(S1), expressed through duality by
〈Mν,n(ω)u, ϕ¯〉 = 〈u,M∗ν,n(ω)ϕ〉, u ∈ D
′(S1), ϕ ∈ C∞(S1),
where 〈 , 〉 is the distributional pairing and M∗ν,n(ω) is the L
2 adjoint of Mν,n(ω),
which explains the appearances of the complex conjugations. For m ∈ R we let
Hm(S1) ⊂ D ′(S1) denote the Sobolev spaces of index m, defined as the set of
distributions u satisfying
‖u‖2Hm(S1) = ‖u‖
2
(m) =
∑
ξ∈2πZ
(1 + |ξ|2)m|uˆ(ξ)|2 <∞.
The Fourier coefficients of a distribution u ∈ D ′(S1) are defined by
uˆ(ξ) = 〈u, φ−ξ〉, ξ ∈ 2πZ,
where the functions φξ ∈ C∞(S1) are given by φξ(x) = eixξ for ξ ∈ 2πZ and x ∈ S1.
It is well-known that the Fourier series
∑
uˆ(ξ)φξ converges to u in D
′(S1) in the
usual sense, thus
〈u, ϕ〉 =
∑
ξ∈2πZ
uˆ(ξ)ϕˆ(−ξ), ϕ ∈ C∞(S1).
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Let 〈ξ〉 = (1 + |ξ|2)
1
2 , ξ ∈ R, and for m ∈ R, let 〈D〉m : D ′(S1)→ D ′(S1) denote
the operator which acts through multiplication by 〈ξ〉m on the Fourier side,
(1.13) 〈〈D〉mu, ϕ〉 =
∑
ξ∈2πZ
〈ξ〉muˆ(ξ)ϕˆ(−ξ), ϕ ∈ C∞(S1).
Here D is understood to be the differential operator Dx = −i∂x. Then 〈D〉m is
a pseudodifferential operator with symbol (x, ξ) 7→ 〈ξ〉m (see Appendix A for a
discussion on pseudodifferential operators on S1). Moreover,
‖〈D〉mu‖2(s−m) =
∑
ξ∈2πZ
(1 + |ξ|2)s−m|(〈D〉mu)ˆ (ξ)|2
=
∑
ξ∈2πZ
(1 + |ξ|2)s|uˆ(ξ)|2 = ‖u‖2(s), u ∈ H
s(S1),
so 〈D〉m : Hs → Hs−m defines an isomorphism for all s ∈ R. Since H0(S1) =
L2(S1) by Parceval’s formula, and 〈D〉m is invertible with inverse (〈D〉m)−1 =
〈D〉−m, this gives the standard identification of the Sobolev space Hm(S1) with
〈D〉−m(L2(S1)) for each m ∈ R. As usual, we identify the dual space of Hm(S1)
with H−m(S1), expressing the action of u ∈ H−m(S1) on Hm(S1) as u(v) = (u, v)L2
for v ∈ Hm(S1), where ( , )L2 is the usual scalar product on L
2(S1).
The symbol (x, ξ) 7→ 〈ξ〉m also defines a semiclassical operator 〈hD〉m acting
through multiplication by 〈hξ〉m on the Fourier side,
(1.14) 〈〈hD〉mu, ϕ〉 =
∑
ξ∈2πZ
〈hξ〉muˆ(ξ)ϕˆ(−ξ), ϕ ∈ C∞(S1).
When ν ∈ Z is viewed as a semiclassical parameter this gives rise to an alternative
|ν|-dependent norm ‖ ‖Hmν on H
m(S1) defined by
‖u‖2Hmν =
∑
ξ∈2πZ
|〈ξ/ν〉muˆ(ξ)|2, u ∈ Hm(S1), 0 6= ν ∈ Z.
Let Hmν (S
1) denote the space Hm(S1) equipped with the norm ‖ ‖Hmν . If h = 1/ν,
then 〈hD〉m : Hsν (S
1) → Hs−mν (S
1) is an isomorphism for all s ∈ R. In particular,
we can identify the space Hmν (S
1) with 〈hD〉−m(L2(S1)) for each m ∈ R, and
Hmν (S
1) is the dual of H−mν (S
1) with respect to the usual scalar product on L2(S1).
Before turning to our results on (what in the deterministic case corresponds to)
the spectrum of the operator M∗ν,n(ω) : H
m(S1) → Hm(S1), we first establish the
existence of an absolutely continuous fǫ-invariant probability measure.
1.4. Invariant measures. Let f : Ω → C∞(T2,T2) be a measurable mapping.
Let B(T2) be the Borel σ-field of T2. Recall that a measure µ on Ω× T2 is called
f -invariant when µ is invariant with respect to the skew product mapping Θ(ω, z) =
(θω, f(ω, z)) and the marginal πΩµ of µ coincides with P, where πΩ : Ω × T
2 → Ω
is given by πΩ(ω, z) = ω. It is known that when µ is an f -invariant probability
measure, there is a unique function µ·(·) : Ω × B(T2) → [0, 1], (ω,B) 7→ µω(B),
such that
(i) ω 7→ µω(B) is measurable for each B ∈ B(T2),
(ii) µω is P-almost surely a probability measure on T
2,
(iii)
∫
udµ =
∫
udµωdP for each u ∈ L
1(µ).
10 RANDOM PERTURBATIONS OF PARTIALLY EXPANDING MAPS
Moreover, since we assume that θ is measurably invertible, the pushforward f(ω)∗µω
of µω by f(ω) P-almost surely coincides with µθω, see Arnold [2, Chapter 1]. We
call the function µ·(·) the disintegration of µ (with respect to P).
For the perturbation scheme fǫ given by (1.3), the existence of an absolutely
continuous invariant probability measure on Ω × T2 is an immediate consequence
of established results concerning the existence of such measures for uniformly ex-
panding maps.
Theorem 1.3. For each 0 ≤ ǫ < ǫ0, there exists an fǫ-invariant probability measure
µǫ on Ω × T2 such that if µǫ· (·) is the disintegration of µ
ǫ then µǫω is P-almost
surely equivalent to normalized Lebesgue measure on T2, and dµǫω = hǫ(ω, x)dxds.
Each density hǫ(ω) is the uniquely defined positive function in C
∞(S1) such that∫
S1
hǫ(ω, x)dx = 1 and M
∗
0,n(ǫ;ω)hǫ(ω) = hǫ(θ
nω) for n ≥ 1. Moreover,
(1.15) ess sup
ω
‖hǫ(ω)− h0‖(m) → 0 as ǫ→ 0
for all m ∈ N, where h0 ≡ hǫ=0(ω) is independent of ω.
Proof. ConsiderM∗0,n(ω) = M
∗
0,n(ǫ;ω). For 0 ≤ ǫ < ǫ0 it follows thatM
∗
0,1(ω) is the
transfer operator of a uniformly expanding map Eǫ(ω), P-almost surely, for which
the existence of invariant measures is well-known. In fact, by Kifer [33, Theorem 2.2]
there is a unique Eǫ-invariant ergodic probability measure ν
ǫ whose disintegration
νǫω(dx) = hǫ(ω, x)dx is P-almost surely equivalent to normalized Lebesgue measure
dx on S1. Here hǫ = hǫ(ω) = hǫ(ω, x) is a positive function which is measurable
in (ω, x) and Hölder continuous in x such that M∗0,1(ω)hǫ(ω)(x) = hǫ(θω, x) and∫
S1
hǫ(ω, x)dx = 1. It follows that M
∗
0,n(ǫ;ω)hǫ(ω) = hǫ(θ
nω) for n ≥ 1. Since
Eǫ(ω) ∈ C∞ we find in view of Baladi, Kondah and Schmitt [8, Theorem A] that
also hǫ(ω) ∈ C∞ and that hǫ(ω) is uniquely defined by the properties above. The
same result also immediately gives (1.15) since the Sobolev norm on the left can be
controlled by the Cm norm of hǫ(ω)− h0 when m ∈ N.
For P-almost every ω ∈ Ω, we now define a probability measure µǫω(dxds) =
hǫ(ω, x)dxds on T
2 equivalent to Lebesgue measure, where each density hǫ(ω) has
the desired properties. It is straightforward to check that the pushforward of µǫω by
fǫ(ω) satisfies fǫ(ω)∗µ
ǫ
ω = µ
ǫ
θω. In fact, if hǫ(ω) ⊗ 1S1 denotes the tensor product
(x, s) 7→ hǫ(ω, x) for (x, s) ∈ T2, then the Perron-Frobenius transfer operatorM∗fǫ(ω)
given by (1.8) satisfies
M∗fǫ(ω)hǫ(ω)⊗ 1S1 = (M
∗
0,1(ω)hǫ(ω))⊗ 1S1 = hǫ(θω)⊗ 1S1
since the decomposition (1.10) is preserved. If we let µǫ· (·) be the disintegration
of a measure µǫ with respect to P, then µǫ is an fǫ-invariant probability measure.
This completes the proof. 
1.5. Spectral properties. We now return to the operatorM∗ν,n(ǫ;ω) : H
m(S1)→
Hm(S1). To shorten the notation we shall (as in Section 1.3) usually writeM∗ν,n(ω)
instead of M∗ν,n(ǫ;ω) when ǫ is fixed. The first result shows that for fixed ν ∈ Z,
the system
(1.16) N× Ω×Hm(S1) ∋ (n, ω, ϕ) 7→M∗ν,n(ω)ϕ
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is a linear RDS on Hm(S1) satisfying the conditions in Definition 1.1. To indicate
the dependence on the parameter ν, the corresponding maximal Lyapunov expo-
nent and index of compactness will (for fixed ǫ) be denoted by r∗{ν} and r∗ic{ν},
respectively. The dependence on the Sobolev index m will usually be clear from
context, so this should cause no confusion. In what follows, we will denote the
time-one map M∗ν,1 : Ω→ L (H
m(S1)) by M∗ν , that is, M
∗
ν (ω) = M
∗
ν,1(ω). For con-
venience, we will sometimes say that the linear RDS given by (1.16) is the linear
RDS on Hm(S1) induced by the time-one map M∗ν : Ω → L (H
m(S1)). Similarly,
we will write Mν(ω) = Mν,1(ω) for the adjoint of M
∗
ν (ω).
Let m > 0 and set
(1.17) rm = log (λ
−m− 12 k
1
2 ).
Then rm does not depend on n, ν or ω, and rm → −∞ as m→∞.
Theorem 1.4. Let {fǫ}ǫ>0 be a family of C
∞(T2,T2) valued random variables
satisfying (1.3) and (1.4). For ν ∈ Z, let M∗ν,n(ω) = M
∗
ν,n(ǫ;ω) be the operator
defined by means of the decomposition (1.12). Let m be a positive integer and
define rm by (1.17). Then there is an ǫ0(m), depending on m but independent of
ν, such that if 0 ≤ ǫ < ǫ0 then (n, ω, ϕ) 7→ M∗ν,n(ω)ϕ is a linear RDS on the
Sobolev space Hm(S1) with maximal Lyapunov exponent r∗{ν} ≤ 0 and index of
compactness r∗ic{ν} ≤ rm. For ν = 0 we have r
∗{0} = 0 and the linear RDS is
quasi-compact if m is sufficiently large, and
(i) the Lyapunov subspace associated to r∗{0} = 0 is one dimensional and
spanned by the function hǫ(ω) given by Theorem 1.3.
If, in addition, f0 is partially captive (see Definition 2.4), then
(ii) for every ν 6= 0 there is an ǫν(m) such that if 0 ≤ ǫ < ǫν then r
∗{ν} < 0.
If (Ω,F ,P) is the trivial probability space consisting of one point and θ is the
identity on Ω, then Mν,n(ω) = (Mν(ω))
n. Theorem 1.4 then means that M∗ν (ω)
has spectral radius ≤ 1 with discrete (possibly empty) spectrum outside the cir-
cle of radius erm , consisting of eigenvalues of finite multiplicity, compare with
Faure [24, Theorem 2]. The eigenvalues are called Ruelle resonances, and are
intrinsic to M∗ν (ω) and do not depend on the Sobolev index m. For ν = 0, the
Lyapunov exponents αj and associated subspaces Σj(ǫ;ω) of the linear RDS on
Hm(S1) induced by M∗0 (ω) (in the notation of Theorem 1.2) are related to the
eigenvalues of M∗0 (ω) in the following way: If γ is an eigenvalue lying outside the
circle of radius erm then log |γ| = αj for some j. Σj(ǫ;ω) is the direct sum of the
generalized eigenspaces for all such eigenvalues. The reader is asked to compare
with Bogenschütz [14, Example 1.4]. In a similar fashion, the next result concerns
the ‘spectrum’ of M∗ν,n(ω) : H
m(S1)→ Hm(S1) in the semiclassical limit ν → ±∞.
Together with Theorem 1.4 it shows that the presence of a spectral gap which can
be seen for the unperturbed system (Theorems 2 and 3 in Faure [24]) is preserved
under small random perturbations.
Theorem 1.5. Let {fǫ}ǫ>0 be a family of C∞(T2,T2) valued random variables
satisfying (1.3) and (1.4), and assume that f0 is partially captive, see Definition
2.4. Then for any ρ > λ−
1
2 , there is a positive integer m0, together with numbers
ǫ0(m), ν0(m) and c0(m) depending also on the integer m ≥ m0, such that for all
m ≥ m0, |ν| ≥ ν0 and 0 ≤ ǫ < ǫ0 we have
‖M∗ν,n(ω)‖L (Hmν (S1)) ≤ c0ρ
n, n ≥ 1,
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P-almost surely.
Note that Theorem 1.5 implies that if 0 ≤ ǫ < ǫ0 then r∗{ν} < 0 for all |ν| ≥ ν0.
Remark. The terminology partially captive is due to Faure [24, Definition 15]. The
definition was inspired by a condition of transversality introduced by Tsujii [40],
who showed that transversality is a generic condition for suspensions of linear ex-
panding maps, and equivalent to the condition that the ceiling function τ0 not be
cohomologous to a constant. (See Theorems 1.2 and 1.4 in Tsujii [40] for precise
statements.) The transversality condition has recently been introduced also for
partially expanding maps of the form (0.1) by Butterley and Eslami [17] (see also
Eslami [23]), who showed that this equivalence is still in force. In §3.2 we compare
the conditions partial captivity and transversality in the special case when the ex-
panding map E0 is linear, and establish that partial captivity is a generic condition.
The reader is asked to compare with the remark on p. 1479 in Faure [24].
In §1.6 the results of Theorems 1.4 and 1.5 will be used to obtain information
concerning the long-term behavior of the RDS induced by fǫ. The proofs of these
theorems occupy sections 4 and 2, respectively. Since we will now almost exclusively
deal with function spaces defined on S1, we will henceforth sometimes omit S1
from the notation, and for example write Hm instead of Hm(S1) when there is no
ambiguity.
1.6. Decay of random correlation functions. Let µ be an f -invariant measure,
and µ·(·) the disintegration of µ. For each φ, ψ ∈ C∞(T2) we define the quenched
operational correlation function Coropφ,ψ(ω, n) of (f, µ) by
Coropφ,ψ(ω, n) =
∫
φ ◦ f (n)(ω) · ψ¯dxds−
∫
φdµθnω
∫
ψ¯dxds.
We say that the operational correlation functions of (f, µ) decay exponentially fast
when there exists a number 0 < ρ < 1 (independent of ω) and a set Ω˜ of full measure
such that for any ω ∈ Ω˜ and φ, ψ ∈ C∞(T2) there is a constant c(ω) (depending on
φ and ψ) such that
(1.18) |Coropφ,ψ(ω, n)| ≤ c(ω)ρ
n.
Similarly, we define the quenched classical correlation function Corclφ,ψ(ω, n) of (f, µ)
by
Corclφ,ψ(ω, n) =
∫
φ ◦ f (n)(ω) · ψ¯dµω −
∫
φdµθnω
∫
ψ¯dµω,
and define exponential decay in the same way. We can now state and prove our
main result.
Theorem 1.6. Let {fǫ}ǫ>0 be a family of C∞(T2,T2) valued random variables
satisfying (1.3) and (1.4), and let µǫ be the fǫ-invariant measure provided by The-
orem 1.3 with disintegration µǫω(dxds) = hǫ(ω, x)dxds. Assume that f0 is partially
captive. Then there is an ǫ0 such that if 0 ≤ ǫ < ǫ0 then the quenched random
(operational and classical) correlation functions of (fǫ, µ
ǫ) decay exponentially fast.
Proof. Let λ−
1
2 < ρ < 1. By combining Theorems 1.4 and 1.5 we can find numbers
m ≥ m0, ǫ0 = ǫ0(m) and ν0 = ν0(m) for which those results are in force, where
m is chosen sufficiently large so that rm = log (λ
−m− 12 k
1
2 ) < 0. After reducing ǫ0
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if necessary, it follows that for all 0 ≤ ǫ < ǫ0 we have r∗{ν} < 0 if ν 6= 0, while
for ν = 0 the Lyapunov subspace Σ1(ǫ;ω) associated to the maximal Lyapunov
exponent r∗{0} is one dimensional, so that Σ1(ǫ;ω) = Chǫ(ω). We now fix 0 ≤ ǫ <
ǫ0, and let Ω˜ be a θ-invariant set of full measure where the statements just made
are guaranteed to hold for all ω. In particular, the definitions of r∗{ν} and r∗ic{ν}
are realized in Ω˜ (compare with (1.1) and (1.2), respectively.) Below we always
assume that ω belongs to Ω˜ and make no further mention of Ω˜.
We first prove that the operational correlation functions decay exponentially
fast. To this end, let πǫ(ω) : H
m(S1)→ Hm(S1) be the projection defined by
πǫ(ω)u = (u, 1S1)L2hǫ(ω).
Note that πǫ(ω) is idempotent since we have (hǫ(ω), 1S1)L2 = 1 according to Theo-
rem 1.3. The kernel Kerπǫ(ω) of πǫ(ω) consists of those elements u ∈ Hm(S1) such
that
∫
udx = 0, and by Theorem 1.2 we have
(1.19) ϕ ∈ Kerπǫ(ω) =⇒ lim sup
n→∞
1
n
log ‖M∗0,n(ǫ;ω)ϕ‖(m) ≤ α2 < 0
since the range of πǫ(ω) coincides with Σ1(ǫ;ω) by Theorem 1.4.
Let φ1, φ2 ∈ C∞(T2). By Theorem 1.3, the operational correlation function can
be written
Coropφ1,φ2(ǫ;ω, n) = (φ1,M
∗
f
(n)
ǫ (ω)
φ2)L2(T2)
− (φ1, hǫ(θ
nω)⊗ 1S1)L2(T2) · (1T2 , φ2)L2(T2),
where the tensor product hǫ(θ
nω) ⊗ 1S1 is defined by (x, s) 7→ hǫ(θ
nω, x). For
j = 1, 2 let ϕj,ν denote the “Fourier coefficients” of φj with respect to the Fourier
decomposition (1.10) of L2(T2). Then
Coropφ1,φ2(ǫ;ω, n) =
∑
ν
(ϕ1,ν ,M
∗
ν,n(ω)ϕ2,ν)L2 − (ϕ1,0, hǫ(θ
nω))L2 · (1S1 , ϕ2,0)L2 .
In view of the definition of πǫ(ω) we have according to Theorem 1.3 that
(ϕ1,0,M
∗
0,n(ω)πǫ(ω)ϕ2,0)L2 = (ϕ1,0, hǫ(θ
nω))L2 · (1S1 , ϕ2,0)L2 ,
P-almost surely. Hence,
(1.20)
Coropφ1,φ2(ǫ;ω, n) = (ϕ1,0,M
∗
0,n(ω)(Id − πǫ(ω))ϕ2,0)L2 +
∑
ν 6=0
(ϕ1,ν ,M
∗
ν,n(ω)ϕ2,ν)L2 .
In the sum appearing in the right-hand side above, each term with |ν| > ν0 is
bounded by Cρn‖ϕ1,ν‖H−mν ‖ϕ2,ν‖Hmν by Theorem 1.5. It is straightforward to
check that ‖ϕ1,ν‖H−mν and ‖ϕ2,ν‖Hmν are O(ν
−N ) for any N ∈ N as |ν| → ∞.
Choosing N = 2 we obtain
(1.21)
∑
|ν|>ν0
|(ϕ1,ν ,M
∗
ν,n(ω)ϕ2,ν)L2 | ≤ Cρ
n
for some new constant C.
To estimate the other finitely many terms, we first note that (Id− πǫ(ω))ϕ2,0 ∈
Kerπǫ(ω) so (1.19) is in force. Moreover, the maximal Lyapunov exponents r
∗{ν}
are negative for ν 6= 0. Since also rm < 0, we can therefore find a positive number
ρˆ < 1 such that
log ρˆ > max {α2, rm, r
∗{ν} : ν = ±1, . . . ,±ν0}.
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In view of (1.19) there is an n0(ǫ;ω) such that
(1.22)
1
n
log ‖M∗0,n(ω)(Id− πǫ(ω))ϕ2,0‖(m) < log ρˆ, n ≥ n0(ǫ;ω).
Similarly, for 0 < |ν| ≤ ν0 we can find numbers nν(ǫ;ω) such that
(1.23)
1
n
log ‖M∗ν,n(ω)ϕ2,ν‖(m) < log ρˆ, n ≥ nν(ǫ;ω).
For such ν, we may by Theorem 1.4 (or rather its proof, see Lemma 4.3 below) find
a constant C˜ν,m independent of ǫ and ω such that
max
1≤n<nν(ǫ;ω)
{‖M∗ν,n(ω)ϕ2,ν‖(m)} ≤ C˜ν,m‖ϕ2,ν‖(m).
If 1 ≤ n < nν(ǫ;ω) then
‖M∗ν,n(ω)ϕ2,ν‖(m) ≤
C˜ν,m‖ϕ2,ν‖(m)
ρˆn
ρˆn ≤ C˜ν,m‖ϕ2,ν‖(m)e
−rmnν(ǫ;ω)ρˆn
since erm ≤ ρˆ. Together with (1.23), this is easily seen to imply that for 0 < |ν| ≤ ν0
there P-almost surely exists a constant Cν(ǫ;ω) > 0 such that
‖M∗ν,n(ω)ϕ2,ν‖(m) ≤ Cν(ǫ;ω)ρˆ
n, n ≥ 1.
The case ν = 0 can be treated similarly by using (1.22) in place of (1.23). Combined
with (1.20) and (1.21), this gives the estimate
|Coropφ1,φ2(ǫ;ω, n)| ≤ Cρ
n + (2ν0 + 1) max
|ν|≤ν0
{Cν(ǫ;ω)‖ϕ1,ν‖(−m)}ρˆ
n,
from which the conclusion follows.
We now turn to the classical correlation function. However, dµǫω = hǫ(ω, x)dxds
and hǫ(ω) ∈ C∞ is real valued, so by definition we have
Corclφ1,φ2(ǫ;ω, n) = Cor
op
φ1,hǫ(ω)φ2
(ǫ;ω, n).
Moreover, the “Fourier coefficients” of (x, s) 7→ hǫ(ω, x)φ2(x, s) with respect to the
Fourier decomposition (1.10) of L2(T2) are given by hǫ(ω)ϕ2,ν with ϕ2,ν defined
above. Hence, a repetition of the proof with ϕ2,ν replaced by hǫ(ω)ϕ2,ν yields
the result. Indeed, the only thing we need to check is that ‖hǫ(ω)ϕ2,ν‖Hmν is still
O(ν−N ) for any N ∈ N as |ν| → ∞, and that ‖hǫ(ω)ϕ2,ν‖(m) can still be estimated
by a constant Cν,m. But this can be done in the same way as before if we also use
(1.15) (or Baladi et al. [8, Theorem A]). The proof is complete. 
Remark. It is usually desirable to see if decay of quenched correlation can lead to
decay of integrated correlation. This question boils down to P-integrability of the
constants c(ω) appearing in (1.18). Inspecting the proof above, we see that this
seems to be intractable with our methods since we have no information about the
numbers nν(ǫ;ω) responsible for the dependence on the noise parameters ǫ and ω.
2. The proof of Theorem 1.5
In this section we give the proof of Theorem 1.5, by essentially adapting the proof
of Faure [24, Theorem 3], which is made possible by a careful microlocal analysis of
pseudodifferential operators depending on the parameter ω, found in Appendix A.
To make comparison easier, we have tried to follow the structure of Faure’s proof.
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We first require some preparation. Let gǫ(ω), Eǫ(ω) and τǫ(ω) be defined through
the perturbation scheme {fǫ}ǫ>0 as in (1.3). By assumption we can find a number
ǫ0 > 0 such that (1.5) holds for any 0 ≤ ǫ < ǫ0. For such ǫ, letMν,n(ω) = Mν,n(ǫ;ω)
be the operator given by (1.11). As before, we simply write Mν(ω) instead of
Mν,1(ω) when n = 1. We remark that when ν ∈ Z is fixed, the operator Mν,n(ω)
can be regarded as a Fourier integral operator acting on C∞(S1). When ν = 1/h is
considered as a semiclassical parameter, the operatorMν,n(ω) can be regarded as a
semiclassical Fourier integral operator acting on C∞(S1). Since the general theory
of Fourier integral operators will not be essential to our exposition, we refer the
reader to Hörmander [32, Chapter 25] for details. For a discussion relevant to our
context, see also Faure [24, Section 3.2] where a description of semiclassical Fourier
integral operators is given using wave packets. However, we do wish to record the
following observation.
If X and Y are C∞ manifolds, and A : C∞(Y ) → D ′(X) is a Fourier integral
operator, then to A is associated a canonical relation Λ ⊂ T ∗(X × Y ) ∼= T ∗(X) ×
T ∗(Y ). Recall that a canonical relation is a manifold such that the twisted manifold
Λ′ = {(x, ξ; y, η) : (x, ξ; y,−η) ∈ Λ}
is Lagrangian with respect to the standard symplectic form on T ∗(X×Y ). We may
also view Λ as the graph of a relation from T ∗(Y ) to T ∗(X) which we also denote
by Λ. If V ⊂ T ∗(Y ), the action of this relation is defined by
(2.1) Λ(V ) = {(x, ξ) ∈ T ∗(X) : ∃ (y, η) ∈ V such that (x, ξ; y, η) ∈ Λ}.
In the case when A : C∞(S1)→ C∞(S1) is the operatorMν(ω) given by (1.11), the
map defined by (2.1) is referred to by Faure [24] as the canonical map of A, and we
shall adhere to this terminology. When ν is viewed as a semiclassical parameter,
we shall let F (ǫ;ω) denote the canonical map of Mν(ǫ;ω). Explicitly, we have
(2.2) F (ǫ;ω, y, η) = {(x,E′ǫ(ω, x)η + τ
′
ǫ(x, ω)) : y = Eǫ(ω, x)},
see Faure [24, Proposition 11]. Note that this differs from the canonical map of
Mν(ǫ;ω) when ν is fixed by the additional term τ
′
ǫ(ω), see Faure [24, Proposition
6]. Note also that since Eǫ(ω) : S
1 → S1 is a k : 1 map, there are precisely k
distinct elements belonging to the set in the right-hand side of (2.2). Hence the
map F (ǫ;ω) : T ∗(S1)→ T ∗(S1) is k valued. We mention that matters are generally
simplified if Λ is the graph of a canonical transformation χ : T ∗(Y ) → T ∗(X),
and then A is said to be associated with χ. In particular, if X = Y and A is a
pseudodifferential operator then Λ is the graph of the identity χ(x, ξ) = (x, ξ).
Finally, we remark that it suffices to prove Theorem 1.5 in the case when ν →∞.
Indeed, it is straightforward to check that M−ν,n(ω)u(x) is the complex conjugate
of Mν,n(ω)u¯(x), and that Mν,n(ω) and M−ν,n(ω) therefore have the same operator
norms. This proves the claim.
2.1. Dynamics on the contangent bundle. With the previous discussion in
mind, we now define (injective) maps Fj(ǫ;ω) on the cotangent bundle T
∗(S1) for
0 ≤ j ≤ k − 1 by
(2.3) Fj(ǫ;ω) :
(
y
η
)
7→
(
xj(ǫ;ω)
ξj(ǫ;ω)
)
=
(
gǫ(ω)
−1((y + j)/k)
E′ǫ(ω, xj(ǫ;ω))η + τ
′
ǫ(ω, xj(ǫ;ω))
)
.
Then the canonical map of Mν(ǫ;ω) given by (2.2) satisfies
F (ǫ;ω) : (y, η) 7→ {F0(ǫ;ω, y, η), . . . , Fk−1(ǫ;ω, y, η)}, (y, η) ∈ T
∗(S1)
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by virtue of (1.3) and (2.2). For future purposes, we introduce the following nota-
tion, where N∗ refers to the set of positive integers.
Definition 2.1. Let (y, η) ∈ T ∗(S1). For an arbitrary sequence α = (. . . , α3, α2, α1)
in {0, . . . , k − 1}N
∗
and time n ∈ N∗ let
F (n)α (ǫ;ω, y, η) = Fαn(ǫ;ω) ◦ Fαn−1(ǫ; θω) ◦ . . . ◦ Fα1(ǫ; θ
n−1ω)(y, η).
For a given sequence α ∈ {0, . . . , k−1}N
∗
, we say that {F
(n)
α (ǫ;ω, y, η) : n ∈ N} is a
random trajectory of F (ǫ;ω) issued from the point (y, η). At time n ∈ N∗, there are
kn points issued from a given point (y, η). This set of points is the image of (y, η)
under the relation F (ǫ;ω)◦ . . .◦F (ǫ; θn−1ω) and will be denoted by F (n)(ǫ;ω, y, η),
that is,
(2.4) F (n)(ǫ;ω, y, η) = {F (n)α (ǫ;ω, y, η), α ∈ {0, . . . , k − 1}
n}.
It will be convenient to record the following version of Faure [24, Lemma 13] in
the presence of parameters ǫ and ω, proved in the same way.
Lemma 2.2. Let ǫ0 > 0 and λ be given by (1.5), and assume that ǫ0 is small
enough so that ess supωmaxx |τ
′
ǫ(ω, x)| ≤ Cτ for 0 ≤ ǫ < ǫ0 and some constant
Cτ > 0 independent of ω. Then, for any 1 < κ < λ, there exists an Rκ ≥ 0 such
that if 0 ≤ ǫ < ǫ0 and |η| > Rκ then
(2.5) |ξj(ǫ;ω)| > κ|η|, 0 ≤ j ≤ k − 1,
P-almost surely, where ξj(ǫ;ω) is given by (2.3).
Proof. Note that the existence of an ǫ0 such that ess supωmaxx |τ
′
ǫ(ω, x)| ≤ Cτ for
0 ≤ ǫ < ǫ0 is guaranteed by (1.4). We can for example take Cτ = maxx |τ ′0(x)|+ 1
so that Cτ ultimately depends on f0. In view of (2.3) we have
|ξj(ǫ;ω)| ≥ |(E
′
ǫ(ω, xj(ǫ;ω))− κ)|η|+ κ|η| − |τ
′
ǫ(ω, xj(ǫ;ω))||.
If |η| > Cτ/(λ− κ) then
(E′ǫ(ω, xj(ǫ;ω))− κ)|η| − |τ
′
ǫ(ω, xj(ǫ;ω))| > 0,
P-almost surely, which yields the result. 
We now fix 1 < κ < λ, say κ = (λ + 1)/2. In view of the proof of Lemma 2.2
and the definition of λ, it then follows that the number Rκ given by Lemma 2.2
ultimately depends on f0. Define a set Z ⊂ T ∗(S1) by
(2.6) Z = S1 × [−Rκ, Rκ].
If (y, η) ∈ ∁Z, then Lemma 2.2 implies that a random trajectory issued from (y, η)
will P-almost surely escape in a controlled manner in the sense of (2.5). Hence, for
sufficiently small ǫ > 0 the set defined by (2.4) P-almost surely satisfies
(2.7) (y, η) ∈ ∁Z =⇒ F (n)(ǫ;ω, y, η) ∩ Z = ∅, n ≥ 1.
Contrary to the deterministic case, knowledge about a random trajectory at time
n does not allow us to say much about the same trajectory at a later time, that is,
(2.7) cannot be used to deduce that if F
(n)
α (ǫ;ω, y, η) belongs to ∁Z then so does
F
(n′)
α (ǫ;ω, y, η) for all n′ > n. Indeed, if α ∈ {0, . . . , k − 1}N
∗
is a given sequence,
let n′ > n. Comparing F
(n)
α (ǫ;ω, y, η) and F
(n′)
α (ǫ;ω, y, η), we find that
F (n
′)
α (ǫ;ω, y, η) = Fαn′ (ǫ;ω) ◦ . . . ◦ Fαn+1(ǫ; θ
n′−n−1ω)(F (n)α (ǫ; θ
n′−nω, y, η)),
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which is not of the form Fαn′ (ǫ;ω) ◦ . . . ◦ Fαn+1(ǫ; θ
n′−n−1ω)(F
(n)
α (ǫ;ω, y, η)), so
(2.7) cannot be used. However, the same arguments show that if at some time
n ∈ N∗ we P-almost surely have F (n)(ǫ;ω, y, η) ∩ Z = ∅, then we P-almost surely
also have F (n
′)(ǫ;ω, y, η) ∩ Z = ∅ for all n′ > n. Note that even if the entire tree
F (n)(ǫ;ω, y, η) does not in this way escape toward infinity, some random trajectories
issued from the point (y, η) ∈ Z still might.
2.2. The trapped set. To quantify the number of random trajectories that do
not escape toward infinity, we define the trapped set K(ǫ;ω) as the complement of
the set
{(y, η) : ∃n ∈ N such that F (n)(ǫ;ω, y, η) ∩ Z = ∅}.
Definition 2.3. The trapped set is defined as
K(ǫ;ω) =
⋂
n∈N
(F (ǫ;ω) ◦ . . . ◦ F (ǫ; θn−1ω))−1(Z)
= {(y, η) : F (n)(ǫ;ω, y, η) ∩ Z 6= ∅ for all n ≥ 1}.
For n ∈ N∗, let N (ǫ;ω, n) be the number of random trajectories which do not
escape outside the vicinity Z of the trapped set K(ǫ;ω) before time n,
(2.8) N (ǫ;ω, n) = max
(y,η)∈Z
#{F (n)α (ǫ;ω, y, η) ∈ Z : α ∈ {0, . . . , k − 1}
n}.
Since the number of points issued from (y, η) at time n are kn, we have N (ǫ;ω, n) ≤
kn.
Next, we recall the notion of partial captivity. The definition will only be applied
to the deterministic map f0 given by (0.1), and requires the notions corresponding
to F (ǫ;ω) and N (ǫ;ω, n) introduced above for the perturbation scheme fǫ. Instead
of introducing additional notation, we prefer the following (somewhat convoluted)
statement. The reader is asked to compare with the equivalent Faure [24, Definition
15].
Definition 2.4. The k valued map F (ǫ;ω) : T ∗(S1)→ T ∗(S1) is said to be partially
captive for ω if
(2.9) lim
n→∞
1
n
logN (ǫ;ω, n) = 0.
When F (ǫ;ω) is partially captive for ω, we shall permit us to say that also fǫ(ω)
is partially captive for ω, where fǫ(ω) is the map given by (1.3), or by (0.1) when
ǫ = 0.
Remark. Consider the deterministic case when (Ω,F ,P) is the trivial probability
space consisting of one point and θ is the identity on Ω, and assume that τǫ(ω)
is cohomologous to a constant, i.e. τǫ(ω, x) = ϕ(Eǫ(ω, x)) − ϕ(x) + c for some
ϕ ∈ C∞(S1) and c ∈ R. Then, as mentioned in the introduction, fǫ(ω) cannot
be partially captive for ω, see Faure [24, Appendix A] together with the remark
on p. 1490 in the mentioned paper. Actually, in Faure [24] only the case c = 0 is
considered but the arguments apply also to c 6= 0. Indeed, if τǫ(ω) is constant then
it does not contribute to the canonical map F (ǫ;ω) given by (2.2), and trajectories
issued from the zero section {(x, 0) : x ∈ S1} ⊂ T ∗S1 do not leave this section.
Hence, N (ǫ;ω, n) = kn so fǫ(ω) cannot be partially captive. As mentioned by
Faure, one might instead say that fǫ(ω) is then totally captive. The case when
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τǫ(ω) is cohomologous to a constant can be treated using the arguments in Faure [24,
Appendix A].
The following proposition will be crucial for the proof of Theorem 1.5. In order
not to interrupt the exposition we postpone its proof, which is the contents of
Section 3.1.
Proposition 2.5. Suppose that f0 is partially captive. Then for any δ > 0, there
exists nδ ∈ N such that for any n ≥ nδ one can find ǫ(n) > 0 such that
ess sup
ω
∣∣∣∣ logN (ǫ;ω, n)n
∣∣∣∣ < δ, 0 ≤ ǫ < ǫ(n).
Remark 1. Proposition 2.5 does not imply that partial captivity is stable. What
we mean is that the proposition does not guarantee the existence of an ǫ0 such that
fǫ(ω) is P-almost surely partially captive for ω provided 0 ≤ ǫ < ǫ0. In particular,
our methods only guarantee the existence of a number ǫ(n) which must be allowed
to depend on n, see Proposition 3.3 and the remark at the end of Section 3.1. This
is reminiscent of the perturbation lemmas of Baladi and Young [12, Section 2].
Remark 2. In (2.8), the number N (ω, n) naturally depends on the definition of the
set Z. However, property (2.9) does not, see the remark on page 1490 in Faure [24].
As a final preparation before turning to the proof of Theorem 1.5, we will indicate
how Proposition 2.5 will be used. Let therefore ρ > λ−
1
2 be an arbitrary number as
in the statement of Theorem 1.5. For reasons which will become apparent, apply
Proposition 2.5 with δ = log (ρ2λ)/2 to find numbers n0 ∈ N and ǫ(n0) > 0 such
that for any ǫ in the range 0 ≤ ǫ < ǫ(n0) we have
(2.10)
log (Cdim · k)
n0 − 1
+ ess sup
ω
∣∣∣∣ logN (ǫ;ω, n0 − 1)n0 − 1
∣∣∣∣ < log (ρ2λ),
where Cdim is a constant depending only on the dimension dim S
1 = 1, which will
appear in Theorem 2.6 below.
2.3. The escape function. We can now prove Theorem 1.5. We will keep the
notation already introduced in this section, and let ǫ > 0 be an arbitrary number
for which (1.5), (2.10) and Lemma 2.2 are in force, and suppress it from the notation.
Note that the latter condition implies that, in particular, we have
(2.11)
Cdim · kN (θω, n0 − 1)
λn0
< ρ2n0 , P-almost surely.
One additional restriction on the range of ǫ will be imposed in Theorem 2.6 below,
but since the interluding discussion is unaffected, this should cause no confusion.
Throughout the rest of the proof, h = 1/ν and we will permit us to switch between
h and ν as befitting the situation.
Recall that we fixed κ = (λ+1)/2 above, so that the number R = Rκ > 0 given
by Lemma 2.2 only depends on f0. Now let 0 < δ0 < (κ− 1)R be small. Let m > 0
and define an escape function am ∈ C∞(T ∗(S1)) by
(2.12) am(y, η) ≡ aR,δ0,m(y, η) =
{
(1 + η2)m/2 if |η| ≥ R+ δ0,
1 if |η| ≤ R,
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in such a way that for R < |η| < R+ δ0, am(y, η) is an even function of η, indepen-
dent of y, which satisfies
1 < am(y, η) < (1 + η
2)m/2, R < |η| < R+ δ0.
Extend the definition to negative numbers −m < 0 by requiring that the identity
a−1m = a−m holds for all m > 0. By virtue of (2.5), the construction ensures that if
m > 0 then am is P-almost surely strictly increasing along the random trajectories
of F (ω) outside the vicinity Z of the trapped set, and that for all |η| > R and
0 ≤ j ≤ k − 1 we have
(2.13)
am(y, η)
am(Fj(ω, y, η))
≤
(
1 +R2
1 + κ2R2
)m/2
, P-almost surely if |η| > R.
Indeed, if |η| > R then |ξj(ω)| > κR = R + (κ− 1)R > R + δ0, so
am(Fj(ω, y, η)) = (1 + |ξj(ω)|
2)m/2 ≥ (1 + κ2η2)m/2,
where the last inequality follows by Lemma 2.2. Since am(y, η) ≤ (1 + η2)m/2,
standard differential calculus yields the estimate (2.13).
Let Cκ denote the square root appearing in (2.13), so that when |η| > R we
P-almost surely have am(y, η) ≤ Cmκ am(Fj(ω, y, η)). Note that Cκ < 1. If |η| ≤ R
then am(y, η) = 1 so we have the general bound
(2.14)
am(y, η)
am(Fj(ω, y, η))
≤ 1, for all (y, η) ∈ T ∗(S1), 0 ≤ j ≤ k − 1.
Let Am = am(hD) be the semiclassical operator acting through multiplication
by ξ 7→ am(hξ) on the Fourier side, so that for u ∈ D ′(S1), the Fourier coefficients
of Amu are given by
(Amu)ˆ (ξ) = am(hξ)uˆ(ξ), u ∈ D
′(S1).
Then Am is a semiclassical operator with symbol am belonging to the symbol class
Sm(T ∗(S1)), see Appendix A. Note that Am is formally self-adjoint and invertible
on C∞(S1). With h = 1/ν > 0, define a norm ||| |||Hmν on H
m(S1) by
(2.15) |||u|||2Hmν =
∑
ξ∈2πZ
|am(ξ/ν)uˆ(ξ)|
2, u ∈ Hm(S1), h = 1/ν > 0.
This norm is equivalent to the Sobolev norm ‖ ‖Hmν on H
m(S1) which appears in
the statement of Theorem 1.5. In fact, with C = (1 + (R+ δ0)
2)
1
2 we have
1
Cm
‖u‖Hmν ≤ |||u|||Hmν ≤ C
m‖u‖Hmν .
Since the constant c0(m) appearing in the statement of Theorem 1.5 is allowed to
depend on m, it therefore suffices to prove the theorem with ‖ ‖Hmν replaced by
||| |||Hmν . (That c0(m) depends on m is a direct artifact of this approach.) Since we
will not be switching between these norms for the rest of this section, we shall for
simplicity write ‖ ‖Hmν for the norm defined by (2.15), and letH
m
ν (S
1) denote the set
of distributions u ∈ Hm(S1) equipped with this norm. Am : Hsν(S
1) → Hs−mν (S
1)
is then an isomorphism for all s ∈ R, and we identify Hmν (S
1) with A−1m (L
2(S1))
for each m.
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The commutative diagram
L2(S1)
Qν(ω)
→ L2(S1)
↓ Am 	 ↓ Am
H−mν (S
1)
Mν(ω)
→ H−mν (S
1)
shows that Mν(ω) : H
−m
ν (S
1)→ H−mν (S
1) is unitarily equivalent to
Qν(ω) = A
−1
m Mν(ω)Am : L
2(S1)→ L2(S1).
WithMν,n(ω) given by (1.11), a straightforward computation shows thatMν,n(ω) :
H−mν (S
1)→ H−mν (S
1) is then unitarily equivalent to the operator Qν,n(ω), defined
by
(2.16) Qν,n(ω) = Qν(ω) ◦ . . . ◦Qν(θ
n−1ω) : L2(S1)→ L2(S1).
For each n ∈ N∗, define Pn(ω) = (Qν,n(ω))
∗Qν,n(ω). Then
Pn(ω) = AmM
∗
ν (θ
n−1ω) ◦ . . . ◦M∗ν (ω)A
−2
m Mν(ω) ◦ . . . ◦Mν(θ
n−1ω)Am.
Although not signified in the notation, Pn(ω) implicitly depends on the Sobolev
index m. For a sequence α ∈ {0, . . . , k − 1}N
∗
let G
(n)
α (ω) : T ∗(S1) → R be the
image of the projection onto the first coordinate of F
(n)
α (ω, y, η). Then G
(n)
α (ω) is
independent of η, and
(2.17) G(n)α (ω, y) = Gαn(ω) ◦Gαn−1(θω) ◦ . . . ◦Gα1(θ
n−1ω)(y),
where Gj(ω, y) = g(ω)
−1((y + j)/k) = xj(ω) in view of Definition 2.1 and (2.3). It
is straightforward to check that
dG
(n)
α (ω, y)
dy
=
n∏
j=1
1
E′(θn−jω) ◦G
(j)
α (θn−jω, y)
.
Hence, by (1.5) it follows that dG
(n)
α (ω, y)/dy ≤ λ−n P-almost surely.
Theorem 2.6. The operator Pn(ω) is P-almost surely a semiclassical operator with
principal symbol pn(ω) given by
(2.18) pn(ω, y, η) =
∑
α∈{0,...,k−1}n
a2m(y, η)
a2m(F
(n)
α (ω, y, η))
·
dG
(n)
α (ω, y)
dy
.
Moreover, there is an ǫ0, depending on m but independent of time n ∈ N∗, such that
for all 0 ≤ ǫ < ǫ0 and all n ∈ N
∗, the operator Pn(ω) : L
2(S1) → L2(S1) P-almost
surely satisfies
‖Pn(ω)‖L (L2(S1)) ≤ Cdim‖pn(ω)‖L∞(T∗(S1)) +On,m(h
1
2 ) as h→ 0,
where the error term as indicated depends on n and m but not on ω, and Cdim only
depends on the dimension dim S1 = 1.
The proof of this result relies on the contents of the extensive Appendix A, and
can be found at the end of that appendix, see page 53. The complicating factor is
that the error term of the operator norm bound needs to be independent of ω for the
proof of Theorem 1.5 to work, and this means that it does not suffice to calculate
only the principal symbol pn(ω). This notwithstanding, we wish to mention that
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Theorem 2.6 is essentially a special case of Egorov’s theorem, together with an L2
continuity result for semiclassical operators on S1.
To find a bound for the principal symbol pn(ω) we note that (2.18) together with
the properties of dG
(n)
α (ω, y)/dy gives
(2.19) 0 < pn(ω, y, η) ≤ λ
−n
∑
α∈{0,...,k−1}n
a2m(y, η)
a2m(F
(n)
α (ω, y, η))
.
Next, we consider three cases:
1) (y, η) /∈ Z. Note that if α = (. . . , α2, α1) ∈ {0, . . . , k − 1}N
∗
and ω ∈ Ω, then
F
(n)
α (ω, y, η) = Fαn(ω, F
(n−1)
α (θω, y, η)). Hence, we observe that we can write
a2m(y, η)
a2m(F
(n)
α (ω, y, η))
=
a2m(F
(n−1)
α (θω, y, η))
a2m(Fαn(ω, F
(n−1)
α (θω, y, η)))
· · ·
a2m(y, η)
a2m(Fα1(θ
n−1ω, y, η))
,
which in view of (2.13) gives a2m(y, η)/a
2
m(F
(n)
α (ω, y, η)) ≤ (C2mκ )
n, P-almost surely.
Thus, P-almost surely
(y, η) /∈ Z =⇒ 0 < pn(ω, y, η) ≤
(k
λ
)n
(C2mκ )
n.
2) (y, η) ∈ Z but F
(n−1)
α (θω, y, η) /∈ Z. By using the observation above we find
in view of (2.13) and (2.14) that
a2m(y, η)
a2m(F
(n)
α (ω, y, η))
≤ C2mκ , P-almost surely.
3) (y, η) ∈ Z and F
(n−1)
α (θω, y, η) ∈ Z. Then (2.14) gives
a2m(y, η)
a2m(F
(n)
α (ω, y, η))
≤ 1, P-almost surely.
Recall that by (2.8) we have that
#{F (n−1)α (θω, y, η) ∈ Z : α ∈ {0, . . . , k − 1}
n−1} ≤ N (θω, n− 1),
which implies that
(2.20) #{F (n−1)α (θω, y, η) ∈ Z : α ∈ {0, . . . , k − 1}
n} ≤ kN (θω, n− 1).
For (y, η) ∈ Z, we split the sum in (2.19) into cases 2 and 3 considered above. Using
the estimate from case 2 together with the fact that#{α ∈ {0, . . . , k−1}n} = kn, we
find in view of the estimate from case 3 together with (2.20), that 0 < pn(ω, y, η) ≤
B(ω, n) for (y, η) ∈ Z, where
(2.21) B(ω, n) =
(k
λ
)n
C2mκ +
kN (θω, n− 1)
λn
.
Next, note that the bound obtained for (y, η) /∈ Z (case 1) is smaller than B(ω, n)
since (C2mκ )
n ≤ C2mκ . Thus ‖pn(ω)‖L∞(T∗(S1)) ≤ B(ω, n), which by Theorem 2.6
implies that P-almost surely,
(2.22) ‖Pn(ω)‖L (L2(S1)) ≤ CdimB(ω, n) +On,m(h
1
2 ), h→ 0,
where the error term as indicated is independent of ω.
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We now proceed to analyze Qν,n(ω). Note that if ( , )L2 denotes the scalar
product on L2(S1), then
‖Qν,n(ω)u‖
2
L2 = (Qν,n(ω)u,Qν,n(ω)u)L2
= (Q∗ν,n(ω)Qν,n(ω)u, u)L2 ≤ ‖Q
∗
ν,n(ω)Qν,n(ω)u‖L2‖u‖L2
and that ‖Q∗ν,n(ω)Qν,n(ω)‖L (L2(S1)) ≤ ‖Qν,n(ω)‖
2
L (L2(S1)). Hence we have equality.
By virtue of (2.22) together with the fact that Pn(ω) = Q
∗
ν,n(ω)Qν,n(ω), this gives
(2.23) ‖Qν,n(ω)‖L (L2(S1)) ≤ (CdimB(ω, n) +On,m(ν
− 12 ))
1
2 as ν →∞.
We now use the assumption that f0 is partially captive, that is, as explained above
we apply Proposition 2.5 to find numbers n0 ∈ N and ǫ(n0) > 0 such that (2.10)
holds for any ǫ in the range 0 ≤ ǫ < ǫ(n0). Recall that this implies (2.11), and
consider the right-hand side of (2.23) for n = n0, with B(ω, n0) defined in accordance
with (2.21). Recall also that the constant Cκ in (2.21) denotes the square root
appearing in (2.13), so Cκ < 1. Since the inequality in (2.11) is strict, we can thus
find a number m0 such that
(2.24) ‖Qν,n0(ω)‖L (L2(S1)) ≤ ρ
n0 , P-almost surely,
for all m ≥ m0 as long as ν ≥ νm for some sufficiently large νm. For arbitrary
n ∈ N, we write n = ℓn0 + r with 0 ≤ r < n0, and note that we for each 0 <
r < n0 can bound B(ω, r) by a constant depending only on n0 since λ > 1 by
(1.5), kN (ω, r − 1) < kn0 for 0 < r < n0 and C2mκ ≤ 1 for all m ≥ 0. Hence,
(after possibly increasing νm if necessary to make sure that, for 0 < r < n0,
the error terms Or,m(ν−
1
2 ) are valid and smaller than 1 for ν ≥ νm) there is
a constant c, independent of ν ≥ νm, such that for any 0 < r < n0 we have
‖Qν,r(ω)‖L (L2(S1)) < c, P-almost surely. We may assume that c ≥ 1, so that if
Qν,0(ω) is understood to be the identity on L
2(S1), then ‖Qν,r(ω)‖L (L2(S1)) ≤ c for
all 0 ≤ r < n0, P-almost surely. Now, by (2.16) we have
(2.25) Qν,n(ω) = Qν,n0(ω) ◦ . . . ◦Qν,n0(θ
(ℓ−1)n0ω) ◦Qν,r(θ
ℓn0ω).
Since Qν,n(ω) : L
2(S1) → L2(S1) is unitarily equivalent to Mν,n(ω) : H
−m
ν (S
1) →
H−mν (S
1), we have ‖Mν,n(ω)‖L (H−mν (S1)) = ‖Qν,n(ω)‖L (L2(S1)). Thus, by (2.24)
and (2.25) we have
‖Mν,n(ω)‖L (H−mν ) ≤ (ρ
n0)ℓ‖Qν,r(θ
ℓn0ω)‖L (L2) ≤
c
ρr
ρℓn0+r ≤ λn0/2cρn,
where the last inequality follows from the fact that ρ > λ−
1
2 and λ > 1. Since
n0 only depends on ρ, we conclude that λ
n0/2c satisfies the properties required
of the constant c0 in the statement of Theorem 1.5. We set ν0 = ν0(m) = νm.
Since Hmν (S
1) is the dual of H−mν (S
1) with respect to the usual scalar product
on L2(S1), a standard duality argument yields the statement concerning the norm
‖M∗ν,n(ω)‖L (Hmν (S1)) of the adjoint ofMν,n(ω) : H
−m
ν (S
1)→ H−mν (S
1) with respect
to the L2 pairing. This completes the proof of Theorem 1.5.
Remark. If the error term in Theorem 2.6 is not shown to be independent of ω, then
the previous proof yields a significantly weaker statement compared to Theorem
1.5. In fact, (2.24) would then hold for all m ≥ m0 as long as ν ≥ νm(ω) for some
sufficiently large νm(ω). Combined with (2.25), this leads to
‖Mν,n(ω)‖L (H−mν ) ≤ λ
n0/2cρn
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for all m ≥ m0 and ν ≥ ν˜0(m), where
ν˜0(m) = max (νm(ω), νm(θ
n0ω), . . . , νm(θ
(ℓ−1)n0ω))
and ℓ is determined by n = ℓn0 + r. Hence, this ν˜0 would depend not only on ω
but also on time n ∈ N∗.
3. Analysis of the partial captivity condition
The main purpose of this section is to prove Proposition 2.5. The key ingredient
is a perturbation lemma which compares the “captivity” at different noise levels,
see Proposition 3.3. We also include a brief discussion on the connection between
partial captivity and the transversality condition mentioned in the introduction.
3.1. Proof of Proposition 2.5. We will assume that the hypotheses of Theorem
1.5 are in force, and use notation introduced in Section 2. In particular, we assume
that ǫ is in the range 0 ≤ ǫ < ǫ0 for some ǫ0 such that (1.5) holds. In the case ǫ = 0,
we identify f0 with the constant mapping Ω ∋ ω 7→ f0. We shall assume that ǫ0 is
chosen sufficiently small so that
(3.1) ess sup
ω
sup
x
|E′ǫ(ω, x)− E
′
0(x)| < 1, 0 ≤ ǫ < ǫ0.
Moreover, we let κ be a fixed number in the range 1 < κ < λ. In accordance with
Lemma 2.2, we let Rκ be a number such that Rκ ≥ Cτ (λ − κ)
−1, where Cτ is a
constant depending only on τ0 and ǫ0 such that
(3.2) ess sup
ω
sup
x
|τ ′ǫ(ω, x)| ≤ Cτ , 0 ≤ ǫ < ǫ0.
For future purposes we remark that we by construction have
(3.3) Rκ − Cτ
∞∑
j=1
λ−j > 0,
which can be checked by a straightforward calculation. Recall also that Z denotes
the set (2.6) defined in terms of the number Rκ chosen above.
We first adapt the ideas in Faure [24, Appendix B] and describe partial captivity
in terms of the random dynamics (2.2), lifted on the cover R2. To this end, let
gǫ(ω), Eǫ(ω) and τǫ(ω) be defined through the perturbation scheme {fǫ}ǫ>0 as in
(1.3). Thus, for fixed ǫ > 0 and ω ∈ Ω we have that gǫ(ω) : S1 → S1 is a C∞
diffeomorphism, Eǫ(ω) is a k valued map on S
1 given by Eǫ(ω) : x 7→ Eǫ(ω, x),
while τǫ(ω) : S
1 → R is given by τǫ(ω) : x 7→ τǫ(ω, x). We identify S1 with the
fundamental domain
S
1 ≃ {x : 0 ≤ x < 1} ⊂ R,
and recall that an orientation preserving C∞ diffeomorphism gǫ(ω) : S
1 → S1 can
be viewed as a smooth function gǫ(ω) : R→ R with the property that gǫ(ω, x+1) =
gǫ(ω, x) + 1 for all x ∈ R, and with an inverse g−1ǫ (ω) enjoying the same property.
Similarly, Eǫ(ω) can be identified with the smooth function Eǫ(ω) : R → R given
by Eǫ(ω, x) = kgǫ(ω, x) for x ∈ R. Thus Eǫ(ω, x+ ℓ) = Eǫ(ω, x) + kℓ for all ℓ ∈ Z
and all x ∈ R, and it follows that E′ǫ(ω) : R→ R is a smooth periodic function with
period 1. Similarly, any smooth function τǫ(ω) : S
1 → R can be identified with a
periodic function τǫ(ω) : R→ R with period 1. By (1.4) we have
(3.4) ess sup
ω
dC∞(Eǫ(ω), E0)→ 0, ess sup
ω
dC∞(τǫ(ω), τ0)→ 0, ǫ→ 0.
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Here E0 and τ0 are the smooth functions given by the deterministic dynamical
system f0 defined by (0.1), lifted on R. Note also that the map Eǫ(ω) : R → R is
invertible, with inverse E−1ǫ (ω, x) = g
−1
ǫ (ω, x/k) for x ∈ R. E
−1
ǫ (ω) then satisfies
E−1ǫ (ω, x+k) = E
−1
ǫ (ω, x)+1, so E
−1
ǫ (ω) cannot be identified with a map S
1 → S1.
(Eǫ(ω) : R → R is a diffeomorphism on R, but not on the fundamental domain
[0, 1).) However, each inverse branch of Eǫ(ω) : S
1 → S1 can be identified with a
map R ∋ x 7→ E−1ǫ (ω, x + j) for some 0 ≤ j ≤ k − 1. For convenience, we shall
throughout this section reserve the notation Gǫ(ω) for the inverse of Eǫ(ω) : R→ R,
and permit us to switch between Gǫ(ω) and E
−1
ǫ (ω) as befitting the situation.
In view of the previous discussion, we now introduce the lifted dynamics on the
cover R2, that is, the diffeomorphism on R2 which for each ω ∈ Ω is given by
F˜ (ǫ;ω) :
(
y
η
)
7→
(
x
ξ
)
=
(
E−1ǫ (ω, y)
E′ǫ(ω, x)η + τ
′
ǫ(ω, x)
)
.(3.5)
(We will distinguish F˜ (ǫ;ω) from the random dynamics (2.2) for reasons of com-
parison, see (3.13) below.) Let N × Ω × R2 ∋ (n, ω, y, η) 7→ F˜ (n)(ǫ;ω, y, η) be the
backward cocycle induced by F˜ (ǫ; ·) : Ω → C∞(R2,R2), that is, F˜ (0)(ǫ;ω) = IdR2
for each ω ∈ Ω and
(3.6) F˜ (n)(ǫ;ω) = F˜ (ǫ;ω) ◦ F˜ (ǫ; θω) ◦ · · · ◦ F˜ (ǫ; θn−1ω), n ≥ 1.
Let N×Ω×R ∋ (n, ω, y) 7→ G
(n)
ǫ (ω, y) be the backward cocycle induced by Gǫ(·) :
Ω→ C∞(R,R), defined in the same manner. (Note that if we omit the subscript ǫ,
this is in accordance with the notation used in (2.17) where the subscript α refers to
translation.) Then G
(n)
ǫ (ω, y) is the first component of F˜ (n)(ǫ;ω, y, η); the second
component is
η
dG
(n)
ǫ (ω, y)/dy
+
n−1∑
j=0
τ ′ǫ(θ
jω,G
(n−j)
ǫ (θjω, y))
dG
(j)
ǫ (ω,G
(n−j)
ǫ (θjω, y))/dy
,(3.7)
where dG
(0)
ǫ (ω, ·)/dy = 1, and
(3.8) (dG(j)ǫ (ω,G
(n−j)
ǫ (θ
jω, y))/dy)−1 =
j−1∏
ℓ=0
E′ǫ(θ
ℓω,G(n−ℓ)ǫ (θ
ℓω, y)), 1 ≤ j ≤ n.
For each 0 ≤ ǫ < ǫ0 we now solve the equation
(3.9) Sǫ(ω,Gǫ(ω, x)) = E
′
ǫ(ω,Gǫ(ω, x))Sǫ(θω, x) + τ
′
ǫ(ω,Gǫ(ω, x))
for Sǫ : Ω → C∞(R). (When ǫ = 0 we obtain a constant map S0(ω) ≡ S0.) Note
that Sǫ is a function such that the point (x, Sǫ(θω, x)) is mapped to (x
′, Sǫ(ω, x
′))
under F˜ (ǫ;ω). More generally we have
(3.10) F˜ (n)(ǫ;ω)(x, Sǫ(θ
nω, x)) = (x′, Sǫ(ω, x
′)), x′ = G(n)ǫ (ω, x).
In the deterministic case, the graph of Sǫ(ω) coincides with the stable manifold of
F˜ (ǫ;ω); see Faure [24, Appendix B.1]. To solve (3.9), we observe that if Sǫ is a
solution, then replacing ω with θ−1ω gives
Sǫ(ω, x) =
Sǫ(θ
−1ω,Gǫ(θ
−1ω, x))
E′ǫ(θ
−1ω,Gǫ(θ−1ω, x))
−
τ ′ǫ(θ
−1ω,Gǫ(θ
−1ω, x))
E′ǫ(θ
−1ω,Gǫ(θ−1ω, x))
.
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Repeated use of this identity yields the formula
(3.11) Sǫ(ω, x) = −
∞∑
j=1
τ ′ǫ(θ
−jω,G(j)ǫ (θ
−jω, x)) ·
dG
(j)
ǫ (θ−jω, x)
dx
,
where G
(j)
ǫ (θ−jω, x) = E−1ǫ (θ
−jω) ◦ · · · ◦ E−1ǫ (θ
−1ω)(x) and
(3.12)
dG
(j)
ǫ (θ−jω, x)
dx
=
j∏
ℓ=1
1
E′ǫ(θ
−ℓω,G
(ℓ)
ǫ (θ−ℓω, x))
.
Since θ is P-preserving, the series (3.11) P-almost surely converges uniformly in x
by virtue of (3.12) and (1.5). Now G
(ℓ)
ǫ (θ−ℓω) ◦ Gǫ(ω)(x) = G
(ℓ+1)
ǫ (θ−ℓω, x), and
using this observation it is straightforward to check that (3.11) solves (3.9).
For the proof of Proposition 2.5, we need a modified version of a result by
Faure [24, Proposition 17], proved using similar techniques, see Proposition 3.2
below. The strategy includes a comparison between the set (2.4) of random trajec-
tories of the dynamics (2.2) on T ∗(S1) with a related set defined in terms of the back-
ward cocycle induced by F˜ (ǫ; ·) on R2. To this end, let P : R2 → T ∗(S1) = S1 × R
be the canonical projection. Given a sequence α = (αn, . . . , α1) ∈ {0, . . . , k − 1}n,
let α¯ be the number α¯ =
∑n
j=1 αjk
j−1. We can think of α as being the number α¯
written in base k, and this gives a bijection between the sets {0, . . . , k − 1}n and
{0, . . . , kn− 1}. For fixed (y, η) ∈ R2, it is straightforward to check that as α varies
in {0, . . . , k − 1}n we obtain the set equality
(3.13) F (n)(ǫ;ω,P(y, η)) = {P(F˜ (n)(ǫ;ω, y + α¯, η)) : 0 ≤ α¯ ≤ kn − 1},
where the left-hand side is the set defined by (2.4). Hence, if N (ǫ;ω, n) is the
number given by (2.8) of random trajectories that do not escape outside Z =
S1× [−Rκ, Rκ] before time n, then N (ǫ;ω, n) coincides with the maximum number
of α¯ ∈ {0, . . . , kn − 1} such that the second component of F˜ (n)(ǫ;ω, y + α¯, η) has
length bounded by Rκ. The following notation will prove useful.
Definition 3.1. Let n ∈ N∗ and R > 0. For each (y, η) ∈ R2, let A˜R(ǫ;ω, n)(y, η)
be the set of 0 ≤ α¯ ≤ kn − 1 such that
|η − Sǫ(θ
nω, y + α¯)| ≤ R ·
dG
(n)
ǫ (ω, y + α¯)
dy
.
The maximum cardinality of A˜R(ǫ;ω, n)(y, η) as (y, η) varies in R2 will be denoted
by N˜R(ǫ;ω, n), that is,
N˜R(ǫ;ω, n) = sup
y,η
#A˜R(ǫ;ω, n)(y, η).
When ǫ = 0 we shall write A˜R(0;n)(y, η) and N˜R(0;n) for the corresponding set
and number, respectively. By Faure [24, Proposition 17] it then follows that the
unperturbed dynamical system f0 is partially captive if and only if
(3.14) lim
n→∞
1
n
log N˜R(0;n) = 0
for allR > 0. We shall prove Proposition 2.5 using (3.14) together with the following
comparison results.
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Proposition 3.2. Let 0 ≤ ǫ < ǫ0. Let Cτ be given by (3.2), and set C1 =
Cτ
∑∞
j=1 λ
−j. For each n ∈ N∗ we P-almost surely have
N˜Rκ−C1(ǫ;ω, n) ≤ N (ǫ;ω, n) ≤ N˜Rκ+C1(ǫ;ω, n),
where N (ǫ;ω, n) = NRκ(ǫ;ω, n) is defined in (2.8).
Proof. We adapt the ideas used in the proof of Faure [24, Proposition 17]. First
note that (3.11) and (3.12) implies that
(3.15) ess sup
ω
sup
x
|Sǫ(ω, x)| ≤ C1,
and this holds independently of 0 ≤ ǫ < ǫ0 in view of (1.5). We now fix ǫ. Given
(y, η) ∈ R2, n ∈ N∗ and 0 ≤ α¯ ≤ kn − 1, let (xα¯(ω), ξα¯(ω)) = F˜ (n)(ǫ;ω)(y + α¯, η).
Then (3.13) implies that
(3.16) #{α¯ : |ξα¯(ω)| ≤ Rκ} = #{F
(n)
α (ǫ;ω, y, η) ∈ Z : α ∈ {0, . . . , k − 1}
n}.
Now note that the second component of F˜ (n)(ǫ;ω)(y + α¯, Sǫ(θ
nω, y + α¯)) is equal
to Sǫ(ω, xα¯(ω)) according to (3.10). In view of (3.5), a straightforward calculation
then shows that
ξα¯(ω)− Sǫ(ω, xα¯(ω)) =
n−1∏
j=0
E′ǫ(θ
jω,G(n−j)ǫ (ω, y + α¯)) · (η − Sǫ(θ
nω, y + α¯)).
Therefore, it follows from (3.12) that |ξα¯(ω)| ≤ Rκ if and only if∣∣∣∣Sǫ(ω, xα¯(ω)) · dG(n)ǫ (ω, y + α¯)dy + η − Sǫ(θnω, y + α¯)
∣∣∣∣ ≤ Rκ · dG(n)ǫ (ω, y + α¯)dy .
Hence, if α¯ ∈ A˜Rκ−C1(ǫ;ω, n)(y, η) then |ξα¯(ω)| ≤ Rκ by the triangle inequality
and (3.15). In view of (3.16) together with the definitions of N˜Rκ−C1(ǫ;ω, n) and
N (ǫ;ω, n), we conclude that N˜Rκ−C1(ǫ;ω, n) ≤ N (ǫ;ω, n). The other inequality is
proved in a similar fashion, which completes the proof. 
Proposition 3.3. Let ̺ > 0. Then for each R > ̺ and n ∈ N∗ there is an ǫ(n) > 0
depending also on R and ̺ such that for all 0 ≤ ǫ < ǫ(n) and P-almost every ω we
have
N˜R−̺(0;n) ≤ N˜R(ǫ;ω, n) ≤ N˜R+̺(0;n).
For the proof we need a technical lemma.
Lemma 3.4. Let 0 ≤ ǫ < ǫ0. For every n ≥ 1 we have
|G
(n)
0 (x)−G
(n)
ǫ (ω, x)| ≤
n∑
j=1
λ−j0 sup
x
|Eǫ(θ
j−1ω, x)− E0(x)|.
Moreover,
ess sup
ω
sup
x
|G
(n)
0 (x) −G
(n)
ǫ (ω, x)| ≤ (λ0 − 1)
−1 ess sup
ω
sup
x
|Eǫ(ω, x)− E0(x)|,
where the right-hand side tends to zero as ǫ→ 0.
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Proof. We begin by proving the first claim. When n = 1 we need to show that
(3.17) |E−10 (x) − E
−1
ǫ (ω, x)| ≤ λ
−1
0 sup
x
|Eǫ(ω, x) − E0(x)|.
Write y = E−1ǫ (ω, x) and apply Taylor’s formula to E
−1
0 (Eǫ(ω, y)) about the point
E0(y). Since minx E
′
0(x) > λ0, the estimate follows. We proceed by induction, so
assume that the result holds for some n ≥ 1. The triangle inequality gives
|G
(n+1)
0 (x)−G
(n+1)
ǫ (ω, x)| ≤ |E
−1
0 ◦G
(n)
0 (x) − E
−1
0 ◦G
(n)
ǫ (θω)(x)|
+ |E−10 ◦G
(n)
ǫ (θω)(x) − E
−1
ǫ (ω) ◦G
(n)
ǫ (θω)(x)|.
By (3.17), the second term on the right is bounded by λ−10 ‖Eǫ(ω)−E0‖L∞ . Using
Taylor’s formula to estimate the first term on the right we get
|E−10 ◦G
(n)
0 (x)− E
−1
0 ◦G
(n)
ǫ (θω)(x)| ≤ λ
−1
0 |G
(n)
0 (x) −G
(n)
ǫ (θω, x)|
≤
n+1∑
j=2
λ−j0 sup
x
|Eǫ(θ
j−1ω, x)− E0(x)|,
where we invoked the induction hypothesis to obtain the last inequality. Combining
these estimates proves the first claim. Since θ is P-preserving, the second claim
now follows by taking the essential supremum in ω and noting that
∑n
j=1 λ
−j
0 <
(λ0 − 1)−1 for all n since 1 < λ0. The proof is completed by invoking (3.4). 
Proof of Proposition 3.3. We begin with the second inequality. Suppose that α¯ ∈
A˜R(ǫ;ω, n)(y, η). By Definition 3.1 and the triangle inequality, we then have
|η − S0(y + α¯)| ≤ R ·
dG
(n)
0 (y + α¯)
dy
+RIn(ǫ) + Jn(ǫ),
where In(ǫ) ≡ In(ǫ;ω, y, α¯) and Jn(ǫ) ≡ Jn(ǫ;ω, y, α¯) are given by
In(ǫ) =
∣∣∣∣dG(n)ǫ (ω, y + α¯)dy − dG
(n)
0 (y + α¯)
dy
∣∣∣∣,
Jn(ǫ) = |Sǫ(θ
nω, y + α¯)− S0(y + α¯)|.
Introduce a positive number L(n) (independent of ǫ and ω) defined by
L(n) = inf
0≤ǫ<ǫ0
ess inf
ω
inf
x
dG
(n)
ǫ (ω, x)
dx
.
It is clear that L(n) → 0 as n → ∞. To see that L(n) > 0, note that since θ is
P-preserving, we have for P-almost every ω that
dG
(n)
ǫ (ω, x)
dx
>
n−1∏
j=0
1
E′0(G
(n−j)
ǫ (θjω, x)) + supx |E
′
ǫ(θ
jω, x)− E′0(x)|
(3.18)
> (sup
x
|E′0(x)| + 1)
−n
by virtue of (3.1).
Assume for the moment that In(ǫ) and Jn(ǫ) tend to zero as ǫ → 0, uniformly
with respect to y and α¯ and P-almost every ω. Then there is an ǫ(n), depending
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on n and also on R and ̺, such that RIn(ǫ) + Jn(ǫ) < ̺L(n) for all 0 ≤ ǫ < ǫ(n),
P-almost surely. By the definition of L(n), this P-almost surely gives
|η − S0(y + α¯)| ≤ R ·
dG
(n)
0 (y + α¯)
dy
+ ̺L(n) < (R+ ̺)
dG
(n)
0 (y + α¯)
dy
,
that is, α¯ ∈ A˜R+̺(0;n)(y, η). Hence #A˜R(ǫ;ω, n)(y, η) ≤ #A˜R+̺(0;n)(y, η), P-
almost surely, and taking the supremum over (y, η) ∈ R2 shows that we P-almost
surely have N˜R(ǫ;ω, n) ≤ N˜R+̺(0;n).
To prove the first inequality, suppose that α¯ ∈ A˜R−̺(0;n)(y, η). Then
|η − Sǫ(θ
nω, y + α¯)| ≤ (R − ̺)
dG
(n)
ǫ (ω, y + α¯)
dy
+ RIn(ǫ) + Jn(ǫ),
where we also used the fact that R−̺ ≤ R to estimate the coefficient of In. Hence,
a repetition of the first part of the proof shows that α¯ ∈ A˜R(ǫ;ω, n)(y, η), P-almost
surely, and the desired inequality follows.
We now prove that In(ǫ) and Jn(ǫ) tend to zero as ǫ→ 0, uniformly with respect
to y and α¯ and P-almost every ω. Since
In(ǫ) ≤ sup
x
∣∣∣∣dG(n)ǫ (ω, x)dx − dG
(n)
0 (x)
dx
∣∣∣∣
the claim for In(ǫ) follows by (3.4) and Lemma 3.4, if n ∈ N∗ is fixed. For future
purposes we also note that if 0 ≤ ǫ < ǫ0 then
(3.19) In(ǫ) ≤ λ
−n + λ−n0 ≤ 2λ
−n, P-almost surely.
For Jn(ǫ), note that Jn(ǫ) ≤ supx |S0(x) − Sǫ(θ
nω, x)|. Recalling (3.11), a
straightforward estimation then gives
Jn(ǫ) ≤ sup
x
∞∑
j=1
{
|τ ′0(G
(j)
0 (x))|
∣∣∣∣dG(j)0 (x)dx − dG
(j)
ǫ (θn−jω, x)
dx
∣∣∣∣
+
∣∣∣∣dG(j)ǫ (θn−jω, x)dx
∣∣∣∣(|τ ′0(G(j)0 (x)) − τ ′0(G(j)ǫ (θn−jω, x))|
+ |τ ′0(G
(j)
ǫ (θ
n−jω, x))− τ ′ǫ(θ
n−jω,G(j)ǫ (θ
n−jω, x))|
)}
,
which implies that
Jn(ǫ) ≤
∞∑
j=1
(
‖τ ′0‖L∞ sup
x
∣∣∣∣dG(j)0 (x)dx − dG
(j)
ǫ (θn−jω, x)
dx
∣∣∣∣)
+
∞∑
j=1
λ−j
(
‖τ ′′0 ‖L∞ sup
x
|G
(j)
0 (x)−G
(j)
ǫ (θ
n−jω, x)|
+ sup
x
|τ ′0(x)− τ
′
ǫ(θ
n−jω, x)|
)
.
Since θ is P-preserving, the first series on the right is P-almost surely bounded by
(3.20) ‖τ ′0‖L∞
(N−1∑
j=1
ess sup
ω
sup
x
Ij(ǫ) + 2
∞∑
j=N
λ−j
)
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according to (3.19), where
∑∞
j=N λ
−j → 0 as N → ∞ since λ > 1. For 1 ≤ j < N
we can argue as above and conclude that ess supω supx Ij(ǫ) = oj(1) as ǫ → 0.
Hence, (3.20) is o(1) as ǫ → 0. If we use Lemma 3.4 and (3.4), respectively, to
estimate the two types of terms making up the second series, similar arguments
show that also the second series is P-almost surely o(1) as ǫ → 0. Hence, Jn(ǫ)
tends to zero as ǫ → 0, uniformly with respect to y and α¯ and P-almost every
ω (the convergence is even uniform with respect to time n). This completes the
proof. 
Proof of Proposition 2.5. Recall that C1 = Cτ
∑∞
j=1 λ
−j , where Cτ is given by
(3.2). By (3.3) we then have Rκ − C1 > 0. For each n ∈ N∗ we can therefore use
Propositions 3.2 and 3.3 with ̺ = (Rκ−C1)/2 to find an ǫ(n) > 0 such that for all
0 ≤ ǫ < ǫ(n) and P-almost every ω we have
(3.21) N˜Rκ−C1−̺(0;n) ≤ NRκ(ǫ;ω, n) ≤ N˜Rκ+C1+̺(0;n),
where Rκ − C1 − ̺ = (Rκ − C1)/2 > 0.
Let δ > 0. By (3.14) we can find an n0 such that N˜Rκ−C1−̺(0;n) ≥ 1 and
n−1 log N˜Rκ+C1+̺(0;n) < δ for all n ≥ n0. In view of (3.21) it follows that for such
n we have
0 ≤
1
n
logNRκ(ǫ;ω, n) < δ
for all 0 ≤ ǫ < ǫ(n) and P-almost every ω. This completes the proof. 
Remark. Using the notation from the proof of Proposition 3.3, we make the fol-
lowing observation. With the help of Lemma 3.4 it is not hard to show that the
quantity In(ǫ) is in fact o(1) as ǫ→ 0, independent of time n ∈ N∗. As shown, the
same is true for Jn(ǫ). However, this does not by itself imply that the number ǫ(n)
can be chosen independently of n, since the number L(n) tends to zero as n→∞.
3.2. Relation to the condition of transversality. Here we compare partial
captivity to the transversality condition of Tsujii [40], introduced to study mixing
of suspension semi-flows and shown to be generic there for linear expanding maps.
The transversality condition was recently formulated for (0.1) by Butterley and Es-
lami [17, 23] under weak regularity assumptions. After establishing the connection
we discuss in what sense partial captivity is generic when the unperturbed expand-
ing map E0 is linear, i.e. E0(x) = kx mod 1. Since the general case will be studied
in an upcoming joint paper with Masato Tsujii we only sketch the details.
We first recall the definitions involved. Given a ceiling function τ0, define
ϑτ =
1
2π
supx |τ
′
0(x)|
λ0 − 1
.
(The presence of the factor (2π)−1 is a result of the normalization in (0.1).) Intro-
duce also, for each R > 0, the number
(3.22) ϑR =
R
λ0 − 1
,
and the corresponding cone KR = {(ξ, η) ∈ R2 : |η| ≤ ϑR|ξ|}. It is straightforward
to check that this cone is invariant under the Jacobian
Df0(z) =
(
E′0(x) 0
(2π)−1τ ′0(x) 1
)
, z = (x, s) ∈ T2,
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as long as ϑR ≥ ϑτ , where by invariant we mean Df0(z)KR ⊂ KR. Fix z = (x, s) ∈
T2 and n ≥ 1, and let ζ and w be two distinct points in the pre-image of z under
f
(n)
0 , that is, ζ 6= w and f
(n)
0 (ζ) = z = f
(n)
0 (w). In this subsection, we will write
e.g. ζ ∈ f−n0 (z) in this case. We also write f
n
0 instead of f
(n)
0 = f0 ◦ · · ·◦ f0, and G
n
0
instead of G
(n)
0 for iterates of the inverse of the map E0 lifted on R. We say that ζ
and w are transversal, denoted ζ ⋔ w, when Dfn0 (ζ)KR ∩Df
n
0 (w)KR = {0}. As a
way to measure transversality, define
ϕ(n) ≡ ϕR(n) = sup
z
sup
ζ∈f−n0 (z)
∑
w 6⋔ζ
1
detDfn0 (w)
with the sum taken over those w ∈ f−n0 (z) such that Df
n
0 (ζ)KR ∩ Df
n
0 (w)KR 6=
{0}. When E0 is linear, this reduces to
(3.23) ϕ(n) = k−n sup
z
sup
ζ∈f−n0 (z)
#{w ∈ f−n0 (z) : w 6⋔ ζ}.
We say that f0 satisfies the transversality condition if
lim sup
n→∞
ϕ(n)
1
n < 1.
The condition is violated precisely when τ0 is cohomologous to a constant, see But-
terley and Eslami [17, Proposition 1] (compare with Tsujii [40, Theorem 1.4]). In
view of the remark following Definition 2.4 it follows that f0 satisfies the transver-
sality condition if f0 is partially captive. Conversely, we make the following obser-
vation.
Lemma 3.5. When E0 is linear we have
NRκ(0;n) ≤ k
nϕR(n)
if R ≥ π−1(supx |τ
′
0(x)|+
1
2 (k − 1)Rκ).
Proof. Let R˜ = Rκ+(k− 1)
−1 supx |τ
′
0(x)|. An application of Proposition 3.2 with
ǫ = 0 shows that the lemma follows if we prove that
(3.24) N˜R˜(0;n) ≤ k
nϕR(n)
when
(3.25) R ≥ (2π)−1(sup
x
|τ ′0(x)| + (k − 1)R˜).
Fix z = (x, s) ∈ T2 and n ≥ 1, and find η0 ∈ R such that
#A˜R˜(0;n)(x, η0) ≥ #A˜R˜(0;n)(x, η), η ∈ R.
For any 0 ≤ α¯ ≤ kn − 1, the choice η = S(x + α¯) gives α¯ ∈ A˜R˜(0;n)(x, η), so we
have α¯1 ∈ A˜R˜(0;n)(x, η0) for some α¯1. We now show that if there is an α¯2 6= α¯1
with α¯2 ∈ A˜R˜(0;n)(x, η0) then there are two distinct points ζ1 and ζ2 in f
−n
0 (z)
with ζ1 6⋔ ζ2. To this end, let πx : T2 → S1 denote the canonical projection and
define ζj ∈ f
−n
0 (z) by πx(ζj) = G
n
0 (x+ α¯j) for j = 1, 2. (A point (y, s
′) ∈ f−n0 (z) is
uniquely determined by y and z and vice versa, see the discussion preceding (1.12).)
Set ξj = −2πk−n and
ηj = η0 −
ξj
2π
dτ
(n)
0 (πx(ζj))
dx
= η0 +
1
kn
dτ
(n)
0 (πx(ζj))
dx
,
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where τ
(n)
0 is defined in accordance with (1.7). Then Df
n
0 (ζj)(ξj , ηj)
t = (−2π, η0)t
and we claim that (ξj , ηj) ∈ KR if R satisfies (3.25). Indeed, it is easy to see that
1
kn
dτ
(n)
0 (πx(ζj))
dx
=
n∑
ℓ=1
τ ′0(G
ℓ
0(x+ αj))k
−ℓ
which is the partial sum of the first n terms of −S0(x+ α¯j) when E0 is linear, see
(3.11). Hence, Definition 3.1 and a simple calculation gives
|ηj | ≤ |η0 − S(x+ α¯j)|+ |S(x+ α¯j) + k
−ndτ
(n)
0 (πx(ζj))/dx|
≤ k−n
(
R˜ +
supx |τ
′
0(x)|
k − 1
)
.
Now, since ξj = −2πk−n we have (ξj , ηj) ∈ KR if |ηj | ≤ 2πk−nϑR, where ϑR is
defined by (3.22). This is easily seen to hold if R satisfies (3.25). It follows that
Dfn0 (ζ1)KR ∩Df
n
0 (ζ2)KR 6= {0}, i.e. ζ1 6⋔ ζ2. Hence, by (3.23) we have
#A˜R˜(0;n)(x, η0) ≤ #{ζ2 ∈ f
−n
0 (z) : ζ1 6⋔ ζ2} ≤ k
nϕR(n)
which yields (3.24). This completes the proof. 
Theorem 3.6. Let 3 ≤ m ≤ ∞, and let E0 be fixed and linear. Let V(m) ⊂ C
m(S1)
be the subset consisting of the τ0’s for which (0.1) is not partially captive. Then
V(m) is a meager set with empty interior.
Sketch of proof. Let m be finite. By adapting the proof of Tsujii [40, Theorem 1.2]
it can be checked that for each ̺ > 1 (and R > 1) there is an open dense subset
U̺ ⊂ Cm(S1) such that if τ0 ∈ U̺ then
(3.26) lim sup
n→∞
ϕR(n)
1
n ≤ ̺k−1.
In particular, we can replace the space Cm+ (S
1) of positive ceiling functions under
consideration in Tsujii [40, Theorem 1.2] by Cm(S1) since addition of 2πn (n inte-
ger) does not change the situation, see (0.1). Let j ∈ N∗ be arbitrary and choose ̺
such that log ̺ < 1/j. By Lemma 3.5 and (3.26) we get
(3.27) inf
n
n−1 logNRκ(0;n) < 1/j
for τ0 ∈ Uj ≡ U̺(j). (Here Rκ depends on τ0.) In fact, n 7→ logNRκ(0;n) is
subadditive (Faure [24, p. 1489]) so the infimum coincides with the limit as n→∞.
If τ0 belongs to the intersection U(m) = ∩
∞
j=1Uj then f0 is partially captive. The
complement of U(m) is a countable union of closed nowhere dense sets, i.e. a meager
set. Since V(m) ⊂ ∁U(m) and subsets of meager sets are meager, the claim follows
by Baire’s category theorem.
Next, consider the situation in C∞(S1). Let Xj be the set of τ ∈ C∞ such that
there is an n for which n−1 logNRκ(0;n) < 1/j. In view of the discussion following
(3.27) we have V(∞) ⊂ ∪
∞
j=1∁Xj. In view of Proposition 2.5 it is easy to see that
each Xj is open in C
∞(S1). We also claim that each Xj is dense in C
∞(S1).
Indeed, if not then there is a τ0 together with m and ǫ such that τ ∈ C
∞(S1)
and ‖τ − τ0‖Cm < ǫ implies that τ ∈ ∁Xj. But viewed as a subset of Cm(S1) we
have ∁Xj ⊂ ∁Uj with Uj defined above, so this contradicts the fact that the closure
of ∁Uj has empty interior. Hence, ∁Xj is closed and nowhere dense in C
∞(S1),
and the proof is completed by repeating the arguments at the end of the previous
paragraph. 
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4. The proof of Theorem 1.4
In this section we give the proof of Theorem 1.4. We begin by showing that
(n, ω, ϕ) 7→M∗ν,n(ω)ϕ is a linear RDS on H
m(S1). This is a consequence of known
results for transfer operators of expanding maps on Sobolev spaces. It will be
convenient to use a formulation of Faure [24, Theorem 2], but we mention the earlier
results of Baillif and Baladi [7, Section 4] as well as Baladi and Tsujii [10, Theorem
1.1]. The corresponding results for operators on Cm go back to Ruelle [37, 38].
Proposition 4.1. For ν ∈ Z, let M∗ν,n(ω) = M
∗
ν,n(ǫ;ω) be the operator defined by
means of the decomposition (1.12). Let m be a positive integer and define rm by
(1.17). The following holds P-almost surely: For each ω ∈ Ω and n ≥ 1, M∗ν,n(ω) :
Hm(S1)→ Hm(S1) is continuous and can be written
M∗ν,n(ω) = R
∗
ν,n(ω) +K
∗
ν,n(ω)
where K∗ν,n(ω) : H
m(S1)→ Hm(S1) is a compact operator, and
‖R∗ν,n(ω)‖L (Hm(S1)) ≤ (e
rm)n.
Proof. By virtue of (1.5) we can P-almost surely apply Faure [24, Theorem 2] and
conclude thatMν(ω) : H
−m(S1)→ H−m(S1) is P-almost surely a bounded operator
which can be written Mν(ω) = Rν(ω) + Kν(ω), where Kν(ω) : H
−m → H−m is
compact and ‖Rν(ω)‖L (H−m) ≤ e
rm with the number rm defined above. Since
‖R∗ν(ω)‖L (Hm) = ‖Rν(ω)‖L (H−m) by duality, and K
∗
ν (ω) : H
m → Hm is compact
by Schauder’s theorem (see Chapter X, Section 4 in Yosida [44]), it follows that
M∗ν (ω) = R
∗
ν(ω) +K
∗
ν (ω) can be decomposed in a similar manner.
Since θ is P-preserving it follows that for fixed j, the conclusions made in the
previous paragraph concerning the operator M∗ν (ω) acting on H
m(S1) remain valid
for M∗ν (θ
jω) : Hm(S1) → Hm(S1) P-almost surely. This implies that we P-almost
surely have
M∗ν,n(ω) = (R
∗
ν(θ
n−1ω) +K∗ν (θ
n−1ω)) ◦ . . . ◦ (R∗ν(ω) +K
∗
ν (ω)).
Let K∗ν,n(ω) denote the difference between the right-hand side and R
∗
ν,n(ω) =
R∗ν(θ
n−1ω) ◦ . . . ◦ R∗ν(ω), so that M
∗
ν,n(ω) = R
∗
ν,n(ω) + K
∗
ν,n(ω). Then K
∗
ν,n(ω)
is a finite sum of operators where each term is given by the composition of finitely
many bounded operators, at least one of which is compact. Hence K∗ν,n(ω) is com-
pact. Moreover,
‖R∗ν,n(ω)‖L (Hm) = ‖R
∗
ν(θ
n−1ω) ◦ . . . ◦R∗ν(ω)‖L (Hm)
≤ ‖R∗ν(θ
n−1ω)‖L (Hm) · · · ‖R
∗
ν(ω)‖L (Hm) ≤ (e
rm)n,
which completes the proof. 
Next, we show that the conditions of Definition 1.1 are satisfied. To verify that
the time-one map M∗ν : Ω → L (H
m(S1)) is strongly measurable, note that it
suffices to check that M∗ν is measurable with respect to the σ-algebra on Ω and
the Borel σ-algebra on L (Hm(S1)) generated by the strong operator topology,
see for example González-Tokman and Quas [30, Appendix A]. We may regard
M∗ν as the composition of a map from Ω into C
∞(S1, S1) × C∞(S1,R) given by
ω 7→ (Eǫ(ω), τǫ(ω)), and a map from a subset of C∞(S1, S1) × C∞(S1,R) into
L (Hm(S1)), the domain being a neighborhood of (E0, τ0) consisting of pairs (E, τ)
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where the first component is a uniformly expanding map. It is straightforward (al-
though somewhat tedious) to check that the second map is continuous with respect
to the strong operator topology, while the first is measurable by assumption. Hence,
M∗ν : Ω → L (H
m(S1)) is strongly measurable. We remark for expanding maps,
the corresponding transfer operators Ω → L (Cm(S1)) are known to be strongly
measurable, and since M∗ν (ω) can be viewed as a weighted transfer operator of the
expanding map x 7→ Eǫ(ω, x) with weight exp (iντǫ(ω)), said property is to be ex-
pected. (Due to (1.3)–(1.4), the presence of the additional weight is unproblematic
in this regard.) However, note that transfer operators are generally not continuous
in the norm topology, see Baladi and Young [12] as well as Bogenschütz [14, Section
3.6]. Compare with González-Tokman and Quas [30, Section 1].
To prove that ω 7→ log+‖M∗ν (ω)‖L (Hm) is integrable with respect to the proba-
bility measure P, we shall have to revisit the method of proof of Faure [24, Theorem
2], if only briefly. Identify Hm(S1) with 〈D〉−m(L2(S1)), where 〈ξ〉m = (1+ |ξ|2)m/2
and 〈D〉m is the formally self-adjoint invertible pseudodifferential operator acting
through multiplication by 〈ξ〉m on the Fourier side, see (1.13). The commutative
diagram
L2(S1)
Qν(ω)
→ L2(S1)
↓ 〈D〉m 	 ↓ 〈D〉m
H−m(S1)
Mν(ω)
→ H−m(S1)
shows that Mν(ω) : H
−m(S1)→ H−m(S1) is unitarily equivalent to
(4.1) Qν(ω) = 〈D〉
−mMν(ω)〈D〉
m : L2(S1)→ L2(S1).
Consider the operator (Qν(ω))
∗Qν(ω) (which naturally depends onm although this
is not reflected in the notation). A careful analysis of this operator, including the
calculation of its principal symbol, is at the core of the proof of Faure [24, Theorem
2], and would provide an alternative proof of Proposition 4.1. At this point however,
all we need is the following result, the proof of which can be found at the end of
Appendix A.
Theorem 4.2. Let ν ∈ Z be fixed and let Qν(ω) be given by (4.1). Then there is an
ǫ0 = ǫ0(m), independent of ν, such that if 0 ≤ ǫ < ǫ0, the operator (Qν(ω))∗Qν(ω) :
L2(S1)→ L2(S1) is a pseudodifferential operator satisfying
‖(Qν(ω))
∗Qν(ω)‖L (L2(S1)) ≤ Cν,m, P-almost surely,
where the constant as indicated may depend on ν and m but not on ω.
Note that if ( , )L2 denotes the scalar product on L
2(S1), then
‖Qν(ω)u‖
2
L2 = (Qν(ω)u,Qν(ω)u)L2
= (Q∗ν(ω)Qν(ω)u, u)L2 ≤ ‖Q
∗
ν(ω)Qν(ω)u‖L2‖u‖L2
and that ‖Q∗ν(ω)Qν(ω)‖L (L2) ≤ ‖Qν(ω)‖
2
L (L2). Hence we have equality. Since
Mν(ω) : H
−m(S1)→ H−m(S1) is unitarily equivalent to Qν(ω) : L2(S1)→ L2(S1),
we can therefore by virtue of Theorem 4.2 together with a duality argument find a
constant (depending on ν and m but not on ω) such that
(4.2) ‖M∗ν (ω)‖L (Hm(S1)) ≤ Cν,m P-almost surely.
Hence, ω 7→ log+‖M∗ν (ω)‖L (Hm) ∈ L
1(Ω,P) for each ν ∈ Z.
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We have now shown that the conditions in Definition 1.1 are satisfied by the
linear RDS on Hm(S1) induced by M∗ν . In view of the discussion following the
definition, the maximal Lyapunov exponent r∗{ν} and the index of compactness
r∗ic{ν} then exist. By Proposition 4.1 we have M
∗
ν,n(ω) = R
∗
ν,n(ω)+K
∗
ν,n(ω), where
K∗ν,n(ω) is a compact operator and ‖R
∗
ν,n(ω)‖L (Hm) ≤ (e
rm)n. By virtue of the
definition of the index of compactness for bounded operators, this gives
‖M∗ν,n(ω)‖ic(Hm) ≤ ‖R
∗
ν,n(ω)‖ic(Hm) ≤ ‖R
∗
ν,n(ω)‖L (Hm) ≤ (e
rm)n.
Hence,
(4.3) r∗ic{ν} = lim
n→∞
1
n
log ‖M∗ν,n(ω)‖ic(Hm) ≤ rm.
Next, we show that r∗{ν} ≤ 0. This will be a direct consequence of the following
so-called weak Lasota-Yorke inequality, which we prove by using (4.2) and adapting
the ideas in Baladi et al. [8, Lemma 4.2] to our situation. (Note that writing
M∗ν,n(ω) = M
∗
ν (θ
n−1ω) ◦ · · · ◦M∗ν (ω) and using (4.2) at ω, . . . , θ
n−1ω gives
(4.4) ‖M∗ν,n(ω)‖L (Hm(S1)) ≤ (Cν,m)
n, n ≥ 1,
P-almost surely, which only shows that r∗{ν} ≤ logCν,m.)
Lemma 4.3. For each m ∈ N there is an ǫ0 = ǫ0(m) such that if 0 ≤ ǫ < ǫ0 and
ν ∈ Z then
(4.5) ‖M∗ν,n(ǫ;ω)‖L (Hm(S1)) ≤ Cν,m
for all n ≥ 1, P-almost surely, where the constant Cν,m is independent of 0 ≤ ǫ < ǫ0
and ω ∈ Ω.
Proof. By the density of C∞(S1) in Hm(S1) together with (4.4), it suffices to show
that for each ν ∈ Z andm ∈ N there is a constant Cν,m > 0 such that if u ∈ C∞(S1)
and n ≥ 1, then
‖M∗ν,n(ǫ;ω)u‖Hm ≤ Cν,m‖u‖Hm .
Here ‖ ‖Hm is the equivalent norm on H
m(S1) which for m ∈ N is given by
‖u‖2Hm =
∑m
j=0‖∂
ju‖2L2, where ∂
ju denotes the jth derivative of u with respect to
the independent variable. We will let 0 ≤ ǫ < ǫ0 be arbitrary, where ǫ0 = ǫ0(m) is
the number provided by Theorem 4.2, and suppress ǫ from the notation.
We prove the lemma by induction, and consider first the case m = 0. By duality
we have ‖M∗ν,n(ω)‖L (L2) = ‖Mν,n(ω)‖L (L2) for each n ≥ 1 and P-almost every
ω ∈ Ω. Let E(n)(ω) and τ (n)(ω) be given by (1.6)–(1.7). In view of (1.11) we get
(4.6) ‖Mν,n(ω)u‖
2
L2 =
∫
|eiντ
(n)(ω,x)u(E(n)(ω, x))|2dx = (1S1 ,M0,n(ω)|u|
2)L2
for ν ∈ Z, where
(4.7) (1S1 ,M0,n(ω)|u|
2)L2 = (M
∗
0,n(ω)1S1 , |u|
2)L2 ≤ sup
x
M∗0,n(ω)1S1(x)‖u‖
2
L2
for each u ∈ L2(S1), n ≥ 1 and P-almost every ω. Now recall that the time-one map
of M∗0,n(ω) is the transfer operator of the expanding map E(ω). We can therefore
use the results of Baladi et al. [8] to find a constant C > 0 (independent of ǫ > 0)
so that supxM
∗
0,n(ω)1S1(x) ≤ C supx 1S1(x) for each n ≥ 1 and ω ∈ Ω, see in
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particular the estimate (4.5) in Baladi et al. [8]. Together with (4.6), (4.7) and a
duality argument, this is easily seen to imply that we P-almost surely have
‖M∗ν,n(ω)u‖L2 ≤ C
1
2 ‖u‖L2, u ∈ L
2(S1),(4.8)
that is, (4.5) holds for m = 0.
Assume that (4.5) holds with m replaced by m − 1. By the properties of the
norm we then have
‖M∗ν,n(ω)u‖Hm ≤ ‖M
∗
ν,n(ω)u‖Hm−1 + ‖∂
mM∗ν,n(ω)u‖L2(4.9)
≤ Cν,m−1‖u‖Hm + ‖∂
mM∗ν,n(ω)u‖L2,
so to show that (4.5) holds also for m, it suffices to estimate ‖∂mM∗ν,n(ω)u‖L2.
In view of (1.12), a straightforward calculation followed by a moment’s reflection
shows that the mth derivative of M∗ν,n(ω)u(x) with respect to x can be written as
(4.10) ∂m(M∗ν,n(ω)u)(x) =
m∑
j=0
M∗ν,n(ω)
[
ϕν,n,j(ω)(∂
ju)
]
(x),
where each ϕν,n,j(ω) is smooth, independent of u, and involves derivatives of the
functions E(n)(ω) and τ (n)(ω) and (dE(n)(ω, y)/dy)−1. In particular, for j = m we
have
(4.11) ϕν,n,m(ω, x) = (dE
(n)(ω, x)/dx)−m,
which by (1.5) satisfies
ess sup
ω
sup
x
|ϕν,n,m(ω, x)| ≤ λ
−mn, n ≥ 1,
if 0 ≤ ǫ < ǫ0. Similarly, by (1.4) and (1.5) it follows (after decreasing ǫ0 if necessary)
that
ess sup
ω
sup
x
|ϕν,n,j(ω, x)| ≤ C˜ν,n,j , 0 ≤ j ≤ m− 1.
Combining (4.10) with (4.8) and these estimates, we get
‖∂mM∗ν,n(ω)u‖L2 ≤ C
1
2
m−1∑
j=0
C˜ν,n,j‖∂
ju‖L2 + C
1
2 λ−mn‖∂mu‖L2
≤ Cν,n,m−1‖u‖Hm−1 + C
1
2λ−mn‖∂mu‖L2.
Hence, if 1 < ρ < λ we can find an n0 such that we P-almost surely have
(4.12) ‖∂mM∗ν,n0(ω)u‖L2 ≤ Cν,m‖u‖Hm−1 + ρ
−n0‖∂mu‖L2,
where Cν,m−1 ≡ Cν,n0,m−1.
Now let n ≥ 1 be arbitrary, and write n = ℓn0 + r, where ℓ ∈ N and 0 ≤ r < n0.
First note that for 0 ≤ n < n0 we can use (4.4) to find a constant independent
of n such that ‖∂mM∗ν,n(ω)u‖L2 ≤ Cν,m‖u‖Hm . Assume next that n ≥ n0. Since
M∗ν,n(ω) = M
∗
ν,n0(θ
n−n0ω) ◦M∗ν,n−n0(ω) and θ is P-preserving, an application of
(4.12) gives
‖∂mM∗ν,n(ω)u‖L2 = ‖∂
mM∗ν,n0(θ
n−n0ω)[M∗ν,n−n0(ω)u]‖L2
≤ Cν,m‖M
∗
ν,n−n0(ω)u‖Hm−1 + ρ
−n0‖∂mM∗ν,n−n0(ω)u‖L2 ,
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P-almost surely. According to the induction hypothesis, the first term on the right
can be estimated using (4.5) with m replaced by m− 1, which gives
‖∂mM∗ν,n(ω)u‖L2 ≤ Cν,m‖u‖Hm−1 + ρ
−n0‖∂mM∗ν,n−n0(ω)u‖L2,
P-almost surely, for some new constant Cν,m. Iterating this procedure, we get
‖∂mM∗ν,n(ω)u‖L2 ≤ Cν,m(1 + · · ·+ ρ
−(ℓ−1)n0)‖u‖Hm−1 + ρ
−ℓn0‖∂mM∗ν,r(ω)u‖L2 .
Since ρ > 1 and 0 ≤ r < n0, the last term can be estimated by Cν,m‖u‖Hm by using
(4.4) as explained above. Clearly, the sum 1 + ρ−n0 + · · ·+ ρ−(ℓ−1)n0 is dominated
by (1−ρ−n0)−1, independent of n. Hence, by invoking (4.9) we conclude that (4.5)
holds, which completes the proof. 
By Lemma 4.3 we have
r∗{ν} = lim
n→∞
1
n
log ‖M∗ν,n(ǫ;ω)‖L (Hm) ≤ 0.
On the other hand, when ν = 0 we have according to Theorem 1.3 that
(4.13) ‖M∗0,n(ǫ;ω)hǫ(ω)‖(m) = sup
‖ϕ‖(−m)≤1
(hǫ(θ
nω), ϕ)L2 ≥ (hǫ(θ
nω), 1S1)L2 = 1,
P-almost surely. This implies that
log ‖M∗0,n(ǫ;ω)‖L (Hm) ≥ − log ‖hǫ(ω)‖(m).
Hence, r∗{0} ≥ 0, and we conclude that r∗{0} = 0. In view of (1.17) and (4.3), this
means that r∗ic{0} < r
∗{0} if m is sufficiently large, establishing quasi-compactness
in this case. In particular, the Oseledets splitting exists for ν = 0. Applying
Theorem 1.2 to the case X = Hm(S1) and Φ(n, ω) = M∗0,n(ǫ;ω), we accordingly
denote the Lyapunov subspace associated to r∗{0} = α1 by Σ1(ǫ;ω), and note that
(4.13) implies that hǫ(ω) ∈ Σ1(ǫ;ω). The proof of Theorem 1.4 will be complete
upon establishing statement (ii) in Theorem 1.4 and showing that Σ1(ǫ;ω) is one
dimensional if ǫ is sufficiently small.
4.1. Partial captivity and the peripheral spectrum. We first digress to dis-
cuss the peripheral spectrum in the non-perturbed case. For each ν ∈ Z, let M∗ν (0)
be the auxiliary transfer operator of f0 corresponding to M
∗
ν (ǫ;ω) at noise level
ǫ = 0. We owe the following proof to Masato Tsujii [43].
Theorem 4.4. For ν = 0, the only eigenvalue of M∗0 (0) on the unit circle is the
simple eigenvalue 1. In particular, the Lyapunov subspace of M∗0 (0) associated to
the eigenvalues of modulus 1 is one dimensional. Moreover, if f0 is partially captive
then the spectral radius of M∗ν (0) : H
m(S1)→ Hm(S1) is strictly less than 1 for all
ν 6= 0.
Proof. The statements concerning M∗0 (0) are well-known since this is the Perron-
Frobenius transfer operator of the uniformly expanding map E0, see for example
Section 1 in Mañé [36, Chapter 3] and in particular Theorem 1.1 there.
The other statement is proved by contradiction. Suppose therefore that f0 is
partially captive and there is a ν 6= 0 such that the spectral radius of M∗ν (0) is
1. This means that there is an eigenfunction v ∈ Hm(S1) corresponding to an
eigenvalue eiϑ of modulus 1, that is,
(4.14)
∑
E0(y)=x
v(y)
E′0(y)
e−iντ0(y) = M∗ν (0)v(x) = e
iϑv(x),
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see Faure [24, Theorem 2]. In fact, according to the remark on p. 1479 in Faure [24]
we even have v ∈ C∞(S1). Taking the moduli of both sides of (4.14) yields
(4.15) |v(x)| =
∣∣∣∣ ∑
E0(y)=x
v(y)
E′0(y)
e−iντ0(y)
∣∣∣∣ ≤ ∑
E0(y)=x
|v(y)|
E′0(y)
.
If we integrate in x we obtain
(4.16) ‖v‖L1 =
∫
S1
∣∣∣∣ ∑
E0(y)=x
v(y)
E′0(y)
e−iντ0(y)
∣∣∣∣dx ≤ ∫
S1
∑
E0(y)=x
|v(y)|
E′0(y)
dx = ‖v‖L1,
where the last identity follows by a change of variables. Hence we have equality in
(4.16), therefore also in (4.15), which together with (4.14) in turn implies that
arg
(
v(y)
E′0(y)
e−iντ0(y)
)
= arg(v(x)) + ϑ for all y ∈ E−10 (x).
Since E′0 is real valued, we thus find that arg(v(y)) − ντ0(y) = arg(v(x)) + ϑ
whenever E0(y) = x. Note also that since we have identity in (4.15), it follows
that M∗0 (0)|v|(x) = |v(x)|, so by virtue of Theorem 1.3 we have |v| = ch0 for
some constant c, where h0 ∈ C∞(S1) is the positive probability density function
appearing in the mentioned theorem. If we set ϕ(y) = Arg(v(y)) where Arg is the
principal value, it therefore follows that ϕ ∈ C∞(S1) and
ντ0(y) = ϕ(y)− ϕ(E0(y))− ϑ+ 2πn(y)
for some integer valued function y 7→ n(y). However, n(y) must be a constant func-
tion of y since it can be written as a linear combination of smooth functions. Since
ν 6= 0 we conclude that τ0 is cohomologous to a constant, which is a contradiction
in view of the remark following Definition 2.4. This completes the proof. 
Remark. The result shows that the additional assumptions on the peripheral spec-
trum made in Faure [24, Theorem 5] may be omitted.
We will now show that Bogenschütz [14, Theorem 1.10] may be applied to the
perturbation M∗ν (ω) of M
∗
ν (0) for each ν ∈ Z. Admitting this for the moment, we
find in view of that result that r∗{ν} converges to the spectral radius of M∗ν (0) as
ǫ → 0, and that if ǫ is sufficiently small then the dimension of Σ1(ǫ;ω) is equal to
the dimension of the direct sum of the generalized eigenspaces for the eigenvalues
of M∗0 (0) on the unit circle. Since we have already shown that hǫ(ω) ∈ Σ1(ǫ;ω),
statements (i) and (ii) in Theorem 1.4 therefore follow by virtue of Theorem 4.4,
thus completing the proof of Theorem 1.4.
Proposition 4.5. For all u ∈ Hm we have
(4.17) ess sup
ω
‖M∗ν (ǫ;ω)u−M
∗
ν (0)u‖(m) → 0, ǫ→ 0.
For all ρ > λ−1 there is an N0 such that if n ≥ N0 then we can find an ǫν(n) such
that
(4.18) ess sup
ω
‖M∗ν,n(ǫ;ω)−M
∗
ν,n(0)‖L (Hm) < ρ
mn, 0 ≤ ǫ < ǫν(n).
Note that the proposition shows that Bogenschütz [14, Theorem 1.10] is appli-
cable, compare with Bogenschütz [14, Remark 1.11]. In particular, {M∗ν (ǫ; ·) : Ω→
L (Hm) : ǫ > 0} is an asymptotically small random perturbation of M∗ν (0) (see
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Bogenschütz [14, Definition 1.7]) for any so-called split index ≥ log ρm, an example
of which is rm (assuming that λ < 2 ≤ k and ρ is chosen sufficiently close to λ−1).
Proof. We only prove (4.18) since (4.17) is easier. (As in the proof of strong mea-
surability, the proof of (4.17) is simplified by the fact that derivatives of u may
be estimated using the supremum norm.) Note also that (4.18) is known to hold
in the case ν = 0 when Hm is replaced by the Banach space Cm, see Baladi et
al. [8, Lemma A.1]. We will use similar arguments after making the necessary mod-
ifications. In the proof we let cn,ǫ denote a constant which for fixed n tends to 0
as ǫ → 0. Similarly, Cǫ denotes a constant independent of n which tends to 0 as
ǫ → 0. These are allowed to change between occurrences. We will also use the
short-hand notation |ϕ| = supx |ϕ(x)| for ϕ ∈ C
0. Whenever convenient we will
without mention adopt the viewpoint from Section 3.1 and identify maps with the
appropriate lifts on R.
For fixed x ∈ S1 and n ≥ 1, let y0(j) = G
(n)
0 (x + j) and yω(j) = G
(n)
ǫ (ω, x + j)
for each 0 ≤ j ≤ kn − 1 be points in the pre-images of x under E
(n)
0 and E
(n)
ǫ (ω),
respectively. Using the fact that θ is P-preserving together with (1.5), (3.4) and
Lemma 3.4, it is possible to check that for P-almost every ω we have
(4.19)
∣∣∣∣ e−iντ (n)0 (y0(j))
dE
(n)
0 (y0(j))/dy
−
e−iντ
(n)
ǫ (ω,yω(j))
dE
(n)
ǫ (ω, yω(j))/dy
∣∣∣∣ ≤ cn,ǫ,
uniformly in x. We use the equivalent norm ‖ϕ‖2Hm =
∑m
j=0‖∂
jϕ‖2L2 on H
m and
first treat the case m = 1. Consider ‖M∗ν,n(0)u−M
∗
ν,n(ǫ;ω)u‖
2
L2 and estimate this
using the triangle inequality followed by Young’s inequality by
(4.20) 2
∫
S1
∣∣∣∣ k
n−1∑
j=0
(
e−iντ
(n)
0 (y0(j))
dE
(n)
0 (y0(j))/dy
−
e−iντ
(n)
ǫ (ω,yω(j))
dE
(n)
ǫ (ω, yω(j))/dy
)
u(y0(j))
∣∣∣∣2dx
+ 2
∫
S1
∣∣∣∣ k
n−1∑
j=0
e−iντ
(n)
ǫ (ω,yω(j))
dE
(n)
ǫ (ω, yω(j))/dy
(u(y0(j))− u(yω(j)))
∣∣∣∣2dx.
Applying the same argument multiple times and using (4.19) gives
‖M∗ν,n(0)u−M
∗
ν,n(ǫ;ω)u‖
2
L2 ≤ 2
kncn,ǫ
kn−1∑
j=0
∫
S1
|u(y0(j))|
2dx
+ 2k
n
λ−2n
kn−1∑
j=0
∫
S1
|u(yω(j))− u(y0(j))|
2dx.
We now insert the expressions for y0(j) and yω(j) and make the change of variables
x + j 7→ x. By another change of variables, the first integral is easily seen to be
bounded by |E′0|
n‖u‖2L2. For the other integral, write
u(G
(n)
0 (x)) − u(G
(n)
ǫ (ω, x)) = (G
(n)
0 (x) −G
(n)
ǫ (ω, x))
∫ 1
0
u′(Gt(x))dt,
where Gt(x) = Gt(ǫ;ω, x) = tG
(n)
0 (x) + (1 − t)G
(n)
ǫ (ω, x). By Lemma 3.4 and the
Cauchy-Schwartz inequality we get∫
S1
|u(G
(n)
0 (x))− u(G
(n)
ǫ (ω, x))|
2dx ≤ Cǫ
∫
S1
∫ 1
0
|u′(Gt(x))|
2dtdx.
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Use Fubini’s theorem to change the order of integration, followed by the change of
variables Gt(x) 7→ x, with t now fixed. The resulting Jacobian is easily seen to be
uniformly bounded for 0 ≤ t ≤ 1 by a constant multiple of |E′0|
n, P-almost surely,
if ǫ = ǫ(n) is sufficiently small. Hence,
(4.21) ‖M∗ν,n(0)u−M
∗
ν,n(ǫ;ω)u‖
2
L2 ≤ cn,ǫ‖u‖
2
L2 + cn,ǫ‖∂u‖
2
L2 ≤ cn,ǫ‖u‖
2
H1.
Next, consider ‖∂(M∗ν,n(0)u −M
∗
ν,n(ǫ;ω)u)‖
2
L2. Separate the expression inside
the norm into one part where u is not differentiated, and one part where u is
differentiated. For the first part, the arguments above can be repeated after having
established that the derivative of (4.19) can be estimated by cn,ǫ, the details of
which are left to the reader. Thus, by the triangle inequality followed by Young’s
inequality we get (compare with (4.20))
(4.22) ‖∂(M∗ν,n(0)u−M
∗
ν,n(ǫ;ω)u)‖
2
L2 ≤ cn,ǫ‖u‖
2
H1 +R1,
where, in view of (4.10)–(4.11),
R1 = 2
∥∥∥∥∥M∗ν,n(0)
(
u′
∂E
(n)
0
)
−M∗ν,n(ǫ;ω)
(
u′
∂E
(n)
ǫ (ω)
)∥∥∥∥∥
2
L2
.
Using (1.5) and Lemma 4.3 the estimate R1 ≤ Cνλ−2n‖u′‖2L2 easily follows. Com-
bined with (4.21)–(4.22) this gives
‖M∗ν,n(0)u−M
∗
ν,n(ǫ;ω)u‖
2
H1 ≤ cn,ǫ‖u‖
2
H1 + Cνλ
−2n‖u‖2H1
since ‖u′‖2L2 ≤ ‖u‖
2
H1 , which yields (4.18) in the case m = 1.
For generalm, an induction argument together with properties of the norm shows
that it suffices to consider ‖∂m(M∗ν,n(0)u−M
∗
ν,n(ǫ;ω)u)‖
2
L2, see (4.9). We split the
expression into one part containing the derivatives of u of order ≤ m− 1, and one
part where all derivatives land on u. Arguing as in (4.22) we get
‖∂m(M∗ν,n(0)u−M
∗
ν,n(ǫ;ω)u)‖
2
L2 ≤ cn,ǫ‖u‖
2
Hm +Rm,
where
Rm = 2
∥∥∥∥∥M∗ν,n(0)
(
∂mu
(∂E
(n)
0 )
m
)
−M∗ν,n(ǫ;ω)
(
∂mu
(∂E
(n)
ǫ (ω))m
)∥∥∥∥∥
2
L2
.
Using (1.5) and Lemma 4.3 to estimate Rm we find that
‖∂m(M∗ν,n(0)u−M
∗
ν,n(ǫ;ω)u)‖
2
L2 ≤ cn,ǫ‖u‖
2
Hm + Cν,mλ
−nm‖u‖Hm ,
from which (4.18) follows. 
Appendix A.
In this appendix we discuss pseudodifferential operators on S1, and prove a
special case of Egorov’s theorem applicable to our context. We also revisit some
results concerning L2 continuity of pseudodifferential operators in the presence of
a noise parameter. This is then used to prove Theorems 2.6 and 4.2.
Let gǫ(ω), Eǫ(ω) and τǫ(ω) be defined through the perturbation scheme {fǫ}ǫ>0
as in (1.3). As in Section 3.1, we will identify S1 with the fundamental domain
S
1 ≃ {x : 0 ≤ x < 1} ⊂ R,
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and view gǫ(ω) : S
1 → S1 as a smooth function gǫ(ω) : R→ R with the property that
gǫ(ω, x+ 1) = gǫ(ω, x) + 1 for all x ∈ R, with an inverse g−1ǫ (ω) enjoying the same
property. Similarly, Eǫ(ω) will be identified with the smooth invertible function
Eǫ(ω) : R → R given by Eǫ(ω, x) = kgǫ(ω, x) for x ∈ R, so that Eǫ(ω, x + ℓ) =
Eǫ(ω, x) + kℓ for all ℓ ∈ Z and all x ∈ R. The inverse E
−1(ω, x) = g−1(ω, x/k)
satisfies E−1(ω, x+ k) = E−1(ω, x) + 1 for x ∈ R. The derivative E′ǫ(ω) : R→ R is
a smooth periodic function with period 1. Similarly, any smooth function τǫ(ω) :
S1 → R will be identified with a periodic function τǫ(ω) : R → R with period 1.
We shall assume that ǫ belongs to the range 0 ≤ ǫ < ǫ0, where ǫ0 is sufficiently
small for (1.5) to hold, that is, Eǫ(ω) is an expanding map, P-almost surely. We
will also make extensive use of (3.4). When there is no ambiguity, the noise level
ǫ will mostly be omitted from the notation, in particular when the dependence on
the noise parameter ω ∈ Ω is already displayed. Thus, we shall for example mostly
write E(ω) instead of Eǫ(ω) and τ(ω) instead of τǫ(ω).
We shall continue to use the notation E(n)(ω) and τ (n)(ω) for the functions
introduced in (1.6)–(1.7) lifted on R. We let G(ω) = E−1(ω) denote the inverse of
E(ω), and let G(n)(·) be the backward cocycle induced by G, so that G(n)(ω) is the
inverse of E(n)(ω).
Let C∞p (R) denote the class of periodic smooth functions on R with period 1.
Let h > 0 be a semiclassical parameter. In order to adhere to the notation used in
the main body of this paper, introduce the real parameter ν = 1/h and consider
the operator Mν,n(ω) =M1/h,n(ω) defined for n ≥ 1 by
(A.1) Mν,n(ω)u(x) = e
iτ (n)(ω,x)/hu(E(n)(ω, x)), u ∈ C∞p (R),
compare with the remark in Section 1.3. We note that if u ∈ C∞p (R) and ℓ ∈ Z
then Mν,n(ω)u(x+ ℓ) = Mν,n(ω)u(x) so Mν,n(ω) preserves periodicity. When ν is
restricted to the set of positive integers, it follows that Mν,n(ω) can be identified
with the operator given by (1.11).
Let S (R) be the space of Schwartz functions on R. For ℓ ∈ Z, we let Tℓ be the
translation operator Tℓv(x) = v(x−ℓ) for v ∈ S (R), and we extend Tℓ to the space
S ′(R) of tempered distributions on R by duality. In view of (1.11)–(1.12) and the
discussion connected to (3.13), it follows that the L2(S1) adjoint of the operator
given by (A.1) is
(A.2) M∗ν,n(ω)u(x) =
kn−1∑
α¯=0
T−α¯(G
(n)(ω))∗
(
e−iτ
(n)(ω)/h
∂E(n)(ω)
u
)
(x), u ∈ C∞p (R),
where we by abuse of notation write ∂E(n)(ω) for the derivative x 7→ dE(n)(ω, x)/dx.
A.1. Pseudodifferential operators on S1. The general definition of semiclassi-
cal (pseudodifferential) operators on manifolds has the disadvantage of not having
globally defined symbols. Instead, we will use the identification described above
concerning functions on S1 and periodic functions on R, and identify semiclassi-
cal operators acting on C∞(S1) with so-called periodic semiclassical operators on
R. The latter class consists of semiclassical operators a(x, hD) on R with symbols
periodic in x,
a(x + ℓ, ξ) = a(x, ξ), ℓ ∈ Z,
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acting on periodic functions, see for example Zworski [45, Section 5.3] where the
n dimensional torus Tn is considered. We mention here that Ruzhansky and Tu-
runen [39] have developed an equivalent pseudodifferential calculus for operators
on Tn using Fourier series and globally defined toroidal symbols. This was the
viewpoint we used in Section 1.3, where a semiclassical operator a(x, hD) acting
on C∞(S1) was defined as acting through multiplication by a(x, hξ) on the side of
Fourier coefficients, compare with (1.14). We briefly discuss the equivalence be-
low. For more on the development of this topic we refer to the works mentioned
above and the references therein. As we shall see, in order to prove Theorem 2.6
we will have to revisit most of the details of the calculus in the presence of a noise
parameter ω; our choice of approach is due mostly to being more familiar with the
standard calculus.
For m ∈ R we let Sm = Sm(R×R) be the symbol class of functions a ∈ C∞(R2)
such that for all integers α, β ∈ N the derivative a
(α)
(β)(x, ξ) = ∂
α
ξ D
β
xa(x, ξ) has the
bound
(A.3) |a
(α)
(β)(x, ξ)| ≤ Cα,β(1 + |ξ|)
m−|α|, x, ξ ∈ R.
Here Dx = −i∂x. Note that the symbol a is permitted to depend on h, but we
require the estimates to be uniform for h in some interval 0 < h ≤ h0. Sm is a
Fréchet space with semi-norms given by the smallest constants which can be used
in (A.3),
(A.4) |a|
(m)
ℓ = max
|α+β|≤ℓ
sup
x,ξ
{|a
(α)
(β)(x, ξ)|(1 + |ξ|)
−(m−|α|)}, a ∈ Sm.
If a ∈ Sm(R× R) and A is the semiclassical operator A = a(x, hD), then we write
A ∈ Ψm(R), and we have
(A.5) Au(x) = a(x, hD)u(x) =
1
2πh
∫∫
ei(x−y)ξ/ha(x, ξ)u(y)dydξ, u ∈ S (R),
where the right-hand side may be interpreted as an iterated integral, or as the limit
in S ′ when we approach a by a sequence of functions in S . The pseudodifferential
operator a(x,D) is obtained by setting h = 1 in (A.5).
Now suppose u ∈ C∞p (R) and let a ∈ S
m(R × R). Then a(x, hD) : C∞(R) →
C∞(R) is continuous, so the action of a(x, hD) on u is well defined. If in addition
a is periodic in x, it follows that
(a(x, hD)u)(x + ℓ) = (a(x, hD)u(·+ ℓ))(x),
so a(x, hD) preserves periodicity. Hence we may regard a(x, hD) : C∞p (R) →
C∞p (R) as an operator on C
∞(S1). Moreover, let b ∈ C∞(S1 × R) and identify b
with an element in C∞(Rx × Rξ) which is periodic in x. Suppose that the latter
belongs to Sm(R × R). Define an operator b(x, hD) on C∞(S1) acting through
multiplication by b(x, hξ) on the side of Fourier coefficients,
(A.6) b(x, hD)v(x) =
∑
ξ∈2πZ
b(x, hξ)vˆ(ξ)eixξ, v ∈ C∞(S1).
Using the identification above, define a semiclassical operator B on R with symbol
b ∈ Sm(R × R) in accordance with (A.5). Then B : C∞p (R) → C
∞
p (R) can be
identified with the operator given by (A.6). Indeed, identify v ∈ C∞(S1) with
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v ∈ C∞p (R), and write the latter as a Fourier series v(y) =
∑
vˆ(ξ)eiyξ, convergent
in C∞(R). Recall that
e−ixξB(ei(·)ξ)(x) = e−ixhξ/hB(ei(·)hξ/h)(x) = b(x, hξ),
see Zworski [45, Theorem 4.19]. Since B : C∞(R) → C∞(R) is continuous, it
follows that Bv(x) =
∑
B(ei(·)ξ)(x)vˆ(ξ) =
∑
b(x, hξ)vˆ(ξ)eixξ with convergence in
C∞(R).
Remark. Based on the previous discussion, we will permit us to use the notation
a ∈ Sm(T ∗(S1)) to express the fact that a is an element in Sm(Rx × Rξ) which is
periodic in x.
A.2. Egorov’s theorem. We now return to the problem at hand. We aim to show
that if ω ∈ Ω and A is a semiclassical operator on the one dimensional torus, then
the same is true for the conjugation M∗ν,n(ω) ◦A ◦Mν,n(ω), and we shall calculate
the symbol. This is a special case of general results concerning conjugations with
Fourier integral operators, collectively known as Egorov’s theorem. However, due
to the relatively simple nature of our problem, it is possible to give a direct proof
using only properties of pseudodifferential operators. In doing so, we shall also
be interested in tracking certain properties of uniformity with respect to the noise
parameter ω, as well as time n ∈ N∗. This will be made possible by using the
pseudodifferential calculus for operators with so-called double symbols as presented
by Kumano-go [34], and we are indebted to Yoshinori Morimoto for the suggestion.
We will briefly recall this calculus, and refer the reader to the book by Kumano-
go [34, Chapter 2, §2] for a detailed exposition in the case h = 1.
For a C∞ function in Rx×Rξ×Rx′×Rξ′ and positive integers (or more generally,
multi-indices) α, α′, β and β′, we will use the notation
p
(α,α′)
(β,β′)(x, ξ, x
′, ξ′) = ∂αξ ∂
α′
ξ′ D
β
xD
β′
x′ p(x, ξ, x
′, ξ′).
A C∞ function p belongs to the symbol class Sm,m
′
= Sm,m
′
(R×R×R×R) if for
any α, α′, β, β′ there exists a constant Cα,α′,β,β′ such that
(A.7) |p
(α,α′)
(β,β′)(x, ξ, x
′, ξ′)| ≤ Cα,α′,β,β′(1 + |ξ|)
m−|α|(1 + |ξ′|)m
′−|α′|.
Sm,m
′
is a Fréchet space with semi-norms
(A.8) |p|
(m,m′)
ℓ = max
|α+α′+β+β′|≤ℓ
inf {Cα,α′,β,β′ for which (A.7) holds}.
A symbol of class Sm,m
′
is called a double symbol. Let B be the space of smooth
functions with bounded derivatives of any order. For a double symbol p in Sm,m
′
we define the operator P = p(x, hDx, x
′, hDx′) acting on u ∈ B by
Pu(x) =
1
(2πh)2
∫∫
e−i(yξ+y
′ξ′)/hp(x, ξ, x+ y, ξ′)u(x+ y + y′)dydy′dξdξ′,
where the integral can be interpreted as the limit in S ′ when we approach p by a
sequence of functions in S . We remark that when p in Sm,0 is independent of ξ′,
then
(A.9) Pu(x) =
1
2πh
∫∫
ei(x−x
′)ξ/hp(x, ξ, x′)u(x′)dx′dξ, u ∈ S ,
see Corollary 3◦ of Lemma 2.3 in Kumano-go [34, Chapter 2].
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The following special case of the expansion formula given by Theorem 3.1 in
Kumano-go [34, Chapter 2] will be important. We state it here for easy reference,
where we also include the results of Theorem 2.5 in Kumano-go [34, Chapter 2].
Theorem A.1. For p ∈ Sm,m
′
(R × R × R × R) and P = p(x, hDx, x′, hDx′), set
p0(x, ξ) = p(x, ξ, x, ξ) and
rϑ(x, ξ) =
1
2πh
∫∫
e−iyη/hp
(1,0)
(0,1)(x, ξ + ϑη, x+ y, ξ)dydη,
interpreted as an oscillatory integral. Then p0 belongs to S
m+m′(R × R) and
{rϑ}|ϑ|≤1 is a bounded set of S
m+m′−1(R×R), and for any ℓ there exists a constant
Cℓ and an integer ℓ
′, independent of ϑ, such that
(A.10) |rϑ|
(m+m′−1)
ℓ ≤ Cℓ|p|
(m,m′)
ℓ′ ,
where ℓ′ depends only on ℓ, m, m′ and the dimension dimR = 1. Moreover,
P = p0(x, hD) + hp1(x, hD),
where p1(x, ξ) =
∫ 1
0
rϑ(x, ξ)dϑ. The function pL(x, ξ) = p0(x, ξ)+hp1(x, ξ) is called
the simplified symbol. The map Sm,m
′
∋ p 7→ pL ∈ Sm+m
′
is continous, and for
any ℓ there exists a constant Cℓ and an integer ℓ
′ as above, such that
(A.11) |pL|
(m+m′)
ℓ ≤ Cℓ|p|
(m,m′)
ℓ′ .
Note that Theorem 3.1 in Kumano-go [34, Chapter 2] provides a full asymptotic
expansion for the simplified symbol pL, but as mentioned above we shall only use
the special case presented here. Also, it will sometimes be convenient to identify a
symbol p0 ∈ Sm with a double symbol p ∈ Sm,0 which is independent of both x′
and ξ′. This makes sense since by Theorem A.1 we then have p(x, hDx, x
′, hDx′) =
p0(x, hDx).
Recall that Tℓ denotes the translation operator Tℓv(x) = v(x − ℓ). We will use
the notation Tℓ for the translation operator Tℓw(x, ξ, x
′, ξ′) = w(x− ℓ, ξ, x′− ℓ, ξ′).
Most of the double symbols we will be working with will be invariant under the
action of Tℓ for ℓ ∈ Z, that is,
(A.12) p(x+ ℓ, ξ, x′ + ℓ, ξ′) = p(x, ξ, x′, ξ′), ℓ ∈ Z.
From the definition of the simplified symbol, it then immediately follows that if
p ∈ Sm,m
′
satisfies (A.12) then pL ∈ Sm+m
′
(T ∗(S1)), that is, pL is periodic in x.
Moreover, it is straightforward to check that P = p(x, hDx, x
′, hDx′) preserves the
periodicity of u ∈ C∞p (R), that is, Pu(x + ℓ) = Pu(x) for ℓ ∈ Z. The same is
true if p in addition is independent of ξ′, which follows from (A.9) by a change of
variables. Hence, we can think of these operators as acting on C∞(S1), and in this
context we say that P is a semiclassical operator on S1 with double symbol p in
Sm,m
′
(with m′ = 0 if p is independent of ξ′) satisfying (A.12).
The proof of Egorov’s theorem in the form that we shall need will be split
into lemmas. The reader may want to consult the proof of Theorem A.8 for an
explanation of how these lemmas will be used.
Lemma A.2. Let m > 0. Let am(ξ) be the escape function defined by (2.12),
considered as a function in C∞(Rx × Rξ) which is constant in x. Let Am be the
44 RANDOM PERTURBATIONS OF PARTIALLY EXPANDING MAPS
semiclassical operator with symbol am ∈ Sm(T ∗(S1)). Then the operator A(ω) ≡
A(ǫ;ω, n,m) given by
A(ω)u(x) =
A−2m u(x)
dE(n)(ω, x)/dx
, u ∈ C∞p (R),
is P-almost surely a semiclassical operator on S1 with double symbol a(ω) in S−2m,0,
where
(A.13) a(ω, x, ξ) = a−2m (ξ)(dE
(n)(ω, x)/dx)−1
is independent of x′ and ξ′ and satisfies (A.12). For every ℓ ∈ N there is an ǫ0(ℓ),
independent of time n ∈ N∗, such that if 0 ≤ ǫ < ǫ0 then
(A.14) |a(ω)|
(−2m,0)
ℓ ≤ Cℓ,n,m
P-almost surely, where the constant is independent of ω.
Proof. First note that since am does not depend on the base variable, it follows
from Theorem A.1 that the simplified symbol of A−2m = A
−1
m ◦A
−1
m is equal to a
−2
m .
By the definition of am we also have that a
−2
m = a
2
−m which is an element in S
−2m.
As shown by the discussion following Theorem A.1, we may view a−2m as a double
symbol in S−2m,0 which is independent of both x′ and ξ′.
For almost every ω we may interpret multiplication by (dE(n)(ω, x)/dx)−1 as
the action of a semiclassical operator with symbol (x, ξ) 7→ (dE(n)(ω, x)/dx)−1.
Indeed,
(A.15) dE(n)(ω, x)/dx =
n−1∏
j=0
E′(θjω,E(j)(ω, x)),
where E′(ω) is periodic and P-almost surely satisfies E′(ω, x) > λ for all x ∈ R by
(1.5), where λ > 1. It is straightforward to check that all x derivatives of 1/E′(ω, x)
are uniformly bounded on R, while all ξ derivatives vanish. Since θ is P-preserving,
it follows that (dE(n)(ω, x)/dx)−1 belongs to S0(T ∗(S1)), P-almost surely, and the
claim follows by Zworski [45, Theorem 4.3]. Clearly, the symbol of A(ω) is given
by (A.13) in view of (A.9). It is also clear that a(ω) satisfies (A.12).
Let ℓ ∈ N. By virtue of (3.4), we have
(A.16) ess sup
ω
sup
x
|∂βx (Eǫ(ω, x)− E0(x))| < 1
for all |β| ≤ ℓ0+1 and 0 ≤ ǫ < ǫℓ0+1, if ǫℓ0+1 is chosen sufficiently small. Since θ is P-
preserving, this is also true for E(θjω) for all j. Using also (1.5) and (A.15) together
with Faà di Bruno’s formula and the Leibniz rule, it follows that if 0 ≤ ǫ < ǫℓ0+1
then (A.14) holds. This completes the proof. 
For n ∈ N∗, let φ(n)(ω) be the function in C∞(R2) defined by
(A.17) φ(n)(ω, x, x′) =
∫ 1
0
dτ (n)(ω, tx+ (1− t)x′)
dy
dt.
Lemma A.3. Let m > 0. Let A(ω) ≡ A(ǫ;ω, n,m) be a semiclassical operator on
S1 with double symbol a(ω) in S−2m,0, where a(ω, x, ξ, x′) is independent of ξ′ and
satisfies (A.12). Assume that for every ℓ ∈ N there is an ǫ0(ℓ), independent of time
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n ∈ N∗, such that if 0 ≤ ǫ < ǫ0 then (A.14) holds. Let φ(n)(ω) be given by (A.17).
Then the operator B(ω) ≡ B(ǫ;ω, n,m) given by
B(ω)u(x) = e−iτ
(n)(ω,x)/hA(ω)(eiτ
(n)(ω)/hu)(x)
is P-almost surely a semiclassical operator on S1 with double symbol b(ω) in S−2m,0,
where
(A.18) b(w, x, ξ, x′) = a(ω, x, ξ + φ(n)(ω, x, x′), x′)
is independent of ξ′ and satisfies (A.12) and (A.14).
Proof. Note that (x−y)φ(n)(ω, x, y) = τ (n)(ω, x)− τ (n)(ω, y) by definition. In view
of (A.9) we have
B(ω)u(x) =
1
2πh
∫∫
e
i
h
((x−y)ξ−τ (n)(ω,x)+τ (n)(ω,y))a(ω, x, ξ, y)u(y)dydξ
=
1
2πh
∫∫
e
i
h
((x−y)(ξ−φ(n)(ω,x,y))a(ω, x, ξ, y)u(y)dydξ,
so a change of variables now shows that B(ω) has double symbol b(ω) given by
(A.18). Note that E(j)(ω, x+ ℓ) = E(j)(ω, x)+ kjℓ for ℓ ∈ Z. Using the periodicity
of E′(ω) and τ ′(ω) together with (1.7) and (A.15), it is then straightforward to
check that φ(n)(ω, x+ ℓ, y + ℓ) = φ(n)(ω, x, y) for ℓ ∈ Z. Since a satisfies (A.12), it
follows that b(ω) satisfies (A.12). Using (1.7) and (A.15), it is also straightforward
to check that b(ω) belongs to S−2m,0, P-almost surely. Moreover, given ℓ ∈ N, we
have by virtue of (3.4) that
ess sup
ω
sup
x
|∂βx (τǫ(ω, x)− τ0(x))| < 1
for all |β| ≤ ℓ0 + 1 and 0 ≤ ǫ < ǫℓ0+1, if ǫℓ0+1 is chosen sufficiently small. By
decreasing ǫℓ0+1 if necessary we may also assume that (A.16) is in force. Arguing
as in the proof of Lemma A.2, we conclude that b(ω) satisfies (A.14). This completes
the proof. 
For n ∈ N∗, let ψ(n)(ω) be the function in C∞(R2) defined by
(A.19) ψ(n)(ω, x, x′) =
∫ 1
0
dG(n)(ω, tx+ (1− t)x′)
dy
dt.
Lemma A.4. Let A(ω) ≡ A(ǫ;ω, n,m) be a semiclassical operator on S1 satisfying
the assumptions of Lemma A.3. Let ψ(n)(ω) be given by (A.19) and set
a˜(ω, x, η, x′) =
dG(n)(ω, x′)/dx′
ψ(n)(ω, x, x′)
a(ω,G(n)(ω, x), η/ψ(n)(ω, x, x′), G(n)(ω, x′)).
Then the operator B(ω) ≡ B(ǫ;ω, n,m) given by
B(ω)u(x) =
kn−1∑
α¯=0
T−α¯(G
(n)(ω))∗ ◦A(ω) ◦ (E(n)(ω))∗u(x)
is P-almost surely a semiclassical operator on S1 with double symbol b(ω) in S−2m,0,
where
(A.20) b(w, x, ξ, x′) =
kn−1∑
α¯=0
T−j a˜(ω, x, ξ, x
′)
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is independent of ξ′ and satisfies (A.12) and (A.14).
Proof. In view of (3.4) we may without loss of generality assume that
1 < ess inf
ω
min
x
E′(ω, x) ≤ ess sup
ω
max
x
E′(ω, x) < max
x
E′0(x) + 1,
where E0 is some fixed smooth periodic function such that minE
′
0(x) > 1. Using
the definition of G(ω), this translates into the estimates
(A.21) (1 + ‖E′0‖L∞(R))
−n < dG(n)(ω, x)/dx < 1, P-almost surely,
compare with (3.18). Now let A˜(ω)u(x) = A(u ◦ E(n)(ω))(G(n)(ω, x)), so that
B(ω) =
∑kn−1
α¯=0 T−α¯A˜(ω). Then
A˜(ω)u(x) =
1
2πh
∫∫
e
i
h
(G(n)(ω,x)−y)ξa(G(n)(ω, x), ξ, y)u(E(n)(ω, y))dydξ.
By the change of variables E(n)(ω, y) 7→ y we obtain
A˜(ω)u(x) =
1
2πh
∫∫
e
i
h
(G(n)(ω,x)−G(n)(ω,y))ξ
× a(G(n)(ω, x), ξ, G(n)(ω, y))u(y)(dG(n)(ω, y)/dy)dydξ.
By definition, (x − y)ψ(n)(ω, x, y) = G(n)(ω, x) − G(n)(ω, y). Hence, for the
phase we can write (G(n)(ω, x) − G(n)(ω, y))ξ = (x − y)ψ(n)(ω, x, y)ξ. Now make
the change of variables η = ψ(n)(ω, x, y)ξ, and note that this is P-almost surely
invertible in view of (A.21) and the definition of ψ(n)(ω). Thus,
A˜(ω)u(x) =
1
2πh
∫∫
e
i
h
(x−y)ηa˜(ω, x, η, y)u(y)dydη,
with a˜(ω, x, η, y) as in the statement of the lemma. Since a(ω) ∈ S−2m,0, we find
that differentiation with respect to η gives the estimate
|∂αη a˜(ω, x, η, x
′)| ≤
Cα(ω)
(ψ(n)(ω, x, x′))|α|
(
1 +
|η|
ψ(n)(ω, x, x′)
)−2m−|α|
(A.22)
≤ Cα(ω)(1 + ‖E
′
0‖L∞(R))
n|α|(1 + |η|)−2m−|α|.
We can similarly check that
(A.23) |∂αηD
β
xD
β′
x′ a˜(ω, x, η, x
′)| ≤ Cα,β,β′(ω)(1 + |η|)
−2m−|α|,
so a˜(ω) is a double symbol in S−2m,0, P-almost surely. In fact, x and x′ derivatives
landing on a(α)(ω) will produce terms containing factors of the form ηja(α+j)(ω),
but in view of the symbol class definition, these can be handled using the same
methods. It is also straightforward to check that if ǫ is sufficiently small then
the constants Cα(ω) and Cα,β,β′(ω) in (A.22) and (A.23) can for all n ≥ 1 be
chosen independently of ω, P-almost surely, so a˜(ω) satisfies (A.14). In fact, a(ω)
is assumed to satisfy (A.14) so it suffices to check that we can estimate derivatives
of G(n)(ω, x) and (ψ(n)(ω))−1 independently of ω for all n ≥ 1, if ǫ is sufficiently
small. But this can be done by using (A.16) together with estimates of the type
(A.21), and arguing as in the proof of Lemma A.2.
Now B(ω) =
∑kn−1
α¯=0 T−jA˜(ω) so
B(ω)u(x) =
kn−1∑
α¯=0
1
2πh
∫∫
ei(x+α¯−y)ξ/ha˜(ω, x+ α¯, ξ, y)u(y)dydξ, u ∈ C∞p (R).
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Hence, the change of variables y − α¯ 7→ y in each of the integrals together with
periodicity of u shows that the symbol b(ω) of B(ω) is given by (A.20).
Finally, we check that b(ω) satisfies (A.12). It is of course sufficient to prove that
b(ω, x+1, ξ, x′+1) = b(ω, x, ξ, x′). In view of the sum in (A.20), this holds as long
as
(A.24) a˜(ω, x+ kn, ξ, x′ + kn) = a˜(ω, x, ξ, x′).
Recall that G(ω) = E−1(ω) so we have G(ω, x + ℓ) = g−1(ω, (x + ℓ)/k). Since
g−1(ω, x+1) = g−1(ω, x) + 1, it follows that G(n)(ω, x+ kn) = G(n)(ω, x)+ 1. The
same arguments show that dG(n)(ω, x)/dx is periodic with period kn, which in turn
implies that
ψ(n)(ω, x+ kn, x′ + kn) = ψ(n)(ω, x, x′).
Thus, (A.24) now follows from the definition of a˜(ω) and the fact that a(ω) is
assumed to satisfy (A.12). This completes the proof. 
Combining Lemmas A.2, A.3 and A.4 we can obtain a formula for the double
symbol of the semiclassical operatorM∗ν,n(ω)AmMν,n(ω), see the proof of Theorem
A.8 below. For this double symbol, the following definition is applicable.
Definition A.5. A family {a(ω)}ω∈Ω of symbols a(ω) ≡ a(ǫ;ω, n) in Sm (or double
symbols in Sm,m
′
) is said to satisfy condition (A (m)) (or (A (m,m′))) if for any
ℓ ∈ N there is a positive number ǫ0 (allowed to depend on ℓ and m (and m′) but
not on time n ∈ N∗), and a constant Cℓ,n such that for 0 ≤ ǫ < ǫ0 we have
ess sup
ω
|a(ω)|
(m)
ℓ ≤ Cℓ,n (or ess sup
ω
|a(ω)|
(m,m′)
ℓ ≤ Cℓ,n),
uniformly for h in the interval 0 < h ≤ 1. Here the semi-norms | |
(m)
ℓ and | |
(m,m′)
ℓ
are given by (A.4) and (A.8), respectively. If a(ω) belongs to a family satisfying
condition (A (m)) or (A (m,m′)) we shall say that a(ω) satisfies condition (A (m))
or (A (m,m′)).
By the definition of the semi-norms | |
(m)
ℓ in S
m it follows that if a(ω) satis-
fies condition (A (m − 1)) for some m then a(ω) and ha(ω) also satisfy condition
(A (m)). Before proceeding to the proof of the version of Egorov’s theorem that we
need, we digress to make some more general remarks which show how Definition
A.5 will be used.
Lemma A.6. Let the double symbol p(ω) in Sm,m
′
satisfy condition (A (m,m′)).
Then the simplified symbol pL(ω) = p0(ω) + hp1(ω) in S
m+m′ satisfies condition
(A (m +m′)), where p0(ω) and p1(ω) are defined as in Theorem A.1. Moreover,
p0(ω) satisfies condition (A (m+m
′)) and p1(ω) satisfies condition (A (m+m
′−1)).
Proof. By Theorem A.1, the map Sm,m
′
∋ p 7→ pL ∈ Sm+m
′
is continuous in the
sense of (A.11). In view of Definition A.5 it is therefore clear that the simplified
symbol pL(ω) satisfies condition (A (m+m
′)). Hence, if we show that p1(ω) satisfies
condition (A (m+m′− 1)), then by the comment following Definition A.5 together
with the triangle inequality it follows that p0(ω) satisfies condition (A (m+m
′)) for
|h| ≤ 1. Now, by (A.10) it follows that the function rϑ(ω) defined as in Theorem
A.1 satisfies condition (A (m+m′ − 1)) uniformly with respect to ϑ ∈ [0, 1]. This
implies that p1(ω) satisfies condition (A (m+m
′−1)), for {rϑ(ω)}|ϑ|≤1 is a bounded
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set of Sm+m
′−1 for fixed ω, so we may differentiate under the integral sign in the
definition of p1(ω). This completes the proof. 
As a first application of Lemma A.6 we prove the following result.
Proposition A.7. Let A(ω) and B(ω) be semiclassical operators on S1 with sym-
bols a(ω) ∈ Sm(T ∗(S1)) and b(ω) ∈ Sm
′
(T ∗(S1)) satisfying conditions (A (m)) and
(A (m′)), respectively. Then the composed operator A(ω)B(ω) is a semiclassical op-
erator on S1 with symbol c(ω) ∈ Sm+m
′
(T ∗(S1)) satisfying condition (A (m+m′)).
Moreover, c(ω) = c0(ω) + hc1(ω), where c0(ω, x, ξ) = a(ω, x, ξ)b(ω, x, ξ) satisfies
condition (A (m+m′)) and c1(ω) satisfies condition (A (m+m
′ − 1)).
Proof. Define a double symbol c˜(ω) by c˜(ω, x, ξ, x′, ξ′) = a(ω, x, ξ)b(ω, x′, ξ′). It is
straightforward to check that the hypotheses imply that c˜(ω) satisfies (A.12) and
condition (A (m,m′)). By Corollary 2◦ of Lemma 2.3 in Kumano-go [34, Chapter
2], we have that A(ω)B(ω) = c˜(ω, x, hDx, x
′, hDx′). In view of Theorem A.1, the
result now follows by an application of Lemma A.6. 
We are now ready to prove the version of Egorov’s theorem that we need. This
is then used to calculate the symbol of the operator Pn(ω) appearing in Theorem
2.6.
Theorem A.8. Let m > 0. Let am(ξ) be the escape function defined by (2.12),
considered as a function in C∞(Rx × Rξ) which is constant in x. Let Am be the
semiclassical operator with symbol am ∈ Sm(T ∗(S1)). Then the operator B(ω) ≡
B(ǫ;ω, n,m) given by B(ω) =M∗ν,n(ω)A
−2
m Mν,n(ω) is P-almost surely a semiclassi-
cal operator on S1 with simplified symbol bL(ω) = b0(ω) + hb1(ω) in S
−2m(T ∗(S1))
satisfying condition (A (−2m)). The principal symbol b0(ω) is given by
(A.25) b0(ω, y, η) =
kn−1∑
α¯=0
T−α¯
(
a−2m (F˜
(n)(ω, y, η)) ·
dG(n)(ω, y)
dy
)
,
where F˜ (n)(ω) is the lifted dynamics defined by (3.6). Moreover, b0(ω) satisfies
condition (A (−2m)) and b1(ω) satisfies condition (A (−2m− 1)).
Proof. In view of (A.1)–(A.2) we have that
(A.26) B(ω) =
kn−1∑
α¯=0
T−α¯(G
(n)(ω))∗
(
e−iτ
(n)(ω)
∂E(n)(ω)
◦A−2m ◦ e
iτ (n)(ω)
)
(E(n)(ω))∗,
where for example eiτ
(n)(ω) denotes the operator acting through multiplication by
exp (iτ (n)(ω)). Here, the operator (∂E(n)(ω))−1 ◦ A−2m can be treated by Lemma
A.2, and the resulting operator can in turn be treated by Lemma A.3. Finally, by an
application of Lemma A.4 we thus find that B(ω) is P-almost surely a semiclassical
operator on S1 with double symbol b(ω) in S−2m,0, where
b(ω, x, ξ, x′) =
kn−1∑
α¯=0
T−α¯
(
(dG(n)(ω, x)/dx)(dG(n)(ω, x′)/dx′)
ψ(n)(ω, x, x′)a2m(ξ/ψ
(n)(ω, x, x′) + σ(n)(ω, x, x′))
)
is independent of ξ′ and satisfies (A.12) and condition (A (−2m, 0)). Here, σ(n)(ω)
is the composition
σ(n)(ω, x, x′) = φ(n)(ω,G(n)(ω, x), G(n)(ω, x′)),
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and, similarly, the factor dG(n)(ω, x)/dx is the outcome of composing the factor
(dE(n)(ω, x)/dx)−1 resulting from Lemma A.2 with G(n)(ω, x).
By Lemma A.6 it now follows that B(ω) = bL(ω, x, hD), where the simpli-
fied symbol bL(ω, x, ξ) = b0(ω, x, ξ) + hb1(ω, x, ξ) in S
−2m(T ∗(S1)) satisfies con-
dition (A (−2m)), and b0(ω) and b1(ω) are defined in accordance with Theorem
A.1. Moreover, b0(ω) satisfies condition (A (−2m)) and b1(ω) satisfies condition
(A (−2m− 1)).
Finally, we check that b0(ω) is given by (A.25). By definition we have b0(ω, y, η) =
b(ω, y, η, y) where b(ω) is the double symbol introduced above. By (A.19) we
have ψ(n)(ω, y, y) = dG(n)(ω, y)/dy. Similarly, by (A.17) we have φ(n)(ω, y, y) =
dτ (n)(ω, y)/dy, and using (1.6) and (3.8) it is straightforward to check that
σ(n)(ω, y, y) =
n−1∑
j=0
τ ′(θjω,G(n−j)(θjω, y))
dG(j)(ω,G(n−j)(θjω, y))/dy
,
where dG(0)(ω, ·)/dy = 1. In view of (3.7) it follows that b0(ω, y, η) can be expressed
as in (A.25), which completes the proof. 
In the following corollary we adjust our notation to adhere to the conventions
used in Section 2.
Corollary A.9. Let m > 0, and let Am be the semiclassical operator on S
1 defined
as in Theorem A.8. For n ≥ 1, let Pn(ω) ≡ Pn(ǫ;ω,m) be the operator
Pn(ω) = AmM
∗
ν,n(ω)A
−2
m Mν,n(ω)Am.
Then Pn(ω) = Pn(ω, x, hD) is P-almost surely a semiclassical operator on S
1 with
symbol Pn(ω, y, η) satisfying condition (A (0)). Moreover, Pn(ω) = pn(ω)+hRn(ω),
where pn(ω) satisfies condition (A (0)) and Rn(ω) satisfies condition (A (−1)). We
have
(A.27) pn(ω, y, η) =
kn−1∑
α¯=0
T−α¯
(
a2m(η)
a2m(F˜
(n)(ω, y, η))
·
dG(n)(ω, y)
dy
)
,
where F˜ (n)(ω) is the lifted dynamics defined by (3.6).
Proof. For P-almost every ω we may argue as follows: For n ≥ 1, let Bn(ω) =
M∗ν,n(ω)A
−2
m Mν,n(ω) be the semiclassical operator on S
1 given by Theorem A.8. By
the same result, the simplified symbolBn(ω, x, ξ) ofBn(ω) belongs to S
−2m(T ∗(S1))
and satisfies condition (A (−2m)). Moreover,
Bn(ω, x, ξ) = bn0(ω, x, ξ) + hbn1(ω, x, ξ),
where the principal symbol bn0(ω) satisfies condition (A (−2m)) and is given by
(A.25), while bn1(ω) satisfies condition (A (−2m− 1)).
Write Pn(ω) = AmB˜n(ω), with B˜n(ω) = (bn0(ω, x, hD) + hbn1(ω, x, hD))Am.
To calculate the symbol of B˜n(ω) we apply Proposition A.7 individually to the
operators bn0(ω, x, hD)Am and bn1(ω, x, hD)Am, and denote the resulting operators
by c(ω, x, hD) and r(ω, x, hD), respectively. For the latter it suffices to apply only
the first part of the results of Proposition A.7, and conclude that r(ω, x, hD) is
a semiclassical operator on S1 with symbol r(ω) satisfying condition (A (−m −
1)). On the other hand, c(ω, x, hD) is a semiclassical operator on S1 with symbol
c(ω) ∈ S−m(T ∗(S1)) satisfying condition (A (−m)). Moreover, c(ω) = c0(ω) +
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hc1(ω), where c0(ω, y, η) = bn0(ω, y, η)am(η) satisfies condition (A (−m)), while
c1(ω) satisfies condition (A (−m − 1)). Summing up, we conclude that B˜n(ω) =
c(ω, x, hD) + hr(ω, x, hD) has symbol
b˜n(ω) = c(ω) + hr(ω) = c0(ω) + h(c1(ω) + r(ω)) ∈ S
−m(T ∗(S1)).
Clearly, the sum c1(ω) + r(ω) satisfies condition (A (−m − 1)). In view of the
discussion following Definition A.5 together with the fact that c0(ω) satisfies con-
dition (A (−m)), this implies that b˜n(ω) satisfies condition (A (−m)). A repeti-
tion of these arguments applied to AmB˜n(ω) shows that Pn(ω, x, hD) has symbol
Pn(ω, y, η) = pn(ω, y, η) + hRn(ω, y, η) satisfying condition (A (0)), where pn(ω)
satisfies condition (A (0)) and is given by (A.27), while Rn(ω) satisfies condition
(A (−1)). This completes the proof. 
Remark. It is somewhat treacherous to omit the dependence onm from the notation
of the operator Pn(ω), especially concerning the fact that the symbol Pn(ω, x, ξ)
satisfies condition (A (0)). In particular, inspecting Lemma A.6 we find that the
numbers ǫ0(ℓ) appearing in Definition A.5 will by our method of proof depend onm,
since we have in essence shown that Pn(ω, x, ξ) satisfies condition (A (m−2m+m)).
Naturally, the constants Cℓ,n appearing in Definition A.5 will also depend on m.
This is taken into account when we finally prove Theorem 2.6 below.
A.3. L2 continuity. Here we shall study the norm of semiclassical operators of the
type treated above, acting on L2(S1). We start by briefly discussing operators on
L2(R). Using the identification between semiclassical operators acting on C∞(S1)
and semiclassical operators p(ω, x, hD), periodic in x, acting on smooth periodic
functions, we shall then apply these results to obtain norm estimates for operators
p(w, x, hD) : L2(S1)→ L2(S1). For normed vector spaces X and Y we let L (X,Y )
as before denote the space of bounded linear operators from X into Y endowed with
the operator norm ‖ ‖L (X,Y ). When X = Y we simply write L (X) = L (X,X).
For operators on L2 it is beneficial to work with symbol classes S(m, g) more
general than S0(R × R). Here m(x, ξ) is an order function and g is a Riemannian
metric. When g is the Euclidean metric and m(x, ξ) ≡ 1 we simply write S(1) for
the resulting symbol class, which consists of smooth functions that, together with
all derivatives, are bounded on R2, that is, a ∈ C∞(R2) belongs to S(1) if and only
if
|∂αξ D
β
xa(x, ξ)| ≤ Cα,β .
We allow the symbols in S(1) to depend on h but require the estimates to be
uniform for 0 < h ≤ 1. Note that S0 ⊂ S(1).
When a ∈ S(1), the pseudodifferential operator aw(x,D) defined by
aw(x,D)u(x) =
1
2π
∫
ei(x−y)ξa((x + y)/2, ξ)u(y)dydξ, u ∈ S ,
is bounded on L2(R) with operator norm satisfying
(A.28) ‖aw(x,D)‖L (L2(R)) ≤ Cdim
∑
|α|≤Cuni
‖∂αa‖L∞(R2),
where Cuni is a universal constant and Cdim only depends on the dimension dimR =
1, see the first part of Zworski [45, Theorem 4.23]. The operator aw(x,D) is referred
to as the pseudodifferential Weyl quantization of a. Estimates of the type (A.28) are
also satisfied by the standard quantization a(x,D); in fact, changing quantization
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we can write a(x,D) = bw(x,D), and the map a 7→ b defined in this way is an
isomorphism of S(1), see Hörmander [31, Theorem 18.5.10]. In particular, the
semi-norms of b can be estimated by semi-norms of a in S(1), which proves the
claim. Using a standard scaling argument, it follows that the semiclassical operator
a(x, hD) satisfies
‖a(x, hD)‖L (L2(R)) ≤ Cdim
∑
|α|≤Cuni
h|α|/2‖∂αa‖L∞(R2).
For the corresponding statement for the semiclassical Weyl quantization aw(x, hD)
of a, see the second part of Zworski [45, Theorem 4.23]. Hence, if a(ω) ≡ a(ǫ;ω, n)
satisfies condition (A (0)), then there is an ǫ0, depending on Cuni but independent
of time n ∈ N∗, such that if 0 ≤ ǫ < ǫ0 then we P-almost surely have
(A.29) ‖a(ω, x, hD)‖L (L2(R)) ≤ Cdim‖a(ω)‖L∞(R2) + Cnh
1
2
for 0 < h ≤ 1, where the constant Cn is independent of ω. Sharper estimates can
be obtained by using Wick quantization, see Ando and Morimoto [1], or by using
Toeplitz quantization, see Zworski [45, Chapter 13]. In particular, it is possible to
replace Cdim with a factor 1, and h
1
2 by h. However, this will not needed here;
in fact, the bounds we obtain for the norm of operators on L2(S1) will introduce
an additional factor in front of ‖a(ω)‖L∞ , so the presence of Cdim makes little
difference, and also does not in any way complicate the proof of Theorem 1.5 where
it appears in (2.10)–(2.11). Since any refinements of (A.29) would need to be
reexamined in the presence of a noise parameter ω, this has therefore been avoided
for brevity.
Note that (A.29) of course implies the less precise estimate
(A.30) ‖a(ω, x, hD)‖L (L2(R)) ≤ Cn
for 0 < h ≤ 1 and some new constant Cn. Indeed, if a(ω) satisfies condition (A (0))
then we can P-almost surely estimate ‖a(ω)‖L∞(R2) by a constant independent of
ω, which gives (A.30).
Theorem A.10. Let a(ω) ∈ S0(T ∗(S1)), where a(ω) ≡ a(ǫ;ω, n) in addition is
allowed to depend on a positive parameter h. Suppose that a(ω) satisfies condition
(A (0)). Then there is an ǫ0, independent of time n ∈ N
∗, such that for all 0 ≤ ǫ <
ǫ0 and n ∈ N∗, the semiclassical operator a(ω, x, hD) is bounded on L2(S1) with
norm
‖a(ω, x, hD)‖L (L2(S1)) ≤ Cdim‖a(ω)‖L∞(T∗(S1)) + Cnh
1
2
for 0 < h ≤ 1, where the constant Cn is independent of ω, P-almost surely, and
Cdim only depends on the dimension dimR = 1.
Proof. The proof follows that of Zworski [45, Theorem 5.5]. First, recall that we
identify S1 with the fundamental domain T = {x : 0 ≤ x < 1} in R. Elements in
L2(S1) are identified with periodic functions on R belonging to L2([0, 1]), and a(ω)
with a function in C∞(Rx × Rξ) which is periodic in x. Hence
‖a(ω)‖L∞(R2) = ‖a(ω)‖L∞(T∗(S1)).
We let A(ω) denote the operator A(ω) = a(ω, x, hD). Next, use periodicity to write
A(ω)u(x) =
∑
j∈ZAj(ω)u(x) for x ∈ T, where
(A.31) Aj(ω)u(x) =
1
2πh
∫
R
∫
T
ei(x−y+j)ξ/ha(ω, x, ξ)u(y)dydξ, x ∈ T.
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Let 1T denote the characteristic function of T, and note that a(ω, x, ξ) = a(ω, x +
j, ξ) for all j ∈ Z. By (A.31) it follows that Aj(ω)u(x) = (A(ω)1Tu)(x + j) for
x ∈ T. With Tj denoting the translation operator Tjv(x) = v(x − j) we thus have
(A.32) Aj(ω) = 1TT−jA(ω)1T.
For x, y ∈ T and |j| ≥ 2 we now let Lj be the differential operator
Lj = −
h2∂2ξ
|x− y + j|2
, |j| ≥ 2,
and note that LNj e
i(x−y+j)ξ/h = ei(x−y+j)ξ/h for every N ∈ N. Also, the coefficient
of Lj is smooth, and the (real) transpose
tLj of Lj satisfies
tLj = Lj . Let χ ∈ C∞0 (R)
be a cutoff function identically equal to 1 near T and vanishing in a neighborhood
of R r (− 12 ,
3
2 ), and set
A˜j(ω)u(x) =
1
2πh
∫
R
∫
R
ei(x−y)ξ/ha˜j(ω, x, y, ξ)u(y)dydξ,
where
(A.33) a˜j(ω, x, y, ξ) = χ(x− j)χ(y)h
2N |x− y|−2N∂2Nξ a(ω, x, ξ).
It follows that
1TT−jA˜j(ω)1Tu(x) =
1
2πh
∫
R
∫
T
ei(x−y+j)ξ/hχ(x)χ(y)LNj a(ω, x+ j, ξ)u(y)dydξ
=
1
2πh
∫
R
∫
T
(LNj e
i(x−y+j)ξ/h)χ(x)χ(y)a(ω, x + j, ξ)u(y)dydξ,
where the partial integration can be justified by approximation of a(ω) by functions
in S . Using the properties of a(ω), χ and Lj , a comparison with (A.31) shows that
Aj(ω) = 1TT−jA˜j(ω)1T.
In the support of (x, y) 7→ χ(x− j)χ(y), we have for |j| ≥ 3 that |x−y| ∼ 1+ |j|,
that is,
1
C
(1 + |j|) ≤ |x− y| ≤ C(1 + |j|),
where the constant C only depends on the support of χ. In fact, if 0 < δ < 1 and
suppχ ⊂ (−δ, 1+δ) then it is straightforward to check that |x−y| ≥ 1−δ2 (1+ |j|) for
all |j| ≥ 3. Since |x− y| ≤ (1+2δ)(1+ |j|) in the support of (x, y) 7→ χ(x− j)χ(y),
and 1 + 2δ < 21−δ if δ is small, we can take C =
2
1−δ . In particular, this implies
that
|x− y|−2N ≤ 22N (1− δ)−2N (1 + |j|)−2N
= (4(1− δ)−2(1 + |j|)−3/2)N (1 + |j|)−N/2.
Choosing δ < 1 − 2−
1
2 we find that |x − y|−2N ≤ (1 + |j|)−N/2 for all |j| ≥ 3. We
have similar estimates for the derivatives of |x − y|−2N . Since a(ω) is assumed to
satisfy condition (A (0)), Definition A.5 together with (A.33) and (A.30) applied to
∂2Nξ a(ω) then shows that for any N ∈ N there is an ǫ0(N) such that if 0 ≤ ǫ < ǫ0
then ‖A˜j(ω)‖L (L2(R)) ≤ Ch
2N (1+ |j|)−N/2, P-almost surely, for some new constant
C which is independent of j ∈ Z. If a(ω) depends on time n ∈ N∗, then so might
RANDOM PERTURBATIONS OF PARTIALLY EXPANDING MAPS 53
C; however ǫ0 does not, see Definition A.5. Since the dimension is one it suffices to
choose N = 3. Since
‖Aj(ω)u‖L2(S1) = ‖1TT−jA˜j(ω)1Tu‖L2(R)
≤ ‖A˜j(ω)‖L (L2(R))‖1Tu‖L2(R) = ‖A˜j(ω)‖L (L2(R))‖u‖L2(S1),
it follows that, in particular, ‖Aj(ω)‖L (L2(S1)) = O(h
1
2 (1 + |j|)−3/2) for |j| ≥ 3,
P-almost surely. When |j| = 2 we have |x − y| > 1− 2δ in the support of (x, y) 7→
χ(x − j)χ(y), so similar arguments show that if 0 ≤ ǫ < ǫ0 then we at least have
‖A±2(ω)‖L (L2(S1)) = O(h
1
2 ), P-almost surely.
Now let |j| < 2. By (A.32) we have ‖Aj(ω)u‖L2(S1) ≤ ‖A(ω)‖L (L2(R))‖u‖L2(S1).
By hypothesis, A(ω) = a(ω, x, hD) where a(ω) satisfies condition (A (0)). After
decreasing ǫ0 is necessary, we find by virtue of (A.29) that
‖Aj(ω)‖L (L2(S1)) ≤ Cdim‖a(ω)‖L∞(R2) +O(h
1
2 )
for j = 0,±1, where the error term is independent of ω, P-almost surely, and Cdim
only depends on the dimension. Replacing Cdim in the statement with 3Cdim, the
result now follows by a summation over j. This completes the proof. 
We end this appendix with a proof of Theorem 2.6, which essentially contains
the results proved thus far. We also include a proof of Theorem 4.2 concerning
operators in the pseudodifferential regime h = 1, when ν ∈ Z is no longer viewed
as a semiclassical parameter.
Proof of Theorem 2.6. Recall that
Pn(ω) = AmM
∗
ν,n(ω)A
−2
m Mν,n(ω)Am, n ≥ 1.
By Corollary A.9, Pn(ω) is a semiclassical operator on S
1 with symbol Pn(ω, y, η) =
pn(ω, y, η) + hRn(ω, y, η), where pn(ω) is given by (A.27) and satisfies condition
(A (0)), while Rn(ω) satisfies condition (A (−1)). Note that pn(ω) and Rn(ω)
depend on m by construction although this is not showcased in the notation, see
the remark following Corollary A.9. By Theorem A.10 we can find ǫ0 (depending
on m but independent of time n ∈ N∗) such that if 0 ≤ ǫ < ǫ0 then
‖pn(ω, x, hD)‖L (L2(S1)) ≤ Cdim‖pn(ω)‖L∞(T∗(S1)) +On,m(h
1
2 )
for all n ≥ 1, where the error term is independent of ω, P-almost surely, and
Cdim only depends on the dimension. The same is true with pn(ω) replaced by
Rn(ω). According to Definition A.5 we also have, for sufficiently small ǫ, that
‖Rn(ω)‖L∞(T∗(S1)) ≤ Cn,m for all n ≥ 1, where the constant Cn,m is independent
of ω. This gives
‖Pn(ω)‖L (L2(S1)) ≤ Cdim‖pn(ω)‖L∞(T∗(S1)) +On,m(h
1
2 ), n ≥ 1.
The only thing that remains is to check that the expressions (A.27) and (2.18)
for the principal symbol coincide, but this follows from the discussion surrounding
(3.13). The proof is complete. 
In the following proof we will treat the case h = 1 and allow ν ∈ Z to be arbitrary,
fixed and unrelated to h. Note also that time n = 1 here.
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Proof of Theorem 4.2. By (4.1) we have that
(Qν(ω))
∗Qν(ω) = 〈D〉
mM∗ν (ω)〈D〉
−2mMν(ω)〈D〉
m
since 〈D〉−m〈D〉−m = 〈D〉−2m. Introduce Bν(ω) = M∗ν (ω)〈D〉
−2mMν(ω). By
(1.11) and (1.12) it follows that Bν(ω) can (in the sense of this appendix) be
identified with the operator
Bν(ω)u(x) =
k−1∑
j=0
T−j(E
−1(ω))∗
(
e−iντ(ω)
E′(ω)
〈D〉−2m
(
eiντ(ω)u ◦ E(ω)
))
(x)
for u ∈ C∞p (R), where E(ω) and τ(ω) are the functions on R described in the begin-
ning of this appendix (compare with (A.26) where we had h = 1/ν). Now note that
when ν ∈ Z is fixed, the operator acting through multiplication by x 7→ e±iντ(ω,x) is
a pseudodifferential operator of order 0 with symbol e±iντ(ω). By (3.4), this symbol
satisfies condition (A (0)) with the number ǫ0 in Definition A.5 independent of ν.
By (3.4), the symbol 1/E′(ω) also satisfies condition (A (0)). Since ξ 7→ 〈ξ〉−2m
clearly satisfies condition (A (−2m)), we find by applying Proposition A.7 three
times (all in the case when h = 1) that
Bν(ω) =
k−1∑
j=0
T−j(E
−1(ω))∗Aν(ω)E(ω)
∗,
where the symbol of Aν(ω) satisfies condition (A (−2m)). By Lemmas A.4 and
A.6 it follows that the same is true for the symbol of Bν(ω), so by finally apply-
ing Proposition A.7 twice we find that the symbol qν,m(ω) of (Qν(ω))
∗Qν(ω) =
〈D〉mBν(ω)〈D〉m satisfies condition (A (0)). In particular, we can find ǫ0 inde-
pendent of ν (but depending on m in view of the remark following Corollary A.9)
such that if 0 ≤ ǫ < ǫ0 then ‖qν,m(ω)‖L∞(T∗(S1)) ≤ Cν,m for all ν, P-almost surely,
where the constant depends on ν and m but not on ω. Using this together with an
application of Theorem A.10, we find that for sufficiently small ǫ we have
‖(Qν(ω))
∗Qν(ω)‖L (L2(S1)) ≤ C˜ν,m, P-almost surely,
where the constant is independent of ω. This completes the proof. 
Remark. With only minor changes, the previous proof would yield a formula for the
double symbol of Bν(ω), which could then be used to calculate the principal symbol
of (Qν(ω))
∗Qν(ω), as in the proof of Theorem A.8 and Corollary A.9. By using
this explicit formula and essentially repeating the proof of Faure [24, Theorem 2],
one would obtain an alternative proof of Proposition 4.1.
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