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Abstract
This thesis is concerned with the generation of terahertz (THz) light in the frequency
range of 5–15 THz. This range is difficult to produce at high intensities, and no high-
power table-top sources exist for it. The reasons for the interest in this frequency range
are broad, and include communications, chemical and biomedical spectroscopy, etc.
Different applications require highly specific technological characteristics, such as room
temperature operation or very high stability, and satisfying all possible requirements
in one generation mechanism is difficult. In this study, we sought to develop a solution
to the problem of optical pumping of donor impurities in silicon, to control the orbit
and spin of the donor electron in quantum computer gates. It is obvious that great
advantages would be obtained if this control were possible with a bench-top source,
and this is the key to enabling such high efficiency control to spread to the wider
community of physicists and engineers working on spin qubits.
To achieve this purpose, we explore the possibility of use a cheap material like
single doped silicon and germanium to triple THz radiation from 1.7 to 5 THz (which is
available from Quantum Cascade Laser diodes). The presence of the dopants modifies
substantially the optical properties of the semiconductors, generating large nonlinear
coefficients at THz frequencies. Samples of bismuth doped silicon and phosphorus,
arsenic and antimony doped germanium has been characterised using frequency-domain
and time-domain spectroscopy, and finally the optical nonlinear coefficient of Si:Bi has
been measure by a Four Wave Mixing (FWM) experiment. We have found that the
nonlinear susceptibility χ(3) of Si:Bi at resonance is the highest ever reported for a bulk
material.
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Chapter 1
Introduction and Background
This thesis tries to answer the question: What is the potential of single doped silicon
and germanium crystals as THz up-conversion material?
This chapter briefly describes the current state of THz technology and the problems
in THz generation specifically in the range between 5–15 THz (or the ‘THz gap’),
and then proposes a possible solution. The nonlinear optic response of a two-level
quantum system is reviewed to identify the critical parameter and offer an estimation
of its magnitude in shallow donors. Finally, silicon and germanium are selected as the
optimal host materials for this project; the silicon host provides both the generation
and qubit medium, which offers excellent possibilities for integration.
1.1 Terahertz technology
Terahertz radiation corresponds to the electromagnetic regime between infrared (IR)
light and microwaves. Its range lies between approximately 1 to 20 THz, which
correspond to 15−300 µm, 33−660 cm−1, 4.1−82 meV, 48−950 kelvin and periods
between 0.05 to 1 ps. It is sometimes referred as submillimetre radiation or the far-IR
regime. This range of energies matches several physics phenomena, such as organic
molecule vibrations [1] or electronic transitions in silicon and germanium impurities
[2], enabling new technologies with great potential [3]. Terahertz radiation travels in
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a line of sight and penetrates deeply into most nonmetallic materials [4]. It was first
produced in ultrashort pulses from a table-top source, and detected by Auston and
Smith [5] in 1983; since then, the number of publications related to THz radiation has
increased continuously. Today, it is almost impossible to keep track of all research lines
that use THz radiation. In [6], a general overview of THz-based technology elaborated
was provided, the most significant of which are outlined as follows.
THz radiation is nonionising, making it completely safe for biological applications.
Furthermore, this characteristic makes THz imaging a powerful tool for security.
Different THz scanners are being tested for airport security checks. Moreover, numerous
bio-molecules have resonances at these frequencies, making THz spectroscopy a useful
resource in chemical analysis (also applicable in airport security [7] among others) and
biomedical imaging [8]. Here, it is necessary to clarify that water has several deep
absorption lines in the THz region, which is the main difficulty in biomedical THz
applications.
In astrophysics, THz and microwave radiation detectors are key tools because
98% of the photons released since the Big Bang has been red-shifted to that range
[9]. Sophisticated submillimetre, THz, and IR detectors have been developed by
astrophysicists to study the cosmic microwave background. From 1997 to 2011, the
Atacama Large Millimetre Array (ALMA), which is the largest telescope on Earth
and operates in THz and microwave regimes, was designed and built to detect this
radiation among other phenomena.
In addition to the applications cited above, many other fields can benefit from THz
technology: defence [10], solar cell optimisation [6], metrology [11], communications
[12], and nanofabrication [13].
One of the most promising applications of THz technology (and the primary interest
here) is for the control and spectroscopy of semiconductor dopants. Dopants and
defects in semiconductors have transitions resonant with THz light. Consequently, THz
radiation can be used to control and study different aspects of these semiconductors.
Some of these techniques can directly impact industry. Among the proposals it is
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possible to find control of Rydberg states for quantum computing applications [14]
and atomic clocks [15] as well as spectroscopy in semiconductors for testing [16, 17]. A
particularly interesting possibility is to combine THz radiation with ultrashort and high-
intensity light pulses to study dynamic processes in semiconductors [18, 19]. Focusing
on quantum computing sector, a large number of groups worldwide investigating are
the use of spin qubits in silicon and other semiconductors, and almost all are trying
to use slowly varying electric fields to control the interactions of one spin with its
neighbours. One group at the University of Surrey has pioneered the use of a THz
free-electron laser for the coherent control of spins in silicon [16], and has demonstrated
ultrafast creation of superpositions [20], ultrafast orbital control [21], and electrical
readout of these effects [22, 23, 20].
1.2 Terahertz generation
Broadly speaking, the generation of coherent electromagnetic waves is performed using
two different types of model: photonic and electronic. Photonic generation is usually
based on electronic transitions between energy levels, and thus its origin is in quantum
phenomena. Its theoretical framework is centred in Schrödinger equations, and it is
frequently the use of the uniform medium approximation. By far the most important
source that uses this model is lasers. On the other hand, electronic generation uses
systems that work as electronic circuits or approximations of electronic circuits. It is
based on Maxwell equations and uniform field approximation. A noticeable example
of a source using this model is magnetrons. Each model is convenient for different
frequency regions. Photonic devices are more developed in visible, near-IR, and mid-IR
frequencies, whereas electronic devices work better in frequencies up to microwaves.
The THz regime lies between mid-IR and microwaves, in the region where neither
model works efficiently. For this reason, this region has been historically known as
the ‘THz gap’[24], which emphasises the difficulty of working with it. Terahertz
generation usually requires more complex systems than usual, commonly variations of
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photonic and electronic schemes. The most popular THz generators use both electronic
principles, such as free-electron lasers and time-domain spectroscopy (TDS) systems,
and sometimes photonic, such as quantum cascade lasers (QCLs) [25–28].
Terahertz radiation shares some characteristics with both fields. Similar to optical
light, THz radiation cannot bypass macroscopic objects and thus lenses, mirrors,
polarisers, and filters can be used. It is also possible to generate THz radiation from
electronic or molecular transitions and produce the inversion of the population to make
semiconductor lasers [29]. Trapped ion systems [30], rotational levels of molecules [31],
and some semiconductor heterostructures [32] have electronic structures which permit
radiative transitions in that regime. On the other hand, it is also possible to generate
THz radiation from the drift motion of charge carriers, such as in electromagnetic
generation. Gunn diodes [33] or IMPATT diodes [34] have been used to produce
THz radiation at low energies, and other facilities, such as free-electron lasers and
synchrotrons, can generate it at high frequencies and power. As in electromagnetic
circuits, direct detection of the electric field is sometimes possible in the THz regime,
which is one of the most important advantages.
However, for practical narrowband high-frequency THz generation, the list of avail-
able sources is highly limited, with the free-electron laser being the only monochromatic
option that can traverse the THz gap from 5 to 15 THz. Asymmetric ionisation in
plasma can be used to produce short pulses covering almost all the THz range [35], but
it is ultra-broadband, which is an advantage for some applications such as absorption
spectroscopy, but a disadvantage for others such as coherent control of Rydberg states
for quantum computation [16].
1.2.1 Quantum Cascade Lasers
The first QCL was first built in 1994 [36], they are designed to emit in the microwave
region, but were improved to reach THz frequencies in 2002 [37]. Today, they have
become the most widespread device used to generate THz because of their compact
design, efficiency, and potentially inexpensive and user-friendly geometry. They are, in
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practice, the only narrowband and compact THz light source able to emit an energetic
beam above 1 THz.
Furthermore, QCLs transform electric energy into radiation and emit it through
the deexcitation of electrons between intersubband states. They are composed of a
series of semiconductor layers, which alternate their minimum conduction band energy
to create a pattern of walls and valleys in the conduction band (see Fig. 1.1a). Excited
electrons become trapped between these walls, and this confinement causes them to
occupy a series of discrete levels, similarly to the discrete levels of a potential well, just
a few meV apart (see Fig. 1.1a). When an electric field is applied perpendicular to
the orientation of the layers, the energetic profile gets tilted, placing the ground state
energy of one of the wells at the same energy as one of the excited states of the next
one. An electron in the ground state of the first well travels through the wall via the
tunnel effect and ends in the excited state of the second one, where it relaxes emitting
radiation , and it repeats the same process until it reaches the end of the device (see
Fig. 1.1b). Using this material as a active medium inside a resonator creates laser
emission. Quantum cascade lasers require cryogenic temperatures, up to 180 K, to
ensure that the inversion of the population is not ruined by thermally active relaxation
driven by optical phonons [38].
Figure 1.1: Energy diagram of the operation of a quantum cascade laser.
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Up to now, common QCLs operate from frequencies below 1 THz up to 5.4 THz
[25, 27]. There have been some successful attempts to cover higher frequencies, from
12.3 THz to 12.75 THz [39], at 10.6 THz [40] and from 14.5 to 14.8 THz [41]. However,
these were single-purpose devices created as a proof of concept, and in practice no
efficient QCLs are available above approximately 5 THz. Currently, no inexpensive
table-top systems can generate tuneable multicycle THz light pulses between 5 and
15 THz [6]. This region has become the last remnant of the THz gap, which only
large and expensive equipment can achieve, such as free-electron lasers and difference
frequency generators.
1.2.2 Frequency-conversion emitters
Frequency-conversion emitters are devices that are able to generate radiation from
a light source at different frequencies using a parametric process. This occurs inside
a nonlinear material, and its efficiency is mainly determined by the magnitude of
its nonlinear coefficient, characterised by the nth order nonlinear susceptibility χ(n).
Frequency up-conversion is a common practice in the visible range because there
are often more efficient sources at lower frequencies (optical gain coefficient grows
inversely proportional to the frequency [42]). At THz frequencies, also common is down-
conversion such as difference frequency generation (DFG) [43] and optical rectification
(OR) [44]; however, this has the disadvantage of usually having low efficiencies, and
therefore it requires very strong pump lasers. Moreover, these systems are usually
bulky and expensive, and the materials used must have high damage thresholds.
This has led to the search for up-conversion systems from high-frequency microwaves
or low-frequency THz sources. Particularly interesting is the combination of a nonlinear
up-conversion system in union with a QCL.
The most common up-conversion emitters are based on the sum-frequency gen-
eration. Two or more photons are combined inside a nonlinear medium to produce
one photon with a higher frequency, usually a multiple of the original frequency. The
two most common types are second harmonic generation (SHG) and third harmonic
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generation (THG). SHG and THG require a material with high χ(2) and χ(3) respect-
ively, among other requirements. The value of these parameters depend on several
factors, including the electron states and the atomic geometry of the material. In
centrosymmetric materials, χ(2) is zero and therefore the lowest order non-linearity is
χ(3).
A THG system fed by a QCL at frequencies from 1.7 to 5 THz could generate an
output frequency from 5 to 15 THz and cover the THz gap. Moreover, by building a
QCL with a nonlinear crystal integrated, it is potentially possible to create a simple
THz emitter at the gap. The use of microwave sources in combination with nonlinear
up-conversion systems is also attractive because microwave emitters usually offer great
control of the phase and envelope of the wave, an especially useful tool in research.
In addition, SHG could be very interesting, especially because χ(2) is usually larger
than χ(3); therefore, SHG is usually more efficient than THG. However, both silicon
and germanium are centrosymmetric and consequently they cannot produce SHG.
1.3 Nonlinear photonics at THz frequencies
To convert QCL output in radiation from 5 to 15 THz using THG, a nonlinear material
with a high χ(3) in the region between 1.7 and 5 THz is required. Unfortunately,
much of the available information on nonlinear coefficient is from visible to near-IR
frequencies, up to 10 µm (the CO2 wavelength output), due the shortage of high
power THz sources. Moreover, χ(3) changes substantially with the frequency, making it
difficult to predict from other frequency values. Thus, comparing its value at near-IR
frequencies is the only option.
To provide an idea of the scale of χ(3), the highest values reported in bulk materials
are 1.4 × 10−18 m2 V−2 for GaAs [45] and 2 × 10−16 m2 V2 for GaTe [46] in the near-IR.
Further into the IR, even higher values are possible, such as 2.8 × 10−15 m2 V−2 for InSb
[47] at 10 µm. As far as the author is aware, only one nonlinear coefficient at sub-THz
frequencies was reported in a bulk material [48], where nonlinear coefficients up to χ(3)
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= 9 × 10−13 m2 V−2 in Si:B were found at 0.6 THz. Recently, harmonic generation at
0.3 THz was demonstrated for graphene with 5 × 10−9 m3 V−2 [49]. These values for
2D materials are usually resonantly enhanced, because the pump is usually resonant
with valence-to-conduction transitions thanks to the semi-metallic band structure. The
value of χ(3) may be further enhanced by applying a high magnetic field to produce a
set of equidistant Landau levels with atomic-like density of states, giving 10−15 m2 V−2
[50] for 50 layers of graphene at 19 THz. However, the total conversion of 2D systems
is low because of the thinness of the medium and the disadvantage that they also allow
loss-making absorption.
In this study, we investigated the nonlinear susceptibility of a simple and cheap
material, namely doped silicon, and we also investigated the third-order nonlinearity
near to the resonance. Doped silicon has already been shown to produce giant values
for the imaginary part of the nonlinear refractive index (multi-photon absorption) [51]
because of the very large dipole moments available, and there have been theoretical
predictions that the real part of the nonlinear refractive index is also very large [52];
however, there have been no experimental reports until now, in part because of the
difficulty of nonlinear THz metrology. Some experiments far from our region of interest
were performed on this material [48], finding high nonlinear coefficients.
Notably, this material requires low temperatures to operate, which is not exactly
convenient. However, QCLs also have the same requirement, and therefore a solid-state
system that combines both device will require the same temperature requirements as a
single QCL.
To fully characterise the materials, fully characterising the lifetime components and
dipole moment of the selected transitions was required.
1.3.1 Dynamics on two-level quantum systems
The coefficient χ(3) is closely related to the dynamics of a quantum system, and thus
it is essential to define these dynamics precisely to avoid confusion. In this thesis,
the names of some parameters have been changed from their common names in the
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literature, which are considered less intuitive than their new names. Nevertheless, both
names have been indicated when required.
When a two-level quantum system is studied, it is frequently the case that it
is a simplification of a more complex system such as single donor impurities in a
semiconductor. In this case, the electrons are excited to a hydrogenic orbital around
the nucleus of their impurity, and therefore they are affected not only by the nature
of a two-state quantum system but also by interference from the environment, which
can be defects, phonons, or the presence of electrons. Such imperfections can cause
relaxation or phase changing, which must be taken into account.
In the first instance, the electronic population of a discrete excited state N gradually
decays to lower levels through interaction with phonons, the emission of photons, and
other mechanisms. In the ideal case, with an isotropic environment and no other factors
implied, the decay rate is proportional to the excited population, and consequently
this decay follows an exponential distribution over time:
dN
dt
∝ N → N (t) = N0 e−t/T1 (1.1)
where T1 is the characteristic lifetime of this decay, and hereinafter referred to as the
“population lifetime.”
When electrons are excited by an electromagnetic wave, their phases are determined
by the wave phase, so that the phases of different electrons excited by the same wave
are synchronised. As long as the electrons maintain this synchronisation, they are said
to be coherent with each other, and this state is maintained for some time before any
event causes them to lose it. This process also has a characteristic lifetime, usually
expressed as T2 and hereinafter referred to as the “coherence lifetime”. For convenience,
this timescale is not an expression of the time that the electrons keep their state
coherent, but rather the time the electrons keep their polarisation coherent. This
is because T2 is commonly used in transmission tests like in Fourier transform IR
spectroscopy (FTIR), where the signal obtained is proportional to the polarisation of
the sample P .
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P (t) = P0 e−t/T2 cos(ωt) (1.2)
In optical transmission, the excited population is proportional to the intensity
of the light pulse N0 ∝ I, and for a classical oscillator, the polarisation amplitude
is proportional to the electric field and therefore proportional to the square root of
the intensity P ∝ E ∝ √I → P ∝ √N0. By only taking into account the natural
deexcitation to the ground state, we determine that the polarisation coherence decays
half as fast as the excited population [18], which implies that
1
T2
= 12T1
(1.3)
Unfortunately, real systems are more complex. The state of the excited electrons
can be disturbed by dephasing processes that do not cause relaxation, such as phonon
collisions or electric interactions between the electrons and charged defects or free
electrons. In the end, this leads to shorter coherent lifetimes than just caused by
natural relaxation. This effect is usually described by introducing the parameter Thom,
which represents the effect of those dephasing and nonrelaxation interactions:
1
T2
= 12T1
+ 1
Thom
(1.4)
Until now, the assumption has been made that all centres share the same conditions,
and therefore the same characteristics. This implies that all the effects described
homogeneously affect all the centres in the same way.
As previously mentioned, real systems are more complex, and they usually have
imperfections. Those imperfections are inhomogeneous, and cause differences in the
resonant frequencies of centres, which lead to a faster loss of global coherence in the
system, even if the centres were still coherent individually. The timescale of this global
polarisation decay is usually written in the literature as T ∗2 , but different communities
use different symbols for this magnitude. In this thesis the symbol TPol is used to
be more descriptive and clear, and hereinafter this is referred to as the “polarisation
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lifetime”. Unfortunately, there is no analytic expression that links T2 and TPol because
of the wide variety of effects that can cause local inhomogeneities on a crystal. As a
first approximation, the following equation is sometimes used:
1
TPol
∼ 1
T2
+ 1
Tinhom
(1.5)
where Tinhom is a parameter that attempts to quantify the effect of inhomogeneous
phase loss. This parameter tends to be large when the concentration of defects is small,
but in some cases it is caused by some intrinsic effects that are not related to the
concentration of defects.
1.3.2 Theoretical nonlinear coefficients in two-level approx-
imation
Nonlinear optics are based on the fact that the dielectric response of a medium is
not always proportional to the electric field. The most common way to express this
relationship is through a Taylor expansion of the electric susceptibility χ:
P (x⃗, t) = ϵ0
(
χ(1)F (x⃗, t) + χ(2)F 2(x⃗, t) + χ(3)F 3(x⃗, t) + ...
)
(1.6)
where P is the dielectric polarisation, F is the electric field, and χ(n) coefficients are the
nth order susceptibility of the medium, commonly known as the nth nonlinear coefficient.
For reasons that are discussed later in this chapter, the coefficient of interest is the
third one χ(3).
Third-order time-dependent perturbation theory can be used to predict the response
of hydrogenic atoms like silicon donors caused by the driving light electric field. For
THG, the result is as follows [45]:
χ(3)(3ω) = N
ε0ℏ3
∑
mnν
µgνµνnµnmµmg
(ωνg − 3ω)(ωng − 2ω)(ωmg − ω) (1.7)
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As can be seen from this equation, just as in ordinary perturbation theory, higher-
order terms get factors of energy differences in the denominator, and in the numerator
there are products of matrix elements of the perturbation potential between pairs of
excited states. The process represented by this equation for χ(3) is illustrated in Fig.
1.3.2.
Figure 1.2: Energy level schemes
The left part of this figure shows a process |g⟩ → |n⟩ → |m⟩ → |ν⟩ → |g⟩, which is re-
flected in the dipole moment matrix elements in the numerator ⟨g|µ|ν⟩⟨ν|µ|m⟩⟨m|µ|n⟩⟨n|µ|g⟩.
The level |n⟩ is one pump photon above the ground state, and thus the last term in
the numerator is (ωng - ω); the next level is |m⟩, which is two pump photons above the
ground state; hence, the middle term is (ωmg - 2ω) etc. The diagram at the right shows
a equivalent process where only two levels are involved and all the photons has the
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same frequency. As shown in [45], other permutations for the order that the photons
are used are possible, but the term in the equation above is the dominant one.
Clearly, it is difficult to calculate every possible term in the sum in equation 1.7,
which is an infinite series, because there is an infinite set of possible intermediate states.
It can easily be seen that the factors in the denominator can rocket to infinity if there
are intermediate states that are resonant with the pump laser; for example, if the state
ν is at 3ω above the ground state g, then the first term in the denominator rockets.
Obviously in this case, near to a resonance, there may only be one important term in
the series that is much larger than all the others, which simplifies the calculation.
In the case of degenerate four-wave mixing (FWM), the pump laser and the
generated photon all have the same frequency (see the right part of Fig. 1.3.2), and
for this thesis the experiments were performed near to resonances. In this case, only
one important term exists in the summation, and the equivalent of equation 1.7 is:
χ
(3)
eff =
N
ε0ℏ3
−i|µba|4
(ωba − ω)3 (1.8)
The derivation of equation 1.7 assumed that the laser was sufficiently far from
resonance such that no terms are infinite. Near to or at a resonance there are extra
imaginary terms in the factors in the denominator that were neglected and which stop
the equation rocket. In this case, according to Boyd [45], in an FWM experiment with
all the photons at the same frequency, the value of complex χ(3) is:
χ
(3)
eff =
−4N w(∆)|µba|4
ε0ℏ3
i/T2
(∆ + i/T2)D∗(∆)
(1.9)
w(∆) = − 1 + ∆
2T 22
1 + ∆2T 22 + Ω2T1T2
D(∆) =
(
i
T1
)(
−∆+ i
T2
)(
∆+ i
T2
)
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where N is the donor density, |µba| is the dipole moment, ∆ = ω - ωba is the frequency
distance to resonance and, Ω is the Rabi frequency (this parameter is explain in
subsection 3.2.1). The parameters T1,2 related to the dynamics of the transition and
the probability of electron–photon interaction were defined earlier. Note that this
equation reduces to equation 1.8 if T2 = 2T1 ≫ ∆. In the weak field limit, the author
approximates Ω→ 0 and the expression simplifies to:
|χ(3)eff | =
4N |µba|4
ε0ℏ3
T1T
2
2
(1 + ∆2T 22 )3/2
(1.10)
and the peak value to:
χ
(3)
eff (∆ = 0) =
4N |µba|4 T1T 22
ε0ℏ3
(1.11)
Including inhomogeneous broadening, it can be shown that [53]
χ
(3)
eff (∆ = 0) =
4N |µba|4 T1T2TPol
ε0ℏ3
(1.12)
This result highlights the link between the nonlinear coefficient, the lifetime com-
ponents, and the dipole moment. It is therefore critical to obtain a good understanding
of these values to precisely predict the magnitude of the nonlinear coefficient and, as
will be seen in Chapter 4, to interpret the results for some experiments.
1.4 Silicon and germanium for nonlinear optics
As seen in the previous section, a two-level quantum system has a peak in its nonlinear
coefficient at resonant frequency. It is therefore interesting to search for materials with
discrete quantum-level systems for which transitions are in the THz region. Recall
that one of the primary motivating applications is to control and perform spectroscopy
on donors in silicon and germanium because they are of interest for qubits. The
same properties that make them good qubit candidates also provide them with the
resonances that can assist in THz nonlinear optics.
1.4. SILICON AND GERMANIUM FOR NONLINEAR OPTICS 15
Single donors in semiconductors have a single valence electron that is loosely bound
to a single positively charged ion, and it is approximately hydrogen-like [54, 55]. Their
energy level scheme can be described by simply adapting the hydrogen model to an
environment where the dielectric constant and effective mass are modified by the host
material. Their wavefunctions may therefore be likened to spherical harmonics, and
the energy level scheme approximately follows the Bohr model for hydrogen. The
main difference between hydrogen and the hydrogen-like donor in silicon is that the
Coulomb potential is screened by the dielectric constant, and the effective mass of
the electron is reduced. The binding energy scales with the effective Rydberg energy,
ER = m∗ee4/8ε20ε2rh2, and whereas in hydrogen this is 13.6 eV, in bismuth doped silicon
it is 71 meV [54] and arsenic doped germanium it is 12.75 meV [54]. For this reason,
Lyman series transitions are all in the THz region of the spectrum; for example, in
Si:P the 1s → 2p0 transition is at 8.75 THz. In hydrogen the Coulomb potential is
isotropic, but in semiconductors the mass anisotropy produces new splittings, and
thus the degeneracy of the 2p0 and 2p± is lifted. Just as the mass and dielectric
screening produce a lower binding energy, they also increase the wavefunction size.
This is characterised by the Bohr radius (listed in table A.1 on Appendix A). With
the notable exception of the ground state, which requires additional considerations,
these descriptions yield good agreement with the experimental results for several doped
semiconductors.
Doped semiconductors are one of the most developed technologies in history, and
single dopant semiconductors offer a great opportunity to study discrete quantum
systems. Group IV semiconductors form neutral lattices, which yield lower elec-
tron–phonon couplings, which in turn yield long lifetimes. In this respect, they are
much more convenient for these nonlinear experiments than any III-V semiconductor
crystal, where the ionic nature of the lattice increases the coupling significantly. Ad-
ditionally, the ionisation energies of single dopants in silicon and germanium are
considerably larger than those in III-V semiconductors, which implies that they can
maintain their quantum nature at higher temperatures.
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Silicon and germanium are indirect semiconductors with multiple conduction band
edge valleys. Silicon has its minimum near the X-point of the Brillouin Zone (i.e., along
the [100] direction) which produces six valleys, whereas germanium has its minimum
exactly at the L-point ([111]) which produces four valleys. For excited states, the
valleys produce degenerate sets of single-valley wavefunctions. The 1s ground state
is split by the fact that close to the ion core, the potential departs from the screened
Coulomb potential e2/4πε0r. The unscreened potential (the central cell correction
[CCC] potential) has tetrahedral symmetry and mixes the 1s states from each valley
and (in most cases) the lowest energy component, where 1s(A1) is an equal admixture
of the 1s state from each valley. Additionally, where there is effective mass anisotropy,
the p± and p0 orbital levels split [18]. Taking into account the core potential and
lattice deformations, it is possible to predict the major features of the electronic states
of such systems, including the ground state.
Germanium possesses smaller effective mass and a higher dielectric constant than
does silicon. These result in smaller binding energy, higher mobility [56], and larger
wavefunctions [57, 58]. Furthermore, germanium has greater spin-orbit coupling [59]
and highly anisotropic conduction band valleys [60]. Table A.1 in appendix A lists the
experimental values of these parameters in both semiconductors.
The fact that the wavefunctions are so large in semiconductor donors means that
the dipole moment values are also very large. As seen in equation 1.12, the nonlinear
coefficients have a very strong relationship with the dipole moment. Therefore, a higher
nonlinear coefficient is expected to be observed in germanium than in silicon because
of this. Additionally, for the same reason, shallower donors, which have larger dipole
moments [61], are expected to have larger nonlinear coefficients. We might therefore
expect the deepest of all shallow donors, Si:Bi, to have the worst coefficient, but at the
same time it also has the largest binding energy (its ionisation edge is at 17.16 THz);
thus, it should be transparent for much of the region of interest (5–15 THz). Table
A.2 in appendix A lists the energy levels of phosphorus-, arsenic-, and antimony-doped
germanium along with bismuth-doped silicon.
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Therefore, it is interesting to study both options: single dopants in germanium
(which are expected to have the greatest nonlinear susceptibility) and bismuth-doped
silicon (which is expected to have the least competitive absorption).
Both silicon and germanium are centrosymmetric materials and therefore their
second- order nonlinear coefficient χ(2) is zero. Therefore, this study is only interested
in χ(3).
1.5 Thesis overview
This work aimed to analyse the potential of doped semiconductors to produce efficient
frequency up-conversion at THz frequencies, with a special emphasis on the THG of
radiation between 1.7 to 5 THz to cover the THz gap (5–15 THz). Chapters 2, 3, and
4 describe the experiments performed. In the first experiment presented in Chapter
2, three different dopants in natural germanium and one in silicon were analysed
using FTIR at cryogenic temperatures. From the obtained data, the absorption cross-
sections were examined (and the relative strength of the transitions were measured
and compared with theoretical estimates), and then the inverse linewidths were used
to estimate the relaxation lifetimes of those transitions. These dipole moments and
lifetimes are crucial for the prediction of the nonlinearities of interest. Chapter 3
describes two different experiments that were performed: pump probe and photon
echo. They involved direct measurements of the dynamic parameters estimated in
the previous chapter, which were used to check the reliability. A collateral effect was
observed in one of the experiments, which was identified as coherent artifact. The
presence of this effect suggested that this sample had a high third-order nonlinearity
in the THz region. Chapter 4 presents the final experiment, in which the third-order
nonlinear coefficient of Si:Bi was studied using the FWM experimental technique.
The experimental system was described using a hybrid model of nonlinear optics and
quantum mechanics, which was developed explicitly for this experiment. The results
from the previous chapter were used to interpret the experimental data, and they
18 CHAPTER 1. INTRODUCTION AND BACKGROUND
showed that indeed there is a high nonlinear coefficient—the highest ever reported.
Finally, Chapter 5 summarises the main conclusions extracted from each chapter as
well as from the entire work. The potential impacts of the results are discussed, as are
further experiments that could complement them.
Chapter 2
Frequency-domain spectroscopy
In this chapter, the internal structure of the hydrogen-like states of bismuth-doped
silicon and arsenic, phosphorus, and antimony in natural germanium are analysed
through their FTIR spectrum at cryogenic temperatures. We discuss criteria for the
analysis of FTIR spectra based on previous works on semiclassical models of absorption
and lifetime theory [62, 51, 18]. Using this guideline, we were able to determine
parameters of the systems essential for calculating the dynamics, including dipole
moments, transition rates, Rabi oscillation frequencies, and different components of
the lifetime.
A good understanding of the above-mentioned quantities is essential to understand
and predict the electron–light interaction. Those parameters are also essential to
predict other optic parameters such as nonlinear susceptibility. The system response
to the pulse, as well as its later temporal evolution, depends on parameters such as
the dipole moment and coherent lifetime. For this reason, the aforementioned features
are essential for the design of many quantum-photonic technologies. FTIR is a useful
first-step technique to test the expected lifetime of donors and has been used previously
[15].
To our knowledge, the present work reports, for the first time, the different com-
ponents of the macroscopic coherent lifetime of several Rydberg states of three single
donors in natural germanium: arsenic, phosphorus, and antimony, and another single
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donor in silicon: bismuth, as well as their relative oscillator strength. Using this
information, we can estimate the value of the nonlinear coefficient of these materials at
peak resonance.
2.1 Absorption spectra
Absorption spectroscopy is one of the easiest techniques used to characterise samples and
study their features. It is widely used in condensed matter, atomic physics, and analytic
chemistry to test the response of a sample to electromagnetic radiation. Because of its
relative simplicity, several companies have developed commercial equipment able to
perform this test almost automatically.
Depending on the sample, the result of the test can be explained using different
frameworks. In this work, we are interested in group V single dopants in silicon and
germanium, and more precisely in their hydrogen-like states and transitions. In this
section, a semiclassical model based on harmonic oscillators is explained, widely known
as the Lorentz model [63].
The absorption spectra of shallow dopants in silicon and germanium at cryogenic
temperatures have sharp peaks centred on the resonant frequency between the ground
state and most of the allowed excited states. The shape and features of those peaks
provide information about the transitions that are discussed in this work.
2.1.1 Beer-Lambert law on shallow centres
In an absorbing material, light experiences an attenuation following Beer’s law for the
output light intensity:
T (ω) = Iout(ω)
Iin(ω)
= R (ω) 10−A(ω)−Ah(ω) = B (ω) 10−A(ω) (2.1)
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where T (ω) is the transmission of the sample; Iin(ω) and Iout(ω) are the input and
output light intensity spectrum; R(ω) is the coefficient for reflection at the surfaces (and
any additional system response not included in Iin), A(ω) is the absorbance spectrum
of the impurity centres; Ah(ω) is the absorbance spectrum of the host material; and
B(ω) = R(ω)10−A(ω) is the combined background spectrum. For wavelengths much
smaller than the bandgap and far from phonon resonances, Ah is small and its frequency
variation may be neglected. As long as the doping density is not too large, and as long
as care has been taken to eliminate Fabry–Perot resonances, the refractive index of the
host will not change significantly in the region around an impurity absorption peak.
Therefore, within a section of the absorbance spectrum that only contains one peak,
the background is mainly due to reflection and essentially flat (i.e. R(ω) = R). It is
therefore straightforward to extract the absorbance spectrum of the transition from
the transmission
− log10 (T (ω)) = B + A (ω) (2.2)
where B = − log10(R) + Ah is the constant background. A convenient way to express
the absorption of a material is through the use of the absorption coefficient α, which is
defined as
α = A (ω)
d
(2.3)
where d is the thickness of the material. The absorbance of the peaks is proportional to
the number of centres with which the light interacts; therefore, we define the absorption
cross-section spectrum as follows
σ (ω) = α (ω)
n
= A (ω)
nd
(2.4)
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where α(ω) the absorption coefficient, n the density of centres and d the thickness of
the material1.
Now we can define the integrated cross-section σω and absorbance Aω
σω =
Aω
nd
=
∫ ∞
0
σ (ω) dω = 1
nd
∫ ∞
0
A (ω) dω (2.5)
σ (ω) = σω g (ω) (2.6)
A(ω) = Aω g(ω) (2.7)
where g (ω) is the lineshape function normalised such that it has unit area,
∫∞
0 g (ω) dω
= 1. The integrated cross-section contains information about the atomic dipole moment,
while the lineshape function and its width contain information about the dynamics
of the dephasing and relaxation of the different transitions, which is explained in the
next section. The quantities
σQ =
σω
ω0
, AQ =
Aω
ω0
the area over the line-centre, is essentially the quality factor multiplied by the peak
height. They are convenient for recording the experimental absorption because it
has units of absorbance and does not depend on the experimental frequency units
(AQ = Aω/ω0 = AE/E0 etc), nor does it depend on experimental resolution, the
lineshape, or the linewidth. Obviously σQ may be found from AQ/nd if n is well known.
1Notice that this definition of the cross section is not universal and different communities use different
definitions. Other sources use the natural logarithm and ended with the definition (ln(T (ω))+B)/nd =
−σnat(ω). Here we are going to stick with this decimal scale because scans represented in decimal
logarithmic scales are more intuitive than natural ones.
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2.2 Line shape
2.2.1 Homogeneous broadening
Some optical systems can be described just by simply using a classical model based
on the harmonic oscillation and some quantum concepts. The individual donors are
modelled as damped oscillators that are driven by an electromagnetic wave.
In this classical model, dielectric atoms are represented as static nuclei bound to
their electrons by a linear force and a small damping. In the case where no external
force exists, the second Newton’s law is used to obtain the differential equation.
d2
dt2
x+ 2Γ d
dt
x− ω20x = 0 (2.8)
where x is the position of the electron with respect to the nucleus, ω0 is the natural
resonant frequency of the system, and Γ is the damping factor. The solution to this
equation is
x = x0 cos (ωrt) e−Γt (2.9)
where x0 is the position at time zero and ωr is called the resonant frequency of the
system, which is equal to ωr =
√
ω20 − 2Γ2. This solution is just a harmonic oscillation
with an amplitude that decays exponentially with a characteristic lifetime of
T = 1Γ (2.10)
In the presence of an electromagnetic wave, a sinusoidal force is induced which changes
the differential equation slightly. It is usually described as the real part of F0eiωt,
ending with the following differential equation
d2
dt2
x+ 2Γ d
dt
x+ ω20x = −
e
me
F0e
iωt (2.11)
where F0 the amplitude of the electric field and ω the frequency of the oscillating force.
This time the equation has two solutions. The first is the same as that for the previous
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case, shown in equation 2.9. This solution is useful to describe the system when the
driving force changes, either because its amplitude has risen or decreased. The system
takes some time to adapt to a change in the driving force. The characteristic timescale
of this adaptation is T = 1/Γ. The second solution is usually referred to as the solution
for the steady state, and it describes the system when the force amplitude has not
changed recently. Its general expression is as follows
x = −eF0
me
1
ω20 − ω2 + 2iωΓ
eiωt (2.12)
where the solution is the real part. Notice that the amplitude is maximal where the
electromagnetic wave frequency ω is close to the resonant frequency ωr, and where the
natural frequency ω0 and the resonant frequency ωr are similar; in other words, when
the damping factor Γ is small.
Now we are interested in how the amplitude of the oscillation varies against frequency.
To characterise this, an important parameter is the quality factor Q = ωr/2Γ. At
high-quality factors, the amplitude of the oscillations varies more against frequency.
This concept is illustrated in Fig. 2.1, where the amplitude is plotted against the
frequency for different quality factors. It is also crucial to highlight that the shape of
this distribution becomes close to a peak shape as the quality factor increases.
Now it is time to introduce the physical parameter dipole moment µ. It is defined
as the electric field generated by the nucleus-electron system in response to an external
electric field. It can be expressed in two different ways
µ = −ex = ξ(ω)F (2.13)
This double definition comes from the assumption that the dipole moment of a given
system only changes with the external electric field, ideally linearly for a given frequency.
The parameter ξ is called polarizability, and represents the relation between the electric
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Figure 2.1: Amplitude of a driven harmonic oscillation against the frequency relative
to the natural frequency at different quality factor levels. Figure extracted from [64]
field and the dipole moment. Using expression 2.12 for simplicity, we can show that
ξ = −ex
F
= e
2
me
1
ω20 − ω2 + 2iωΓ
(2.14)
Now, in systems such as the one being described, damping comes mainly from phonon
emission, which is a slow process compared with the period of oscillations. This means
that the damping ratio is small in comparison with the other factors implied, and the
approximation Γ2 ≃ 0 is possible in certain cases.
The first consequence of this approximation is that the resonant frequency ωr and
the natural frequency ω0 are quite similar:
ωr =
√
ω20 − 2Γ2 → ω0 − ωr =
2Γ2
ω0 + ωr
≃ 0 (2.15)
Therefore, both are hereinafter written like the resonant frequency ωr.
The second consequence is that we must discuss systems with high-quality factor Q,
which implies that a sharp peak shape is expected. This also implies that the spectral
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range of interest is relatively small around the resonant frequency, and therefore the
third approximation is that the frequency and resonant frequency are similar ω ≈ ωr.
With the abovementioned approximations in mind, equation 2.14 can be operated
to reach
ξ = e
2
me
1
(ω0 + ω)(ω0 − ω) + 2iωΓ =
e2
2ωrme
1
(ωr − ω) + iΓ =
= e
2
2ωrme
(ωr − ω)− iΓ
(ωr − ω)2 + Γ2 (2.16)
The total polarisation of the medium can approximately be the sum of the individual
polarisation of each centre multiplied by the number of centres. This affirmation is not
completely true because different centres have slightly different characteristics, and
therefore the resonant frequency of each can differ slightly. However, for now, this
study accepts this as true and explores the consequences of this perturbation in the
next section. Thus, the total polarisation of the medium is as follows:
P = Nµ = Nξ1F + ε0χhF (2.17)
Now, taking the classical definition of the polarisation P = ε0χF = ε0(εr − 1)F , we
can define the relative permittivity of the system:
Nξ1 + ε0χh = ε0(εr − 1) → εr = N
ε0
ξ1 + χh + 1 =
= Ne
2
2ε0ωrme
(ωr − ω)− iΓ
(ωr − ω)2 + Γ2 + χh + 1 (2.18)
The quantity
√
Ne2/ϵ0me is also known as the plasma frequency ωp, and thus the
relative permittivity is
εr =
ω2p
2ωr
(ωr − ω)− iΓ
(ωr − ω)2 + Γ2 + χh + 1 (2.19)
2.2. LINE SHAPE 27
The imaginary part of the relative permittivity is as follows
Im(εr) = −
ω2p
2ωr
Γ
(ωr − ω)2 + Γ2 (2.20)
The relation between the complex refractive index nc and the complex relative permit-
tivity is that[65]:
εr = n2c (2.21)
nc = n+ iκ (2.22)
Im(εr) = 2nκ (2.23)
As discussed previously, the real part of the refractive index does not change significantly
in the small region around the peak, so could be considered constant, leading to the
formula:
κ = − ω
2
p
4nωr
Γ
(ωr − ω)2 + Γ2 (2.24)
The extinction coefficient κ is related with the decay of the electric field (which decay
as exp(−2πκz/d)), which is proportional with the decay of the square root of the
intensity, being therefore the decay of the intensity as exp(−4πκz/d). Finally we can
relate the extinction coefficient with the absorption coefficient defined in equation 2.3
by the formula:
e−4πκd/λ = 10−αd → κ = α ln(10)λ4π (2.25)
assuming a small change in the wavelength, we can conclude then that the absorption
coefficient has the same shape as the extinction coefficient, which is indeed a Lorentz
peak distribution:
Lorentz(t) ∝ γ/2(t− t0)2 + (γ/2)2 (2.26)
where γ is the full width at half maximum (FWHM), and therefore Γ is its half width
at half maximum (HWHM) and, according to equation 2.10, it is also related to the
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characteristic lifetime of the polarisation decay of an individual charge, which was
defined in equation 1.2 as the coherent lifetime
FWHM = 2Γ = 2
T2
(2.27)
This fact provides a simple method for estimating the polarisation lifetime of a state
just by its absorption spectrum.
2.2.2 Inhomogeneous broadening
The previous descriptions are valid for a single resonator or a group of resonators with
exactly the same resonance frequency and excited by the same force. However, this is
not the case in real samples. In the case of active centres in crystals (the case that the
present study wishes to examine), each centre can have slightly different features due
to local imperfections. These imperfections, such as the presence of another impurity
or a crystal defect in proximity, can change the parameters of the oscillations slightly
and cause an apparent loss of global coherence between the resonators. This effect is
called environmental broadening, and its main consequence is peak broadening, which
changes its shape from a Lorentzian distribution to a convolution of Lorentzian and
Gaussian peak shapes. Because it is caused by the interaction between the electrons
and defects, it is reasonable to expect that the larger orbitals are more affected.
The loss in global coherence between the centres causes the global polarisation
to drop even faster than by natural decay, characterised by an effective polarisation
lifetime shorter than its natural TPol < T2. To characterise this inequality, another
parameter is required. It is commonly referred to as the inhomogeneous lifetime Tinhom,
and it was mentioned previously in subsection 1.3.1 and defined in equation 1.5.
2.2.3 Other broadening effects
Other mechanisms exist that alter the shape and linewidth of peak transitions. These
include interactions between bound carriers and phonons, overlapped functions of
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bound carriers, random electric fields produced by ionised and neutral impurities
causing Stark and quadrupole broadening, and strains resulting from the presence
of impurities, both electrically active and inactive [66]. In bismuth-doped silicon, a
remarkable broadening of specific lines occurs because of the resonance between the
transition and optical phonons, reported and theoretically studied in the literature
[67–69]. In general, all these effects increase the total width of the peak, sometimes
not symmetrically, producing a tail towards the lower energy side [66]. The asymmetry
caused should be considered when studying FTIR spectra.
2.2.4 Summary
Ignoring second-order broadening effects, it has been shown that the broadening of
peaks in the absorption spectrum is inversely related to the lifetime of electrons in
those transitions [18]. The lineshape of the peaks is composed of a convolution of a
Lorentzian and a Gaussian peak, which come from homogeneous and inhomogeneous
mechanisms, respectively. Due to this double nature of Lorentzian–Gaussian profiles, it
is convenient to model them using a Voigt profile, which is the result of a convolution of
those two functions and permits the quantification of the magnitude of each separately.
Using it, it is possible to extract T2 from the Lorentzian broadening γ, Tinhom from the
Gaussian broadening β and TPol from the total broadening ζ.
T2 =
2
γ
; Tinhom =
2
β
; TPol =
2
ζ
(2.28)
In Voigt functions, the parameter ζ could be approximated with a maximum inaccuracy
of 0.02 % [70]:
ζ = 0.5346 Γ +
√
β2 + 0.2166 Γ2 (2.29)
The population lifetime T1 cannot be extracted using absorption spectra directly,
but a lower limit can be calculated from the coherent lifetime definition in equation
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1.4:
1
2T1
= 1
T2
− 1
Thom
→ T1 ≥ T2/2 (2.30)
2.3 Absorption amplitude
To properly analyse the total magnitude of the absorption lines, it is necessary to
describe another model based on quantum mechanics [62].
2.3.1 Dielectric response
The dielectric response of a medium is determined by its electric polarisation P⃗ , which
is defined as the amount of dielectric moment per unit of volume. In an isotropic
medium, the dipole moment of all the polar centres becomes aligned in the presence
of an electric field. In such conditions, the effect of radiation can be modelled as a
perturbation of the following type
Hˆpert = −µ⃗ · F⃗ (2.31)
where µ⃗ is the dielectric dipole of the centre. In the case of the present study, the
centres are atoms with a heavy nucleus and only one electron. In this model, only
electrons are light enough to follow the electric field, and thus the contribution of the
nucleus is neglected and the dielectric dipole can be written as
µ⃗ = −e r⃗ (2.32)
where e is the electron charge and r⃗ is the electron position. Inserting equation 2.32
into equation 2.31 and expanding we obtain
Hˆpert = e (xˆFx + yˆFy + zˆFz) (2.33)
2.3. ABSORPTION AMPLITUDE 31
Let us now consider that the electric field is linearly polarised along the x axis; then,
the equation 2.31 is simplified to
Hˆpert = e xˆ F0 (2.34)
where F0 is the amplitude of the electric field.
2.3.2 Fermi´s golden rule
Fermi’s golden rule (FGR), proposed by Dirac [71], is a formula that describes a
transition rate (i.e., the rate of change of the excited state probability per unit time) as
a result of a weak perturbation that is long lasting, but not too long. FGR states that
this rate is given by the product of a constant, the square of the matrix element of the
perturbation, and an inverse energy scale. The simplest case is that of transitions from
a specific starting state caused with a static perturbation to a ’flat’ continuum of final
states:
Λ1→2 =
2π
ℏ
|⟨2|Hˆpert|1⟩|2ρf (Ei) (2.35)
where ⟨2|Hˆpert|1⟩ is called matrix element, |1⟩ is the initial state, |2⟩ is the typical final
state, and Hˆpert is the perturbation Hamiltonian. A flat continuum is one for which
the matrix element is assumed to be approximately the same for all states within
it, and furthermore, the number of states per unit energy within it is approximately
constant. In this case, the number of final states between energy E and E + dE is
ρf (E) (thus, the energy scale mentioned is the average energy between states). When
the perturbation is an a.c. optical wave,
Λ1→2(ω) =
2π
ℏ
∣∣∣∣∣E1→22
∣∣∣∣∣
2
ρf (Ei + ℏω) (2.36)
where ρf is still the density of final states, and the extra factor of 2 has arisen because
the sinusoidal ⟨2|Hˆpert|1⟩ = E1→2 cos(ωt) comprises two imaginary exponentials, one of
which drives transitions from |1⟩ → |2⟩ and the other from |2⟩ → |1⟩. They may be
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thought of as the absorption and stimulated emission contributions respectively. E1→2
is now the amplitude of the sinusoidal perturbation
E1→2 = ⟨ψ2|Hˆpert|ψ1⟩ = eF0⟨ψ2|xˆ|ψ1⟩ (2.37)
where F0 is the electric field amplitude of the light. Substituting the bra–ket notation
with integrals, we obtain the expression (transition matrix element of potential energy
of the dipole in an electric field)
E1→2 = eF0
∫
ψ∗2xψ1dV (2.38)
where the value of the integral contains information about the fundamental shape
of the quantum states and their probability of transition, which becomes valuable
information. The result of the integral is usually written as part of another parameter
called the dipole moment matrix element µ1→2:
µ1→2 = −e
∫
ψ∗2xψ1dV (2.39)
The interior of the integral is called the transition matrix element of the position
operator, but it is colloquially known as the dipole matrix element even though it has
units of length. To avoid confusion, in this work the parameter µ1→2 described above
is called the dipole moment, and the interior of the integral is called the transition
matrix element and is represented with the symbol r1→2.
r1→2 =
∫
ψ∗2xψ1dV (2.40)
and therefore E1→2 = eF0r1→2
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2.3.3 Absorption cross-section
Let the total energy absorbed by the atoms per unit time be U(ω) = ℏω1→2Λ1→2(ω)
and the light intensity be S = F 20/2Z. The characteristic impedance of the medium
is Z = 4πℏαfs/e2
√
εr where αfs is the fine structure constant and εr is the relative
permittivity of the medium. The absorption cross-section is σ = U/S, and therefore
σ(ω) = 2ZF 20
ℏω1→2
2π
ℏ
∣∣∣∣∣E1→22
∣∣∣∣∣
2
ρf (Ei + ℏω) = (2.41)
= 4π
2αfs√
εr
E1→2 |r1→2|2 ρf (Ei + ℏω) (2.42)
Now, integrating over the energy we obtain
∫ ∞
−∞
σ(ω)dω = 4π
2αfs√
εr
E1→2
ℏe2
|µ1→2|2
∫ ∞
−∞
ρf (Ei + ℏω)dE (2.43)
σQ =
4π2αfs
e2
√
εr
|µ1→2|2
∫ ∞
−∞
ρf (Ei + ℏω)dE (2.44)
The scenario of a monochromatic light source with inhomogeneous (Doppler) broadened
atoms may be obtained by specialising the flat continuum case mentioned earlier to
a continuum with the appropriate inhomogeneous density-of-states function. The
scenario of a monochromatic light source with lifetime broadened atoms was considered
by Dicke and Wittke [72]. More difficult to obtain are cases of a monochromatic light
source and homogeneous (pressure) broadened atoms, or a homogeneously broadened
light source and perfectly coherent atoms, and because they are related we give the
derivations of each of these cases with a consistent notation in the appendix. In each
case, equation 2.36 is obtained. For a single Gaussian inhomogeneously broadened
final state
ρf (E) =
1√
2πsE
exp
(
−12
(
E − Ef
sE
)2)
(2.45)
where sE is the r.m.s. linewidth and the HWHM β = sE
√
2 ln 2. The HWHM in energy
is the inverse of a time scale for inhomogeneous dephasing, which may be defined as
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β = ℏ/Tinhom [18]. For a single homogeneously broadened excited state
ρf (E) =
ℏγ/π
(E − Ef )2 + ℏ2γ2
(2.46)
and ℏγ = ℏ/T2 is the HWHM, where T2 is the dephasing time. In the special case
that the line is lifetime broadened, ℏγ = ℏ/2T1. In both equations 2.45 and 2.46, the
integral
∫
ρ(E)dE = 1.
σQ =
4π2αfs√
εr
|r1→2|2 (2.47)
Determining the absolute value of the dipole moment requires a precise measure of the
concentration of the sample. This could be problematic because concentration tests
tend to usually only be accurate when determining the order of magnitude and the
first significant digit at best. In absence of an accurate concentration test, the best
option is to determine the relative dipole moment compared with a standard transition.
Omitting the factors that multiply the previous expression, the relation between the
dipole moment and the absorption of the sample is simplified as follows:
|µ1→2| = e |r1→2| ∝
√
AQ =
√
Aω
ω0
(2.48)
2.3.4 Oscillator strength
In some studies, the dipole moment is expressed differently using a parameter called
oscillator strength f1→2. It is a dimensionless parameter that represents the probability
of a transition. It is normalised, and the sum of the oscillator strength of all transitions
from a certain state is equal to 1 (∑n fi→n = 1). This property is known in the
literature as the f-sum rule. Nevertheless, it is possible to extract the oscillator strength
[55] from the transition matrix element using the following equation:
f1→2 =
2m∗
ℏ2
ℏω |r1→2|2 (2.49)
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Now, inserting the expression 2.47 we get
f1→2 =
2m∗
ℏ2
ℏω
√
εr
4π2αfs
σQ =
2m∗
ℏ
√
εr
4π2αfs
∫
1→2
σ(ω)dω (2.50)
where the subscript on the integral indicates integration just over the absorption line.
To satisfy the f-sum rule, the oscillator strength should be normalised, which implies:
f1→2 =
∫
1→2 σ(ω)dω∫∞
−∞ σ(ω)dω
(2.51)
This normalisation factor
∫∞
−∞ σ(ω)dω can be calculated using equation 2.50:
ℏ
2m∗
4π2αfs√
εr
=
∫ ∞
−∞
σ(ω)dω (2.52)
However, if the concentration of the sample is not well known, it is not possible to
extract the exact values of the dipole moments because the experimental absorption
cannot be used to extract an experimental cross-section. In that situation, the best
option is to express the oscillator strength of each transitions in comparison with
another one, i. e. the relative oscillator strength. In that case we can ignore the
constant factors and insert equation 2.47 in equation 2.49 and get:
f1→2 ∝ ω0 |r1→2|2 ∝ ω0 Aω
ω0
∝ Aω (2.53)
2.4 Fourier transform infrared spectroscopy
FTIR spectroscopy is a characterisation technique used widely to obtain absorption
and emission spectra of samples at any state of aggregation. It is useful where the
characteristic transitions are in the IR and THz regions, because it can be implemented
using a broadband source. Group V donors in silicon and germanium have also been
studied using this technique [73, 74].
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The FTIR technique is a combination of absorption spectra using a broadband
emitter and an interference configuration inspired by the Michelson interferometer. In
Fig. 2.2, a schematic description shows the basic design of an FTIR. Infrared and THz
radiation is emitted by a blackbody source and, after being collimated by a system of
parabolic mirrors (not shown in the figure), is divided in two by a beam splitter such
that 50% propagates in each direction. Both beams hit a retro-reflective mirror that
return the light beam back, but one is mounted in a moving stage to allow the delay
between both beams to be controlled. After being reflected, both beams recombine
in the beam splitter, but in this case half of the light from each beam returns to the
emitter and half of the light goes in a fourth direction. This light is then focused on
the sample, which is usually immersed in a cryogenic bath inside a cryostat. After
passing through the sample, the beam is then focused again inside a detector that
measures the light intensity. This whole process occurs inside a vacuum tank to avoid
air fluctuations and water absorption lines.
The typical output of this test is a time-domain interferogram of total light intensity
as a function of the mirror position. By controlling the relative delay between the two
arms of the device, it is possible to create constructive and destructive interference in
the sample and the detector. Because the light source is broadband, each frequency
experiences a different degree of interference depending on the optical path, and the
intensity measured by the detector will change. This information could be processed
later by a Fourier transform to obtain the frequency-domain absorption spectrum and
the spectral information of the sample. Because it is a discrete set of data points, it is
practical to use fast Fourier transform (FFT) algorithms [75]. These algorithms are
typically used when the information is a discrete set of data points because they are
quicker and less computationally demanding than discrete Fourier transform algorithm
(DFT) [76].
Some minor experimental details must be considered. When the sample has flat and
parallel surfaces, light becomes trapped inside the surfaces through Fresnel reflections,
causing Fabry–Perot oscillations. These oscillations could be used to evaluate some
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Figure 2.2: Basic Fourier transform infrared spectrometer scheme.
properties of the sample [11], but they also reduce the precision of the technique. In
this experiment, the main goal is to study single peaks of impurities, not the properties
of the sample as a whole (which is mainly determined by the host material rather than
the impurities). For this reason, this effect is undesirable and should be avoided. To
do so, the two surfaces of the samples are polished in a way that they are no longer
parallel and a small angle exists between them (typically 0.5◦ to 1◦). This angle is
usually enough to prevent Fabry–Perot oscillations.
Another common practice to increase the precision and reduce noise is to take a
reference scan to remove the background or any other undesired effect. This procedure
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is crucial in transmission tests like this where the light source changes its intensity
with frequency.
A common problem in such experiments is the choice of sample concentration,
which determines the transparency of the sample. Typically, the difference between
high- and low-transparency frequencies is several orders of magnitude. Even the best
detectors have a limited dynamic range, which might not be large enough to resolve
both regions simultaneously. If the sample is too transparent, it could be impossible to
resolve the weakest peaks, whereas if the sample is not transparent enough, the top
part of the strongest peaks could saturate the detector and also not be resolved. In
the end, a compromise should be reached, and sometimes more than one sample must
be scanned to extract a clear picture of all the details of the species. More information
about FTIR absorption can be found in [77].
2.5 Experimental methods
In this experiment, samples were tested using the FTIR technique to study the dynamics
and dipole moments of four different samples. Three of them were natural germanium
crystal doped with three different group V single donors, namely arsenic, phosphorus,
and antimony. The fourth one was a silicon crystal doped with bismuth impurities.
Through this test, the population decay time and coherent decay time of different
Rydberg states were obtained, and the dipole moments of different transitions were
found.
The required spectral range is from approximately 1 to 3.5 THz and from 14 to 17
THz. Because the lines are separate from each other by a small gap of a few meV at
best, cryogenic temperatures are required. Several water absorption transitions take
place at these frequencies, and thus to remove this contribution, the whole experiment
was conducted inside a vacuum tank.
For the three germanium samples, the experiment was performed using an FTIR
spectrometer (Bruker IFS125HR) with a resolution of 0.015 cm−1 (0.45 GHz), using a
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blackbody source at 1200 K and a liquid helium-cooled Si:B photoconductive detector.
Due to technical limitations related to the operation range of the beam-splitters, the
spectrometer was not able to properly measure the range between 55 and 65 cm−1,
near to this study’s range of interest. However, observing transition in that specific
range was not expected. The samples were attached to a PCB sample holder using
silver paint(some bi-axial strain is expected), and cooled at 3.8 K using a helium-flow
sample-in-vacuum cryostat (Optistat; Oxford Instruments). These experiments were
performed at the London Centre for Nanotechnology, University College of London.
The silicon sample was analysed using a different but similar setup at the Institute
of Planetary Research, German Aerospace Center (DLR), Berlin.
2.5.1 Samples
Three germanium samples were studied with different concentrations of arsenic, phos-
phorous and antimony. They have a size of 7 × 7 × 0.7 mm3 and the different
concentrations of dopants and contaminant are listed in the table 2.1, estimated from
the dipole moments from the literature [61, 74]. Phosphorus sample has a small
quantity of arsenic. A fourth bismuth doped silicon sample was also studied. It has a
size of 7.5 × 7.5 × 1 mm3 and its dopant concentration is also listed in Table 2.1.
The three germanium samples were grown by float-zone method and the silicon
sample by Czochralski method. All samples were chemically and mechanically polished
with a wedge of 1◦ to avoid internal reflections.
2.5.2 Resolution limit
Sometimes the fitting cannot distinguish between the Lorentzian and the Gaussian
broadening, returning a peak shape which is almost identical to a pure Lorentzian or a
pure Gaussian peaks, indicating that one of the broadening is predominant. In those
cases, the non-predominant broadening returned from the fitting is unrealistically small,
leading to the conclusion that its value is inaccurate. The only reliable information
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Host material Main dopant Concentration Contaminant Concentration
(ions/cm3) (ions/cm3)
Silicon Bismuth 3.4 × 1015
Germanium Phosphorous 2 × 1013 Arsenic 5 × 1012
Germanium Arsenic 7 × 1013
Germanium Antimony 1.5 × 1013
Table 2.1: Concentrations of different dopants in the samples. Phosphorus doped
germanium also contained some residual arsenic ions in a lower concentration. The
concentration of dopants were estimated through their absorption cross-section found
in the literature [61, 74]. A Secondary Ion Mass Spectroscopy (SIMS) test could be
use in the future to make a direct measurement of sample concentration.
that can be extracted in such cases is the polarization lifetime, related with the total
broadening.
Moreover even in the cases when it is possible to distinguish between both com-
ponents, it is not guaranteed that the extracted Lorentzian linewidth does not contain
some Gaussian component, and therefore being broader that it should. For this reason,
the extracted coherence lifetime should be taken also as a lower band for the real one.
To obtain a more accurate value, a direct measurement is required.
2.5.3 Peak asymmetry
As explained in subsection 2.2.3, different phenomena can cause extra broadening on
the absorption transition lines. These effects, despite being difficult to identify and
quantify, usually cause an asymmetric broadening, mainly present on the left side of
the spectrum, which is at lower frequencies. To properly fit those asymmetric peaks, a
double Voigt function can be used. This is a Voigt function where the width of each
side is different. Through doing so, it is more precise in determining the total width,
which provides the polarisation lifetime, while the steeper side provides the Gaussian
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and Lorentzian width. This study selected the steeper side because it was expected
to be less influenced by broadening mechanisms, and therefore it could provide more
precise information on the natural width. Experimentally, it has been observed that
the blue side is usually steeper.
2.6 Results and discussion
2.6.1 Silicon
A bismuth-doped silicon sample was scanned and its spectrum is shown in Fig. 2.3
together with the phonon density of silicon [78]. On that spectrum, the background has
been subtracted using an error function to model the step caused by the conduction
band. This sample was grown by the Czochralski method and as a consequence, it
has an important concentration of interstitial oxygen which causes strain and broaden
the peak lines [79]. It is possible to distinguish eight different peaks, corresponding
with the transitions of 1s(A1) → 2p0, 2s, 2p±, 3p0, 3s, 4p0, 3p± and 4p±. Line 1s(A1)
→ 2p0 exhibits prominent broadening, approximately eight times wider than other
lines, and the left side is significantly less sharp than the right one. This broadening
has been interpreted as being caused by interactions between optical phonons and
electrons [68], and the same asymmetry could be found in the 2s state, which also
overlaps with the same optical phonon density peaks. In the case of the 1s(A1) →
2p± transitions, it overlaps with an oxygen IR active vibrational mode, which can be
introduced by accident during the fabrication process. This transition usually causes
a shoulder to arise in the left part of the peak [68]. At frequencies of 15.06 THz and
16.03 THz, the two weakest peaks of the spectrum are observed, and they correspond
to the transitions 1s(A1) → 2s, 3s respectively. These transitions are forbidden by
first approximation, but the 2s and 3s states have some p-character, which allows a
small transition probability [80]. This component is most likely caused by a collateral
effect of the central cell correction, which in silicon presents a tetrahedral symmetry
that changes the radial symmetry of the s-states. Central cell correction acts more
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predominantly on the proximity of the centre, and therefore it affects more states with
lower energy levels to be more concentrated on the nucleus.
Figure 2.3: FTIR spectrum of bismuth in silicon with the silicon phonon densities
obtained from [78]. Sample was grown by float-zone and has an estimated concentration
of 3.4 × 1015 ions/cm3.
The data points corresponding to the top part of the 1s(A1) → 2p± were discarded
because the detector was unable to detect any light passing through the sample. This
implies that it was impossible to fit the data accurately, and consequently the data
extracted were not as reliable as desired. All the peaks except the last one, 1s(A1) →
4p±, are fitted using the double Voigt function as explained in subsection 2.5.3, and
the last peak is symmetric enough to be fitted using the normal Voigt function.
Using the data extrapolated from this adjustment, the values of T2, Tinhom and
TPol described in the equation 1.5 were extracted using equation 2.28. The results are
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shown in Table 2.2. By first examining the polarisation lifetimes, we can extract some
conclusions. The 2p0 and 2s states overlap with peaks of optical phonon densities, and
therefore they are expected to have a shorter lifetime than usual. This statement agrees
with the data, where 2p0 is the state with the shortest lifetime and 2s is shorter than
3s, despite the fact that states with a higher energetic number tend to have shorter
lifetimes (see 3p0 and 4p0 and 3p± and 4p±). All the coherent lifetimes extracted
are between 40 and 80 ps. These numbers contrast with the lifetime found in the
literature where they were reported T2 = 200 ps for the 3p± transition [18]. This
could be caused by the sample having a larger inhomogeneous component than that
in the literature, which could be caused by a greater concentration of defects. A
difference in the temperature of the sample during the experiment could also explain
this discrepancy. It is important to clarify that the values extracted here are just lower
limits and, consequently, those results are not contradictory with the literature ones.
2p0 2s 2p±† 3p0 3s
T2 lower limit 40 ± 1 80 ± 5
T1 lower limit 20 ± 0.5 40 ± 3
Tinhom 20 ± 1 71 ± 4
TPol 9.25 ± 0.1 27 ± 1 27 ± 4 32 ± 1 40 ± 1
4p0 3p± 4p±
T2 lower limit 63 ± 1
T1 lower limit 31.5 ± 0.5
Tinhom 56 ± 1
TPol 20 ± 1 30 ± 1 28 ± 3
Table 2.2: Lifetime components of hydrogenic states of bismuth impurities in silicon.
All quantities are expressed in ps. † This transition exceeded the dynamic range of the
detector.
In table 2.3, the relative oscillator strengths calculated using equation 2.53 are
contrasted with the literature [18], and theory [61]. Transitions 1s(A1)→ 2s and 1s(A1)
→ 3s are particularly interesting because they do not have a theoretical estimation
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and, despite being reported previously [68], their oscillator strength has never been
published. There is good agreement between the experimental data of Stavrias and
the theory data from Clauws. The experimental data from this work show important
discrepancies in most of the transitions. In contrast, it will be seen later in this chapter
that the agreement for the relative oscillator strength in doped germanium is very good.
We suppose that the Stavrias data, shows agreement because all the lines are very well
resolved (possibly due to a better sample quality, or strain-free mounting, or use of
a 1047 nm laser to neutralise charged defects and smooth out the electric potential
landscape in which the donors sit). In this work, the lines are less well resolved (with
the exception of the 2p0 and 2s lines), and they overlap more and more the higher up
the series we go. Since each transition is contributing to the baseline - elimination of
this background has actually reduced the apparent oscillator strengths of these higher
lying lines. This illustrates the difficulty in determination of the area under closely
spaced peaks. Although the oscillator strengths determined here for the high lying lines
are therefore not to be trusted, those of the 2p0 and 2s are expected to be reasonable.
This is because they do not overlap with other peaks, they lie in a flat background
and they do not exceed the dynamic range of the detector. Neither of them has been
reported before.
2.6.2 Germanium
The results are illustrated in Fig. 2.4 together with the germanium phonon density
obtained from [81]. In the figure, it is possible to distinguish different lines corresponding
to different transitions from the 1s(A1) state to excited states, and even one line from
1s(T2) to 2p± in the antimony sample, which is explained in the following sections.
All the peaks were identified using the literature [54]. Almost every sample presented
a single dopant except the phosphorus sample, where it was possible to distinguish two
extra peaks that correspond with arsenic transitions. This led to the conclusion that
this sample was contaminated with some arsenic in an estimated concentration almost
one order of magnitude lower than the main dopant. All the transitions fell into the
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2p0 2s 2p±† 3p0 3s
Experimental 490 ± 10 9.7 ± 0.4 964 ± 10 29 ± 1 5.6 ± 0.3
Experimental∗ 384 33
Theory 105 392 27.3
4p0 3p± 4p±
Experimental 32 ± 3 100 ± 5 9.3 ± 0.3
Experimental∗ 11.7 100 31
Theory 11.7 100 37.5
Table 2.3: Comparison between the relative oscillator strength of hydrogenic transitions
of bismuth atoms in silicon extracted from the data, experimental data from the
literature [18], and the theoretical values calculated by Clauws [61]. All the transitions
starts from the 1s(A1) state. † This transition exceeded the dynamic range of the
detector. ∗Data extracted from [18].
region dominated by transverse acoustic phonons and, as shown by the blue filled line
in Fig. 2.4, the phonon density did not change dramatically between transitions except
the transition to the 2p0 in the antimony sample, which was in a region with a density
of photons smaller than the others.
Phosphorus in germanium
The spectrum is illustrated by the black line in Fig. 2.4, where four peaks are shown
from the phosphorus impurities, 1s(A1) → 2p±, 3p±, 4p± and 4f±. The spectrum
also shows two extra peaks from arsenic contamination, which is discussed in the
forthcoming arsenic section. The position of the peaks fit with data previously reported
[54]. In this case, all peaks has symetric line shapes, and thus a normal Voigt function
was used.
Using the data extrapolated from this adjustment, the values of T2, Tinhom and
TPol described in the equation 1.5, were extracted using equation 2.28. The results are
shown in the table 2.4. The first clear feature that we can appreciate is that the average
lifetime of this sample is longer than the average silicon lifetime by approximately one
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Figure 2.4: FTIR spectra of phosphorus, arsenic and antimony in germanium. From
top to bottom, the lines represent the absorbance of phosphorous, arsenic and antimony
samples. The blue filled line represents the normalised density of phonons in germanium
according to [81].
order of magnitude. In this sample, all transition lines have ml = ±1 and three of
the four have the same total angular momentum. This similarity between the states
creates the possibility to compare them without the variable ml. First, all four states
have similar polarisation lifetimes, between 155 and 125 ps. Between the three states
that have the same total angular momentum, we can see that the polarisation lifetime
decreases steadily with the energetic level. This trend fits with the hypothesis proposed
for the silicon sample, that the probability of interaction grows with the size of the
state. In states 2p± and 4p± , it is possible to discriminate between the Gaussian
and Lorentzian components of the peak. In both cases, the inhomogeneous lifetime
is similar and shorter than the homogeneous one, making it therefore the dominant
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component and making the polarisation lifetime TPol smaller. It is reasonable to think
that in this sample all transitions have a similar inhomogeneous lifetime, which are
also the dominant component, and that this is the reason why all polarisation lifetimes
are similar. The extracted coherent lifetimes of 2p± and 4p± become shorter as the
energetic number increases. Assuming the same trend in the 3p± state, this could
explain why the polarisation lifetime decreases slowly as the energetic number increases.
It is possible to establish a low limit on the population lifetime T1 according to equation
2.30.
2p± 3p± 4p± 4f±
T2 lower limit 490 ± 50 250 ± 100
T1 lower limit 245 ± 25 125 ± 50
Tinhom 195 ± 5 170 ± 50
TPol 155 ± 5 140 ± 5 125 ± 5 140 ± 10
Table 2.4: Phosphorus-doped germanium: Lifetime components extracted from the
FTIR fitting. All quantities are expressed in ps.
In Table 2.5, the relative oscillator strengths calculated using equation 2.53 are
contrasted with those in theory [61]. The transition 1s(A1) → 3p± was set as the
standard and its value set to 100. In this case, the experimental values reasonably
agreed with the theoretical values except in the weakest state, 4f±. The oscillator
strength can be observed to have decreased as the energetic level increased.
2p± 3p± 4p± 4f±
Experimental 656 ± 9 100 ± 1 65 ± 13 20 ± 1
Theoretical 505 100 56 49
Table 2.5: Comparison between the relative oscillator strength of phosphorus in
germanium extracted from the data and the theoretical values calculated by Clauws
[61]. All quantities are expressed relative to the transition 1s(A1) → 3p±, which was
set at 100, and all the transitions come from the 1s(A1) state.
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Arsenic in germanium
The spectrum illustrated by the red line in Fig. 2.4 exhibits six different peaks
that correspond with arsenic transitions 1s(A1) → 2p0, 2p±, 3p0, 3p±, 4p± and 4f±
according to [54]. Additionally, the spectrum illustrated in dark red exhibits two peaks,
which also correspond to arsenic transitions 1s(A1) → 2p± and 3p±, originating from
contamination. This contamination offers the opportunity to analyse the strongest
transitions in a different sample with a lower concentration, which in this case is an
advantage because the first sample blocks almost all the light at the resonant frequency
of the 1s(A1) → 2p± transition. Transitions 1s(A1) → 2p0, 3p0, 2p± and 3p± from the
arsenic sample and 1s(A1) → 2p± from the phosphorus sample presented asymmetric
shapes, and they were adjusted using double Voigt functions. As mentioned previously,
the top of the 1s(A1) → 2p± transition of the first sample was a flat plateau because
the sample absorbed the majority of the light, letting only a small fraction of the beam
pass, which was indistinguishable from the noise. For this reason, the results extracted
from this transition are not as reliable as those desired and are unusable.
Using the data extrapolated from the fitting, the values of T2, Tinhom and TPol
described in the equation 1.5, were extracted using equation 2.28. In Table 2.6, the
different components of the lifetime are listed. As mentioned previously, in the arsenic
sample the transition 2p± fit was not accurate. Fortunately, the same transition
was clearer in the phosphorus sample, where the arsenic concentration was lower,
so that fit is discussed here. Regarding the polarisation lifetime, two trends were
observed: first, the states with ml = 0 had larger polarisation lifetimes; and second,
this dynamic seemed to decrease as the energetic level increased, as in the previous
sample. It is remarkable that in both spectra the polarisation lifetime of state 3p± were
consistent. There were four states where the Lorentzian and Gaussian components
could be extracted: 2p0 , 2p±(phosphorus sample), 3p±(phosphorus sample) and 4p±.
In those states, the extracted coherence lifetime T2 seemed to decrease as the energy
value increased, independently of the projection of the angular momentum, as observed
previously. The inhomogeneous lifetime Tinhom remained approximately constant in
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three of the four lines where ml = ±1, between 300 and 350 ps. The fourth one, which
corresponded to the 2p0 state, had a larger Tinhom. The inhomogeneous lifetime was
caused by the anisotropy of the environment, and this pattern could suggest that this
effect depends mainly on the projection of the angular momentum. In these states, it
is possible to establish a low limit on the population lifetime T1 according to equation
2.30.
Arsenic sample
2p0 3p0 3p± 4p± 4f±
T2 lower limit 510 ± 40 260 ± 30 210 ± 60
T1 lower limit 255 ± 20 130 ± 15 105 ± 30
Tinhom 550 ± 70 300 ± 80 350 ± 100
TPol 324 ± 20 230 ± 10 180 ± 20 160 ± 5 130 ± 5
Phosphorus sample
2p± 3p±
T2 lower limit 480 ± 90
T1 lower limit 240 ± 45
Tinhom 330 ± 60
TPol 170 ± 10 170 ± 10
Table 2.6: Arsenic doped germanium: Lifetime components extracted from the FTIR
fitting. All quantities are expressed in ps.
Table 2.7 compiles the relative oscillator strengths of the different transitions,
obtained using equation 2.53, and compares them with the values obtained from [61].
The transition 1s(A1) → 3p± was set as the standard and its value was set to 100.
Comparing this study’s values with those in the literature, this study was found to have
achieved good agreement in all peaks except the last one 4f±, which was also the least
intense. It is remarkable that the experimental value of the oscillator strength disagreed
with the theoretical one of the same factor in the phosphorus sample, by approximately
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three times lower. The first observed pattern was that the ml = ± 1 states showed
greater oscillator strengths by approximately one order of magnitude compared with
their counterparts. Second, oscillator strength decreased as the energetic number
increased, as in the previous sample.
Arsenic sample
2p0 3p0 2p±† 3p± 4p± 4f±
Experimental 50 ± 4 9 ± 2 100 ± 9 46 ± 6 18 ± 1
Theoretical 51.2 9.7 494 100 57 49.8
Phosphorus sample
2p± 3p±
Experimental 440 ± 30 100 ± 8
Theoretical 494 100
Table 2.7: Arsenic-doped germanium: Comparison between the relative oscillator
strengths of arsenic in germanium extracted from the data and the theoretical values
calculated by Clauws [61]. All quantities are expressed relative to the transition 1s(A1)
→ 3p±, which was set at 100, and all the transitions come from 1s(A1) state. † This
transition exceeded the dynamic range of the detector.
Antimony in germanium
This sample produced a spectrum similar to the previous ones, illustrated in a shiny
red line in Fig. 2.4. Five peaks are observed corresponding to the transitions 1s(A1)
→ 2p0, 2p±, 3p± and 4p±, and a replica of the 2p± transitions because of the splitting
of the ground state caused by the chemical shift. The position of the first four peaks
fit with previously reported data [54]. In the case of the 1s(T2) → 2p± transition, the
chemical shift of antimony is the smallest of all species, which was reported to be as
small as 77 GHz[30], agreeing with our data. Peaks 1s(A1) → 2p± and 1s(T2) → 2p±
show asymmetry(which can be caused by bi-axial strain) and they were fitted using
different widths on each side. Here, as in the preceding arsenic section, the detector
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cannot resolve the top part of the 1s(A1) → 2p± transition due a lack of dynamic
range.
Using the data extrapolated from this adjustment, the values of T2, Tinhom and
TPol described in the equation 1.5, were extracted using equation 2.28. The results
are shown in Table 2.8. This case is particular because the spectrum has two peaks
corresponding to two transitions, which end in the same state, 1s(A1) → 2p± and
1s(T2) → 2p±. The lifetime of a certain level should be the same regardless of the
original state, but in our data both transitions had different polarisation lifetimes, 440
± 60 ps and 90 ± 5 ps, respectively. However, as occurred previously, the detector was
unable to resolve the top part of the 1s(A1) → 2p± transition due a lack of dynamic
range, and thus the second one’s results were more reliable than those of the first.
Three of the peaks, 2p0, 3p± and 4p± followed the same patterns found in the previous
sections: the polarisation lifetime decreased with the energetic number and the ml =
0 states had larger lifetimes. The other two peaks did not follow those patterns for
different reasons: 1s(A1) → 2p± was not resolved at its peak and 1s(T2) → 2p± came
from a different ground state. Only one transition could be discriminated between the
two components, namely 1s(T2) → 2p±. Here, according to equation 2.30, the lower
limit of the population lifetime is 110 ± 50 ps.
2p0 2p± 1s(T2) → 2p± 3p± 4p±
T2 lower limit 220 ± 100
T1 lower limit 110 ± 50
Tinhom 120 ± 20
TPol 175 ± 5 440 ± 60† 90 ± 5 135 ± 5 125 ± 10
Table 2.8: Lifetime components extracted from the FTIR fitting. The fact that only
one of the peaks presents an appreciable Gaussian width, and it is tiny, suggest that
the level of defects of this crystal is smaller than those of other crystals. All quantities
are expressed in ps. † This transition exceeded the dynamic range of the detector.
In Table 2.9, the relative oscillator strength calculated using equation 2.53 are
contrasted with the theory [61]. Transition 1s(T2) → 2p± is an exotic transition and
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no theoretical value has been published. There was reasonable agreement between the
experimental results and the theory on all transitions.
2p0 2p±† 1s(T2) → 2p± 3p± 4p±
Experimental 61 ± 2 480 ± 90 100 ± 3 58 ± 4
Theoretical 47 560 100 55
Table 2.9: Comparison between the relative oscillator strength of antimony in ger-
manium extracted from the data and the theoretical values calculated by Clauws [61].
† This transition exceeded the dynamic range of the detector.
2.7 Conclusion
The main states and transitions of bismuth-doped silicon and phosphorus-, arsenic-,
and antimony-doped germanium were studied using FTIR spectroscopy at cryogenic
temperatures. Several parameters were obtained, including different components of the
lifetime of different states, and the relative oscillator strength of several transitions,
mostly from the ground state. All this information is compiled in Appendix B. It is
important to clarify that those parameters are strongly sample-dependence, and they
cannot be consider as universal.
In the silicon sample, this study observed several transitions from the ground state,
two of which were forbidden by the first approximation. The phonon density is a
crucial parameter for understanding the dynamics of this sample, causing two of the
transitions to have remarkably short lifetimes. In general, this sample seemed to follow
some patterns: the polarisation lifetime decreased as the energetic number increased;
ml = ± 1 states had shorter lifetimes and s-states had longer lifetimes than p-states.
The coherent lifetimes of bismuth in silicon disagreed with data previously reported
[18]. This values are strongly sample-dependence, so it is not expect to find a prefect
match between different samples. Finally, the relative oscillator strength of the main
peaks did not agree with the theoretical estimations found in the literature [61], and
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currently no explanation exists for this discrepancy. Two new oscillator strengths were
found corresponding to transitions 1s(A1) → 2s and 1s(A1) → 3s. Transitions end in
states where ml = ± 1 has larger oscillator strengths than ml = 0 states.
In general, germanium samples had lifetime components approximately one order
of magnitude larger than those of silicon ones. Transition 1s(T2) → 2p± was observed
and its dynamic parameters and relative oscillator strength were quantified for the
first time. The polarisation lifetime of the different states followed approximately
the same patterns as in bismuth-doped silicon: the polarisation lifetime decreased
as the energetic number increased, and states with ml = 0 had larger polarisation
lifetimes than did states with ml = ± 1. Most of the relative oscillator strengths found
agreed with the theoretical estimations made by Clauws et al [61]. The only important
exception was the transition 1s(A1)→ 4f±, which diverged from theoretical estimations
in the two cases where it was measured by approximately the same factor. In general,
the oscillator strength decreased as the energetic number increased, and transitions
that ended in an ml = ± 1 state had larger dipole moments than did those with ml =
0 states up to one order of magnitude.

Chapter 3
Time-domain spectroscopy
Despite the valuable information extracted from the FTIR spectra, the results —espe-
cially the lifetimes—have been obtained indirectly and interpreted using a classical
framework, which has some limitations [63]. Moreover, the accuracy in the strongest
transitions may be compromised due to signal saturation, and other lines clearly show
the presence of undesirable effects such as a quadratic stark effect [68]. Therefore, it is
convenient to check those results using a more direct approach.
Time-domain spectroscopy is a useful test to measure the fundamental properties
of the dynamics of a system [82]. One implementation is called a pump-probe, and it
is designed to measure the population lifetime of an excited state. It is based on the
absorption changes at the resonant frequency due to population changes in the ground
state and excited state. These variations are caused by a combination of absorption
and stimulated emission. The target state is populated by an optical excitation, which
promotes an important part of the electronic population from the ground state. Then,
the electron population is monitored before and after the perturbation to determine
its temporal evolution.
A time-domain spectroscopy technique design exists for directly measuring the
permanency of a quantum state without dephasing. It was originally designed to
measure the spin lifetime of a nucleus using an approach that is now called spin
echo. In the present study, we used a variant of this technique adapted to measure
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the coherence of electron states, which is known as photon echo. To describe the
experiment, the use of quantum mechanics in addition to classical electrodynamics
was necessary, and some of its concepts are directly related to some classical ones
described in subsection 1.3.1. The sample is altered using a laser pulse which generates
a superposition between the ground state and excited state. This superposition
immediately starts to rotate on the Bloch sphere (observed from the lab frame picture)
until noise makes it lose its phase or forces it to collapse. After some time, a second
laser pulse inverts the spinning direction, causing after the same time all the centres of
the sample to coincide in the phase that they possess at the beginning of the rotation,
generating a laser pulse.
In this chapter, the pump-probe technique is used to measure the 2p± population
lifetime in samples of Ge:As (which has not been reported in the literature) and Si:Bi
(which has been reported [18]) described in the previous chapter. The main goals were
to check the reliability of the previous results and find the population lifetime of this
transition. The photon echo technique was used to study an Si:Bi sample, specifically
the transitions 1s(A1) → 2p± and 1s(A1) → 3p± (both completely novel), and the
results were consistent with those previously found in the FTIR spectrum.
In addition, a different effect was found during a pump-probe experiment. It was
identified as a coherent artefact, a nonlinear FMW effect previously reported in the
literature for other systems [83]. The presence of this phenomenon suggested a high
nonlinear coefficient.
3.1 Pump-probe technique
The study of ultrafast processes at high resolution is one of the most relevant problems
in condensed matter to understand phenomena such as electrical conduction or the
prevalence of quantum information. The evolution of our quantum systems usually
occurs in timescales below nanoseconds, and it is not easy to observe except if using
ultrafast time-domain spectroscopy. One of the tools extensively used to achieve such
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experiments is pump-probe spectroscopy. It is designed to study ultrafast phenomena
caused by some optical perturbation. In essence it consists of a laser pulse or pulses
(called the pump), which generates a nonequilibrium state on the sample, and then
another laser pulse (called the probe) performs some transmission measurements at
some time after the pump, mapping how the nonequilibrium state evolves temporally
to equilibrium. Through changing the time delay between the pump and probe,
it is possible to map the whole evolution of the system back to equilibrium. The
temporal resolution is principally limited by the duration of the pulses, which must
be considerably shorter than the effect to study. Only since the development of
ultra-short-pulsed laser systems has this kind of experiment been possible.
The pump is meant to change the sample, whereas the probe is meant to test the
effect of the pump in a nondisruptive way. To achieve this, the pump must be intense
enough to cause relevant changes, but not too intense to cause nondesirable effects
such as two-photon excitation or heating. The probe pulse, on the other hand, is not
meant to change the state of the sample significantly, just test it, and thus it should
be low power.
Several different implementations of this basic scheme exist to achieve different
objectives. Depending on the objective, pump and probe pulses can have the same or
different frequencies. The probe beam can also be monochromatic or multi-coloured,
and both beams could be collinear or hit the sample at a small angle.
In this particular experiment, the goal is to measure the electron population decay
of a certain excited state after a short optical excitation. The frequency of both pump
and probe must be resonant with the energy of the transition. The pump pulse is
meant to excite an important part of the electron population from the ground state to
the excited state, and therefore it should be short and intense.
On the other hand, the probe pulse is more complex because it contains the inform-
ation. When it crosses the sample, it can interact with the centres through two main
processes: being absorbed by electrons from the ground state, or stimulating the emis-
sion of more photons through the stimulated deexcitation of electrons from the excited
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state. According to Einstein’s equation, both absorption and stimulated emission have
the same likelihood in the same electron population, making the populations of each
state (ground and excited) the critical parameters. The amount of transparency of the
sample depends on the difference in those magnitudes:
Transparency(t) ∝ ne(t)− ng(t) (3.1)
where ng is the population of the ground state and ne is the population of the
excited state. Measuring the transparency of the sample at the resonant frequency,
we have a relative measurement of the ratio between the ground population and the
excited population. This magnitude has an exponential decay in time, with the same
characteristic lifetime as the excited population. This evolution is illustrated is Fig.
3.1.
Figure 3.1: Pump-probe scheme. The pump pulse creates a nonequilibrium system
and the probe tests it over time.
However, this description is no longer valid in the region of zero delay between both
beams, where the two pulses are spatially and temporally overlapped in the sample. In
this case, both beams cease behaving like independent entities and interfere with each
other as well as with the medium. The consequences of this effect, usually refereed as
’coherent artifact’, are analysed in depth in subsection 3.1.3.
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3.1.1 Intermediate states
In doped semiconductors, excited electrons usually decay in cascade rather than a direct
deexcitation to the ground state. This double decay implies that the re-population
of the ground state depends on the population lifetime of the excited state and
the intermediate states, being impossible to distinguish between both contributions.
However, this is not a problem in the case when the intermediate level has a population
lifetime much shorter than the excited state. In this case, the electrons fall into the
ground state approximately at the same speed as they fall into the intermediate state,
where the main factor in the process is the slow deexcitation from the excited state.
In theory, this is the case in bismuth-doped silicon. The deexcitation from upper
energy states first drops to the 2p0 and then to the ground state by an optical phonon
[18]. This last transition is very fast, typically faster than any other [84–86], because
it is resonant with optical phonon peaks, as shown in Fig. 2.3. This is also consistent
with the results found in the previous chapter, where the transition 2p0 → 1s had the
shortest lifetime of TPol = 5 ps.
Arsenic-doped germanium does not have an intermediate state clearly resonant
with a phonon peak [81, 54], as shown in Fig. 2.4; therefore, the path that electrons
follow while they decay is more unclear. The results found in the previous chapter did
not reveal any state with a particularly short polarisation lifetime; thus, it is unknown
how important the presence of intermediate states in the experiment is.
3.1.2 Reciprocal decay
In the previous subsection, we explored the effect that intermediate states could have
in the experiment. Now, there is another element that can distort the results of the
experiment—the presence of the conduction band. In an ideal case, all the absorbed
radiation would cause one-photon excitation from the ground state to the excited
state. However, when the pump pulse is strong enough, multiphoton processes can
take place, exciting the electrons to the conduction band. The population relaxation of
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this three-level system could be described using the following dynamic equations [19]:
n˙g = ne/T1 + Pgn2i (3.2)
n˙e = −ne/T1 + Pen2i (3.3)
n˙i = −Ptotn2i (3.4)
where ng is the fractional population of the ground state, ne is the state excited directly
by the pump, and ni is the ionised state. The free-electron density is equal to the
ion density because of the charge conservation, and particle conservation implies that
ng + ne + ni = 1. The first equation (3.2) represents the changes in the ground state
population. The first term is the decay from the excited state and the second term is
that from the conduction band, which is proportional to the product of the electron
and ion densities; that is, n2i . Pg is the constant of that proportionality. The second
and third equation can be interpreted similarly, with Pe describing the relaxation from
the conduction band to the excited state and Ptot = Pg + Pe. The recombination rates
Pg,e are described using the cross-section of the electron captured from the ground and
excited state σg,e, the mean velocity of the electron thus captured ν, and the donor
concentration N0:
Pg,e = σg,eνN0 (3.5)
The solutions to equations 3.2,3.3 and 3.4 are as follows:
ng(t) = ng0 +
(
ne0 + ni0
Pe
Ptot
)
(1− e−t/T1) + ni0
(
1− Pe
Ptot
)
t
t+ tR
− b(t) (3.6)
ne(t) = ne0 −
(
ne0 + ni0
Pe
Ptot
)
(1− e−t/T1) + ni0 Pe
Ptot
× t
t+ tR
+ b(t) (3.7)
ni(t) = ni0
(
1− t
t+ tR
)
(3.8)
b(t) = ni0
Pe
Ptot
tR
T1
e−(t+tR)/T1 [E1(−tR/T1)− E1(−(t+ tR)/T1)] (3.9)
where E1(x) is the exponential integral. If we look at the solutions of the ground and
excited state, there are four contributions: a constant, an exponential decay, and a
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reciprocal decay (1/t, where t is the time after the pump pulse) with a characteristic
lifetime of
tR = ni0−1Ptot−1 (3.10)
The fourth function b(t) contains the cross contributions, which are small in comparison
and can be ignored.
In general, the transparency of the sample is proportional to the population
difference between the ground state and the excited state, as shown in equation 3.1.
The absorption of the electron on the conduction band could be ignored because it is
a second-order phenomenon [87], and thus it is less likely than the absorption of the
centres (which is first-order). We can conclude that the transparency has three main
components, namely one constant, one exponential, and one reciprocal. The exact
formula is as follows:
∆Transparency(t) ∝ ne(t)− ng(t) = (3.11)
= ne0 − ng0 − 2
(
ne0 + ni0
Pe
Ptot
)
(1− e−t/T1) + ni0
(2Pe
Ptot
− 1
)
t
t+ tR
= (3.12)
= A+Be−t/T1 + C t
t+ tR
(3.13)
The main consequences of the presence of the conduction band is that it can empty the
ground and excited states, which cause an increase in the transparency of the sample.
This increase in transparency lasts until the ionised population gets recombined, which
usually takes much longer than the natural relaxation. As shown in equation 3.10, the
characteristic lifetime for this relaxation from the conduction band depends on the
population of the conduction band and a constant. In pump-probe experiments, the
energy is set to minimise the number of ionised electrons; thus, the ionised population
is usually low and therefore the reciprocal lifetime high. Moreover, the reciprocal
function decays slower than the exponential, as show in Fig. 3.2.
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Figure 3.2: Typical behaviour of an exponential and a reciprocal decays with the same
lifetime. The exponential function decays faster than the reciprocal despite both has
similar slopes on the left side of the graph.
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Figure 3.3: Coherent artifact diagram [83]
3.1.3 Coherent artifact
The coherent artifact is a phenomenon of interference between two or more electro-
magnetic waves inside a nonlinear medium. It usually occurs during the running of
pump-probe experiments where the delay between both beams is close to zero [83] (
see Fig. 3.3).
When two or more electromagnetic waves of the same wavelength and different
propagation directions coincide at the same point, they create an interference pattern.
This means there is a 2D pattern of constructive interference where the intensity
is large and destructive interference where the intensity is zero. If the interference
is produced inside a nonlinear medium, the refractive index of this medium will be
modulated like the interference pattern (or a negative version of it, depending on
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whether the nonlinearity is positive or negative). The excitation of the medium, which
induces imaginary parts of the refractive index, is also modulated in space thanks to
the interference of those waves. In both real and imaginary cases, these refractive index
patterns are periodic in space, and can cause Bragg diffraction. As a consequence,
some of the light from each of the beams is diffracted in the direction of the other
beam (and also diffracted by other orders). This can cause an apparent increase in the
transparency of the sample where some of the pump light is scattered in the direction
of the probe, increasing the signal registered by the detector, or an apparent decrease
in the transparency, where some of the probe light is scattered in a different direction.
The strength of this effect is determined by χ(3), and it is explained in more detail in
Chapter 4.
In pump-probe experiments where the goal is to measure T1, it is common to
attempt to reduce the coherent artifact as much as possible using some experimental
procedures such as the orthogonal polarisation of both beams and a nondegenerate
pump-probe scheme [88, 89]. However, it was demonstrated experimentally that this
effect can take place even in the case of orthogonal polarisation between the pump and
probe when the medium is anisotropic [83], and can be described within the framework
of a simple phenomenological model of light–medium interaction.
To finish, another minor consequence of the coherent artifact is the presence of
some oscillation on the decay. This effect has been described in the literature as being
caused by a coupling between phonons and ultrashort laser pulses [83, 89].
3.2 Photon echo technique
Photon echo is an standard tool of nonlinear spectroscopy where a quantum system
artificially reaches a momentary in-phase state, followed by a optical pulse. This
coherent process is crucial in quantum computing research for determining the coherence
time T2 directly. One of its main advantages is that it is especially effective for
discriminating the inhomogeneous decoherence effect from the homogeneous. The
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photon echo technique can be explained using a quantum-classical approach based on
the Bloch sphere, which helps to obtain an intuitive picture of the effect. To see more
information about the Bloch sphere see [90].
The technique is based on a phenomenon discovered in 1950 by Ewin Hahn and
improved by Carr and Purcell [91, 92]. Since it was first observed in 1964 [93],
photon echo has been performed in vapours [94], rare-earth doped crystals [95], and
semiconductors [96]. It is inspired by the analogue technique of spin echo used in
nuclear magnetic resonance. Current studies are focused on rare-earth crystals and
atomic vapours with large storage times, which are crucial for the implementation of
robust interfaces of matter and light. They have been used to study energy levels and
the coherent lifetime of optical excitation [97].
3.2.1 Rabi oscillations
Light–atom interaction has been studied extensively using classical electrodynamics
and quantum theory [62], founding two main scenarios: the weak (or incoherent) and
strong-field (or coherent) limit. The difference between them is the magnitude of
the electromagnetic field and the population of the ground state, which is assumed
constant in the first case. In the strong-field limit, an important part of the population
is excited by optical excitation. In this case, the value of the quantum parameters
play a more relevant role in the evolution of the system, and therefore they are usually
easier to extract.
In the strong-field regime, a coherent resonant electromagnetic wave interacts with
a two-state system, making it fluctuate between the ground and the excited state (see
Fig. 3.4). This process is called Rabi oscillation, and its characteristic frequency is
ΩR = (eµ12/ℏ)F , where e is the charge of the electron, µ12 is the transition dipole
matrix element, ℏ is the reduced Plank constant, and F is the electric field envelope of
the light beam. For a finite pulse, the state of the system after the pulse has passed
varies sinusoidally in respect to the pulse area, a parameter which depends on the
duration and intensity of the pulse, and is expressed as A = (eµ12/ℏ)
∫
F (t)dt.
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Figure 3.4: Schematic description of Rabi oscillations. A quantum two-level system in
the ground state (a) is excited by a coherent light source. This perturbation causes a
change in the system (b), making it oscillate between the ground and the excited state
(c).
Now, depending on the pulse area, the final state of the system can be selected to
achieve certain purposes. Through selecting the duration and intensity of the pulse, it is
possible to design specific pulses that rotate at a specific angle around the Bloch sphere.
The two most important are called π-pulse and π/2-pulse, which cause a rotation of
π radians and π/2 radians, respectively, along the Bloch sphere. Notice that this is
only true when the pulse duration is significantly shorter than the coherent lifetime;
otherwise, the system will be altered by dephasing processes during the interaction
and the final state will not be the expected one.
3.2.2 Photon echo
To perform the experiment, two coherent laser pulses are required to hit the sample
with a tuneable delay between them. The experiment begins with a two-state quantum
system in the ground state (see Fig. 3.5 a), which is controlled using light pulses
resonant with the transition. Using a π/2-pulse, it is possible to induce a superposition
of ground and excited states (see Fig. 3.5 b). This pulse is usually referred to as a
pump pulse. Suppose that this pulse hits a sample with multiple oscillators at time t =
0; for a real sample with multiple dipoles, if the pulse is shorter than the decoherence
time, the whole system reaches a collective superposition, where all the centres start
to rotate around the Bloch sphere (see Fig. 3.5 c). Initially, all the centres rotate
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coherently in phase, emitting strong coherent radiation proportional to the square of
the number of excited centres. However, this synchronisation soon disappears due to
anisotropies in the local neighbourhood of each centre. Local defects, the presence of
other ions, or any other anisotropy in the environment could change the rotational
speed of ions unevenly, destroying their global coherence. At that moment, no coherent
radiation is emitted, and the incoherent one is weak and emitted randomly.
However, their relative phases can be restored using a second laser pulse, which
reverses the direction of the oscillation around the Bloch sphere. This second laser
pulse is called, for obvious reasons, the rephasing pulse, and it is meant to be a π-pulse,
as described in subsection 3.2.1. After some time t = t’, a second pulse hits the sample
and rotates the vectors in the Bloch sphere by π radians (see Fig. 3.5 c). Now, the
Bloch vector angular velocity has reversed and it starts to rotate backwards, traversing
back all the angle that it has previously moved. After a time t = 2t’, the Bloch vector
has recovered the state that it had just before the arrival of the first pulse (see Fig. 3.5
d). The interesting part is that this effect happens independently of the rotation speed,
and therefore after a time 2t’ from the arrival of the first pulse, all the dipoles will
again have the exact same phase, which cause all the photons emitted at this moment
to have phase matching, creating a flash called an echo pulse (see Fig. 3.5 e). This
process is only possible if the laser pulses are coherent in all the pulses, as explained in
subsection 3.2.1. The total intensity of this flash depends linearly on the number of
centres that have completed the whole process without losing their coherence. Varying
the temporal overlap between the pump and the rephasing pulses, and measuring the
echo strength against this delay, a direct measurement of the coherent lifetime T2 is
performed.
In general, the amplitude of the echo decreases exponentially with the time delay
between the first and second pulses. This exponential decrease has a characteristic
lifetime corresponding to T2/4, as described in Section 1.4. The factor 4 is caused
by two different effects: first, the delay between the first and second pulses is half
of the delay between the first and echo pulses. This leads to a decay twice as fast
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Figure 3.5: Schematic description of photon echo on the Bloch sphere
as it should be; second, the intensity of the echo is not linearly proportional to the
polarisation—the relation is quadratic. This leads to a power of 2 in the signal axis,
which becomes another factor of 2 in the measurement of the lifetime.
In this particular experiment, a sample with a low concentration of defects, and
consequently with a low inhomogeneous lifetime, could be harder to test. This is caused
because, in a sample relatively homogeneous, the Bloch vector will disperse less once
that they have started to rotate. In this system, more natural relaxation will happen
than in a system where the Bloch vectors disperse relatively fast.
3.2.3 Phase matching
To achieve phase matching, a photon echo should be seen as a parametric nonlinear
process that occurs in the presence of two electromagnetic waves (labelled 1 and 2,
respectively) [45]. This is an alternative perspective based on classical nonlinear optics,
which clarifies some features of the process that the previous quantum description
omits.
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As a general form, the complex field of a monochromatic travelling wave can be
expressed as follows:
F (x⃗, t) = F0 cos(k⃗ · x⃗− ω0t) = 12F0(e
−i(k⃗·x⃗−ω0t) + ei(k⃗·x⃗−ω0t)) (3.14)
where F (x⃗, t) = |F⃗ (x⃗, t)|, k⃗ is the wavenumber, ω0 is the radial frequency and F0 is
the complex amplitude of the electric field. Let us consider two travelling waves with
similar wavenumbers k⃗1 ∼ k⃗2 and the same frequency in a nonlinear medium. The
polarisation of the medium is the addition of different terms as seen in equation 1.6.
The third-order term caused by those waves takes the form of
P (3)(x⃗, t) = ϵ0χ(3)F 3(x⃗, t) = ϵ0χ(3)(F1(x⃗, t) + F2(x⃗, t))3 (3.15)
Now, expanding the brackets we obtain several terms, but most are irrelevant for our
analysis because they represent third harmonic waves. There are only two components
that keep the same frequency ω0:
P (3)(x⃗, t) = 18ϵ0χ
(3)(F ∗1F 22 (ei((2k⃗2−k⃗1)·x⃗−ω0t) + e−i((2k⃗2−k⃗1)·x⃗−ω0t))
+F 21F ∗2 (ei((2k⃗1−k⃗2)·x⃗−ω0t) + e−i((2k⃗1−k⃗2)·x⃗−ω0t)))
(3.16)
Those components are responsible for two new waves, one in the direction k⃗3 = 2k⃗2− k⃗1,
which is strong when F2 is strong, and the other one in the direction k⃗4 = 2k⃗1 − k⃗2,
which is strong when F1 is strong. Figure 3.6 shows the spatial distribution of the
wavenumber vectors in the experiment. To be strict, it is not possible to satisfy
|⃗k1| = |⃗k2| = |⃗k3| = |⃗k4| = 2πλ and simultaneously respect the phase matching diagram
shown in the Fig. 3.6, but we can assume that this disagreement is small enough if the
angle between k⃗1 and k⃗2 is small, and it is possible to achieve quasi-phase matching.
From now, the analysis focuses on the k⃗3 component only, which was called echo in
previous sections, and ignores the k⃗4 component. Consequently, k⃗1 corresponds to the
pump beam and k⃗2 to the rephasing beam.
70 CHAPTER 3. TIME-DOMAIN SPECTROSCOPY
Figure 3.6: Phase matching condition for four-wave matching.
3.3 Experimental methods
Two different states from two different samples were studied using the pump-probe
technique: state 2p± of arsenic-doped germanium and state 2p± of bismuth-doped
silicon. Two different states were also studied using the photon echo technique: 2p±
and 3p± of bismuth-doped silicon.
3.3.1 Light source
In this type of experiment, the light source must fulfil certain requirements. It should
be resonant with the transition, tuneable, monochromatic, short-pulsed, and relatively
intense. These requirements are not easily achievable, and the selection of the light
source conditions the experiment.
Previous works have shown that the expected lifetime of the intra-centre relaxation
of dopants in silicon can be from tens of picoseconds to several hundreds [18, 19, 98].
Consequently, the pulse duration must be shorter than 10 picoseconds, ideally by
almost one order of magnitude.
Dopants in silicon and germanium possess typical orbital energies in the range of
a few meV (see Appendix A), which correspond to radioactive frequencies from 1 to
20 THz. As explained in Section 1.2, this range is particularly difficult to reach with
coherent classical sources like lasers or microwave emitters. It is too slow to have a
laser medium stable at room temperature, and too fast to be generated by an electronic
device. In the THz regime, pump-probe is usually performed using a broadband light
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source as pump [99] due to the lack of narrowband THz sources. However, in this
particular experiment, it is mandatory to be able to discriminate between different
states, and thus the use of a monochromatic source is necessary despite its difficulty.
To obtain a narrowband coherent source of THz light, special systems are required
such as nonlinear frequency converters or extremely fast circuits. One such light source
is the free-electron laser.
Free-electron lasers can fulfil all previously listed requirements listed. They are
tuneable, high-power, short-pulsed, and monochromatic. They have also been used for
this type of experiment previously [18, 100, 101], making them the obvious candidate
for performing this experiment.
3.3.2 Free electron lasers
Free-electron lasers (FELs) use the kinetic energy of extremely-high-speed electrons as
a laser medium. Once accelerated, the electron beam is introduced inside a laser cavity
along the cavity axis. A set of alternating magnets induces an oscillating magnetic
field perpendicular to the direction of the beam. This array of magnets is called an
undulator or wiggler, and makes the electrons oscillate perpendicular to the direction
of the axis, travelling along a sinusoidal path.
During this waving, and due to the transverse acceleration, electrons emit random
synchrotron radiation tangentially to their speed. The power of this radiation scales
linearly with the number of electrons, and its frequency depends on the speed of
the electrons and, more importantly, the strength of the magnetic field. Keeping
those variables approximately constant during the whole electron path results in the
radiation emitted being monochromatic; however, it is also incoherent due to the lack
of coordination between the photon emissions. Though achieving coordination, it is
necessary to place the electron beam inside a laser cavity. Due to its geometry, the
photons emitted parallel to the cavity axis induce the emission of more photons parallel
to the axis and initiate the laser emission.
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Inside FEL cavities, the transverse electric field of the radiation becomes strong
enough to interact with the electron beam, causing changes in the velocity of some
electrons through the ponderomotive force [102]. This effect, which is not described
here, results in an electron density modulation inside the cavity, clumping the electrons
into small packages with a separation of one optical wavelength. In a pulsed FEL,
each package radiates in phase, making the light emission pulsed and coherent. The
emission frequency could be tuned by adjusting the electron kinetic energy or, more
importantly, changing the strength of the oscillating magnetic field.
Because the gain medium of this type of laser is not fixed by a level structure, FELs
can be designed to emit in a wide range of frequencies, from THz to X-rays. This
flexibility allows them to emit in ranges where few other sources can, one of which
is THz frequencies. Moreover, FELs have no solid gain medium and thus there is
no damage threshold to consider, and there is no fundamental limit on the output
power. The power tends to be limited mainly by space-charge effects that damage
the electron pulse. Additionally, free-electron lasers emit short, high-intensity, and
frequency-tuneable coherent pulses, making them arguably the most convenient light
sources for studying fast dynamic phenomena in semiconductor dopants. Nevertheless,
it is worthwhile to mention the high cost of the maintenance and operation of these
facilities, in addition to the large spaces they require, making them unpractical for
large-scale consumption.
FELIX
FELIX (Free-Electron Laser for Infrared eXperiments) is a free-electron laser placed at
the University of Radboud in the Netherlands.
This laser produces an approximate sec2-shape pulses with a pulse duration of
approximately 5 ps and a repetition rate of 25 MHz. These pulses are packed in trains of
10 µs and delivered at a 10-Hz repetition rate, and are usually called macropulses. Each
macropulse contains approximately 250 individual pulses. The frequency can be tuned
from approximately 3 to 120 THz, and the energy per macropulse, despite varying
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depending on the frequency, can be as high as 3 mJ. The time-resolved spectrum of
each macropulse is measured using a grating spectrometer equipped with a fast 48-pixel
array and stored during each measurement. As the pulses are nearly time-bandwidth
limited [103], the pulse duration can be estimated from the spectrum. They typically
have a duration of a few ps, corresponding to a spectral bandwidth of approximately
0.3%.
3.3.3 Experimental setup
Two similar setups were used to achieve the best result for each experiment. The
frequencies used in each sample, despite not being too far from each other, present
different technical challenges and fundamental changes were necessary to achieve the
best results.
Germanium sample
In the pump-probe experiment on germanium, FELIX was used. The light was set at
100 µm, corresponding to the energy of the 1s(A1)→ 2p± transition, linear polarisation,
and approximately 50 µJ per macropulse. This was close to the long wavelength limit
of FELIX and one of the longest wavelength pump-probes ever attempted with an
FEL [100]. The experiment is graphically described in Fig. 3.7. It was performed in
a vacuum ambient to avoid noise from air fluctuations and vapour absorption, which
is strong in this regime. The beam was nonsymmetrically divided in two using a
beam splitter. One of them, the pump beam, contained 99% of the energy and passed
through a set of neutral attenuators to reduce its intensity. The second one was used to
probe. An optical delay line changed the optical path of the pump beam with respect
to the probe beam, letting the probe beam scan the sample before and after the pump
arrived. This delay line has a maximum range of 15 cm, equivalent to 1 ns. The
sample was cooled to 7 k using a cryostat by a constant fluid of helium vapour. Similar
experiments conducted with Si:P and SiGe:P showed that this temperature is adequate
[104]. Quartz windows let the beams hit the sample quasi-perpendicularly in an area of
74 CHAPTER 3. TIME-DOMAIN SPECTROSCOPY
approximately 1 mm2. After the cryostat, the pump beam was blocked using a screen.
The intensity was recorded using a Ge:Ga bolometer at liquid He temperatures and
software synchronised with the laser.
The sample used was previously described in Section 2.5. It consist of a 5 × 5 ×
0.7 mm natural germanium crystal with 7 × 1013 ions/cm3 of arsenic, wedged to 1◦ to
avoid Fabry–Perot oscillations.
Figure 3.7: Scheme of the experimental set up for the non-co-linear pump-probe
experiment. On the co-linear version, both pump and probe beams where recombined
using a beam splitter before they hit the sample.
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Silicon sample
The experiment on silicon was performed in similar conditions with some minor
differences. In this case, the system was filled with air due to there being no important
water absorption lines near the resonant frequencies. When pumping out the system,
the optics tend to move slightly and the container deforms, and thus it is convenient
to avoid when possible. The pump-probe setup was similar to that in the germanium
experiment, except for the frequency of the light, which was set at 15.6 THz in resonance
with the transition 1s(A1) → 2p±, and the intensity of the macropulse, which was set
at approximately 1.5 mJ.
The photon echo experiment was also performed using FELIX. The optical setup
was quite similar to the one used for the pump-probe experiment but focused on the
echo beam. It is illustrated in Fig. 3.8. The FELIX beam was non-symmetrically
divided in two using a beam splitter. The resulting beams, called the pump beam
and the rephasing beam, have an intensity ratio of approximately 1:4 between them
(not to be confused with the pump and probe beams from the previous experiment,
where the pump was more intense than the probe). This ratio is set to get a ratio
1:2 in the electric field amplitude, which guarantees that the pump beam rotates the
Bloch sphere two times more than the rephasing. The exact angle rotated by the
pump beam is not the same in all the active area because the beam intensity is not
constant, it has some profile in the plane transverse of the propagation. But in some
areas, the electric field intensity of the pump beam is the exact needed to cause a π/2
rotation, and therefore the rephasing beam causes in those areas a π rotation. The
signal measured is the light generate on those areas. A delay stage changed the optical
path of the pump beam with respect to the rephasing, letting the pump pulses reach
the sample after, during, and before the rephasing pulses. The total range of the delay
stage was 15 cm, which can be translated to a 1 ns delay, a time scale considerably
larger than the coherent lifetime expected (see subsection 2.6.1). Then, both beams
hit a parabolic mirror which made them focus on the same spot, just on the sample’s
surface inside a cryostat. Both original beams (pump and rephasing) and the new
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beam (the echo beam) were then collected by a second parabolic mirror. Then, all
three beams travelled in parallel, hitting a pinhole mounted in a motorised stage. This
pinhole could move in two dimensions, perpendicularly to the direction of the beams.
This pinhole allowed us to select the beam that we wanted to measure and block the
other two as much as possible. Finally, a third parabolic mirror collected the light of
the selected beam and focused it on the detector crystal. This third parabolic was
aligned in a manner that it focused all three beams in the same spot on the detector
crystal without any realignment. The intensity was recorded using a mercury cadmium
telluride detector at liquid N temperatures and a software synchronised with the laser.
The cryostat cooled the sample to 7 k using a constant fluid of helium vapour. The
cryostat window was made of quartz, which is transparent both to resonant frequencies
and visible light, making the alignment easier. Pump and rephasing beams overlap on
the sample in a circular area with a radius of approximately 130 µm. A photo-thermal
camera was used to ensure the overlap of both beams, placing them at the sample
surface with high precision.
The sample used was previously described in Section 2.5. It consist of a 5 × 5 × 1
mm natural silicon crystal with 1.4 × 1015 ions/cm3 of bismuth, wedged in to avoid
Fabry–Perot oscillations.
Because the samples were the same as those used in the previous chapter, the
results should be consistent with the different lifetime components obtained in this
chapter and described in equation 1.4.
3.4 Results and discussion
3.4.1 Germanium
Population lifetime
During this experiment, this study observed that the lifetime of the decay varied with
the pump intensity. An example of this phenomenon is illustrated in Fig. 3.9, where
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Figure 3.8: Schematic of the photon echo setup.
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three tails are shown corresponding to three different pump intensities. Here, only three
scans are presented for clarity purposes. At larger intensities, no decay was observed in
our range, whereas it became shorter as the pump intensity was reduced until around
610 ps, where it stabilised. This phenomenon could be explained by taking in account
that a pulse that is too energetic can excite the electrons farther than the 2p± state, by
exciting the electrons already excited on the 2p± state, or by a two-photon absorption
from the ground state as described in subsection 3.1.2. Electrons could end in the
conduction band, where they often present longer lifetimes than those in the hydrogenic
states, exceeding the scale of ns [100].
Figure 3.9: Comparison of signal tails using three different pump intensities on an
arsenic-doped germanium crystal at 7 kelvin. Laser wavelength is resonant with
transition 1s(A1)→ 2p± at 100 µm. Labels indicate the average macroscopic intensity.
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As explained in subsection 3.1.2, the presence of the conduction band could lead
to a reciprocal component in the decay, which then becomes a combination between
reciprocal and exponential. This shape, for which the analytic expression is shown
in equations 3.6 and 3.7, can be used to fit the data and extract the contribution of
each component. Using that equation, it is possible to discriminate the data with the
reciprocal component to select those which present a pure exponential component, and
are therefore not altered by the conduction band.
Finally, the results that were selected are presented in the left graph of Fig. 3.10.
These data were obtained using a pumping energy of 1.5 kW mm−3. This is because
at this energy there is an optimal compromise between low intensity, which limits
the ionisation, and high intensity, which increases the signal–error ratio. The right
graph shows the decay of the transmission presented in both exponential and reciprocal
scales. As stated in subsection 3.1.1, in germanium it is unclear what contribution
intermediate states make to the decay, but through this comparison it is possible to
estimate the contribution of each component. We can see that the data corresponding
to the exponential scale remained straight through all the scans, while the reciprocal
data were only slightly curved. This linear behaviour on the exponential but not in the
reciprocal scale indicates that the decay is composed mainly of transitions from the
excited state and not from the conduction band. Germanium-doped arsenic has three
states between 2p± and 1s(A1), and they are accessible by radiative and nonradiative
transitions. It is not possible to determine if this decay corresponds to the decay of
the 2p± state or with another intermediate state.
The population lifetime found is T1 = 610 ± 10 ps at approximately 7 K. According
to equation 1.4, the relation between T1 and T2 must satisfy
1
T2
= 12T1
+ 1
Thom
→ 1
T2
− 12T1 =
1
Thom
≥ 0 (3.17)
Assuming that these data correspond to the state 2p±, in this case is fulfilled using
the T2 from the FTIR, which was found to be T2 = 480 ± 90 ps, thereby obtaining a
Thom equal to 800 ± 200 ps for this sample.
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Figure 3.10: Population decay of the Ge:As 2p± state. Red dots represent the ex-
perimental data while the solid black line corresponds with a fitting using the error
function for rising and an a combination of exponential and reciprocal decays for the
tail (see equation 3.13).
Notably, the data shown in Figs. 3.9 and 3.10 have some waving on the tail. This
behaviour was reported in the literature [83] to be a minor consequence of the coherent
artifact, as explained in the next section.
Coherent artifact
As explained previously in Section 3.1 and subsection 3.1.3, near to zero delay the
system could present a different phenomenon called the coherent artifact. This is usually
an unwanted effect observed near the point where both pulses coincide temporally. It
is produced by the interaction between the beams and the substrate medium. This
effect could be seen in the left graph of Fig. 3.11, where the region near to zero delay
has been zoomed in to different scans using different pump intensities and maintaining
the same probe intensity. The scans illustrated in Fig. 3.9 correspond to the scans
labelled 50 kW mm−2 , 5 kW mm−2 and 0.5 kW mm−2, and the scan shown in Fig.
3.10 corresponds to the scan labelled 28.5 %.
At this point, the coherent part could be extracted by removing the incoherent
part. To do this, the incoherent pump-probe signal was modelled using a rapid rise
near to time zero, modelled using the error function, followed by a drop composed
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Figure 3.11: Left: detail of the population decay of Ge:As around the position where
both pulses overlap. It is possible to see that in some cases a coherent effect causes some
waving of the signal around the time zero. Right: Coherent part of the pump-probe
experiment. The graphs correspond to the scans shown in the left graph after their
incoherent part has been removed, composed by an initial growth modelled by the
error function and a combination of exponential and reciprocal decays. The labels
indicate the intensity of the pump compared with the intensity of the probe, which is
kept constant. It is possible to see that the biggest effect appears when both pump
and probe beams have approximately the same energy.
of a combination of exponential and reciprocal decays. After finding the best fit (an
example of which can be seen in Fig. 3.10), the residuals contained the coherent effect
(and random noise), as illustrated in the right graph of Fig. 3.11. The most evident
feature of these data was that the greatest effect was produced when both beams had
approximately the same energy, supporting the hypothesis that where the destructive
part is fully achieved when both waves are equal is an interference effect. Moreover,
germanium is a group IV semiconductor, and therefore their electron–phonon coupling
is smaller than most III-V semiconductors. For this reason, the presence of coherent
phonons (see subsection 3.1.3) is remarkable.
The second conclusion that we can extract is that the nonlinear coefficient of this
material at this wavelength is nonzero and probably high. This feature is particularly
interesting because it is placed in the THz range and could be used in the design of a
THz light source. Some theoretical works predicted this highly nonlinear effect [52].
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Figure 3.12: Left: Pump probe on Si:Bi in the 2p± state, which corresponds to 15.6 THz.
The laser pulse bandwidth is 4 ps. The decay has two components, one exponential
and the other reciprocal. Right: Transmission decay represented in both logarithmic
and reciprocal scales. It is possible to appreciate that the decay is mainly exponential
in the left half and becomes more reciprocal afterwards.
3.4.2 Silicon
Pump-probe
A second pump-probe experiment was performed in the bismuth-doped silicon sample
described in Section 2.5 and subsection 2.6.1. The results are shown in the left graph of
Fig. 3.12. Furthermore, the decay is also represented at both logarithmic and reciprocal
scales in the right graph, where it can be observed that the decay is predominantly
exponential in the first half, where the logarithmic data are straight and the reciprocal
is curved, and more reciprocal in the right half where the data become noisier and the
data on the reciprocal scale gets flat.
We observed the exponential decay to have a lifetime of T1 = 29 ± 3 ps at
approximately 7 K, which is consistent with the previous coherent lifetime found in
subsection 2.6.1. It is also slightly longer than in [18], where the researchers obtained
a population lifetime of T1 = 25 ps. The reciprocal decay had a characteristic lifetime
of tR = 260 ± 70 ps and was responsible for approximately 7% of the signal.
Finally, that no coherent artifact was found in this experiment is remarkable. Both
experiments were performed on different days and using different experimental setups,
but otherwise the experiments were essentially the same. This fact inevitably led to
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several small differences, and it is unknown whether some of these changes affected
the magnitude of the coherent artifact. Nevertheless, according to [52], the nonlinear
coefficient χ(3) of this sample is expected to be smaller than that of germanium. This
effect is further explained in Chapter 4.
Photon echo
The results of the 2p± state are illustrated in Fig. 3.13, where red dots and black
line represent the experimental data and fitting, respectively. The energy of both
pulses was kept constant. As explained in subsection 3.2.2, the real coherent lifetime
corresponds to four times the decay measured in this experiment, obtained as T2 =
30 ± 1 ps. This time agrees with the results in subsection 2.6.1, where we found a
polarisation lifetime of TPol = 27 ± 4 ps. This value is slightly shorter than the lifetime
found in the literature [18], where those authors estimated a T2 = 40 ps from an FTIR
spectrum. This disagreement could be caused by thermal differences between this
experiment and that in [18].
These results are consistent with the population lifetime found in subsection 3.4.2
for the same sample, which should satisfy T2 ≤ 2 T1 as described in subsection 1.3.1.
In this case, T2 = 30 ± 1 ps ≤ 2 T1 = 58 ± 6 ps. With those data we could also
calculate the homogeneous lifetime Thom defined in equation 1.4, obtaining a value of
Thom = 60 ± 10 ps.
Figure 3.14 shows the data points of the echo decay of the state 3p± together
with the fitting, in red dots and black line respectively. A coherent lifetime of T2
= 26 ± 3 ps has been found. Comparing with the estimation obtained in section
2.6.1 which was TFTIR2 = 63 ± 1 ps, we can see a significant disagreement, by much
more than the quoted error bars. The coherent lifetime should also be larger than the
polarisation lifetime according to equation 1.5, a condition that is also not fulfilled.
These discrepancies are probably caused by problems with fitting of the FTIR. For
example the presence of the conduction band on the FTIR spectrum, which caused a
step-shape background not easy to remove. That step-shape background has it region
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Figure 3.13: Photon echo decay of 2p± → 1s(A1) of bismuth doped silicon. The
experimental values are consistent with previous results and slightly shorter than the
literature[18].
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Figure 3.14: Photon echo decay of 3p± → 1s(A1) of bismuth doped silicon. The
experimental values disagree with previous results by different causes (see text).
of maximum change near the 3p± transition, changing the peak shape and making it
looks sharper than it really is. Furthermore, the lines are asymmetric, and the fitting
tried to take this into account, but it is easy to imagine that this has not been perfectly
successful. Voigt profiles are quite sensitive to the shape of the wings of the line, and
it seems as though more weight has been given in the fit to the Gaussian part of the
line than it should have. The inverse of the total width of the line is 30 ps, and this is
quite good agreement with the T2 from the pump-probe. We see that this is a good
example of why pump-probe experiments are important: without the pump-probe to
verify the FTIR fitting, we would have overestimated the lifetime by a factor of two.
It was reported in the literature that the population lifetime of this state is T1 =
152 ± 14 ps [18]. In this case, the condition T2 ≤ 2 T1 is satisfied by a large margin,
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being T2 = 26 ± 3 ps ≤ 2T1 = 304 ± 28 ps, and obtains a homogeneous lifetime of
Thom = 30 ± 10 ps, which is therefore the dominant component.
Comparing the states, they both present similar coherence times, although 3p±
has a much longer population lifetime. This implies that 3p± is more susceptible to
losing its coherence because of external factors that do not involve deexcitation, such
as free-electron interactions, and those factors are dominant in these conditions. This
could be explained simply by the fact that 3p± is at a higher energy level than 2p±
and therefore it occupies a larger space [105], increasing the possibility of interactions
with phonons. The same effect was observed in [18], where the difference between T2
and 2T1 increase with the energy level.
3.5 Conclusions
In summary, the population lifetime for state 2p± for Ge:As was found to be T1 =
610 ± 10 ps. This fit with the data found in the previous chapter, which established
a low limit of 24 ± 50 ps for this transition. Using the parameter T2 extracted in
the previous chapter, it has been calculated the homogeneous lifetime Thom = 800
± 200 ps for this sample. It is remarkable that this lifetime is considerably longer
than the same donor species in silicon [19]. This is the first reported measurement
of a population lifetime made on arsenic-doped germanium. We have shown that the
upper limit of the coherent lifetime T2 of the transition 2p± could be as high as 1.2 ns
(double the population lifetime). Improving the quality of the substrate and reducing
the temperature could lead to long coherent lifetimes exceeding a nanosecond. A strong
coherent artefact was found, suggesting that a large χ(3) is present in germanium at
resonant frequency. However, because this experiment was not designed to measure
nonlinear properties, the results are difficult to interpret quantitatively, and a dedicated
experiment is required to determine the real magnitude of this phenomenon. This
experiment was performed, and it is reported in Chapter 4.
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In the case of bismuth-doped silicon, the 2p± state was studied and a value of T1
= 29 ± 3 ps was obtained, which agreed with previous results from the literature [18]
and with those found in the previous chapter, which established a low limit of 13.5 ±
2 ps. Furthermore, the homogeneous lifetime of this sample was found to be 50 ± 10
ps, and the upper limit of the coherent lifetime T2 has been found at 68 ps, roughly
five times smaller than germanium. These results reinforce the statement exposed in
the previous chapter, in which germanium presents longer lifetimes.
In addition, the coherent lifetime of two hydrogenic states in Si:Bi (2p± and 3p±)
were directly measured using a photon echo experiment. The results were T2 = 30 ± 1
ps for the 2p± state and T2 = 26 ± 3 ps for the 3p± state, both at 7 K.The second
result differs from the estimations found on Chapter 2, being the most likely reason
that the presence of the conduction band change the apparent shape of the 3p± peak.
Furthermore, they are consistent with the results of the pump-probe experiment, where
we estimate an upper limit for the 2p± state of T2 ≤ 58 ± 6 ps. According to equation
1.4, in this case we had a Thom = 60 ± 10 ps. The results of the 3p± state were also
consistent with the value of T1 found in the literature, establishing that T2 ≤ 304 ± 28
ps. The homogeneous lifetime was found Thom = 30 ± 10 ps. The difference between
the homogeneous components could be explained as a consequence of the larger size of
3p± with respect to 2p±. In both cases they are the first photon echo experiments to
be reported in bismuth-doped silicon.

Chapter 4
Four-Wave Mixing in Si:Bi
In Chapter 3, we observed a coherent artefact on arsenic-doped germanium at resonant
frequency. This nonlinear effect suggests that this material possesses a high nonlinear
susceptibility at the resonant frequency, which has been theoretically predicted [52],
and other clues were proposed (see subsection 1.3.2). Despite the experiment not
having been designed to study the nonlinearity of the germanium sample, its presence
confirmed this hypothesis. A dedicated experiment is thus required to quantify this
phenomenon.
Four-wave mixing (FWM) is a parametric process where three photons with the
same frequency interact inside a nonlinear medium to produce a fourth. This experiment
can quantify the magnitude of the third nonlinear coefficient χ(3) by measuring the
dependence between the intensity of the laser beams used and the intensity of the
generated beam.
4.1 Nonlinear generation
From here until the end of section 4.2, a description of the FWM experiment and an
interpretation of its results is explained. This work is completely novel and developed
fully by the author, with the exception of subsection 4.1.3, which is a standard derivation
that can be found in [106]. In the course of this analysis, the nomenclature used in
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Section 3.2 is maintained for clarity, even despite the nature of the experiment is
different. Therefore, the pump beams are called pump and rephasing, corresponding to
k⃗1 and k⃗2 respectively, and the generated beam k⃗3 is called echo. The phase matching
scheme described in subsection 3.2.3 is also applicable to this experiment. The main
concern is that the theory described in this section corresponds to an infinite one-
frequency ideal electromagnetic wave. Unfortunately, this is not a case that we can
explore experimentally. In our case, the light is a short and narrow pulse travelling
through a finite medium, and approximately monochromatic.
4.1.1 Special considerations for pulsed lasers
Let us describe a typical laser pulse in cylindrical coordinates. It is monochromatic,
travels along the z direction at a speed of vg, is Gaussian-shaped around the z axis
and time (in other words its radial and temporal component are Gaussian functions),
and it is polarised in a certain direction u⃗F perpendicular to u⃗z:
F⃗ (r⃗, t) = F0 ρ(r) Z(z/vg − t)12(e
−i(kz−ω0t) + ei(kz−ω0t))u⃗F (4.1)
Z(τ) = e−
τ2
2σ2
t , ρ(r) = e−
r2
2σ2r
assuming the same group velocity and phase velocity vg = vp = ω0/k and where F0 is
the peak electric field.
The energy of this pulse could be found first by evaluating the magnitude of the
Poynting vector as follows:
S⃗ = 12Z |F⃗ |
2 u⃗z =
1
2ZF
2
0 ρ(r)2 Z(z/vg − t)2
1
4 |(e
−i(kz−ω0t) + ei(kz−ω0t))|2 u⃗z (4.2)
and then obtaining its irradiance as follows:
I = ⟨S⟩t = 14ZF
2
0ρ(r)2Z(z/vg − t)2 (4.3)
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where Z = 1/nϵ0c is the impedance of the medium. Finally, integrating the irradiance
over the perpendicular surface and time gives the total energy of the pulse.
Epulse =
∫ ∫ ∫ ∞
−∞
I dt r dr dφ = π4ZF
2
0σrσt (4.4)
for Gaussian spatial and temporal shape pulses.
4.1.2 Polarisation time dependence
Now, through inserting equation 4.1 into equation 3.15 and taking only the terms
corresponding to the echo, it is possible to obtain the analytic expression of the echo
polarisation, this time considering the pulse shape of the initial radiation. Following
that formula, the polarisation takes the following form:
P⃗ (k3)(r⃗, t) = P (k3) ρ(r)3Z(z/vg − t)3 cos(kz − ω0t) u⃗F (4.5)
P (k3) = 14ϵ0χ
(3)F ∗1F 22 (4.6)
However, this is valid only when equation 1.6 is completely valid. In other words, it
describes how polarisation responds instantaneously with a change in the electric field,
but from previous chapters we know that this is not always true. The polarisation rise is
caused by light induction, which usually requires extremely short timescales, and in this
case we can consider the response to be instantaneous. However, polarisation dissipates
through natural relaxation, phonon interaction, and other spontaneous phenomena
with timescales longer than the typical ultrashort pulse duration (for more details see
subsection 1.3.1). Consequently, the decay in polarisation does not follow equation
3.15 but an exponential decay as shown in equation 1.2. This behaviour comes from
the coherent nature of the system and cannot be incorporated in the perspective of
nonlinear optics.
To determine a better expression of the polarisation, we consider certain cases. In
equation 4.5, most terms remain unchanged; the only exception is the time function
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Z(z/vg − t)3, which represents a peak that travels along the z direction three times
sharper than the original pulses. Keeping z as a constant, we know that the polarisation
should rise quickly and decay slowly on time. In the extreme case when the coherence
lifetime is infinite, the polarisation must rise and never decay, forming some type of step
function. In addition, the polarisation at any moment is the sum off all polarisation
created by the laser pulses until that moment; in other words, it is proportional to the
integral of the pulses. Because the pulses are Gaussian-shaped, this led us to use the
error function erf(x) = 2/
√
π · ∫ x0 e−t2dt to model the rise. Now, just including the
exponential decay, the polarisation takes the following form:
P⃗ (k3)(r⃗, t) = P (k3) ρ(r)3Ω(z/vg − t) cos(kz − ω0t) u⃗F (4.7)
P (k3) = 14ϵ0χ
(3)F ∗1F 22 (4.8)
Ω(τ) =
√
π
4
1 + erf
√3
2
τ
σt
 e−τ/TPol (4.9)
Notice that the peak polarisation has effectively risen by a factor of
√
π/2. This is due
to all parts of the laser pulse adding more polarisation; thus, the peak polarisation
does not depend on the peak electric field but on the total integral of the electric field,
which is higher.
4.1.3 From polarization to electric field
The electric field and polarisation inside a medium must satisfy the Maxwell equations,
which imply the following equation:
∇2F⃗ − 1
c2
∂2F⃗
∂t2
= µ0
∂2P⃗tot
∂t2
(4.10)
The total polarisation in a doped semiconductor is the sum of the host’s polarisation
(silicon in our case), P⃗host = ϵ0(ϵr − 1)F⃗ ≈ ϵ0(n2 − 1)F⃗ where n is the refractive index
of the host, and the donor’s polarisation P⃗ (k3). Substituting P⃗tot = ϵ0(n2 − 1)F⃗ + P⃗ (k3)
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yields
∇2F⃗ − n
2
c2
∂2F⃗
∂t2
= µ0
∂2P⃗ (k3)
∂t2
(4.11)
Now let us assume that all waves propagate in roughly the same direction parallel to z,
so k⃗1 ∥ k⃗2 ∥ k⃗3 ∥ u⃗z. We express the electric field inside the sample as a combination
of the electric field of the two initial pulses F⃗1 and F⃗2, described in equation 4.1, and
a new component F⃗3, generated by the third-order polarisation, which will cause the
echo pulse. We assume that the electric field F⃗3 is much smaller than F⃗1 and F⃗2,
and therefore its contribution to the polarisation can be neglected. Therefore, the
polarisation is only caused by the two laser pulses as described in equation 4.7.
F⃗ (r⃗, t) = (F1 + F2) ρ(r) Z(z/vg − t) cos(kz − ω0t) u⃗F + F⃗3(r⃗, t) (4.12)
P⃗ (k3)(r⃗, t) = P (k3) ρ(r)3Ω(z/vg − t) cos(kz − ω0t) u⃗F (4.13)
where both laser pulses k⃗1 and k⃗2 arrive at the sample simultaneously and are in
phase. Now, those expressions are introduced into equation 4.11 to find the relationship
between P⃗ (k3) and F⃗3. This problem can be simplified due to
∇2F⃗1,2 − n
2
c2
∂2F⃗1,2
∂t2
= 0 (4.14)
Therefore, it is reduced to
∇2F⃗3 − n
2
c2
∂2F⃗3
∂t2
= µ0
∂2P⃗ (k3)
∂t2
(4.15)
This equation only has a solution if we assume that the electric field F⃗3 is parallel
to the polarisation P⃗(k3); in other words, both are parallel to u⃗F . As a result we can
simplify the problem to a scalar problem
∇2F3 − n
2
c2
∂2F3
∂t2
= µ0
∂2P (k3)
∂t2
(4.16)
where F⃗3 = F3 · u⃗F and P⃗ (k3)3 = P (k3)3 · u⃗F .
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The width of P (k3) along the radial direction depends on the focus of the laser
beams, which in the best case is hundreds of micrometres, several orders of magnitude
larger than the width in the z direction. We can assume the same is true for F3.
Consequently, we take the electric field and polarisation constant in r, simplifying the
differential equation to
∂2F3
∂z2
− n
2
c2
∂2F3
∂t2
= µ0
∂2P (k3)
∂t2
(4.17)
which implies that the envelope of F3 on the r axis is the same as in P (k3), namely
ρ(r)3.
Now, F3 is expected to have the form of an electromagnetic wave package travelling
along the z direction and polarised in the u⃗F direction. We already know what its
shape on the r axis is and the frequency of the wave, and thus the only components to
determine are its envelope shape along z and its amplitude:
F⃗3(r, z, t) = F3(z) ρ(r)3 T (z/vg − t) cos(kz − ω0t) u⃗F (4.18)
where the function F3(z) is analogous to the amplitude of the electric field, except that
it changes slowly along the z direction as a result of the echo generation. The function
T is the temporal envelope of the train (which could also be interpreted as the envelope
on the z axis at a fixed time). It is analogous to function Ω from equation 4.9 and it is
expected to have a similar shape. The width of Ω depends on the laser pulse duration
and the effective coherent lifetime approximately FWHMΩ = FWHMpulse/2 + TPol,
which tends to be at least tens of picoseconds. By contrast, the period of a single
oscillation at 10 THz is 0.1 ps. We can therefore treat Ω and T as a constant on the
temporal derivatives in equation 4.17 and obtain the following:
(
∂2
∂z2
+ 2ik ∂
∂z
− k2
)
F3(z)T (z/vg − t) + ω20
n2
c2
F3(z)T (z/vg − t) = (4.19)
−ω20µ0P (k3)Ω(z/vg − t) (4.20)
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Function F3 and T are meant to change very slowly along z axis, which yields the
following:
∣∣∣∣∣ ∂2∂z2F3(z)T (z/vg − t)
∣∣∣∣∣≪
∣∣∣∣∣2ik ∂∂zF3(z)T (z/vg − t)
∣∣∣∣∣ (4.21)
Therefore, ignoring the second derivative, we end with the following equation:
2iω0n
c
∂
∂z
F3(z)T (z/vg − t) = −ω20µ0P (k3)Ω(z/vg − t) (4.22)
which can be integrated all along the length of the sample (the region where polarisation
is generated).
F3(L)T (L/vg − t) = iω02ncϵ0
∫ L
0
P (k3)Ω(z/vg − t) dz (4.23)
On function Ω, which describes the shape of the polarisation on the z and time axes,
the only parameter that really changes is the centre of the polarisation pulse, which
travels along z and has its top at approximately ztop = vgt . At any z it is possible to
find a time t′ which satisfies z/vg − t′ = t0 − t, where t0 is an arbitrary constant. We
can therefore consider the function Ω an exclusively time-dependent function and solve
the integral:
F3(L)T (L/vg − t) = iω02ncϵ0P
(k3)Ω(t0 − t)
∫ L
0
dz =
= iω0L2ncϵ0
P (k3)Ω(t0 − t) (4.24)
when there is no initial light in the k⃗3 direction. By inserting these results in equation
4.18 we obtain
F3(r, L, t) = F3(L) ρ(r)3 Ω(t0 − t) cos(kz − ωt) (4.25)
F3(L) = P (k3) iω0L2ncϵ0 (4.26)
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which is the electric field of the echo pulse just before leaving the sample. Note that
it is a purely imaginary number, highlighting the fact that the electric field is out of
phase by π/2 with respect to the polarisation.
4.1.4 Absorption of the medium
Until now we have ignored the absorption of the sample to make the analysis clearer.
However, the material of interest presents high absorption at our frequencies of interest,
and therefore, a final correction is essential.
Assuming that the laser beams are not too energetic, linear absorption is expected,
as described in equation 2.2. In that equation, it is said that the intensity of a laser
beam decreases exponentially as it travels along an absorbance medium. Here, we use
the electric field, and thus the rule should be modified to
I ∝ F 2 → F (z) = F0 10−zα/2 (4.27)
where α is the absorption coefficient defined in equation 2.3. This concept applies to
the pumping beams, leading us to modify equation 4.1 as follows
F⃗1,2(r⃗, t) = F (z) ρ(r) Z(z/vg − t)12(e
−i(kz−ω0t) + ei(kz−ω0t))u⃗F (4.28)
F (z) = F0 10−zα/2 , Z(τ) = e
− τ2
2σ2
t , ρ(r) = e−
r2
2σ2r
which is the equation of the pumping pulses inside an absorbance medium. As a
consequence, the polarisation inside the sample is also modified, ending in
P⃗ (k3)(r⃗, t) = P (k3)(z) ρ(r)3Ω(z/vg − t) cos(kz − ω0t) u⃗F (4.29)
P (k3)(z) = P (k3)0 10−3zα/2 (4.30)
P (k3)0 = 14ϵ0χ
(3)F ∗1F 22 (4.31)
Ω(τ) =
√
π
4
1 + erf
√3
2
τ
σt
 e−τ/TPol (4.32)
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In section 4.1.3, all the analysis remained unchanged up to equation 4.24, where the
integral should be modified to
F3(L)T (L/vg − t) = iω02ncϵ0Ω(t0 − t)
∫ L
0
P (k3)(z)dz =
= iω02ncϵ0
P (k3)0 Ω(t0 − t)
∫ L
0
10−3zα/2dz = (4.33)
= iω0
ncϵ0
P (k3)0 Ω(t0 − t)1− 10
−3Lα/2
α ln(1000) (4.34)
Now, this implies that the echo pulse generated is
F3(r, L, t) = F3(L) ρ(r)3 Ω(t0 − t) cos(kz − ωt) (4.35)
F3(L) = P (k3)0 iω0αncϵ0
1− 10−3Lα/2
ln(1000) (4.36)
which, however, has only taken into account the absorption of the pump pulses.
Although considering the absorption on the echo pulse, it is necessary to again use
equation 4.27, ending with the following formula:
F3(r, L, t) = F3(L) ρ(r)3 Ω(t0 − t) cos(kz − ωt) (4.37)
F3(L) = P (k3)0 iω0αncϵ0
1− 10−3Lα/2
ln(1000) 10
−Lα/2 = (4.38)
= P (k3)0 iω0αncϵ0
10−Lα/2 − 10−2Lα
ln(1000) (4.39)
This is finally the expected electric field of the echo at the end of the sample.
Now it is worthy to stop and examine the amplitude of the electric field in the
function of the length of the sample. The amplitude is the result of two effects, namely
generation and absorption. Furthermore, the generation decreases in intensity along
the sample because the original beams get absorbed. As a result, at the beginning of
the sample the generation is large and at the end it is small. On the other hand, the
absorption is equal everywhere (assuming linear absorption) and consequently it will
dominate at the end if the sample is long enough. This led us to conclude that there is
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a maximum on the echo field amplitude, exactly where the absorption becomes equal
to the generation:
∂
∂L
F3(L) = P (k3)0 iω06ncϵ010
−2Lα (103Lα/2 − 4) = 0 (4.40)
which is zero when L = 2 log10(4)/3α. This is the optimal sample length for echo
generation.
4.2 Four-wave mixing
The energy of the echo pulse at the end of the sample can be calculated following the
same steps described in Section 4.1.1:
S⃗ = 12Z
∣∣∣F⃗3∣∣∣2 u⃗z = 12ZF 23 (L) ρ(r)6 Ω(t0 − t)2 cos(kz − ωt)2 u⃗z
I = ⟨S⟩t = 14ZF
2
3 (L)ρ(r)6Ω(t0 − t)2
Eecho =
∫ ∫ ∫ ∞
−∞
I dt r dr dφ =
√
π
4Z
√
3
F 23 (L)σr
∫ ∞
−∞
Ω(t0 − t)2 dt (4.41)
Expanding its inner terms (written in equation 4.9) we obtain
∫ ∞
−∞
Ω(t0 − t)2 dt = π16
 ∫ ∞
−∞
e−2(t0−t)/TPoldt+ (4.42)
+2
∫ ∞
−∞
erf
√3
2
t0 − t
σt
 e−2(t0−t)/TPoldt+ (4.43)
+
∫ ∞
−∞
erf 2
√3
2
t0 − t
σt
 e−2(t0−t)/TPoldt
 (4.44)
The last term cannot be integrated analytically as it is. There is an error function
squared, which only changes in the region near t0„ and is essentially one everywhere else.
It can be approximated quite precisely using a Gaussian peak to erf 2(ax) ≈ 1−e−(ax)2 ,
as shown in Fig. 4.1. The resulting integral is now analytically solvable
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Figure 4.1: Schematic description of the approximation erf 2(ax) ≈ 1− e−(ax)2 .
2
∫ ∞
−∞
e−2(t0−t)/TPoldt+ 2
∫ ∞
−∞
erf
√3
2
t0 − t
σt
 e−2(t0−t)/TPoldt−
−
∫ ∞
−∞
e−3(t0−t)
2/2σ2t e−2(t0−t)/TPoldt = 2
(
TPol −
√
π
6σt
)
e
2σ2t
3T2
Pol (4.45)
Substituting this result into equation 4.41 we find the energy of a single echo pulse:
Eecho =
√
π
2Z
√
3
F 23 (L)σr
(
TPol −
√
π
6σt
)
e
2σ2t
3T2
Pol (4.46)
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Now, inserting the value of F3 written in equation 4.38 and the value of P (k3) from
equation 4.8 we end up with
Eecho =
√
π
2Z
√
3
F 23 (L)σr
(
TPol −
√
π
6σt
)
e
2σ2t
3T2
Pol =
=
√
π
2Z
√
3
σr
(
P (k3)0 ω0αncϵ0
10−Lα/2 − 10−2Lα
ln(1000)
)2 (
TPol −
√
π
6σt
)
e
2σ2t
3T2
Pol =
=
√
π
2Z
√
3
σr
(
1
4ϵ0χ
(3)F ∗1F 22
ω0
αncϵ0
10−Lα/2 − 10−2Lα
ln(1000)
)2 (
TPol −
√
π
6σt
)
e
2σ2t
3T2
Pol
(4.47)
This is finally the energy of a single echo pulse. Notice that this expression can
be negative if TPol < (
√
π/6)σt. This occurs because, in this extreme case, the
approximation erf 2(ax) ≈ 1− e−(ax)2 made on equation 4.45 ceases to be valid. Now,
the initial energy of the pump and rephasing pulses can be derived from equation 4.4.
For simplicity, we keep the same ratio between them as 4I1 = I2, which implies that
2F1 = F2:
Epump =
π
4ZF
2
1σrσt =
π
16ZF
2
2σrσt (4.48)
Erephasing =
π
4ZF
2
2σrσt (4.49)
Now, we can express the echo pulse energy as a function of the rephasing pulse energy,
obtaining
Eecho = (χ(3))2
Z2
√
π
2π3
√
3
ω20
α2n2c2
(
10−Lα/2 − 10−2Lα
ln(1000)
)2
e
2σ2t
3T2
Pol
σ2rσ
3
t
(
TPol −
√
π
6σt
)
E3rephasing
(4.50)
When σt ≪ TPol we can simplify to:
Eecho = (χ(3))2
Z2
√
π
2π3
√
3
ω20
α2n2c2
(
10−Lα/2 − 10−2Lα
ln(1000)
)2
TPol
σ2rσ
3
t
E3rephasing (4.51)
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This is the formula that allow us to interpret the experimental data and find the value
of χ(3). Notice that here we use the echo pulse energy at the end of the sample just
before any reflection on the surface, and the rephasing pulse energy at the beginning
of the sample just after any reflection of the surface. The effect of the reflection should
be considered before using this equation.
4.3 Experimental Methods
This experiment required intense laser pulses at THz frequencies, and thus it was
performed at the FELIX laboratory using the FELIX laser beam. The features of this
laser beam were described in subsection 3.3.2.
The experimental setup was quite similar to the one used in the photon echo
experiment, which was described in subsection 3.3.3 and illustrated in Fig. 4.2. Two
laser pulses have to coincide spatially and temporally inside the sample with some
small angle between them, causing a third beam to arise with the direction k⃗3 = 2k⃗2 -
k⃗1, the same as for the photon echo experiment. For this reason, the setup used for
this experiment was a variation of the photon echo one, but with a set of two polarisers
introduced, one motorised, to precisely control the power of each beam. However,
this experiment was, in essence, different from the photon echo one. Here, we were
not interested in the prevalence of the effect of the pump pulse in the sample over
time, but rather in the efficiency in which the two pulses generate the third. For
this reason, the temporal distance between the pulses was set to maximise the signal
to minimise the effect of any dynamic process. In this experiment, the width of the
beam did not vary substantially across the sample, and thus it can be considered
constant. The bandwidth of the laser was approximately 0.075 THz, smaller than most
absorption lines on bismuth-doped silicon (see subsection 2.6.1), and consequently it
can be consider monochromatic.
The sample used was a bismuth-doped silicon crystal, the same as in Chapters 2
and 3 and described in Section 2.5.
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Figure 4.2: Schematic description of the experimental setup.
4.4 Results and discussion
The main results are divided into two subsections: first, we compare the absolute
intensity of the echo beam against wavelength to study the relationship between donor
states and echo signal, and second, we study the dependence between the echo intensity
and the rephasing intensities to quantify the nonlinear effect.
4.4.1 Echo-state dependency
The first step was to evaluate the impact of the donor on the nonlinear coefficient. To
achieve this, the echo intensity was recorded against frequency. For this experiment,
both pump and rephasing pulses were arranged to coincide in the sample at the same
time, searching to obtain the highest echo signal. Then, the wavelength was tuned from
13.75 THz to 17.75 THz to cover all the orbital transitions and the beginning of the
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conduction band. The energy of both beams was meant to be constant for the whole
spectrum, but in a later experiment we observed a frequency dependence reflection in
the beam-splitters, which caused a smooth variation in the ratio between both beams.
There are not important water absorption lines on that regime [107].
The results are shown in Fig. 4.3, represented by a blue line, and compared with
the FTIR spectrum of the sample analysed previously in Chapter 2. The frequency of
the transitions is indicated by the vertical dotted lines.
Figure 4.3: Photon echo strength (blue) and FTIR absorption (red) against frequency
It is clear that the highest echo signal, and subsequently the highest nonlinearity,
occur where the frequency is resonant with the orbital transitions, the strongest being
2p±, followed by 3p±, 4p0 and 4p±. On the echo intensity line, we observe that the
peak centres are red-shifted from the FTIR peak centres by approximately 0.05 THz.
This could be caused by a systematic error at the time of recording the wavelength, or
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possibly by an unknown effect. The FWHM of the echo peaks coincides with the FTIR
FWHM, except for the 3p± state, where is double on the echo scan. At frequency
15.7 THz approximately we can see a sharp valley which reminds to the changes of
refractive index in the Lorentz model, observed on other experiments [108].
This could indicate that there was indeed a sharp change in the refractive index of the
sample, and this change prevented some light from reaching the detector or participating
in the third-order generation. It is remarkable that state 2p0, despite having one of
the largest cross sections, does not produce an appreciable echo signal. This could be
caused by its short effective lifetime, which indicates that the polarisation in this state
tends to lose coherence or relax. The 3p0 transition peak is also a notable absence
by unclear reasons. At the conduction band, the signal is indistinguishable to the
ground, leading to the conclusion that ionised electrons do not contribute significantly
to third-order light generation. This is presumably because free electrons have very
fast dephasing (usually in femtoseconds), and therefore χ(3) becomes negligible.
These data coincide with some theoretical calculi made for other single dopants in
semiconductors, which also predicted the presence of a valley in the spectrum just on
the blue side of the 2p±[52]. As an outcome, we can say that the nonlinear coefficient
is very much higher at resonant frequency—so high that the crystal generates FWM
light even at frequencies where the absorption of the sample is high.
4.4.2 Nonlinear coefficient
In this experiment, FWM beam pulse energy was studied in the function of the energy
of pumping pulses to quantify the peak values of χ(3) associated with states 2p± and
3p±. This was impossible for the 4p0 and 4p± states because of a lack of sensitivity.
According to equation 4.51, if we vary the intensity of both the pump beams at the
same rate, the third beam pulse energy should respond cubically with that change, and
the coefficient of that response is related to the value of χ(3). However, this experiment
is so similar to the photon echo experiment described in section 3.2 that there is not
a clear limit between them. It is possible to perform both experiments on the same
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sample and using similar laser beams, just changing the intensity in the FWM and the
delay in the photon echo. For this reason, the ratio between the pulse energies of the
two pump beams was kept the same in this experiments than in the photon echo, at
1:4 to maintain a ratio of 1:2 between the peak electric fields.
We started studying the 2p± state to have the highest nonlinear coefficient. First,
we observed the echo pulse energy in a wide range of rephasing pulse energies. The
results (see Fig. 4.4) indicated two regions. First, the echo signal rose, but at some
point it saturated, and an increase in the rephasing intensity did not translate into
an increase in the echo. Saturation probably occurs because at high intensity, photo-
ionisation starts to occur. This reduces the density of atoms available to contribute
to the output polarisation, and also contributes to free electrons that introduce extra
dephasing such that T2 drops (see Chapter 3). The presence of this saturation limits
the top intensity that a crystal could generate, and therefore the maximum output of
a device made using this property. The model described in this chapter is only valid in
the perturbative regime, and thus it is only valid at low pulse energies. We do not have
a complete theory to explain its behaviour out of this regime; therefore, in advance the
experiments focused on the first region of low energies.
Concentrating on the area of interest at the lowest intensity, both the 2p± and the
3p± transitions exhibit a cubic growth of the echo pulse energy with respect to the
FELIX input (see Fig. 4.5). In those figures, a cubic fitting was applied, and the peak
value of χ(3) was extracted using equation 4.51, obtaining χ(3)2p± = 1.8 ± 0.4 × 10−8
m2 V−21 and χ(3)3p± = 1.25 ± 0.05 × 10−13 m2 V−2. These values are several orders of
magnitude higher than common materials such as GaAs (1.4× 10−18 m2 V−2 [45]) or
GaTe (2 × 10−16 m2 V−2 [46]).
To subtract the effect of the concentration of centres, we obtained the hyperpol-
arisability, which is the result of dividing the nonlinear coefficient by the number of
1Notice that the 2p± absorption peak is required to obtain the nonlinear coefficient, and because
the absorption spectrum was unclear at that frequency, the peak absorption was inferred from the
literature [18].To obtain this value, the peak absorption has been to be estimated from the FTIR
spectrum and has been set as 4.6 mm−1.
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Figure 4.4: Energy dependence of the echo strength in the function of the rephasing
intensity for the 1s(A1) → 2p± transition.
activated centres. Taking into account the density of donors and the geometry of the
laser beam and the sample (measured by using a THz camera on the sample position),
the hyperpolarisability found was α(3)2p±,hyp = 5.2 ± 0.1 × 10−30 m5 V−2 and α
(3)
3p±,hyp =
2.3 ± 0.1 × 10−34 m5 V−2.
We could also calculate the optimal length of the samples for nonlinear generation
according to equation 4.40. We obtained L2p±= 93 µm and L3p± = 0.8 mm, which are
values close to our crystal length, which was 1 mm.
Comparison with the theory
In subsection 1.3.2, we explained a theoretical estimation of the peak value of the
nonlinear coefficient. This estimation, quantified in equation 1.11, depends on the
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Figure 4.5: Power dependency of the echo beam at 15.6 THz and 16.4 THz, resonant
with transitions 1s(A1) → 2p± and 3p±.
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dipole moment of the transition and the population and coherence lifetime of the final
state. In Chapter 2, we attempted to measure the relative oscillator strength of both
transitions, but problems with the optical thickness of the sample limited our research
on the 2p± transition. Therefore, we used a estimation value calculated from [18].
In Chapter 3, we obtained the population lifetime of the 2p± state and the coherent
lifetime of both states. The population lifetime of the 3p± state was obtained from the
literature [18].
Now it is possible to determine the theoretical value of χ(3) for both transitions and
compare them with our experimental values. Both quantities are compiled in Table
4.1. We can see that the experimental value exceed the theoretical prediction at 2p±
resonance, and the opposite at 3p±. The larger value is in fact the highest nonlinear
coefficient for a bulk material ever reported.
It should be noted that the experimental values are very sensitive to the absorption,
and the absorption is saturated on the 2p± state, as just mentioned earlier. In fact, the
inferred χ(3) scales with the fourth power of absorption. That is because it varies with
the output beam divided by the cube of the input, and the intensity of both is affected
by the absorption. It therefore only requires a small change in the absorption to bring
the theory and the experiment into agreement. In future experiments measuring the
χ(3) on resonance, thinner samples would reduce the absorption, thus reducing the
uncertainty in the inferred χ(3), and we expect that this would even increase the output
power (see the end of the last section).
2p± 3p±
Experimental χ(3) 1.8 ± 0.4 × 10−8 8.3 ± 0.7 × 10−13
Theoretical χ(3) 6.21 × 10−10 6.77 × 10−11
Table 4.1: Comparison between the theoretical and experimental values of peak χ(3)
for transitions 1s(A1) → 2p±,3p±. All quantities are expressed in IS (m2 V−2).
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4.5 Conclusions
We developed a theoretical model, based on nonlinear optics and some corrections
based on quantum mechanics, to describe this particular experiment.
The third-order nonlinearity coefficient was examined against different wavelengths,
revealing that the highest coefficient coincided with the resonant frequency of the
transition 1s(A1) → 2p±. The data showed that this nonlinearity was focused near the
resonant frequencies of the transitions.
The echo pulse energy rose exponentially against the rephasing pulse energy when
it was lower than a certain value. When it was higher, the echo pulse energy remained
constant against changes in the rephasing pulse energy.
We have determined the third- order nonlinear susceptibility of Si:Bi at the resonant
frequencies of 15.6 THz and 16.4 THz, corresponding with the transitions 1s(A1) →
2p±, 3p±. The results shows a very large third order nonlinear coefficient at both
frequencies, being the 2p± the highest coefficient for a bulk system ever reported.

Chapter 5
Conclusions and future work
In this work, bismuth-doped silicon was studied to evaluate its potential for generating
THz radiation in the THz gap through up-conversion. A theoretical model based in
quantum mechanics on two-level systems predicted a large nonlinear coefficient at
resonant frequency, which coincide with the blue end of the THz gap. The same model
also highlighted the relationship between the magnitude of the nonlinear coefficient
with the dipole moment of the transition and the dynamic parameters of the excited
state.
5.1 Summary and conclusion
In the first experiment, described in Chapter 2, bismuth-doped silicon and phosphorus-,
arsenic-, and antimony-doped germanium were studied using the FTIR technique
at cryogenic temperatures. The spectrum obtained exhibited several peaks, which
corresponded to orbital transitions of the donors. These peaks were analysed using
classical theory and quantum mechanics to obtain information about the dynamics
of each excited state and the relative oscillator strength of each transition. All the
information is compiled in Appendix B, and several results are completely novel. The
dynamic results were consistent with the literature when it existed. The oscillator
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strengths found disagreed substantially with the silicon sample and agreed with the
three germanium samples. For now, no clear explanation for this discrepancy exists.
In Chapter 3, time-domain spectroscopy was used to estimate several dynamic
parameters of arsenic-doped germanium and bismuth-doped silicon. The data obtained
were compared with the results of Chapter 2 to check the accuracy of the FTIR method
and obtain a more precise value of the population and coherence lifetime of some
transitions. The results of both experiments were found to be inconsistent. The results
of Chapter 3 has been consider more reliable, and they are in line with the literature. A
secondary effect was observed, identified as the coherent artifact, suggesting that a high
third-order nonlinear coefficient was present in the sample at the wavelength of the
transition. This hypothesis agreed with some previously published estimations of the
nonlinear coefficient of doped semiconductors [52]. However, because this experiment
was not designed to measure nonlinear properties, the results were difficult to interpret
quantitatively.
The final experiment, which was described in Chapter 4, studied nonlinear light
generation on bismuth-doped silicon. To the best of our knowledge, this was the
first time that a strong third-order nonlinear coefficient was found in doped silicon
crystals, remarkably stronger in the spectral region near to strong state transitions.
A theoretical description of the experiment, based in nonlinear optics and quantum
mechanics, was developed. The third-order nonlinear coefficient extracted from the
data was shown to be the highest found in the literature for a bulk material.
This thesis aimed to answer the following research question: What is the potential
of single doped silicon and germanium crystals as THz up-conversion material? It has
been shown that bismuth-doped silicon has a large enough nonlinear coefficient to
efficiently perform THz generation, at least at 15.6 and 16.4 THz. It is expected that
the out of resonant coefficient remains large [52], allowing efficient THz generation at
any frequency on the THz gap.
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5.2 Future work
The results of the first experiment corresponding with the relative oscillator strength
in silicon did not match theoretical ones [61] and no clear reasons existed for this.
It was outside the scope of this work to study the origin of this disagreement, but
this line of research could reveal information about the shape of the orbital states in
germanium and silicon. The presence of 1s(A1) → 2s,3s transitions in Si:Bi revealed
that the hydrogenic model or impurities in semiconductors have their limits, and a more
precise model is possible. This experiment was performed under certain conditions,
and the effect of those circumstances on the system is unclear. A systematic revision
of the results that change those parameters could reveal even more information about
the orbital states in semiconductors. Currently, the absorption cross-sections work
in Chapter 2 is being written up as part of a literature review in collaboration with
Dr Sergey Pavlov and Dr Konstantin Litvinenko, with the intention of publishing in
Semiconductor Science and Technology.
The results on doped silicon are mainly novel, but there were some data for pump-
probe in some transitions [18], and in these cases there was agreement between different
experiments and results found in the literature. This fact suggested that all the results
were precise taking into account the measurement uncertainty, and repeating the same
experiment may be not the highest priority. However, these experiments were also
made under certain conditions that can be crucial for the output. It was shown that
the spin-echo coherent lifetime depends dramatically on the temperature at which the
experiment is performed [109]; therefore, it is not unreasonable to expect the same
behaviour in orbital transitions. Moreover, the isotopic composition of the host material
could be an important factor [110], along with the species used to dope. All these
factors and others should be studied systematically to find the crystal with the optimal
characteristics for THG. The dynamic parameters obtained in Chapter 3 on doped
germanium and the very long lifetimes obtained are being written up for publication
in Physical Review B.
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The obtained nonlinear coefficients of bismuth-doped silicon were completely novel,
and therefore an independent confirmation could be useful to ensure the reliability of
the data. The energy of the echo was analysed in the function of the frequency. This
was done out of the perturbative regime and therefore those data cannot be used to
evaluate the magnitude of χ(3) against frequency, but show the general trend. A further
spectrum of χ(3) at lower intensity could be interesting to understand the influence of
the orbital transitions on the nonlinear properties. Since the experimental work for
this thesis was completed, a more in-depth study of FWM in Si:P has been conducted
by N. Dessmann, et al, and the χ(3) data from the Si:Bi described in this thesis and
the new data are being written up for possible submission to Nature Photonics.
It has been predicted that doped germanium has an estimated nonlinear coefficient
that is even larger than doped silicon [52]. These predictions relied on uncertain dipole
moments and unknown dynamical constants, which are still to be determined.
To design a frequency-conversion system that can triple THz radiation to cover
the THz gap using doped semiconductors, more research is required. The results
concerning nonlinear generation were centred in regions near to resonance, but high
values of χ(3) are expected even out of resonance [52]. To identify which host material,
with which dopant, and under which circumstances produces more efficient THG in
the THz region, further studies will be required. Finally, the technique to integrate a
semiconductor nonlinear crystal with a QCL in a practical and reliable way is still to
be determined.
Appendix A
Silicon and germanium properties
ϵr m
∗
xy m
∗
z m
∗ aB,xy aB,z g∥ g⊥
Germanium 15.36 0.082 1.59 0.12 64 Å 24 Å 0.823 1.933
Silicon 11.70 0.191 0.92 0.26 25 Å 15 Å 1.999 1.998
Table A.1: Comparison between silicon and germanium conduction paramet-
ers:Relative electric constant[111], conduction-band effective masses relative to m0,
Bohr radius[112] and g factors in silicon and germanium[113, 61].
Si:Bi Ge:P Ge:As Ge:Sb
2p0 14.39 2p0 1.97 2.29 1.39
2p± 15.62 3p0 2.50 2.81 1.91
3p0 15.84 2p± 2.70 3.01 2.11
4p0 16.36 3p± 2.87 3.18 2.28
3p± 16.41 4p± 2.93 3.25 2.35
4p± 16.63 4f± 2.96 3.28 2.38
4f± 16.70 5p± 3.00 3.32 2.41
continuum 17.16 continuum 3.11 3.33 2.53
Table A.2: Orbital energy levels (THz) of the samples used in this work:bismuth doped
silicon and phosphorus, arsenic and antimony doped germanium[54].

Appendix B
Frequency-domain results
SILICON
Element Transition Coherent Inhomo. Polarisation Relative
lifetime lifetime lifetime oscillator
lower limit Tinhom (ps) TPol (ps) strength
T2 (ps)
Bismuth
1s(A1) → 2p0 40 ± 1 20 ± 1 9.3 ± 0.1 490 ± 3
1s(A1) → 2s 80 ± 5 71 ± 5 27 ± 1 9.7 ± 0.4
1s(A1) → 2p±† 27 ± 4 964 ± 10
1s(A1) → 3p0 32 ± 1 29 ± 0.1
1s(A1) → 3s 40 ± 1 5.6 ± 1
1s(A1) → 4p0 20 ± 1 32 ± 3
1s(A1) → 3p± 63 ± 1 56 ± 10 30 ± 1 100 ± 5
1s(A1) → 4p± 28 ± 3 9.3 ± 0.3
Table B.1: Experimental lifetime components and relative oscillator strength obtained
by FTIR spectroscopy of bismuth in silicon. † This transition exceed the resolution
limit of the detector.
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GERMANIUM
Element Transition Coherent Inhomo. Polarisation Relative
lifetime lifetime lifetime oscillator
lower limit Tinhom (ps) TPol (ps) strength
T2 (ps)
Arsenic
1s(A1) → 2p0 510 ± 40 550 ± 70 324 ± 20 50 ± 4
1s(A1) → 3p0 230 ± 10 9 ± 2
1s(A1) → 3p± 260 ± 30 300 ± 80 180 ± 20 100 ± 9
1s(A1) → 4p± 210 ± 60 350 ± 100 160 ± 5 46 ± 6
1s(A1) → 4f± 130 ± 5 18 ± 1
1s(A1) → 2p± 480 ± 90 330 ± 60 170 ± 10 440 ± 8
1s(A1) → 3p± 170 ± 10 100 ± 8
Phosphorous
1s(A1) → 2p± 490 ± 50 195 ± 5 155 ± 5 656 ± 9
1s(A1) → 3p± 140 ± 5 100 ± 1
1s(A1) → 4p± 250 ± 100 170 ± 50 125 ± 5 65 ± 13
1s(A1) → 4f± 140 ± 10 20 ± 1
Antimony
1s(A1) → 2p0 175 ± 5 61 ± 2
1s(A1) → 2p±† 440 ± 60
1s(T2) → 2p± 220 ± 100 120 ± 20 90 ± 5 480 ± 90
1s(A1) → 3p± 135 ± 5 100 ± 3
1s(A1) → 4p± 125 ± 10 58 ± 4
Table B.2: Experimental lifetime components and relative oscillator strengths obtained
by FTIR spectroscopy of single dopants in germanium. † This transition exceed the
resolution limit of the detector.
List of Acronyms
Roman Symbols
CCC Central Cell Correction
DFT Discrete Fourier Transform
FEL Free Electron Laser
FELIX Free Electron Laser for Infrared eXperiments
FFT Fast Fourier Transform
FGR Fermi´s golden rule
FTIR Fourier Transform Infra-Red
FWHM Full Width Half Maximum
FWM Four Wave Mixing
IR InfraRed
meV Millielectronvolt
QCL Quantum Cascade Laser
SHG Second Harmonic Generation
THG Third Harmonic Generation
THz Terahertz (1012 Hz)
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