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Abstract
The factorization of almost-periodic triangular symbols, G, associated to finite-interval convolution op-
erators is studied for two classes of operators whose Fourier symbols are almost periodic polynomials with
spectrum in the group αZ+βZ+Z (α,β ∈ ]0,1[, α+β > 1, α/β /∈ Q). The factorization problem is solved
by a method that is based on the calculation of one solution of the Riemann–Hilbert problem GΦ+ = Φ−
in L∞(R) and does not require solving the associated corona problems since a second linearly independent
solution is obtained by means of an appropriate transformation on the space of solutions to the Riemann–
Hilbert problem. Some unexpected, but interesting, results are obtained concerning the Fourier spectrum of
the solutions of GΦ+ = Φ−. In particular it is shown that a solution exists with Fourier spectrum in the
additive group αZ + βZ whether this group contains Z or not. Possible application of the method to more
general classes of symbols is considered in the last section of the paper.
© 2005 Elsevier Inc. All rights reserved.
Keywords: Riemann–Hilbert problem; Bounded canonical factorization; Almost-periodic function; Corona problem;
Finite-interval convolution operator
* Corresponding author.
E-mail addresses: cristina.camara@math.ist.utl.pt (M.C. Câmara), afsantos@math.ist.utl.pt (A.F. dos Santos),
maria.martins@math.ist.utl.pt (M.C. Martins).
1 Work sponsored by F.C.T. (Portugal).
2 Work was partially supported by grant 0124 PRODEP III 317.011/2001.0022-1236/$ – see front matter © 2005 Elsevier Inc. All rights reserved.
doi:10.1016/j.jfa.2005.11.011
560 M.C. Câmara et al. / Journal of Functional Analysis 235 (2006) 559–5921. Introduction
The study of many problems in mathematics, physics and engineering involves the solutions
of Riemann–Hilbert problems of the form GΦ+ = Φ−, where G is an n×n matrix function with
entries from L∞(R) and Φ± belong to certain spaces of functions possessing analytic extensions
into the upper and lower half-planes C±. These Riemann–Hilbert problems are, in turn, related
to the existence and actual determination of a factorization for G, of the form
G = G−DG+, (1.1)
where D is an n × n diagonal rational matrix and G± belong to appropriate spaces of matrix
functions (see [4,8], for instance). In particular, G+ and G− may be such that
G±1+ ∈
(
Lˆ+∞
)n×n
, G±1− ∈
(
Lˆ−∞
)n×n
, (1.2)
where by Lˆ+∞ (respectively Lˆ−∞) we denote the space of all functions in L∞(R) which admit a
bounded analytic extension into the upper (respectively lower) half-plane C+ (respectively C−).
In this case the factorization (1.1) is called a bounded factorization for G. If, in (1.1), D is the
identity 2 × 2 matrix I , the factorization is said to be canonical.
In this paper we deal with Riemann–Hilbert problems GΦ+ = Φ− with G a triangular 2 × 2
matrix function of the form
G(ξ) =
[
e−iξ 0
g(ξ) eiξ
]
, (1.3)
where g is an almost-periodic function. The study of Riemann–Hilbert problems of the above
form is related to the study of finite-interval convolution operators which we can write in the
general form
Mϕ = χI
(F−1g ∗ ϕ) (1.4)
acting between appropriate spaces, e.g., L2(I ) (in the above expression χI is the characteristic
function of the interval I , which we take to be [0,1]). Riemann–Hilbert problems with almost-
periodic coefficient G (or equivalently finite-interval convolution operators with almost-periodic
symbol G) have received great attention in the literature (cf. [1,3,6,7,9], see [2] for a more com-
plete list of references) and have proved to involve great difficulties even in the case where g is
an almost-periodic polynomial with few terms. The case where g is a binomial is solved [6] but
even the trinomial is far from being completely studied.
Here we focus our attention on symbols G where g is an almost-periodic polynomial belong-
ing to one of the two following classes:
g = cE−β + b +
n∑
j=1
ajE
jα, n =
[
1
α
]
, (1.5)
g = aEα + b +
n∑
cjE
−jβ, n =
[
1
β
]
, (1.6)j=1
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α + β > 1 and a, c, aj , cj , b ∈ C with b = 0. Classes (1.5) and (1.6) reduce to the trinomial case
if aj = 0 for j > 1 in case of (1.5), and cj = 0 for j > 1 in case of (1.6). We will concentrate
on α + β > 1 since, when this condition holds, the problem can be completely studied up to the
calculation of the factors of the factorization of G. Moreover, perhaps unexpected but interest-
ing characteristics of the spectrum of the solution to the Riemann–Hilbert problem GΦ+ = Φ−
appear. For the cases where α + β < 1 the solution of the Riemann–Hilbert problem presents
enormous difficulties as remarked in [2] and this question is beyond the scope of this paper.
Let us turn to the analysis of the Riemann–Hilbert problem
GΦ+ = Φ−, Φ± ∈
(
Lˆ±∞
)2
, (1.7)
and its relation to the factorization problem (1.1). Clearly to determine G± satisfying conditions
(1.2) is equivalent to obtaining two solutions (Φ+,Φ−) and (Φ∗+,Φ∗−) to (1.7) such that, if we
take
G−1+ =
[
Φ+,Φ∗+
]
, G− =
[
Φ−,Φ∗−
]
, (1.8)
we have
inf
ξ∈C+
∣∣detG−1+ (ξ)∣∣> 0, (1.9)
inf
ξ∈C−
∣∣detG−(ξ)∣∣> 0. (1.10)
In Section 3 we propose a method to obtain a second solution Φ∗± from the first, Φ±, based on
two facts: one is that class (1.5) transforms into class (1.6) and reciprocally under the transfor-
mation ξ → −ξ (actually when (1.5) or (1.6) are restricted to trinomials they are invariant under
this transformation); the other fact is the surprising property that for g belonging to classes (1.5)
or (1.6), a solution to (1.7) exists with spectrum in αZ+ βZ satisfying 1 /∈ sp(Φ+), 0 ∈ sp(Φ+),
see Section 4.
One other relevant result of our work is that, for the classes (1.5) and (1.6), the corresponding
matrix functions G admit a canonical bounded factorization and the entries of the factors in the
factorization (1.1) (with D = I ) are almost-periodic polynomials with spectrum in Z+αZ+βZ
(see Theorem 5.1). A complete characterization of the classes where this property holds remains
an open question. An example is given in Section 7 which shows that this property is not restricted
to classes (1.5) and (1.6).
The paper is organized as follows. In Section 2 we give some preliminary results and defini-
tions that are needed for the following sections. In Section 3 we present the method that enables
us to obtain the factorization of the symbol G from a first solution to the Riemann–Hilbert prob-
lem (1.7). Theorems 3.1 and 3.2 give the basics of the method which refer to the transformation
ξ → −ξ in the space of solutions and to a simple condition that implies relations (1.2). These two
theorems together enable us to avoid the use of the corona theorem to obtain the factorization. In
fact, they implicitly give a solution to a particular corona problem. In Section 4 a simple method
for computing a first solution to the Riemann–Hilbert problem is given. Besides its simplicity,
the method has the advantage of being completely explicit yielding the solution in the form of a
polynomial whose coefficients are given by relatively simple expressions. The method is based
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results of Sections 3 and 4, the factorization of symbols G with g belonging to classes (1.5) and
(1.6) is given. Theorem 5.1 shows that the factors are polynomials almost-periodic as pointed
out above. It shows, moreover, that the Toeplitz operators associated with such a symbol G are
invertible, which, as far as the authors know, is a new result and generalizes a similar one for the
case of a trinomial g (cf. [7]).
Section 6 contains two examples that illustrate the results of Sections 4 and 5. In Section 7 we
show that some of the results obtained for classes (1.5) and (1.6) might be valid for more general
classes of symbols.
2. Preliminaries
In this section we present a few definitions and fix some notation.
We denote by Lp(R), 1 p < ∞, the Banach space of all complex-valued Lebesgue measur-
able functions defined on R, for which |f |p is integrable, with the norm
‖f ‖p =
(∫
R
|f |p dt
)1/p
. (2.1)
Let C+ = {z ∈ C: Im(z) > 0} (respectively C− = {z ∈ C: Im(z) < 0}) be the upper (respec-
tively lower) half-plane. The Hardy space of all functions f which are analytic in C± and satisfy
sup
±y>0
∫
R
∣∣f (x + iy)∣∣p < ∞ (2.2)
is denoted by Hp(C±).
Defining L∞(R), sometimes simply denoted by L∞, as the space of all essentially bounded
measurable functions f :R → C, we denote by Lˆ+∞ (respectively Lˆ−∞) the subspace of those
functions f ∈ L∞(R) which admit a bounded analytic extension to the half-plane C+ (respec-
tively C−).
We identify Lˆ±∞ with the Hardy spaces H∞(C±) whose elements are the bounded analytic
functions in C±.
The singular integral operator SR :Lp(R) → Lp(R), 1 < p < ∞, is defined by
SRf (t) = 1
πi
∫
R
f (u)
u− t du, t ∈ R, (2.3)
where the integral is understood in the sense of Cauchy’s principal value. SR is a bounded oper-
ator on Lp(R) from which we can define the complementary projections
P± = 1
2
(I ± SR), (2.4)
where I is the identity operator in Lp(R).
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Lˆ±p = P±
(
Lp(R)
)
. (2.5)
We denote by Lˆ±1 the space of all functions belonging to L1(R) which are the boundary value
on R of some function ϕ ∈ H1(C±). We will denote this function and its boundary value on R in
the same way.
Related to Lˆ±1 we define the spaces B
±
1 by
f ∈ B±1 ⇔ r±f ∈ Lˆ±1 , (2.6)
where
r±(ξ) = (ξ ± i)−1 for all ξ ∈ R. (2.7)
Notice that B+1 ∩ B−1 = {0} (cf. [10]). We have the following:
Proposition 2.1. Let f be such that
r2+f ∈ Lˆ+1 , r2−f ∈ Lˆ−1 ,
then f = K , where K is a constant.
Proof. In this case, f admits an analytic extension to the whole complex plane, which we denote
by f as well. We have
r+f = r−f −
[
2ir−f + f (−i)
]
r+ + f (−i)r+ ⇔
r+f − f (−i)r+ = r−f −
[
2ir−f + f (−i)
]
r+
and since the left-hand side of this equality represents a function in B+1 , while the right-hand side
represents a function in B−1 , they must both be equal to zero and it follows that
f = f (−i). 
Let Eμ, for μ ∈ R, be the function defined in R by
Eμ(ξ) = eiμξ for ξ ∈ R, (2.8)
and let APW denote the set of all functions f that may be written in the form
f =
∑
j
cjE
λj with
∑
j
|cj | < ∞, (2.9)
where λj ∈ R and cj = 0 for at most countably many j . The coefficients cj are usually called
Fourier coefficients of f . The countable set of those real values of λj such that the correspond-
ing Fourier coefficient cj is different from zero is the Fourier spectrum of f and it is denoted
by sp(f ).
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by APP. Notice that, if f =∑nj=1 cjEλj with n ∈ N, then sp(f ) ⊂ {λ1, λ2, . . . , λn}.
We define
APP± = APP ∩ Lˆ±∞. (2.10)
Moreover, for f ∈ L∞(R) and a ∈ R, we assume that by
sp(f ) ⊂ [a,+∞) (respectively sp(f ) ⊂ (−∞, a]), (2.11)
we mean that
E−af ∈ Lˆ+∞ (respectively E−af ∈ Lˆ−∞); (2.12)
and by
sp(f ) ⊂ [a, b] (with a, b ∈ R and a  b), (2.13)
we mean that the following two conditions are satisfied:
sp(f ) ⊂ [a,+∞), sp(f ) ⊂ (−∞, b]. (2.14)
It is easy to see that if f ∈ APW then this notation is consistent, if sp(f ) denotes the Fourier
spectrum of f .
Let r(ξ) = (ξ − i)/(ξ + i) and r±(ξ) = 1/(ξ ± i) for ξ ∈ R. Let G ∈ (L∞(R))2×2 be invert-
ible in this space. By a factorization of G relative to L2(R), we mean a factorization of the
form
G = G− diag
(
rkj
)2
j=1G+ (2.15)
for k1, k2 ∈ Z, k1  k2, where the factors G± satisfy the following conditions:
(i) r+G±1+ ∈ (Lˆ+2 )2×2;
(ii) r−G±1− ∈ (Lˆ−2 )2×2.
If, moreover,
(iii) G−1+ P+G−1− I is an operator defined on a dense subspace of (L2(R))2 possessing a bounded
extension to (L2(R))2,
then the factorization (2.15) is called generalized factorization of G relative to L2(R).
The factorization is said to be canonical if the partial indices k1, k2 are equal to zero. It is said
to be bounded if
G±1+ ∈
(
Lˆ+∞
)2×2
, G±1− ∈
(
Lˆ−∞
)2×2
.
We say that (2.15) is an APP factorization if G±1 ∈ G(APP)2×2, and the factors are such that
G±1+ ∈ (APP+)2×2, G±1− ∈ (APP−)2×2.
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operator
P+GI+ :
(
Lˆ+2
)2 → (Lˆ+2 )2 (2.16)
(where I+ denotes the identity operator on (Lˆ+2 )2) is Fredholm. The generalized factorization is
canonical iff the operator P+GI+ is invertible (cf. [4,8]).
3. Solution transformation and corona problems
Let G ∈ L2×2∞ admit a bounded canonical factorization G = G−G+. This is equivalent to
GG−1+ = G− with G±1+ ∈
(
Lˆ+∞
)2×2
, G±1− ∈
(
Lˆ−∞
)2×2
. (3.1)
So, obviously, we have two solutions, (Φ+,Φ−) and (Φ∗+,Φ∗−), to the Riemann–Hilbert prob-
lem
GΨ+ = Ψ−, Ψ± ∈
(
Lˆ±∞
)2
, (3.2)
which come directly from the two columns of G−1+ and G− and, since these satisfy the invert-
ibility conditions (3.1), taking
Φ+ = (h+,−l+), Φ∗+ =
(
h∗+,−l∗+
)
, (3.3)
Φ− = (h−, l−), Φ∗− =
(
h∗−, l∗−
)
, (3.4)
we must have
inf
ξ∈C+
∣∣∣∣det[ h+(ξ) h∗+(ξ)−l+(ξ) −l∗+(ξ)
]∣∣∣∣> 0, (3.5)
inf
ξ∈C−
∣∣∣∣det[h−(ξ) h∗−(ξ)l−(ξ) l∗−(ξ)
]∣∣∣∣> 0. (3.6)
Conversely, if we can solve the Riemann–Hilbert problem (3.2) and obtain two solutions
(Φ+,Φ−), (Φ∗+,Φ∗−) which are linearly independent in the sense of (3.5)–(3.6), then we have
a canonical bounded factorization of G.
We consider now triangular matrix functions G of the form
G =
[
E−1 0
g E
]
, (3.7)
where g ∈ L∞(R) and
E(ξ) = eiξ , ξ ∈ R. (3.8)
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E−1h+ = h−,
gh+ = El+ + l−, (3.9)
where h+, l+ ∈ Lˆ+∞ and h−, l− ∈ Lˆ−∞. This means, taking (2.13) and (2.14) into account, that we
want to solve the following problem:
Problem (A,g). Given g ∈ L∞(R), determine h+ ∈ Lˆ+∞ such that
sp(h+) ⊂ [0,1], (3.10)
gh+ = El+ + l− (3.11)
with l± ∈ Lˆ±∞.
It is clear that, if such a function h+ exists, then it determines l± uniquely.
Problem (A,g) is obviously equivalent, taking the first equality of (3.9) into account, to the
following:
Problem (B,g). Given g ∈ L∞(R), determine h− ∈ Lˆ−∞ such that
sp(h−) ⊂ [−1,0], (3.12)
gh− = l+ +E−1l− (3.13)
with l± ∈ Lˆ±∞.
It should be remarked that, although these problems are equivalent (in the sense that Prob-
lem (A,g) admits a solution h+ iff h− = E−1h+ is a solution to Problem (B,g)), they are
different and, in concrete cases, it may be more convenient to solve one of them instead of the
other, as we do in Section 5 ahead.
If, given g ∈ L∞(R), we define g(−) by
g(−)(ξ) = g(−ξ), ξ ∈ R, (3.14)
then we can formulate Problems (A,g(−)) and (B,g(−)) according to the previous definitions.
Since (3.11) means that
g(ξ) h+(ξ) = eiξ l+(ξ)+ l−(ξ) for all ξ ∈ R, (3.15)
then, clearly,
g(−ξ)h+(−ξ) = e−iξ l+(−ξ)+ l−(−ξ). (3.16)
Since h+(−ξ) ∈ Lˆ−∞, l+(−ξ) ∈ Lˆ−∞, l−(−ξ) ∈ Lˆ+∞ and sp(h+(−ξ)) ⊂ [−1,0], we see that
h+(−ξ) is a solution to Problem (B,g(−)). Thus we have:
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h− = E−1h+, h˜+(ξ) = eiξ h+(−ξ), h˜−(ξ) = h+(−ξ). (3.17)
Then the following propositions are equivalent:
(i) h+ is a solution to Problem (A,g);
(ii) h− is a solution to Problem (B,g);
(iii) h˜+ is a solution to Problem (A,g(−));
(iv) h˜− is a solution to Problem (B,g(−)),
and, if (3.11) holds, then for
l˜−(ξ) = l+(−ξ), l˜+(ξ) = l−(−ξ) (3.18)
we have l˜± ∈ Lˆ±∞ and
g(−)h˜+ = El˜+ + l˜−, (3.19)
g(−)h˜− = l˜+ +E−1 l˜−. (3.20)
It follows immediately from the above theorem that if h˜+ is a solution to Problem (A,g(−)),
then eiξ h˜+(−ξ) is a solution to Problem (A,g). The question of how it can be related to any
other solution h+ of Problem (A,g) is addressed in the theorem that follows.
Theorem 3.2. Let h+, h∗+ be solutions to Problem (A,g), such that
gh+ = El+ + l− with l± ∈ Lˆ±∞, (3.21)
gh∗+ = El∗+ + l∗− with l∗± ∈ Lˆ±∞, (3.22)
and let
h− = E−1h+, h∗− = E−1h∗+. (3.23)
Then ∣∣∣∣ h+ h∗+−l+ −l∗+
∣∣∣∣= ∣∣∣∣h− h∗−l− l∗−
∣∣∣∣= K, (3.24)
where K ∈ C is a constant.
Proof. Multiplying both sides of (3.21) by h∗+, we obtain
gh∗+h+ = El+h∗+ + l−h∗+;
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El∗+ + l∗−
)
h+ = El+h∗+ + l−h∗+
and, taking (3.23) into account, it follows that
−l∗+h+ + l+h∗+ = −l−h∗− + l∗−h−.
Since the left-hand side of this equality represents a function in Lˆ+∞, while the right-hand side
represents a function in Lˆ−∞, we conclude that both sides must be equal to a constant. 
It follows from this result that, in order to check whether two solutions to Problem (A,g)
are linearly independent (in the sense of (3.5) and (3.6)), it is enough to check their linear inde-
pendence at a particular point or by making ξ → ∞ in an appropriate way. We state this in the
following two corollaries.
Corollary 3.3. Let the assumptions of Theorem 3.2 be satisfied. If, for some z0 ∈ C+, we have(
l+h∗+ − l∗+h+
)
(z0) = 0 (3.25)
then G defined by (3.7) admits a canonical bounded factorization of the form G = G−G+ with
G− =
[
h− h∗−
l− l∗−
]
, G−1+ =
[
h+ h∗+
−l+ −l∗+
]
; (3.26)
the same is true if, for some z0 ∈ C−, we have(
l−h∗− − l∗−h−
)
(z0) = 0. (3.27)
Corollary 3.4. With the same assumptions as in Theorem 3.2, then G defined by (3.7) admits a
canonical bounded factorization G = G−G+ with G± as in (3.26) if, for some sequence (ξn)
such that ξn ∈ C+ (respectively C−) and |ξn| → +∞, we have
lim
n→∞(l+h
∗+ − l∗+h+)(ξn) = 0, (3.28)
respectively lim
n→∞(l−h
∗− − l∗−h−)(ξn) = 0. (3.29)
These results are applied later to obtain explicitly a canonical bounded factorization for a
certain class of triangular matrices G.
Remark 3.5. It is clear that, if the assumptions of Corollaries 3.3 and 3.4 hold, then (−l∗+, h∗+)
is a solution to the corona problem with data (h+, l+).
We end this section by remarking that Theorem 3.2 and Corollaries 3.3 and 3.4 admit a gen-
eralization regarding the canonical factorization of matrix functions G ∈ L2×2∞ . We have the
following.
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d = d−d+. (3.30)
Let Φ±j ∈ (r−1± Lˆ±2 )2, for j = 1,2 and r±(ξ) = 1/(ξ ± i), be such that
GΦ+j = Φ−j (j = 1,2). (3.31)
Let, moreover, G−1+ be the 2 × 2 matrix function whose columns are Φ+1 and Φ+2 and let G− be
the 2 × 2 matrix function whose columns are Φ−1 and Φ−2 (in this order). Then
(i) d+ detG−1+ = d−1− detG− = K , where K ∈ C is a constant;
(ii) G = G−G+ is a canonical factorization for G relative to L2(R) iff K = 0.
Proof. Let
J =
[
0 1
−1 0
]
.
We have, due to (3.31), (
Φ+1
)T
GT JGΦ+2 =
(
Φ−1
)T
JΦ−2 .
Since GT JG = (detG)J = dJ , it follows that
d
(
Φ+1
)T
JΦ+2 =
(
Φ−1
)T
JΦ−2 .
With the assumptions of this theorem, (Φ+1 )T JΦ
+
2 = detG−1+ and (Φ−1 )T JΦ−2 = detG−; more-
over, d = d−d+, so that
d+ detG−1+ = d−1− detG−.
The left-hand side of the last equality represents a function f+ such that r2+f+ ∈ Lˆ+1 and the
right-hand side is f− such that r2−f− ∈ Lˆ−1 ; therefore both are equal to a constant K ∈ C (see
Proposition 2.1).
It is clear that for G = G−G+ to be a canonical factorization relative to L2(R) we must have
K = 0. Conversely, if K = 0, then
detG−1+ = Kd−1+ , detG− = Kd−
and since d±1+ ∈ Lˆ+∞, d±1− ∈ Lˆ−∞, it follows that detG±1+ ∈ Lˆ+∞, detG±1− ∈ Lˆ−∞ and thus
r+G±1+ ∈
(
Lˆ+2
)2×2
, r−G±1− ∈
(
Lˆ−2
)2×2
. 
Corollary 3.7. With the assumptions of Theorem 3.6, if K = 0 and condition (iii) in Section 2 is
satisfied, then G = G−G+ is a canonical generalized factorization for G.
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general case.
4. A solution to Problem (A,g)
We consider now the Riemann–Hilbert problem (3.9) in the case where g is an almost-periodic
polynomial belonging to the class P of all almost periodic polynomials of the form
p = cE−β + b +
n∑
j=1
ajE
jα, n =
[
1
α
]
, (4.1)
or
p =
n∑
j=1
cjE
−jβ + b + aEα, n =
[
1
β
]
, (4.2)
where b = 0 and α,β ∈ ]0,1[ are such that α/β /∈ Q, α + β > 1. As a particular subclass of such
AP polynomials we have the following set of trinomials:
Definition 4.1. For any fixed α,β ∈ ]0,1[, α + β > 1, α/β /∈ Q, we denote by T the following
subset of L∞(R):
T = {aEα + b + cE−β : b ∈ C \ {0}, a, c ∈ C}, (4.3)
where we assume the notation of Section 2 (cf. (2.8)).
Remark 4.2. An important property of this class is that it is invariant under the involution
ξ → −ξ , i.e.,
g ∈ T ⇒ g(−) ∈ T ,
where g(−) was defined in (3.14). Moreover, it is easy to see that g(−) can also be obtained from g
by exchanging a with c and α with β , which will be useful in Section 5.
Not only is the problem simpler to understand when g ∈ T , but it will also be shown, in the
last part of this section, that a solution to Problem (A,p), with p ∈ P , can be obtained from the
solution to an associated Problem (A,g) with trinomial g.
Thus, we start by obtaining a solution to Problem (A,g), for any g ∈ T . This solution will
be given explicitly in Section 4.1 and can be checked directly. However, we take the option of
explaining in Section 4.2 our approach to obtain it, through a table which allows us to deter-
mine the solution with minimal computations and allows a better understanding of how to solve
Problem (A,g).
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We start with some auxiliary results, the first of which can be found in [5].
Lemma 4.3 (Kronecker’s theorem in one dimension). Let x be a positive irrational number. Then
{nx − [nx]: n ∈ N} is dense in the interval [0,1].
Lemma 4.4. Let α,β ∈ ]0,1[, α + β > 1. Then, for all n ∈ N ∪ {0}, we have either[
1 + nβ
α
]
=
[
(n + 1)β
α
]
(4.4)
or [
1 + nβ
α
]
=
[
(n + 1)β
α
]
+ 1. (4.5)
Proof. It is clear that, since α,β ∈ ]0,1[, we have
(n + 1)β
α
 1 + nβ
α
so that [
(n + 1)β
α
]

[
1 + nβ
α
]
. (4.6)
On the other hand, from α + β > 1 we have
1 + nβ
α
 (n + 1)β
α
+ 1
so that [
1 + nβ
α
]

[
(n + 1)β
α
]
+ 1. (4.7)
Since [(1 + nβ)/α] is an integer, the result follows from (4.6) and (4.7). 
Theorem 4.5. Let the assumptions of Lemma 4.4 be satisfied and let, moreover, α/β /∈ Q. Then
there exists n ∈ N ∪ {0} such that (4.4) holds.
Proof. From Lemma 4.3 it follows that there is n ∈ N ∪ {0} such that
(n + 1)β
α
−
[
(n+ 1)β
α
]
< 1 − 1 − β
α
.
Thus we have
1 + nβ = (n + 1)β + 1 − β <
[
(n+ 1)β ]+ 1.α α α α
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Let now
J =
{
j ∈ N ∪ {0}:
[
1 + jβ
α
]
=
[
(j + 1)β
α
]
or nα − jβ = 1 for some n ∈ N
}
. (4.8)
Theorem 4.5 implies that this is not an empty set, so let
N = minJ ; (4.9)
we have either [
1 + Nβ
α
]
=
[
(N + 1)β
α
]
(4.10)
or
nα −Nβ = 1 for some n ∈ N. (4.11)
We will show that (4.10) and (4.11) cannot hold simultaneously. In fact, if for some n ∈ N,
we have nα −Nβ = 1, then n = (1 + Nβ)/α, so that (1 +Nβ)/α ∈ N. Since
1 +Nβ
α
>
(N + 1)β
α
it follows that [
1 +Nβ
α
]
= 1 +Nβ
α
>
[
(N + 1)β
α
]
.
Therefore, we have:
Theorem 4.6. Let α,β ∈ ]0,1[, α + β > 1, α/β /∈ Q and N be defined by (4.9). Then either
(4.10) or (4.11) holds, but not both.
Corollary 4.7. With the same assumptions of Theorem 4.6, the equality (4.10) is equivalent to
(1 +Nβ)/α /∈ N.
Let now Sl (l = 0,1, . . . ,N + 1) be defined by
Definition 4.8. Let
Sl =
[
1 + (l − 1)β
α
]
if l = 0,1, . . . ,N, (4.12)
SN+1 =
{[ 1+Nβ
α
]
if 1+Nβ
α
/∈ N,[ 1+Nβ
α
]− 1 if 1+Nβ
α
∈ N,
(4.13)
where N is defined in (4.9).
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SN+1 =
[
(N + 1)β
α
]
(4.14)
and
S0 = 0. (4.15)
Moreover, we have:
Lemma 4.9. Let the assumptions of Theorem 4.6 hold and let Sl be defined by (4.12)–(4.13).
Then
(i) 0 Sl  Sl+1 for all l ∈ {0,1, . . . ,N};
(ii) if l ∈ {0,1, . . . ,N}, then 0 jα − lβ < 1 for all j = Sl, . . . , Sl+1;
(iii) (Sl+1 + 1)α − lβ  1 for all l ∈ {0,1, . . . ,N};
(iv) (Sl − 1)α − lβ  0 for all l ∈ {0,1, . . . ,N};
(v) SN+1α − (N + 1)β  0.
Proof. (i) This follows immediately from Definition 4.8 if l = 0,1, . . . ,N − 1 and if l = N such
that (4.10) holds. If l = N and (4.11) holds, then (1 + Nβ)/α = n and SN+1 = n− 1, so that
SN =
[
1 + (N − 1)β
α
]
=
[
n− β
α
]
 n− 1 = SN+1. (4.16)
(ii) Let l be any integer in {0,1, . . . ,N}. It is enough to show that
Slα − lβ  0, (4.17)
Sl+1α − lβ < 1 (4.18)
since, for j = Sl, . . . , Sl+1, we have
Slα − lβ  jα − lβ  Sl+1α − lβ. (4.19)
Now, since l − 1 < N , we have from Lemma 4.4
Sl =
[
1 + (l − 1)β
α
]
=
[
lβ
α
]
+ 1 (4.20)
so that
Sl 
lβ
α
, (4.21)
from which (4.17) follows. On the other hand, if
Sl+1 =
[
1 + lβ ] (4.22)
α
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Sl+1 
1 + lβ
α
, (4.23)
which implies (4.18); if (1 +Nβ)/α ∈ N, then
SN+1 = 1 + Nβ
α
− 1 (4.24)
so that SN+1α −Nβ = 1 − α < 1, and (4.18) is also satisfied.
(iii) If l ∈ {0,1, . . . ,N − 1} or l = N and (1 +Nβ)/α /∈ N, then Sl+1 is given by (4.22) and
thus
Sl+1 
1 + lβ
α
− 1
so that Sl+1α − lβ  1 − α and therefore
(Sl+1 + 1)α − lβ  1;
if l = N and (1 +Nβ)/α ∈ N then (4.24) holds and we have
(SN+1 + 1)α −Nβ = 1
so that (Sl − 1)α − lβ < 0 for all l ∈ {0,1, . . . ,N}.
(iv) Since Sl is defined by (4.12), we have
Slα − (l − 1)β  1 < α + β
so that (Sl − 1)α − lβ < 0, for all l ∈ {0,1, . . . ,N}.
(v) If (1 +Nβ)/α ∈ N, the result follows from (4.24) since, in this case,
SN+1α − (N + 1)β = 1 − α − β < 0;
if (1 +Nβ)/α /∈ N, then
SN+1 =
[
1 +Nβ
α
]
=
[
(N + 1)β
α
]
and thus, SN+1  (N + 1)β/α, so that (v) holds. 
Now we are ready to present an explicit formula for a solution to Problem (A,g) with g ∈ T .
Theorem 4.10. Let the assumptions of Theorem 4.6 be satisfied and let g ∈ T be the trinomial
g = aEα + b + cE−β. (4.25)
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given by
h+ =
N∑
l=0
Sl+1∑
j=Sl
(
−a
b
)j(
− c
b
)l
Ejα−lβ . (4.26)
Moreover, we have sp(h+) ⊂ [0,1) and gh+ = El+ + l− with l± ∈ Lˆ±∞ given by
El+ = a
N∑
l=0
(
−a
b
)Sl+1(
− c
b
)l
E(Sl+1+1)α−lβ , (4.27)
l− = b + c
N∑
l=1
Sl−1∑
j=Sl−1
(
−a
b
)j(
− c
b
)l−1
Ejα−lβ
+ c
SN+1∑
j=SN
(
−a
b
)j(
− c
b
)N
Ejα−(N+1)β . (4.28)
Proof. From Lemma 4.9(ii), it follows that h+ ∈ Lˆ+∞ and sp(h+) ⊂ [0,1). From the same
lemma, (iii) implies that l+ ∈ Lˆ+∞, while (iv) and (v) imply that l− ∈ Lˆ−∞. A straightforward
computation shows that in fact we have gh+ = El+ + l− . 
4.2. The table method
Our approach to obtain the result of Theorem 4.10 can be explained as follows. In order to
solve Problem (A,g), we look for a solution h+ ∈ Lˆ+∞ ∩ ELˆ−∞ such that
gh+ = El+ + l− with l± ∈ Lˆ±∞. (4.29)
Now, let us start by multiplying g by (h0,0)+ = 1. We get (obviously)(
aEα + b + cE−β)(h0,0)+ = aEα + b + cE−β. (4.30)
The last two terms on the right-hand side of (4.30) are in Lˆ−∞, but the Fourier spectrum of the
first term on the right-hand side consists of the point α ∈]0,1[, consequently it must be cancelled.
In order to do this, we multiply g by a factor
(h1,0)+ = A1,0Eα (A1,0 ∈ C), (4.31)
and add the resulting equation with (4.30), thus obtaining
g
[
(h0,0)+ + (h1,0)+
]= aA1,0E2α + (a + bA1,0)Eα + b
+ cE−β + cA1,0Eα−β. (4.32)
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A1,0 = −a
b
, (4.33)
the terms on the right-hand side corresponding to the spectrum point α cancel out and we get
g
[
(h0,0)+ + (h1,0)+
]= aA1,0E2α + cA1,0Eα−β + l1− (4.34)
with l1− ∈ Lˆ−∞. Now, an important fact is that, on the right-hand side of (4.34), only one of the
terms aA1,0E2α and cA1,0Eα−β must, eventually, be cancelled out. In fact, the points of their
Fourier spectrum differ by α + β > 1, so that they cannot be both in ]0,1[. Thus if, for instance,
2α < 1, then α − β < 0 and we only have to cancel aA1,0E2α . Assuming that this is the case,
multiplying g by a factor
(h2,0)+ = A2,0E2α (A2,0 ∈ C), (4.35)
we get (
aEα + b + cE−β)(h2,0)+ = aA2,0E3α + bA2,0E2α + cA2,0E2α−β. (4.36)
Defining
A2,0 =
(
−a
b
)2
(4.37)
and adding (4.34), and (4.36), we obtain
g
[
(h0,0)+ + (h1,0)+ + (h2,0)+
]= aA2,0E3α + cA2,0E2α−β + l2− (4.38)
with l2− ∈ Lˆ−∞. Notice that, once again, only one of the first two terms on the right-hand side
needs, eventually, to be cancelled out. In fact, if 3α < 1, then 2α −β < 0, so that in this case, we
cancel the first term on the right-hand side of (4.38) by using a product of the form A3,0E3αg. If
3α  1, and 2α − β < 0, then our solution is given by (4.38):
h+ = (h0,0)+ + (h1,0)+ + (h2,0)+. (4.39)
If 3α  1 and 0 < 2α − β < 1, we just have to cancel the second term on the right-hand side of
(4.38), which we achieve by using the product of g by (h2,1)+, where
(h2,1)+ = A2,1E2α−β with A2,1 =
(
−a
b
)2(
− c
b
)
, (4.40)
so that we have, by adding (h2,1)+ to the sum in (4.39):
g
[
(h0,0)+ + (h1,0)+ + (h2,0)+ + (h2,1)+
]
= aA2,1E3α−β + cA2,1E2α−2β + l3− + El3+ (4.41)
with l3− ∈ Lˆ−∞, l3+ ∈ Lˆ+∞.
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(hj,l)+ = Aj,lEjα−lβ with (j, l) ∈ G ⊂
(
N ∪ {0})2 (4.42)
such that jα − lβ ∈ [0,1) for all (j, l) ∈ G and
gh+ = aAM,NE(M+1)α−Nβ + cAM,NEMα−(N+1)β +EL+ + L− (4.43)
with L± ∈ Lˆ±∞. The sum h+ will be a solution to Problem (A,g) if we can find M,N ∈ N ∪ {0}
such that
(M + 1)α −Nβ  1 and Mα − (N + 1)β  0, (4.44)
which is guaranteed by Lemma 4.9(iii) and (v), if we make M = SN+1.
Since we are looking for a solution h+ which is a linear combination of exponentials of the
form Eμ with μ ∈ αZ + βZ, it is natural to think of representing it in a table with two entries
such as Table 1, where each position with entries (j, l) corresponds to a value of jα − lβ . To
simplify the explanation, we introduce the following notation:
Terminology 4.11. We say that a sum of the form∑
(j,l)∈E
Aj,lE
jα−lβ ,
where E is a finite subset of Z2 and Aj,l ∈ C, is a linear combination of the positions (j, l) ∈ E .
If h+ is such a linear combination (see Table 1, where Sl is defined as in (4.12)–(4.13)), the
product gh+ is the sum of three terms: aEαh+, bh+ and cE−βh+. For h+ to be a solution to
Problem (A,g), every term in bh+ (different from a constant) must be cancelled by some other
term coming from the products aEαh+ or cE−βh+. Now, the product Eαh+ corresponds to
one move downwards of all the positions represented in the table, while the product E−βh+
corresponds to one move to the right.
So, thinking in terms of Table 1, we start by considering first a linear combination of the
positions in the first column. We have
1 + h1+ = 1 +
S1∑
j=1
Aj,0E
jα,
where S1 is such that
0 < S1α < 1 and (S1 + 1)α  1.
It is clear that all the terms in bh1+ can be cancelled by the terms in aEα(1 + h1+) which
correspond to the same positions in the above mentioned table (if we define the coefficients
Aj,0 conveniently), i.e., in a certain sense each position in the first column of Table 1 (except
(0,0)) can be “cancelled” by the position immediately above it. Now we have to check whether
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Fourier spectra and coefficients (A = −a/b, C = −c/b)
j\l 0 1 2 · · · N N + 1
0 1 ∗
1 A ∗
.
.
.
.
.
. ∗
S1 AS1 AS1C ∗
S1 + 1 ∗∗ AS1+1C ∗
.
.
.
.
.
. ∗
S2 AS2C AS2C2 ∗
S2 + 1 ∗∗ AS2+1C2 ∗
.
.
.
.
.
.
.
.
.
SN A
SN CN ∗
SN + 1 ASN+1CN ∗
.
.
.
.
.
. ∗
SN+1 ASN+1CN ∗
SN+1 + 1 ∗∗
the positions (j,1), j = 0,1, . . . , S1, corresponding to the product cE−β(1 + h1+), satisfy the
condition jα−β < 0. Since α+β > 1, we certainly have (S1 − 1)α−β < 0, which implies that
all the positions above (S1 − 1,1) correspond to negative values of jα − lβ; however, it might
happen that S1α − β ∈ ]0,1[ and, in this case, the corresponding term in cE−β(1 + h1+) must
be cancelled. We achieve this by adding to 1 + h1+ another term, which is a linear combination
of the positions in the second column of Table 1, i.e.,
h2+ =
S2∑
j=S1
Aj,1E
jα−β, (4.45)
where S2 is such that S2α − β < 1, and (S2 + 1)α − β  1.
It also follows from the condition α + β > 1, that the values of jα − lβ corresponding to the
positions on the right of those represented in the second column (due to the product cE−βh2+)
are negative, except (possibly) for the position (S2,2). If S2α − 2β < 0, the procedure comes to
an end and the solution to Problem (A,g) is given by h+ = 1 + h1+ + h2+; otherwise we repeat
the previous reasoning.
This procedure goes on until we reach a position (M,N) ∈ N2 such that
{0 < Mα −Nβ < 1,
(M + 1)α −Nβ  1,
Mα − (N + 1)β  0,
(4.46)
which is satisfied by N and M = SN+1 given by (4.9) and (4.13), respectively. The solution h+
appears as a sum
h+ = 1 + h1+ + h2+ + · · · + hN+, (4.47)
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propriate coefficients, of the positions (j, l) of the lth column, with j = Sl, Sl + 1, . . . , Sl+1.
Not only does Table 1 provide, in an easy way, the Fourier spectrum of h+, but it also allow us
to obtain its coefficients with minimal computations. It follows from the above explanation that,
in order for the product gh+ to have no terms with spectrum in ]0,1[, the Fourier coefficients Aj,l
must be defined in such a way that, taking A0,0 = 1 to be the Fourier coefficient corresponding to
(j, l) = (0,0), each move downwards corresponds, in terms of the coefficients, to a multiplication
by A = (−a/b), while each move to the right corresponds to a multiplication by C = (−c/b).
Moreover, the (∗∗) position below the last element of each column of Table 1 corresponds
to a point in [1,+∞); these are the points of the Fourier spectrum of El+ (recall that gh+ =
El+ + l−). The corresponding Fourier coefficients are obtained from those corresponding to the
last positions of the columns in Table 1 by a multiplication by a.
On the other hand, the (∗) positions on the right of those represented on Table 1 correspond
to points in ]−∞,0[ and, together with the point 0, they give the Fourier spectrum of l−. The
corresponding Fourier coefficients are obtained from those represented on their left in Table 1 by
a multiplication by c, except for the coefficient corresponding to (j, l) = (0,0), which is equal
to b.
Finally, the following will be important in Section 4.3 ahead.
Remark 4.12. From the above explanation and from Theorem 4.10 it is clear that, if we define
E = {(j, l) ∈ Z2: 0 l N, Sl  j  Sl+1} (4.48)
and we take
Xi+j = Ai,j for (i, j) ∈ E, (4.49)
then a solution to Problem (A,g) with g ∈ T is given by
h+ =
∑
(j,l)∈E
Xj+lEjα−lβ , (4.50)
where X = (X0,X1, . . . ,Xr−1), with r =∑Nl=0(Sl+1 − Sl + 1), is a non-trivial solution to the
linear homogeneous system represented by
TX = 0, (4.51)
where T is an (r − 1)× r matrix whose elements Ti,j are given by
Ts,t = 0 if t > s + 1 or t < s, (4.52)
Ts,t = b if t = s + 1, (4.53)
Ts,t = c if t = s =
m∑
l=0
(Sl+1 − Sl + 1) for some m ∈ {0,1, . . . ,N}, (4.54)
Ts,t = a, otherwise. (4.55)
An example of such a matrix is given in Example 6.1 in Section 6.
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We now consider the solution to Problem (A,p) in the case where p is an almost-periodic
polynomial of the form (4.1) or (4.2), which we repeat and renumber here for convenience
p = cE−β + b +
n∑
j=1
ajE
jα, n =
[
1
α
]
, (4.56)
or
p =
n∑
j=1
cjE
−jβ + b + aEα, n =
[
1
β
]
, (4.57)
assuming as before that b = 0 and α,β ∈ ]0,1[, α + β > 1, α/β /∈ Q.
Let E be defined as in (4.48) and let p have the form (4.56). We will show that a solution to
Problem (A,p), of the form
q+ =
∑
(j,l)∈E
A˜j,lE
jα−lβ , (4.58)
exists and that its coefficients A˜j,l can be obtained in a simple way from the Fourier coefficients
of
h+ =
∑
(j,l)∈E
Aj,lE
jα−lβ , (4.59)
which is a solution to Problem (A,g), for g = a1Eα + b + cE−β , according to Theorem 4.10.
In fact, q+ defined by (4.58) will be a solution to Problem (A,p) if
pq+ = Eu+ + u− with u± ∈ Lˆ±∞. (4.60)
Since
pq+ =
(
cE−β + b +
n∑
j=1
ajE
jα
)
N∑
l=0
Sl+1∑
j=Sl
A˜j,lE
jα−lβ (4.61)
=
N−1∑
l=0
(
cA˜Sl+1,l + bA˜Sl+1,l+1
)
ESl+1α−(l+1)β (4.62)
+
N∑
l=0
Sl+1∑
j=Sl+1
(
aj A˜0,l + aj−1A˜1,l + · · · + a1A˜j−1,l + bA˜j,l
)
Ejα−lβ +Eu+ + u−
with u± ∈ Lˆ±∞ given by
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N∑
l=0
Sl+1+n∑
j=Sl+1+1
(
anA˜j−n,l + · · · + a2A˜j−2,l + a1A˜j−1,l
)
Ejα−lβ , (4.63)
u− = bA˜0,0 +
N∑
l=0
Sl+1−1∑
j=Sl
cA˜j,lE
jα−(l+1)β + cA˜SN+1,NESN+1α−(N+1)β , (4.64)
it is clear that all the terms in (4.62) whose Fourier spectrum lies in ]0,1[ must be equal to zero,
i.e.,
pq+ −Eu+ − u− = 0. (4.65)
Therefore, the coefficients A˜j,l must be such that
cA˜Sl+1,l + bA˜Sl+1,l+1 = 0 for l = 0, . . . ,N − 1, (4.66)
aj A˜0,l + aj−1A˜1,l + · · · + a1A˜j−1,l + bA˜j,l = 0
for l = 0, . . . ,N and j = Sl + 1, . . . , Sl+1. (4.67)
If we define the unknowns
X˜j+l = A˜j,l , (4.68)
the homogeneous linear system (4.66)–(4.67) can be represented in matrix form by
T˜ X˜ = 0, (4.69)
where
X˜ = [ X˜0, X˜1, . . . , X˜r−1 ]T , r = N∑
l=0
(Sl+1 − Sl + 1), (4.70)
and T˜ is the (r −1)×r matrix whose elements T˜s,t are defined as follows (see also Example 6.2).
Definition 4.13. Let s, t ∈ N be such that s  r − 1, t  r , for r defined by (4.70).
(a) For t > s,
T˜s,t = 0 if t > s + 1, (4.71)
T˜s,t = b if t = s + 1. (4.72)
(b) Let t  s and let m ∈ {0,1, . . . ,N};
(b1) if s =∑ml=0(Sl+1 − Sl + 1), then
T˜s,t = c for t = s, (4.73)
T˜s,t = 0 for t < s; (4.74)
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∑m−1
l=0 (Sl+1 − Sl + 1) < s <
∑m
l=0(Sl+1 − Sl + 1), then
T˜s,t = as−t+1 for t >
m−1∑
l=0
(Sl+1 − Sl + 1), (4.75)
T˜s,t = 0, otherwise. (4.76)
Let us now define two r × r matrices T0 and T˜0 by adding to T (given by (4.52)–(4.55)) and T˜
(above defined), respectively, a first row [b 0 0 . . . 0] i.e.,
(T0)1,1 = b, (T0)1,t = 0 for t = 2,3, . . . , r, (4.77)
(T0)s,t = Ts−1,t for s = 2,3, . . . , r and t = 1,2, . . . , r, (4.78)
and, analogously,
(T˜0)1,1 = b, (T˜0)1,t = 0 for t = 2,3, . . . , r, (4.79)
(T˜0)s,t = T˜s−1,t for s = 2,3, . . . , r and t = 1,2, . . . , r. (4.80)
T0 and T˜0 are triangular matrices of order r , invertible since (T0)s,s = (T˜0)s,s = b = 0. It is
clear that
T0 = T˜0M˜, with M˜ = T˜ −10 T0, (4.81)
which implies (taking into account the relation between T and T0 and, analogously, between T˜
and T˜0) that
T = T˜ M˜. (4.82)
Thus, if (4.51) holds, then
TX = T˜ (M˜X) = 0 (4.83)
and we can take
X˜ = M˜X (4.84)
as a solution to (4.69).
Remark 4.14. In particular, we can take a = a1 in the trinomial g corresponding to the solution
(4.59), which makes M˜ simpler. So, we assume that M˜ in (4.84) is defined with a = a1.
Thus we have the following.
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lem (A,p) is given by
q+ =
∑
(j,l)∈E
A˜j,lE
jα−lβ , (4.85)
where E is defined in (4.48) and A˜j,l = X˜j+l , these being the coordinates of the vector X˜ given
by (4.84). The Fourier spectrum of the solution q+ to Problem (A,p), given by (4.85), is the
same as sp(h+), where h+ is the solution to Problem (A,g) given by Theorem 4.10 and depends
only on the values of α and β .
Remark 4.16. In particular, it follows from (4.84) and from the definition of the matrix M˜ that
X˜0 = X0, i.e., A˜0,0 in q+ is equal to A0,0 in h+ and, therefore, different from 0.
We can obtain a similar result if p is an almost-periodic polynomial of the form (4.57). In
fact, an argument similar to that leading to Theorem 4.15 still stands in this case, with T˜ replaced
by T ∗ (defined below) and X˜ replaced by X∗ such that
T ∗X∗ = 0.
As to the definition of T ∗, we have:
Definition 4.17. Let s, t ∈ N, such that s  r − 1, t  r , with r given by (4.70).
(a) Let t > s, then
T ∗s,t = 0 if t > s + 1, (4.86)
T ∗s,t = b if t = s + 1; (4.87)
(b) let t  s and let m ∈ {0,1, . . . ,N};
(b1) if s =∑ml=0(Sl+1 − Sl + 1), then
T ∗s,t = cs−t+1 for t >
m−1∑
l=0
(Sl+1 − Sl + 1), (4.88)
T ∗s,t = 0, otherwise; (4.89)
(b2) if
∑m−1
l=0 (Sl+1 − Sl + 1) < s <
∑m
l=0(Sl+1 − Sl + 1), then
T ∗s,t = a if t = s, (4.90)
T ∗s,t = 0, otherwise. (4.91)
We also define T ∗0 from T ∗ by adding a first row [b 0 0 . . . 0] to the latter (as we did when
we defined T0 from T , or T˜0 from T˜ ).
The following result then holds.
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lem (A,p) is given by
q+ =
∑
(j,l)∈E
A∗j,lEjα−lβ , (4.92)
where E is defined in (4.48) and A∗j,l = X∗j+l , X∗j+l being the coordinates of the vector X∗ given
by
X∗ = M∗X (4.93)
with
M∗ = (T ∗0 )−1T0 (4.94)
and X defined as in Remark 4.12, taking c = c1 in T .
Remark 4.19. Considering the form of T ∗, we see that a solution h+ to Problem (A,g), with
g = c1E−β + b + aEα , given by (4.59), will also be a solution to Problem (A,p), for p given
by (4.57), if we have Sl+1 > Sl for all l = 1,2, . . . ,N − 1. In fact, in this case, we have T ∗ = T
(see Example 6.2).
5. Canonical factorization-explicit formulae
Now we apply the preceding results, together with those of Section 3, to establish the existence
and obtain the factors of a bounded canonical factorization for triangular matrix functions of the
form (3.7) with p ∈ P (which is equivalent to obtaining the general solution to Problem (A,p)
with p ∈P).
It follows from Theorem 4.15 that, if G takes the form
G =
[
E−1 0
p E
]
, (5.1)
with p given by (4.56), then
G [q+ −u+ ]T = [q− u− ]T , (5.2)
where q+ is given in Theorem 4.15,
q− = E−1q+ ∈ Lˆ−∞ (5.3)
and u± ∈ Lˆ±∞ are defined by pq+ = Eu+ + u−.
It should be noticed that, taking Remark 4.16 into account, we have
0 ∈ sp(q+). (5.4)
Let now p(−) be the almost-periodic polynomial given by
p(−)(ξ) = p(−ξ). (5.5)
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q˜+ ∈ Lˆ+∞ to Problem (A,p(−)), i.e., such that
p(−)q˜+ = Eu˜+ + u˜− with u˜± ∈ Lˆ±∞. (5.6)
Therefore, defining
q∗+ = Eq˜+(−ξ) (5.7)
we have
pq∗+ = Eu∗+ + u∗− (5.8)
with u∗± ∈ Lˆ±∞ given by
u∗+(ξ) = u˜−(−ξ), u∗−(ξ) = u˜+(−ξ) for ξ ∈ R. (5.9)
So we also have
G
[
q∗+ −u∗+
]T = [q∗− u∗− ]T , (5.10)
where
q∗−(ξ) = q˜+(−ξ) for ξ ∈ R. (5.11)
It should also be noticed that according to Theorem 4.15, sp(q˜+) ⊂ sp(h˜+), where h˜+ is a so-
lution to Problem (A,g(−)), with g(−) = cEβ +b+a1E−α , obtained according to Theorem 4.10,
and, therefore, 1 /∈ sp(q˜+). Since q∗+ is given by (5.7), we have
0 /∈ sp(q∗+). (5.12)
Taking (5.2) and (5.10) into account, as well as (5.4), (5.12) and Corollary 3.4, we can there-
fore state the following.
Theorem 5.1. Let G be a triangular matrix function
G =
[
E−1 0
p E
]
(5.13)
with p ∈ P , of the form (4.56). Then G admits a canonical almost-periodic polynomial factor-
ization G = G−G+, with G± given by
G−1+ =
[
q+ q∗+
−u+ −u∗+
]
, G− =
[
q− q∗−
u− u∗−
]
, (5.14)
where
(i) q+ is the solution to Problem (A,p) given in (4.85), u± are defined by (4.60), (4.63) and
(4.64), and q− = E−1q+;
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Proof. It is clear that GG−1+ = G− and G−1+ ∈ APP+, G− ∈ APP−. Moreover, from Theo-
rem 3.2, we have detG−1+ = detG− = K .
Now, we have
q+ = 1 +Eδ1Q+ with δ1 > 0, Q+ ∈ Lˆ+∞; (5.15)
on the other hand, according to (5.12),
q∗+ = Eδ2Q∗+ with δ2 > 0, Q∗+ ∈ Lˆ+∞. (5.16)
Moreover,
u˜− = b +E−δ3U˜− with δ3 > 0, U˜ ∈ Lˆ−∞ (5.17)
so that, according to (5.9),
u∗+ = b + Eδ3U∗+ with δ3 > 0, U∗+ ∈ Lˆ+∞. (5.18)
It follows from (5.15), (5.16) and (5.18) and from Corollary 3.4 that
detG−1+ =
∣∣∣∣1 +Eδ1U+ Eδ2Q∗+−u+ −(b +Eδ3U∗+)
∣∣∣∣= −b = 0
and the same is true for detG−. This completes the proof. 
Remark 5.2. An analogous result obviously holds if p is of the form (4.57).
Remark 5.3. In particular, when p is a trinomial of the form (4.25) we have
G−1+ =
[
h+ h∗+
−l+ −l∗+
]
, G− =
[
h− h∗−
l− l∗−
]
, (5.19)
with h+, l± given in Theorem 4.10, h− = E−1h+ and, for N˜ and S˜l (l = 0,1, . . . , N˜ +1) defined
in the same way as N and Sl , respectively, in Section 4.1 (see (4.9) and Definition 4.8), with α
replaced by β and vice-versa,
h∗+ = E
N˜∑
l=0
S˜l+1∑
j=S˜l
(
− c
b
)j(
−a
b
)l
Elα−jβ, (5.20)
l∗+ = b + a
N˜∑
l=1
S˜l−1∑
j=S˜l−1
(
− c
b
)j(
−a
b
)l−1
Elα−jβ (5.21)
+ a
S˜N˜+1∑
j=S˜
(
− c
b
)j(
−a
b
)N˜
E(N˜+1)α−jβ, (5.22)N˜
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N˜∑
l=0
(
− c
b
)S˜l+1(
−a
b
)l
Elα−(S˜l+1+1)β , (5.23)
h∗− = E−1h∗+. (5.24)
6. Examples
Example 6.1. Let us consider the following example, where the values of α and β were chosen
such that reasonably simple expressions would be obtained. Let α = 0.4999 and β = √8/5 and
let g = aEα +b+ cE−β with b = 0. We have, from Theorem 4.10, a solution to Problem (A,g):
gh+ = El+ + l−, (6.1)
where
h+ =
2∑
j=0
Aj,0E
jα +
7∑
l=1
l+2∑
j=l+1
Aj,lE
jα−lβ , (6.2)
El+ =
7∑
l=0
aAl+2,lE(l+3)α−lβ , (6.3)
l− = b + cE−β +
7∑
l=0
cAl+1,lE(l+1)(α−β) + cA9,7E9α−8β (6.4)
with
Aj,l =
(
−a
b
)j(
− c
b
)l
. (6.5)
The table which corresponds, in this case, to Table 1 is Table 2.
Table 2
Fourier coefficients and spectra
j\l 0 1 2 3 4 5 6 7 8
0 1 ∗
1 A ∗
2 A2 A2C ∗
3 ∗∗ A3C A3C2 ∗
4 ∗∗ A4C2 A4C3 ∗
5 ∗∗ A5C3 A5C4 ∗
6 ∗∗ A6C4 A6C5 ∗
7 ∗∗ A7C5 A7C6 ∗
8 ∗∗ A8C6 A8C7 ∗
9 ∗∗ A9C8 ∗
10 ∗∗
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of the linear homogeneous system TX = 0 where T is a 16 × 17 matrix of the form⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
a b
a b
c b
a b
c b
a b 0
c b
a b
c b
a b
0 c b
a b
c b
a b
c b
a b
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.6)
On the other hand we have, following Theorem 5.1,
gh∗+ = El∗+ + l∗−, (6.7)
where
h∗+ = E
[ 6∑
l=0
l+1∑
j=l
AlCjElα−jβ +A7,7E7(α−β)
]
, (6.8)
l∗+ = b + a
7∑
l=0
AlClE(l+1)α−lβ , (6.9)
l∗− = c
6∑
l=0
AlCl+1E1+lα−(l+2)β + cA7C7E1+7α−8β. (6.10)
Therefore, we have, according to Theorem 5.1, G = G−G+, with G−1+ , G− defined by (5.19).
Example 6.2. Let us consider the same values of α and β as in Example 6.1 with p = a2E2α +
a1Eα + b + cE−β . A solution of the Riemann–Hilbert problem (A,p)
pq+ = Eu+ + u− (6.11)
is given by
q+ =
2∑
A˜j,0E
jα +
7∑ l+2∑
A˜j,lE
jα−lβ . (6.12)
j=0 l=1 j=l+1
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homogeneous linear system (4.69). Here the matrix T˜ is defined by (4.71)–(4.76) and it has the
same entries as T , given by (6.6), replacing a by a1, except for the entry T˜2,1 = a2 (instead of
T2,1 = 0).
Taking (4.84) into account we obtain the coefficients A˜j,l
A˜0,0 = 1, (6.13)
A˜1,0 = −a1
b
, (6.14)
A˜2,0 =
(
−a1
b
)2
+
(
−a2
b
)
, (6.15)
A˜j,l =
(
− c
b
)l[(
−a1
b
)2
+
(
−a2
b
)](
−a1
b
)j−2
if 1 l  7, l + 1 j  l + 2. (6.16)
Moreover,
Eu+ =
7∑
l=0
(
a1A˜l+2,l + a2A˜l+1,l
)
E(l+3)α−lβ +
7∑
l=0
a2A˜l+2,lE(l+4)α−lβ , (6.17)
u− = b + cE−β +
7∑
l=0
cA˜l+1,lE(l+1)(α−β) + cA˜9,7E9α−8β. (6.18)
Another solution of the Riemann–Hilbert problem (6.11) is exactly the second solution in Exam-
ple 6.1, taking into account Remark 4.19 (since in this case Sl+1 > Sl), i.e.,
q∗+ = E
[ 6∑
l=0
l+1∑
j=l
Al1C
jElα−jβ +A7,7E7(α−β)
]
, (6.19)
u∗+ = b + a1
7∑
l=0
Al1C
lE(l+1)α−lβ + a2E2αq∗+, (6.20)
u∗− = c
6∑
l=0
Al1C
l+1E1+lα−(l+2)β + aA71C7E1+7α−8β. (6.21)
The factorization of G is then given by Theorem 5.1.
7. Generalizations and concluding remarks
Since there is no general method to solve the problem of the generalized factorization of
matrix functions, different classes of these functions must be studied using different methods,
according to the particular features of each class.
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completely for the class of triangular matrices (3.7) where g is a polynomial of the form (4.56)
or (4.57).
The results obtained so far show, moreover, that not only all the solutions to Problem (A,g),
in that case, are almost-periodic polynomials with Fourier spectrum in the group Z + αZ + βZ
(as might be expected since the entries of G also have the same property) but also that, somewhat
surprisingly, a solution exists with spectrum on αZ + βZ, even if 1 /∈ αZ + βZ.
It is clear, on the other hand, that the method that was applied to obtain such results is not
exhausted, as shown by the following example, where we follow the same line of reasoning as
before to obtain the canonical factorization of a class of matrix functions which is not of the type
studied in Sections 4 and 5.
Example 7.1. Let α,β ∈ ]0,1[, α + β > 1, α/β /∈ Q, as before and let moreover the following
conditions be satisfied:
1
2
 β < α < 2α − β < 1, 3α − 2β > 1. (7.1)
Let g in (3.7) be given by
g = cE−β + b + aEα + dE2α−β, b = 0. (7.2)
We begin by obtaining a solution to Problem (A,g). To this purpose we can start by taking a
solution to the problem (
aEα + b + cE−β)h1+ = El1+ + l1− (7.3)
with h1+, l1+ ∈ Lˆ+∞, l1− ∈ Lˆ−∞ and sp(h1+) ⊂ [0,1), which is given in Theorem 4.10. We have
h1+ = 1 − a
b
Eα + ac
b2
Eα−β − a
2c
b3
E2α−β + a
2c2
b4
E2α−2β (7.4)
and we see that, adding a term dE2α−β to the trinomial on the left-hand side of (7.3), we get
gh1+ = El1+ + l1− + dE2α−βh1+. (7.5)
On the right-hand side, taking (7.4) and (7.1) into account, only the term dE2α−β has to be
cancelled, since 0 < 2α − β < 1. We do this by taking
h2+ = −d
b
E2α−β (7.6)
and adding (7.5) to
gh2+ = −dE2α−β − cd E2α−2β +El2+, (7.7)
b
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of (7.7)) to be cancelled. Repeating the same procedure as before and taking
h3+ = cd
b2
E2α−2β, (7.8)
we get
gh+ = El+ + l−, (7.9)
where h+, l+ ∈ Lˆ+∞ and E−1h+, l− ∈ Lˆ−∞ with
h+ = h1+ + h2+ + h3+
= 1 − a
b
Eα + ac
b2
Eα−β −
(
a2c
b3
+ d
b
)
E2α−β
+ c
b
(
a2c
b3
+ d
b
)
E2α−2β, (7.10)
El+ = d
[
−a
b
E3α−β + ac
b2
E3α−2β −
(
a2c
b3
+ d
b
)
E4α−2β + c
b
(
a2c
b3
+ d
b
)
E4α−3β
]
+ a
[
−a
b
E2α −
(
a2c
b3
+ d
b
)
E3α−β + c
b
(
a2c
b3
+ d
b
)
E3α−2β
]
, (7.11)
l− = b + c
[
E−β + ac
b2
Eα−2β + c
b
(
a2c
b3
+ d
b
)
E3α−2β
]
. (7.12)
To obtain a second solution to Problem (A,g) we consider as before Problem (B,g(−)) and
apply again Theorem 3.1, thus obtaining
gh∗+ = El∗+ + l∗−, (7.13)
with
h∗+ = E −
c
b
E1−β, h∗− = E−1h∗+, (7.14)
l∗+ = b + aEα −
ac
b
Eα−β + dE2α−β − cd
b
E2α−2β, (7.15)
l∗− = −
c2
b
E1−2β. (7.16)
It is easy to see that (3.24) holds, with K = 0, so that G admits a canonical polynomial almost-
periodic factorization G = G−G+ with
G−1+ =
[
h+ h∗+
−l+ −l∗+
]
, G− =
[
h− h∗−
l− l∗−
]
. (7.17)
592 M.C. Câmara et al. / Journal of Functional Analysis 235 (2006) 559–592This raises the following questions. What is the most general class of matrix functions to
which the same method can be applied? Moreover, assuming that 0 ∈ sp(g), the fact that the
distance between the least positive value and the greatest negative value in the Fourier spectrum
of g is greater than 1 seems to be relevant to the existence of a polynomial almost-periodic
factorization of G, independently of the values of the Fourier coefficients of g. The same is true
if we consider the fact that a solution h+ to Problem (A,g) exists with 0 ∈ sp(h+), 1 /∈ sp(h+).
Another interesting question is that of characterizing the class of almost-periodic polynomi-
als g with spectrum in αZ + βZ such that Problem (A,g) admits a solution with spectrum also
in αZ + βZ (even if 1 /∈ αZ + βZ).
The authors intend to deal with these questions in a forthcoming paper.
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