We present an in -vitro study of rigid registration methods for computer -aided surgery. The goal of the study is t o empirically obtain accuracy measures under optimal laboratory conditions and to identify the weak links in the registration chain. Specifically, we investigate two common registration methods: contact -based registration and image -based landmark registra tion. We establish a framework for comparing the accuracy of both methods and describe phantoms, protocols, and algorithms for tool tip calibration, contact -based registration with an optical tracker ¡ fluoroscopic X -ray camera calibration, and fluoroscopi c X -ray image-based landmark registration. We report an average accuracy of 0.5mm (1.5mm maximum) and 2.75mm (3.4mm maximum) for contact -based and imagebased landmark registration, respectively. Based on our findings, we identify the camera calibration as being the main source of error in image -based landmark registration. We propose protocol improvements and algorithmic refinements to improve the accuracy of image-based landmark registration
Introduction
Registration is the task of finding a transformation from the coordinate system of one modality data set to another so that all features that appear in one modality are aligned with their appearance in the second Registration is an essential step in most computer-aided surgery (CAS) systems, since it is necessary to match information from different data modalities obtained at different points in time. It is required to match the preoperative images and plans to the intraoperative situation, and to determine the relative positions of surgical tools and anatomical structures. Examples of deployed CAS systems include preoperative planning, intraoperative navigation, and robotic s systems for orthopaedic surgery [1 -4] , neurosurgery [5, 6] , and maxillofacial surgery [7] , among many others. Practical, accurate, and robust registration has emerged as one of the key technical challenges in the field [3] . Much recent research has been devoted to the development and validation of registration methods (see [8] for an excellent survey ¢ . This paper presents an in -vitro study of rigid registration methods for computeraided surgery. The purpose of the study is to empirically obtain accura cy measures under optimal laboratory conditions and to identify the weak links in the registration chain. While the setup is different from the one used clinically, the study aims at obtaining a lower bound on the achievable accuracy and at identifying the main sources of error Establishing the accuracy and robustness of the registration methods is essential for determining their potential applicability in different clinical settings. Understanding of the factors that affect the accuracy and robustness o f the registration process provides quantitative criteria to support the selection of registration methods, and indicates where technical improvements are necessary
We address the rigid registration of the preoperative three -dimensional (3D) model of an object with its intraoperative pose. This type of registration is very common in orthopaedics, where mesh models of bone structures are constructed preoperatively from CT scans, and a surgical plan, consisting of landmark points, axes, or implants, is ela borated based on the images and the models. The plan has then to be registered to the intraoperative situation so that it can be carried out precisely with the help of a navigation system or a robotic device. The registration is usually performed with an instrumented pointer touching implanted fiducials, anatomical landmarks, or points on the surface of the anatomy to get their precise spatial locations. The points are then matched with the corresponding points in the 3D model to obtain the three rotation and three translation parameters of the rigid transformation that achieves the best coincidence between them. This procedure is also used to register nearly rigid structures, such as brain structures in neurosurgery, in which adhesive fiducials are place d on the patient's forehead [9] .
While effective and accurate, contact -based rigid registration methods have two main drawbacks: they require part of the anatomy of interest to be exposed, and they can be time -consuming and error -prone. Intraoperative e xposure of all or part of the anatomy of interest so it can be touched with a pointer can result in additional undesired surgical incisions. In percutaneous procedures, such as needle insertion or long bone closed fracture reduction, the additional surgic al incisions defeat the purpose of the minimally invasive procedure The additional incisions can also be necessary in some more invasive procedures, such as in pelvic fracture reduction, to obtain the desired accuracy with an even distribution of points o n the anatomical structure. It is only practical to acquire a few dozen points, since each acquisition is time-consuming. Additional errors are also introduced with the presence of tissue and fat on the anatomical surface An alternative to contact -based registration is image -based registration In imagebased registration, one or more intraoperative images of the anatomy of interest are acquired at known camera poses. Feature points ¡ such as fiducial centers, anatomical landmarks, or anatomical contours , are extracted from the images, and their spatial locations are computed from the camera pose and internal parameters. The most commonly used intraoperative imaging devices are mobile fluoroscopic X-ray C-arms and ultrasound units. The advantage of imag e-based registration is that it does not require contact or additional surgical exposure and uses readily available intraoperative imaging devices. It has the potential to be faster and more stable than contact-based registration, since many points can be extracted accurately and automatically with advanced image processing techniques. However, imagebased registration is technically much more challenging, since it depends on many more factors than contact -based registration: the geometric characteristics of the imaging camera and its pose, the image quality, and the quality of feature localization in the images This study establishes a technical framework to compare the accuracy of both contact-based and image-based landmark registration methods [10-11] Specifically, we focus on registration using an optical tracker and fluoroscopic X -ray images obtained by common mobile intraoperative C -arm units. To this end, we developed phantoms, protocols, and algorithms for tool tip calibration, contact -based registration, fluoroscopic X -ray camera distortion correction and calibration, and fluoroscopic X-ray image-based landmark registration. We designed and conducted in-vitro experiments to test the accuracy and reliability of algorithms and protocols under opt imal conditions. The individual steps of the registration algorithms are evaluated independently and lower bounds are established.
Previous work
This section reviews previous work on contact and image -based rigid registration methods, and theoretical and experimental accuracy studies Contact-based registration methods are currently in use in many commercial systems. These methods match the actual location of implanted fiducials ¡ anatomical landmarks, or points on the surface of the anatomy (a cloud of points) to the corresponding points in the preoperative model. The rigid transformation for fiducial and landmark -based registration is obtained directly with Horn's closed form solution [12] , or iteratively by distance minimization [13] . Cloud -of-points registration is performed with the Iterative Closest Point (ICP) method [14] . Several studies report millimetric accuracy in clinical settings for contact -based registration [6, [15] [16] [17] [18] [19] 21] .
Several image-based registration methods have been proposed re cently, although no commercial system, with the exception of the CyberKnife TM system for radiation therapy of brain tumors [20] , uses them. The registration can be based on geometric features in the image [22 -26] or on pixel intensity values [27 -32] . Geometric registration requires feature segmentation (e.g., fiducial center location, contour edge detection), while intensity -based registration requires generating digitally reconstructed radiographic images and comparing them with the actual fluoroscopic X -ray images. The main difficulty with geometric registration is the accuracy and robustness of feature segmentation. The main difficulty of intensitybased registration is the size of the search space and the existence of many local minima. Several grou ps have reported millimetric accuracy for image -based registration. Lavallée and Hamadeh [23, 25] report an in -vitro accuracy of 2mm on a dry vertebra. Tang £ ¤ ¦ ¥ § reports an in -vitro accuracy of 3mm on long bone foam models with six metal fiducials and a single image. Larose [27] reports an in -vitro accuracy of 1.3mm on a 60x60x60 mm 3 phantom
A necessary first step for image-based registration is to obtain an accurate model of the imaging process. The camera has to be calibrated and the image corrected for distortion. Much recent work, including our own [10, 33] has been devoted to fluoroscopic X -ray image distortion correction [2, 26, 34, 35] and pinhole camera calibration [36, 37] Several theoretical studies on the accuracy of rigid registration have be en conducted. Fitzpatrick and West [38, 39, 40] analyze the target registration error (TRE), which is defined as the error between the measured and expected position of a point after the registration as a function of the fiducial localization error. They show that the target registration error does not depend on the initial displacement between the model and the samples, and characterize the dependency of this error's distribution on the spatial configuration of the landmarks or fiducials. Pennec [41] presents a statistical framework for point -based registration where geometric features are described as couples, data (coordinates) and uncertainty (covariance matrix). He describes a rigid registration algorithm, which yields both the motion and its uncertain ty and allows the computation of expected error at every object point. Ellis [42] presents a framework for registration stability evaluation, given known localization error bounds in the registered modalities
Methods
The goal of our study is to establis h a common framework that allows a direct comparison of contact and image-based landmark registration methods This section presents the generic registration algorithm and a brief review of the algorithms that we use in our study (for full details, see [11 ] )
The registration process consists of five steps¨ 1. Calibration: calibrate the data acquisition devices (optical tracker, fluoroscopic X-ray C-arm) and correct for distortions 2. Feature extraction : find features in both data sets, such that a feature in one set can be matched with a corresponding feature in the other 3. Feature pairing¨match the corresponding features in both data sets. Eliminate outlier pairings 4. Similarity formulation : define a disparity function, which is a global similarity measure between the two data sets, based on the pairings 5. Dissimilarity reduction : reduce the dissimilarity between the two data sets by minimizing the disparity function
Steps 2-5 are repeated until convergence is reached
Contact-based registration method
Contact-based registration consists of matching two 3D point sets. Since the point sets are given, no feature extraction is necessary. When using fiducials or landmarks, the pairing is known since it is determined aprori from the point acquisition protoc ol. The similarity measure between the data sets is the sum of the squared distances between pairs of points in both data sets. We use Horn's closed form solution [12] for point -based registration, and the Iterative Closest Point (ICP) method [14] for cl oud-of-points registration. Each sample point is iteratively matched with its nearest neighbor in the model set, and then a transformation that minimizes the distance between them is computed using Horn's formula. The algorithm is guaranteed to reach a lo cal minimum, which is also the right one when the initial pose estimate is close enough (for example, one obtained by approximate landmark).
For contact -based registration, the optical tracker and tool must be calibrated. The tracker does not require cal ibration since it comes pre -calibrated from the factory. We calibrate the tool to determine the exact position of the tool tip with a custom calibration algorithm based on the CalTrax TM calibration tool (Traxtal Technologies, Toronto, Canada) shown in Fig ure 1 . The algorithm derives the position of the tool tip from the geometry and position of the tracked pointer and the calibration tool. The geometry is determined by the diameter of the tool and the geometric characteristics of the calibration tool
Image-based landmark registration method
Image-based landmark registration consists of matching a set of 3D points (the model) with a set of 2D points extracted from the images, in our case fiducials A prerequisite for fluoroscopic X -ray image-based regi stration is image distortion correction and calibration, for which we use the algorithms described in [33] . The fluoroscopic X -ray C-arm is modeled as a pinhole camera, as this has been shown to be a very good approximation of the X -ray imaging process. We use local bilinear interpolation on a dense grid of points to compute a distortion map. For camera calibration, we use the pinhole camera calibration algorithm based on constrained optimization described in [36] . It computes the internal camera parameters (focal length, image center, and scaling) and the external parameters corresponding to the camera pose. The algorithm is more robust and reliable than Tsai's method [37] , which we used originally, although it is very sensitive to small differences in fiducial centers
Since we perform image -based landmark registration with a phantom consisting of spherical metal balls as fiducials, the feature extraction and feature pairing steps are straightforward. To extract the fiducial centers to sub -pixel accu racy, we use the circle center Hough transform [43], followed by gray -level thresholding segmentation. The pairing between the model and computed center is then done manually. We minimize the error measure consisting of the sum of distances between the m odel points and the closest points on the rays emanating from the camera source and passing through the image points
Materials and protocols
This section describes the equipment, phantoms, and protocol used in our study. The equipment consists of a sta ndard PC computer with a video card and a monitor, a Phillips BV 29 mobile fluoroscopic X -ray (C-arm) unit with a 9'' field of view (Amsterdam, The Netherlands), a hybrid optical tracker Polaris TM (Northern Digital Inc., Ontario, Canada), and tracking inst ruments from Traxtal Technologies (Toronto, Canada). We use both flat active tracking plates and cross -like optical passive trackers as dynamic reference frames, actively and passively tracked pointers for landmark acquisition, and the CalTrax TM calibration device for pointer tip calibration (Figure 1 ). Images are directly downloaded from the fluoroscopic unit to the PC computer via the video output port with the GrabIt Pro II TM analog to digital frame grabber
Phantoms
We designed and built four custom phantoms for the in -vitro registration experiments: a dewarp grid, a camera calibration phantom, a contact -based registration phantom, and a four -way registration phantom. With the exception of the dewarp grid, all phantoms have attached to them an activ e tracking plate that serves as a dynamic reference frame. The holes in the phantoms, which are used as precise landmarks for contact -based registration, are cone shaped, so that the center of a spherical tip pointer inside the hole is invariant with resp ect to the pointer's orientation
The dewarp grid is used to correct the images for geometric distortion ( Figure 2 ). It is a 7mm thick coated aluminum alloy plate with 405 4mm diameter holes uniformly distributed on a grid at 10mm intervals machined to 0. 02mm precision.
It attaches to the C -arm image intensifier via existing screw holes. This grid is simpler and cheaper to make than the commonly used steel balls or cross hairs mounted on a radiolucent plate. The grid features are sufficiently dense and y ield very accurate results [44] The camera calibration phantom is used to obtain the intrinsic imaging parameters of the fluoroscopic X -ray unit ( Figure 3 ). It is a radiolucent ¡ three-step hexagonal tower, with 13 positional holes drilled into it and 12 steel balls pressed into it with a positional accuracy of +/ -0.05mm. The tower dimensions are 200mm height and 60mm, 100mm, and 140mm external diameters for the upper, middle, and lower steps, respectively. The tower is hollow, with cutout windows on t he faces of the middle and upper steps to reduce its weight and increase its radiolucency. It is made out of Delrin TM , weights approximately 1.5kg, and attaches to the C -arm image intensifier via existing screw holes
The camera calibration phantom was designed to have three reference planes¡ and to allow for robust and accurate ball center computation. The holes are used for contact-based landmark registration to determine the steel balls positions during the calibration. The steel balls were placed right above the cutout windows, so that their appearance is sharp and contrasted in the fluoroscopic images The holes and balls placement pattern was designed to avoid radial and mirror symmetry, thus allowing unambiguous automatic pairing. Reducing the weight was important to minimize the C -arm deflection. To verify that our phantom indeed did not affect the C-arm deflection, we attached tracking units on the source and image intensifier and measured their relative position with and without the phantom, in several C-arm orientations. No significant difference was detected between measurements with and without the phantom The contact -based registration phantom is used for landmark and cloud -of-points contact registration (Figure 4 ). It is a two -step hexagonal tower with 31 positional holes whose depth has been measured with a precision of +/ -0.05mm. The tower dimensions are 250mm height and 70mm and 100mm external diameters for the upper and lower level, respectively The tower is one solid piece of Delrin TM whose dimensions are made to +/ -0.025mm accuracy. The holes in the phantom are distributed so as to maximize the number of different distances between them. The surfaces of the object can be used to obtain sampled points from several planes for cloud-of-points contact registration
The four -way registration phantom can be used for both contact -based landmark and cloud-of-points contact registration, and for landmark image -based and contour image-based registration ( Figure 5 ). It is an L -shaped b ase with small L -shaped blocks on top of it. It has 11 steel balls pressed into it and 9 positional holes drilled into it with a positional accuracy of +/ -0.05mm. The L -shaped base has length 85mm¡ width 70mm, and height 40mm, and the small blocks glued to it are
. The phantom is made out of Delrin TM and was designed to fit in its entirety in the fluoroscopic image The holes in the phantom are arranged so as to allow easy identification and to maximize the distances between them. The steel balls are spatially distributed so as to avoid overlaps from a wide range of viewing directions. The surfaces of the object can be used to obtain sampled points from several planes for cloud -of-points contact registration. The object shape can also be us ed for contour -based registration, which is not described in this paper
Protocols
We define the following protocols for tool -tip calibration, contact -based registration, fluoroscopic camera distortion correction and calibration ¡ and imagebased landmark registration For tool-tip calibration, we place the cylindrical body of the tracked pointer on the CalTrax TM groove and push it until the spherical tip touches the unit's calibration wall (Figure 1 ). From the unit geometry and the tool diameter, we dete rmine directly the tool-tip position For contact -based landmark registration, we touch the holes with the calibrated pointer and apply Horn's closed form solution [12] . For contact -based cloud -ofpoints registration, we first obtain an approximate initi al guess touching the holes with the calibrated pointer, adding random error to the measurement, and solving in closed form. Then, we acquire a set of points on the surface of the phantom and apply iterative optimization to obtain the rigid transformation . These methods are applied to all three phantom objects For fluoroscopic X -ray camera calibration, we compute the distortion map and the intrinsic camera parameters at predefined C -arm poses. The images used for calibration are acquired with power sett ings of 48kV and 52kV respectively. The image size is 800x600 pixels and the pixel is ¦ x0.44mm 2 after dewarping. To compute the dewarp map, we attach the dewarp grid to the image intensifier, acquire an image, and transfer it to the computer. The pla te is then removed, and the calibration phantom is attached in its place. An active tracking plate is fixed on the calibration phantom, and the registration between this plate and the phantom's steel balls is determined using the contact -based landmark re gistration method. A second tracking plate is attached to the C -arm's image intensifier, and serves as a dynamic reference frame for the C-arm camera. Figure 3 shows the actual setup for calibration. The algorithm then automatically identifies from the fluoroscopic images the centers of the steel balls, whose diameter is 5 -10 pixels to sub -pixel accuracy, and computes the internal camera parameters using Faugeras' camera calibration method [36] (earlier experiments with Tsai's method [37] were not sufficiently robust). Figure 6 shows the registration chain for the camera calibration protocol For image-based landmark registration, we use the four -way calibration object. We place the four-way calibration object on a radiolucent table whose height is rou ghly where the patient lies, and take images from the predetermined poses. After automatically identifying the steel balls centers in each image with the same method as above, we manually pair their centers with those of the model and compute the transformation
Experimental results
We designed and conducted experiments to determine the accuracy of the tracking system, contact -based landmark and cloud -of-points registration, camera calibration, and image-based landmark registration
Tracking system
To establish a ground truth basis for the tracker, we estimated the positioning accuracy for a static tool using the Polaris tracking system. The magnitude of this noise defines a limit on the accuracy of all other measurements performed with the system. We placed two calibrated tools on a table and recorded 15,000 samples of their coordinate frames and tool tips. We obtained a deviation of the tools' distance from the tracker's origin in the range of 0.13-0.18mm, and 0.11-0.21mm for the tool tips. The large r deviation accounts for the amplification of the tool orientation by the distance along the tools axis. The largest deviation is along the optical axis of the tracker camera
Contact-based landmark registration accuracy
The goal of this experiment is to measure the accuracy of the contact -based landmark registration method and to determine if there is a significant improvement when more than five landmark points are used. To this end, we selected five spatially distributed holes on the contact registrati on phantom, touched them with the pointer to acquire their positions, and computed from them the registration matrix. Then, we compared the expected position of all 31 holes, including those used for the registration, with the computed ones and averaged t he difference to obtain the target registration error. We repeated the experiment with ten landmarks ¡ four times each Table 1 summarizes the results. We conclude that our tool calibration and fiducial registration algorithm result in sub -millimetric ac curacy, with a mean of 0.55mm and standard deviation of 0.22mm with five fiducials, and a mean of 0.51mm and standard deviation of 0.29mm with ten fiducials. Note that the improvement from five to ten landmarks is relatively small and does not provide a re al advantage. This is probably because the results obtained with only five fiducials are already near optimal when considering the error bounds of the tracking system
Contact-based cloud-of-points registration accuracy
The goal of this experiment is to measure the accuracy of the cloud -of-points contact registration and its sensitivity to the initial guess computed from approximate landmarks. We use the contact -based registration phantom as in the previous section. To simulate the position uncertainty of the landmarks, we added a 2.5mm error to the hole depth and acquired three landmark positions in different spatial configurations. We use three landmarks for the initial registration and measure its accuracy as described in the previous section We then acquire a cloud of 15 points on the surface of the phantom ¡ computed the new registration, and compared the results. We repeated the experiment for three different configurations, as shown in Figure 7 Table 2 summarizes the results. We note that the landmark configuration affects the bias caused by the added error. In the first configuration ¡ two of the landmarks were selected on opposite walls of the hexagon, and the third on the face between them. This causes cancellation of the error ¡ and therefo re the initial error is the smallest. In the second configuration, two landmarks on opposite walls were selected, and the third not between them. In the third configuration, all landmarks are on the same side of the tower, thereby introducing a bias. As expected, this configuration yields the worst results. The average error after the cloud -of-points optimization is 1.26mm, with a standard deviation of ¥ mm. We conclude that the cloud -of-point registration significantly reduces, as expected, the erro r of the initial guess, but is still dependent on it
Camera calibration accuracy and sensitivity
The goal of these experiments is to measure the accuracy and sensitivity of the camera calibration process. Prior to the experiments, we calibrate the fluo roscopic camera with the calibration phantom attached to the image intensifier as described above
The first experiment is designed to estimate the calibration accuracy. For this, we use the calibration phantom and image it from different angles and at d ifferent heights. In the first setup, we place the calibration phantom on the image intensifier and image it at predefined camera angles. In the second setup, we place the calibration phantom on a radiolucent table and image it at a fixed camera angle bu t at different heights by raising and lowering the C -arm. In both cases, we compute the error as the distance between the actual position of the fiducial center (as provided by the tracked position of the phantom and its 3D model) and the backprojected r ay emanating from the steel ball center in the image to the camera focal point (whose location is known from its tracked position). Table 3 summarizes the results. The first three rows are the results for the calibration phantom on the image intensifier at three different camera angles. The fourth is the result of the calibration phantom on the radiolucent table imaged at different camera heights. The fifth row averages these results. The mean error is 0.84mm, with a worst case of 2.64mm. The sixth row shows the residual calibration error computed by taking the same image used for calibration and projecting the ball centers on it after the calibration parameters were computed. Since this residual error is much smaller than the calibration error (0.15mm versus 0.84mm on average), it can be neglected The second experiment is designed to evaluate the sensitivity of the calibration parameters to the fiducial center locations in the image. For each image that was used to compute the calibration parameters , we extract the fiducial locations with two different gray -level thresholds. This yields two sets of slightly different fiducial centers, with which two sets of calibration parameters are computed.
Tables 4 and 5 summarize the results. In Table 4 , we observe that a variation of 0.23 pixels (0.11mm) can cause variations of up to 10mm in some of the projection parameters. However, since the calibration parameters are not independent of each other, a direct comparison of the individual values is not very meaningful. To assess the effect of all the parameters, we compute for the same images the distance between the known fiducial location centers and the back -projected ray for each set of calibration parameters. The results are summarized in Table 5 . We note that despite the fact that the individual parameter changes are large, the mean distance difference is very small (about 0.06mm).
Image-based landmark registration accuracy
The goal of this experiment is to quantify the accuracy of image -based landm ark registration with the four -way registration phantom. First, we calibrate the fluoroscopic camera as described before and then take one or more images of the phantom. Using these images, the rigid transformation is then computed from the fiducial cente rs in the image. We evaluate the accuracy of the resulting transformation in two ways. First, we use the phantom positional holes as the target points and measure the target registration error. Second, we compare the transformation to the "gold standard ", which is the transformation obtained by contact-based registration Table 6 summarizes the results of the target registration error analysis We observe that using one AP image produces an error of over 6mm, most of it along the axis orthogonal to the image plane. This suggests that determining the distance of the registered object along the fluoroscopic camera's optical axis is the most difficult part of image based registration. Note that despite the failure of using the lateral fluoroscopic image o f the phantom for registration ¡ combining the data from both camera angles using the least squares formulation described in [25] succeed and improved the registration results significantly Nevertheless, the overall results of the image-based registration are still poor compared to the contact -based methods, with an average distance error of 2.75mm ¡ a nd 3.4mm in the worst case when using images from two angles Table 7 summarizes the results of the comparison to the gold standard. We observe that the rota tion difference is less than 1.5 o around each axis in most cases, and about 1 o around each axis in the average case. This difference causes errors of about 2mm when the radius of rotation is 100mm. Note that larger differences appear in the translational p art of the transformation, and that these differences are usually reduced when more images are used as input for the registration procedure. This suggests that the error in the calibration results is related to the position of the radiation source more tha n to the orientation of the image plane
Discussion
The goal of our experiments was to establish a framework for comparing the accuracy of contact and image -based landmark rigid registration. For this purpose, we developed phantoms and protocols for tes ting algorithms for tool tip calibration, contact-based registration with an optical tracker ¡ fluoroscopic X -ray camera calibration, and fluoroscopic X -ray image-based landmark registration.
All the experiments were conducted under optimal laboratory con ditions ¡ which are not necessarily those of the operating room. The goal was to establish a lower bound on the system accuracy and to identify and quantify the weak links of the registration framework. Understanding of the factors that affect the accurac y and robustness of the registration process provides quantitative criteria to support the selection of registration methods, and indicates where technical improvements are necessary
We found an average accuracy of 0.5mm (1.5mm maximum) and 2.75mm (3.4mm maximum) for contact -based and image -based landmark registration ¡ respectively. We also found that for contact -based registration five fiducials are enough to produce near optimal results, most likely due to the tracking systems accuracy. While the accu racy of contact -based landmark registration is close to the accuracy of the tracking system, the accuracy decreases with cloud -of-points and imagebased landmark registration. We identified the fluoroscopic X -ray camera calibration process as being the ma in source of error in image -based registration This is because the projection parameters computed for one fluoroscopic image do not accurately fit the projection of other images taken while the fluoroscope's position remains fixed. Despite the errors in our experimental result, we show that our protocols can be used to compute rigid registration with a millimetric accuracy under optimal conditions
Conclusion and future work
We have described a methodology and an in -vitro study of two types of rigid registration methods for computer -aided surgery: contact -based and image -based landmark registration. We describe phantoms, protocols, and algorithms for tool tip calibration, contact -based registration with an optical tracker, fluoroscopic X -ray camera calibration, and fluoroscopic X -ray image-based landmark registration. We identify camera calibration as the main source of error in image -based registration. These results indicate that in contrast with contact -based registration, image -based landmark registration requires further improvement before it can be used clinically Since we identified that camera calibration is the single most important factor of error in image -based registration, we designed and built a new calibration and tracking ring for the C-arm and have improved the calibration algorithm. Preliminary studies show a two -fold improvement on the accuracy, showing that image-based registration has potential for clinical use. We are currently developing registration algorithms for contour -based registration, which we are validating with dry bones. Plans for future work include in -vivo studies IEEE Transactions on Medical Imaging 17: [586] [587] [588] [589] [590] [591] [592] [593] [594] [595] 1998 [31] Roth, M., Brack, C. et al. Multi -view : Schematic view of the C-arm calibration process. The coordinate systems are: W, the global coordinate system, which coincides with the tracker's coordinate system; CARM, the local coordinate system of the tracking unit attached to the Carm's image intensifier; CAL the local coordinate system of the calibration object; TCAL, the local coordinate system of the tracking unit attached on the calibration phantom; CAM, the virtual coordinate system of the camera. The transformations between coordinate systems are: T CAM CARM camera and C-arm, T CAL TCAL between the calibration phantom and its tracking plate, T TCAL W between the phantom calibration plate and the world, and T CARM W between the C -arm and the world. The goal is to compute T CAM CARM and the internal camera parameters Table 3 : Results of the first camera calibration accuracy experiment (all values except the C -arm camera angles in the second column are in millimeters
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The first column and second columns show the image number and the camera angle. Columns 3 to 6 sh ow the average fiducial center shift along each of the three directions relative to the closest point on the ray. The remaining columns show the distances of the fiducials from the closest point on the ray 
