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C*-algebras of labelled spaces and their diagonal
C*-subalgebras
Giuliano Boava, Gilles G. de Castro, and Fernando de L. Mortari
Abstract. Motivated by Exel’s inverse semigroup approach to combinatorial C*-algebras,
in a previous work the authors defined an inverse semigroup associated with a labelled
space. We construct a representation of the C*-algebra of a labelled space, inspired by how
one might cut or glue labelled paths together, that proves that non-zero elements in the
inverse semigroup correspond to non-zero elements in the C*-algebra. We also show that
the spectrum of its diagonal C*-subalgebra is homeomorphic to the tight spectrum of the
inverse semigroup associated with the labelled space.
1. Introduction
Many C*-algebras are defined in terms of partial isometries and relations. The motivation
for these relations often comes from a kind of combinatorial object such as a graph [10] or
a 0-1 matrix [6]. A set of partial isometries in a C*-algebra is generally not closed under
multiplication; however, in the examples cited above, one can find an inverse semigroup
of partial isometries in the C*-algebra. In [7], Exel found a topological space on which
this inverse semigroup acts, the tight spectrum, and by constructing the C*-algebra of the
groupoid of germs of this action, we arrive at the original C*-algebra.
Among the combinatorial objects mentioned above are labelled spaces, which were intro-
duced by Bates and Pask in [2]. The C*-algebras associated with labelled spaces generalize
several others such as graph algebras, ultragraph algebras and Carlsen-Matsumoto algebras
[2]. These C*-algebras were further studied in [1], [3], [4], [8], [9]. It is interesting to notice
that the definition given in [2] was later changed in [1] because certain projections in the
C*-algebra could turn out to be zero when it was desired for them not to be.
In [5], the authors applied Exel’s construction [7] to an inverse semigroup defined from
a labelled space with multiplication inspired by the relations defining the C*-algebra of the
labelled space. The tight spectrum was characterized in Theorem 6.7 of [5]. In the particular
case of a labelled space defined from a graph as in [2], the authors found [5, Proposition
6.9] that the tight spectrum is homeomorphic to the boundary path space of the underlying
graph (studied by Webster in [12]).
Webster shows that the boundary path space of a graph is the spectrum of a certain
commutative C*-subalgebra of the graph C*-algebra called the diagonal C*-subalgebra [12].
There is a natural generalization of the diagonal C*-subalgebra in the case of labelled spaces.
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By comparing it with the case of graphs, one would expect the spectrum of this new diagonal
C*-subalgebra to be the tight spectrum found by the authors in [5]. Our main goal is to
show that this is actually the case.
We begin the paper by recalling the necessary definitions and results in Section 2, and
then, in Section 3, we present the definition of the C*-algebra associated with a labelled space
and some of its properties. Section 4 is a rather technical one that prepares for the building
of a representation of our new version of the C*-algebra. The representation is constructed
in Section 5 and, as a corollary, we show that non-zero elements in the inverse semigroup
correspond to non-zero elements in the C*-algebra. In Section 6, we show the main result
of this paper, namely that the spectrum of the diagonal C*-subalgebra is homeomorphic to
the tight spectrum of the inverse semigroup.
This work took place before the final version of [1] was published; in the preprint available
at the time, the definition of the C*-algebra of a labelled space was different, and one of
the motivations of this work was to show that the definition needed revision - based on
our description of the tight spectrum given in [5]. We ended up with a definition for the
C*-algebra of a labelled space that is equivalent to the one published in [1], as Carlsen later
pointed out to us. In section 7, we give an example to show that the new definition gives a
non-trivial quotient of the C*-algebra defined in the preprint of [1].
2. Preliminaries
We begin by introducing notation and terminology, followed by a review of results and
techniques developed in [5], to be used throughout the text.
2.1. Labelled spaces. A (directed) graph E = (E0,E1, r, s) consists of non-empty sets
E
0 (of vertices), E1 (of edges), and range and source functions r, s : E1 → E0.
We say that v ∈ E0 is a source if r−1(v) = ∅, a sink if s−1(v) = ∅ and an infinite emitter
if s−1(v) is an infinite set. Also, v is singular if it is either a sink or an infinite emitter, and
regular otherwise.
A path of length n on a graph E is a sequence λ = λ1λ2 . . . λn of edges such that r(λi) =
s(λi+1) for all i = 1, . . . , n − 1. We write |λ| = n for the length of λ and regard vertices as
paths of length 0. En stands for the set of all paths of length n and E∗ = ∪n≥0E
n. We extend
the range and source maps to E∗ by defining s(λ) = s(λ1) and r(λ) = r(λn) if n ≥ 2 and
s(v) = v = r(v) for n = 0. Similarly, we define a path of infinite length (or an infinite path)
as an infinite sequence λ = λ1λ2 . . . of edges such that r(λi) = s(λi+1) for all i ≥ 1; for such
a path, we write |λ| =∞. The set of all infinite paths will be denoted by E∞.
A labelled graph consists of a graph E together with a surjective labelling map L : E1 → A,
where A is a fixed non-empty set, called an alphabet. Elements of A are called letters. The
set of all finite words over A, together with the empty word ω, is denoted by A∗, and A∞
stands for the set of all infinite words over A. A labelled graph is said to be left-resolving if
for each v ∈ E0 the restriction of L to r−1(v) is injective.
The labelling map L can be used to produce labelling maps L : En → A∗ for all n ≥ 1,
via L(λ) = L(λ1) . . .L(λn); similarly, it also gives rise to a map L : E
∞ → A∞ in the obvious
fashion. Using these maps, the elements of Ln = L(En) are the labelled paths of length n and
the elements of L∞ = L(E∞) are the labelled paths of infinite length. We set L≥1 = ∪n≥1L
n,
L
∗ = {ω} ∪ L≥1, and L≤∞ = L∗ ∪ L∞.
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For a subset A of E0, let
(2.1) L(AE1) = {L(e) | e ∈ E1 and s(e) ∈ A}.
If α is a labelled path, a path λ on the graph such that L(λ) = α is called a representative
of α. The length of α, denoted by |α|, is the length of any one of its representatives. By
definition, ω is also a labelled path, with |ω| = 0. If 1 ≤ i ≤ j ≤ |α|, let αi,j = αiαi+1 . . . αj
if j <∞ and αi,j = αiαi+1 . . . if j =∞. If j < i set αi,j = ω.
We say that a labelled path α is a beginning of a labelled path β if β = αβ ′ for some
labelled path β ′; also, α and β are comparable if either one is a beginning of the other.
For α ∈ L∗ and A ∈ P(E0) (where P(E0) denotes the power set of E0), the relative range
of α with respect to A, denoted by r(A, α), is the set
r(A, α) = {r(λ) | λ ∈ E∗, L(λ) = α, s(λ) ∈ A}
if α ∈ L≥1 and r(A, ω) = A if α = ω. The range of α, denoted by r(α), is the set
r(α) = r(E0, α).
For α ∈ L≥1 we also define the source of α as the set
s(α) = {s(λ) ∈ E0 | L(λ) = α}.
It follows that r(ω) = E0 and, if α ∈ L≥1, then r(α) = {r(λ) ∈ E0 | L(λ) = α}. The
definitions above give maps s : L≥1 → P(E0) and r : L∗ → P(E0). Also, if α, β ∈ L∗ are such
that αβ ∈ L∗ then r(r(A, α), β) = r(A, αβ). Furthermore, for A,B ∈ P(E0) and α ∈ L∗,
it holds that r(A ∪ B, α) = r(A, α) ∪ r(B, α). Finally, observe that for A ∈ P(E0) one has
L(AE1) = {a ∈ A | r(A, a) 6= ∅}.
A labelled space is a triple (E,L,B) where (E,L) is a labelled graph and B is a family of
subsets of E0 that is accommodating for (E,L); that is, B is closed under finite intersections
and finite unions, contains all r(α) for α ∈ L≥1, and is closed under relative ranges, that is,
r(A, α) ∈ B for all A ∈ B and all α ∈ L∗.
We say that a labelled space (E,L,B) is weakly left-resolving if for all A,B ∈ B and all
α ∈ L≥1 we have r(A ∩ B, α) = r(A, α) ∩ r(B, α).
For a given α ∈ L∗, let
Bα = B ∩ P(r(α)).
If B is closed under relative complements, then the set Bα is a Boolean algebra for each
α ∈ L≥1, and Bω = B is a generalized Boolean algebra as in [11]. By Stone duality there is
a topological space associated with each Bα with α ∈ L
∗, which we denote by Xα, consisting
of the set of ultrafilters in Bα.
2.2. Filters and characters. By a filter in a partially ordered set P with least
element 0 we mean a subset ξ of P such that
(i) 0 /∈ ξ;
(ii) if x ∈ ξ and x ≤ y, then y ∈ ξ;
(iii) if x, y ∈ ξ, there exists z ∈ ξ such that z ≤ x and z ≤ y.
If P is a (meet) semilattice, condition (iii) may be replaced by x ∧ y ∈ ξ if x, y ∈ ξ.
An ultrafilter is a filter which is not properly contained in any filter.
For a given x ∈ P , define
↑x = {y ∈ P | x ≤ y} , ↓x = {y ∈ P | y ≤ x},
3
and for subsets X, Y of P define
↑X =
⋃
x∈X
↑x = {y ∈ P | x ≤ y for some x ∈ X},
and ↑YX = Y ∩ ↑X; the sets ↑Y x, ↓Y x, ↓X and ↓YX are defined analogously.
From now on, E denotes a semilattice with 0.
Proposition 2.1 ([7], Lemma 12.3). Let E be a semilattice with 0. A filter ξ in E is
an ultrafilter if and only if
{y ∈ E | y ∧ x 6= 0 ∀ x ∈ ξ} ⊆ ξ.
A character of E is a non-zero function φ from E to the Boolean algebra {0, 1} such that
(a) φ(0) = 0;
(b) φ(x ∧ y) = φ(x) ∧ φ(y), for all x, y ∈ E.
The set of all characters of E is denoted by Eˆ0 and we endow Eˆ0 with the topology of
pointwise convergence.
Given x ∈ E, a set Z ⊆ ↓x is a cover for x if for all non-zero y ∈ ↓x, there exists z ∈ Z
such that z ∧ y 6= 0.
A character φ of E is tight if for every x ∈ E and every finite cover Z for x, we have∨
z∈Z
φ(z) = φ(x).
The set of all tight characters of E is denoted by Eˆtight, and called the tight spectrum of E.
We can associate each filter ξ in a semilattice E with a character φξ of E given by
φξ(x) =
{
1, if x ∈ ξ,
0, otherwise.
Conversely, when φ is a character, ξφ = {x ∈ E | φ(x) = 1} is a filter in E. There is thus a
bijection between Eˆ0 and the set of filters in E. We denote by Eˆ∞ the set of all characters
φ of E such that ξφ is an ultrafilter, and a filter ξ in E is said to be tight if φξ is a tight
character.
It is a fact that every ultrafilter is a tight filter ([7], Proposition 12.7), and that Eˆtight is
the closure of Eˆ∞ in Eˆ0 ([7], Theorem 12.9).
2.3. The inverse semigroup of a labelled space. For a given labelled space
(E,L,B) that is weakly left-resolving, consider the set
S = {(α,A, β) | α, β ∈ L∗ and A ∈ Bα ∩Bβ with A 6= ∅} ∪ {0}.
A binary operation on S is defined as follows: s · 0 = 0 · s = 0 for all s ∈ S and, given
s = (α,A, β) and t = (γ, B, δ) in S,
s · t =
 (αγ
′, r(A, γ′) ∩ B, δ), if γ = βγ′ and r(A, γ′) ∩ B 6= ∅,
(α,A ∩ r(B, β ′), δβ ′), if β = γβ ′ and A ∩ r(B, β ′) 6= ∅,
0, otherwise.
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If for a given s = (α,A, β) ∈ S we define s∗ = (β,A, α), then the set S, endowed with the
operation above, is an inverse semigroup with zero element 0 ([5], Proposition 3.4), whose
set of idempotents is
E(S) = {(α,A, α) | α ∈ L∗ and A ∈ Bα} ∪ {0}.
The natural order in the semilattice E(S) is described in the next proposition.
Proposition 2.2 ([5] Proposition 4.1). Let p = (α,A, α) and q = (β,B, β) be non-zero
elements in E(S). Then p ≤ q if and only if α = βα′ and A ⊆ r(B, α′).
2.4. Filters in E(S). Filters in E(S) are classified in two types: a filter ξ in E(S) is
of finite type if there exists a word α ∈ L∗ such that (α,A, α) ∈ ξ for some A ∈ Bα and α
has the largest length among all β such that (β,B, β) ∈ ξ for some B ∈ Bβ . If ξ is not of
finite type, then we say it is of infinite type.
Let ξ be a filter in E(S) and p = (α,A, α) and q = (β,B, β) in ξ. Since ξ is a filter, then
pq 6= 0; hence, α and β are comparable. This says the words of any two elements in a filter
are comparable; in particular, for a filter of finite type there is a unique word with largest
length associated with it as above.
There is a bijective correspondence between the set of filters of finite type in E(S) and
the set of pairs (α,F) where α ∈ L∗ and F is a filter in Bα, given by the following two
results.
Proposition 2.3 ([5] Proposition 4.3). Let α ∈ L∗ and F be a filter in Bα. Then
ξ =
⋃
A∈F
↑(α,A, α)
= {(α1,i, A, α1,i) ∈ E(S) | 0 ≤ i ≤ |α| and r(A, αi+1,|α|) ∈ F}
is a filter of finite type in E(S), with largest word α.
Proposition 2.4 ([5] Proposition 4.4). Let ξ be a filter in of finite type in E(S) with
largest word α, and set
F = {A ∈ B | (α,A, α) ∈ ξ}.
Then F is a filter in Bα and
ξ =
⋃
A∈F
↑(α,A, α).
The situation for filters of infinite type is a bit more involved, for there is no word with
largest length in this case: let α ∈ L∞ and {Fn}n≥0 be a family such that Fn is a filter in
Bα1,n for every n > 0 and F0 is either a filter in B or F0 = ∅. The family {Fn}n≥0 is said
to be admissible for α if
Fn ⊆ {A ∈ Bα1,n | r(A, αn+1) ∈ Fn+1}
for all n ≥ 0, and is said to be complete for α if
Fn = {A ∈ Bα1,n | r(A, αn+1) ∈ Fn+1}
for all n ≥ 0.
Note that any filter Fn in a complete family completely determines all filters that come
before it in the sequence. In fact, it can be shown that {Fn}n≥0 is complete for α if and
only if
Fn = {A ∈ Bα1,n | r(A, αn+1,m) ∈ Fm}
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for all n ≥ 0 and all m > n ([5], Lemma 4.6).
The following two results give a bijective correspondence between the set of filters of
infinite type in E(S) and the set of pairs (α, {Fn}n≥0), where α ∈ L
∞ and {Fn}n≥0 is a
complete family for α.
Proposition 2.5 ([5], Proposition 4.7). Let α ∈ L∞, {Fn}n≥0 be an admissible family
for α and define
ξ =
∞⋃
n=0
⋃
A∈Fn
↑(α1,n, A, α1,n).
Then ξ is a filter in E(S).
Proposition 2.6 ([5], Proposition 4.8). Let ξ be a filter of infinite type in E(S). Then
there exists α ∈ L∞ such that every p ∈ ξ can be written as p = (α1,n, A, α1,n) for some
n ≥ 0 and some A ∈ Bα1,n. Moreover, if we define for each n ≥ 0,
Fn = {A ∈ B | (α1,n, A, α1,n) ∈ ξ},
then {Fn}n≥0 is a complete family for α.
Admissible families can be completed, in the following sense: if α ∈ L∗ and {Fn}n≥0 is
an admissible family for α, then there is a complete family for α, say {Fn}n≥0, such that
Fn ⊆ Fn, for all n ≥ 0 and both (α, {Fn}n≥0) and (α, {Fn}n≥0) generate the same filter in
E(S) ([5], Proposition 4.11).
One can also talk of admissible and complete families for a labelled path α of finite
length: the definition is the same, only with a finite family {Fn}0≤n≤|α| satisfying the above-
mentioned conditions. Note then that F |α| determines completely all other filters in the
family.
Proposition 2.7 ([5], Proposition 4.12). Let ξ be a filter of finite type in E(S) and
(α,F) be its associated pair. For each n ∈ {0, 1, . . . , |α|}, define
Fn = {A ∈ B | (α1,n, A, α1,n) ∈ ξ}.
Then F |α| = F and {Fn}0≤n≤|α| is a complete family for α.
We can thus bring about a common description for filters of finite and infinite type,
summarized in the following theorem.
Theorem 2.8 ([5], Theorem 4.13). Let (E,L,B) be a labelled space which is weakly left-
resolving, and let S be its associated inverse semigroup. Then there is a bijective correspon-
dence between filters in E(S) and pairs (α, {Fn}0≤n≤|α|), where α ∈ L
≤∞ and {Fn}0≤n≤|α| is
a complete family for α (understanding that 0 ≤ n ≤ |α| means 0 ≤ n <∞ when α ∈ L∞).
We may occasionally denote a filter ξ in E(S) with associated labelled path α ∈ L≤∞ by
ξα to stress the word α; in addition, the filters in the complete family associated with ξα
will be denoted by ξαn (or ξn when there is no risk of confusion about the associated word).
Specifically,
ξαn = {A ∈ B | (α1,n, A, α1,n) ∈ ξ
α}
and the family {ξαn}0≤n≤|α| satisfies
ξαn = {A ∈ Bα1,n | r(A, αn+1,m) ∈ ξ
α
m}
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for all 0 ≤ n < m ≤ |α|.
In what follows, F denotes the set of all filters in E(S) and Fα stands for the subset of F
of those filters whose associated word is α ∈ L≤∞.
The following is a complete description of the ultrafilters in E(S).
Theorem 2.9 ([5], Theorem 5.10). Let (E,L,B) be a labelled space which is weakly
left-resolving, and let S be its associated inverse semigroup. Then the ultrafilters in E(S)
are:
(i) The filters of finite type ξα such that ξ|α| is an ultrafilter in Bα and for each b ∈ A there
exists A ∈ ξ|α| such that r(A, b) = ∅.
(ii) The filters of infinite type ξα such that the family {ξn}n≥0 is maximal among all complete
families for α (that is, if {Fn}n≥0 is a complete family for α such that ξn ⊆ Fn for all
n ≥ 0, then ξn = Fn for all n ≥ 0).
Suppose in addition that the accommodating family B is closed under relative complements.
Then (ii) can be replaced with
(ii)’ The filters of infinite type ξα such that ξn is an ultrafilter for every n > 0 and ξ0 is
either an ultrafilter or the empty set.
Let T be the set of all tight filters in E(S), endowed with the topology induced from the
topology of pointwise convergence of characters, via the bijection between tight characters
and tight filters given at the end of Subsection 2.2. Note then that T is (homeomorphic to)
the tight spectrum of E(S), and will be treated as such in the text.
For each α ∈ L∗ recall from the end of Subsection 2.1 that
Xα = {F ⊆ Bα | F is an ultrafilter in Bα}.
Also, define
Xsinkα = {F ∈ Xα | ∀ b ∈ A, ∃A ∈ F such that r(A, b) = ∅}.
Suppose the accommodating family B to be closed under relative complements. In this
case, for every α, β ∈ L≥1 such that αβ ∈ L≥1, the relative range map r( · , β) : Bα −→ Bαβ
is a morphism of Boolean algebras and, therefore, we have its dual morphism
fα[β] : Xαβ −→ Xα
given by fα[β](F) = {A ∈ Bα | r(A, β) ∈ F}. When α = ω, if F ∈ Bβ then {A ∈
B | r(A, β) ∈ F} is either an ultrafilter in B = Bω or the empty set, and we can therefore
consider fω[β] : Xβ −→ Xω ∪ {∅}.
Employing this new notation, if ξα is a filter in E(S) and 0 ≤ m < n ≤ |α|, then
ξm = fα1,m[αm+1,n](ξn).
If we endow the sets Xα with the topology given by the convergence of filters stated at
the end of Subsection 2.2 (this is the pointwise convergence of characters), it is clear that
the functions fα[β] are continuous. Furthermore, it is easy to see that fα[βγ] = fα[β] ◦ fαβ[γ].
Under the hypothesis of B being closed under relative complements, the only tight filters
of infinite type in E(S) are the ultrafilters of infinite type ([5], Corollary 6.2). The next
result classifies the tight filters of finite type.
Proposition 2.10 ([5], Proposition 6.4). Suppose the accommodating family B to be
closed under relative complements and let ξα be a filter of finite type. Then ξα is a tight filter
if and only if ξ|α| is an ultrafilter and at least one of the following conditions hold:
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(a) There is a net {Fλ}λ∈Λ ⊆ X
sink
α converging to ξ|α|.
(b) There is a net {(tλ,Fλ)}λ∈Λ, where tλ is a letter in A and Fλ ∈ Xαtλ for each λ ∈ Λ,
such that {fα[tλ](Fλ)}λ∈Λ converges to ξ|α| and {tλ}λ converges to infinity (that is, for
every b ∈ A there is λb ∈ Λ with tλ 6= b for all λ ≥ λb).
There is a more algebraic description for the tight filters in E(S), given by the following
theorem.
Theorem 2.11 ([5], Theorem 6.7). Let (E,L,B) be a labelled space which is weakly left-
resolving and whose accommodating family B is closed under relative complements, and let
S be its associated inverse semigroup. Then the tight filters in E(S) are:
(i) The ultrafilters of infinite type.
(ii) The filters of finite type ξα such that ξ|α| is an ultrafilter in Bα and for each A ∈ ξ|α|
at least one of the following conditions hold:
(a) L(AE1) is infinite.
(b) There exists B ∈ Bα such that ∅ 6= B ⊆ A ∩ E
0
sink.
Finally, the next result shows the relation between the tight spectrum T and the boundary
path space of a directed graph (see also [5], Example 6.8).
Proposition 2.12 ([5], Proposition 6.9). Let (E,L) be a left-resolving labelled graph such
that E0 is a finite set and let B = P(E0). Then the tight spectrum T of the labelled space
(E,L,B) is homeomorphic to the boundary path space ∂E of the graph E.
3. C*-algebras of labelled spaces
In this section, we present the C*-algebra associated with a labelled space, following [1].
Definition 3.1 ([1], Definition 2.1). Let (E,L,B) be a weakly left-resolving labelled
space. The C*-algebra associated with (E,L,B), denoted by C∗(E,L,B), is the universal
C∗-algebra generated by projections {pA | A ∈ B} and partial isometries {sa | a ∈ A}
subject to the relations
(i) pA∩B = pApB, pA∪B = pA + pB − pA∩B and p∅ = 0, for every A,B ∈ B;
(ii) pAsa = sapr(A,a), for every A ∈ B and a ∈ A;
(iii) s∗asa = pr(a) and s
∗
bsa = 0 if b 6= a, for every a, b ∈ A;
(iv) For every A ∈ B for which 0 < #L(AE1) < ∞ and there does not exist B ∈ B such
that ∅ 6= B ⊆ A ∩ E0sink,
pA =
∑
a∈L(AE1)
sapr(A,a)s
∗
a.
Remark 3.2. In [2], Bates and Pask originally defined the C*-algebra associated with a
labelled space in a different way, with item (iv) above being replaced with
(iv) For every A ∈ B such that 0 < #L(AE1) <∞,
pA =
∑
a∈L(AE1)
sapr(A,a)s
∗
a.
In [1, Remark 2.4], Bates, Pask and Carlsen observed that this definition would lead to zero
vertex projections for sinks. Therefore, they proposed a new definition modifying item (iv).
In a preprint version of [1], they proposed
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(iv) For every A ∈ B such that 0 < #L(AE1) <∞ and A ∩ E0sink = ∅,
pA =
∑
a∈L(AE1)
sapr(A,a)s
∗
a.
When we begun this work, the published version of [1] containing Definition 3.1 was not
yet available and, indeed, one of the goals of this work was to point out that Definition
3.1 of the C*-algebra associated with a labelled space is more adequate than the previously
given definitions. Item (iv) looks like the relation
∑n
i=1 sis
∗
i = 1 in the Cuntz algebra On.
To classify a definition as adequate or inadequate is sometimes difficult – what would the
criteria be? In [7], Exel applied the theory of tight filters associated with inverse semigroups
to show that several C*-algebras obtained from combinatorial objects created since the Cuntz
algebras are, in fact, C*-algebras of inverse semigroups acting on their tight spectra. We
believe this establishes a good criterion to choose the adequate definition for the C*-algebra
of a labelled space, and we expected Definition 3.1 to be the adequate one, due to item
(ii)(b) of Theorem 2.11. After the first preprint of this work, Carlsen pointed out to us that
our expected definition was indeed equivalent to the one present in the published version of
[1]. In section 7, we present an example that shows Definition 3.1 is different from that in
the preprint version of [1].
One of the points of this paper is to validate Definition 3.1. With Proposition 3.4 and
Section 5, we justify our choice for the inverse semigroup associated with a labelled space,
presented in Section 2.3 and, with Section 6, we show that Definition 3.1 is indeed related
to the tight spectrum of the aforementioned inverse semigroup.
Now, we develop some basic properties of C∗(E,L,B); most of these were already dis-
cussed by Bates and Pask in [2].
Let (E,L,B) be a weakly left-resolving labelled space and consider its C*-algebra C∗(E,L,B).
For each word α = a1a2 · · ·an, define sα = sa1sa2 · · · san ; we also set sω = 1, where ω is the
empty word.
Remark 3.3. C∗(E,L,B) is generated by elements sa and pA. Thus, the elements sα
defined above belong to C∗(E,L,B) if α is not the empty word. On the other hand, sω does
not belong to C∗(E,L,B) unless it is unital. We work with sω to simplify our statements;
for example, sωpAs
∗
ω means pA. We never use sω alone.
Proposition 3.4. The following properties are valid in C∗(E,L,B).
(i) If α /∈ L∗, then sα = 0.
(ii) pAsα = sαpr(A,α), for every A ∈ B and α ∈ L
∗.
(iii) s∗αsα = pr(α) and s
∗
βsα = 0 if β and α are not comparable, for every α, β ∈ L
≥1.
(iv) For every α ∈ L≥1, sα is a partial isometry.
(v) Let α, β ∈ L∗ and A ∈ B. If sαpAs
∗
β 6= 0, then A ∩ r(α) ∩ r(β) 6= ∅ and sαpAs
∗
β =
sαpA∩r(α)∩r(β)s
∗
β.
(vi) Let α, β, γ, δ ∈ L∗, A ∈ Bα ∩Bβ and B ∈ Bγ ∩Bδ. Then
(sαpAs
∗
β)(sγpBs
∗
δ) =

sαγ′pr(A,γ′)∩Bs
∗
δ, if γ = βγ
′,
sαpA∩r(B,β′)s
∗
δβ′ , if β = γβ
′,
0, otherwise.
In particular, sαpAs
∗
β is a partial isometry.
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(vii) Every non-zero finite product of terms of types sa, pB and s
∗
b can be written as sαpAs
∗
β,
where A ∈ Bα ∩Bβ.
(viii) C∗(E,L,B) = span{sαpAs
∗
β | α, β ∈ L
∗ and A ∈ Bα ∩Bβ}.
(ix) The elements of the form sαpAs
∗
α, where α ∈ L
∗, are commuting projections. Further-
more,
(sαpAs
∗
α)(sβpBs
∗
β) =

sβpr(A,β′)∩Bs
∗
β, if β = αβ
′,
sαpA∩r(B,α′)s
∗
α, if α = βα
′,
0, otherwise.
Proof. (i) If α = a1a2 · · ·an /∈ L
∗, then r(· · · r(r(a1), a2) · · · , an) = ∅. Therefore, by
using that sa1 is a partial isometry and items (i), (ii) and (iii) of Definition 3.1, we have
sα = sa1sa2 · · · san = sa1pr(a1)sa2 · · · san = sa1sa2 · · · sanpr(···r(r(a1),a2)··· ,an) = 0.
(ii) This is clear from item (ii) of Definition 3.1.
(iii) The first equality follows by induction using that s∗absab = s
∗
bs
∗
asasb = s
∗
bpr(a)sb =
s∗bsbpr(r(a),b) = pr(b)pr(r(a),b) = pr(r(a),b) = pr(ab). To see the second one, suppose α, β ∈
L
≥1 are not comparable, that is, there are α′, β ′, γ ∈ L∗ and a, b ∈ A with a 6= b such
that α = γaα′ and β = γbβ ′. Therefore,
s∗βsα = (sγsbsβ′)
∗(sγsasα′) = s
∗
β′s
∗
bs
∗
γsγsasα′ = s
∗
β′s
∗
bpr(γ)sasα′ = s
∗
β′s
∗
bsapr(r(γ),a)sα′ = 0,
since s∗bsa = 0.
(iv) It follows by the previous item, since s∗αsα is a projection.
(v) Since sαpAs
∗
β = sαpr(α)pApr(β)s
∗
β = sαpr(α)∩A∩r(β)s
∗
β, then r(α)∩A∩r(β) 6= ∅ if sαpAs
∗
β 6=
0.
(vi) If β and γ are not comparable, then (sαpAs
∗
β)(sγpBs
∗
δ) = 0, by item (iii). Now, suppose
γ = βγ′ (the other case is similar and both cases coincide if β = γ). Then
(sαpAs
∗
β)(sγpBs
∗
δ) = sαpAs
∗
βsβsγ′pBs
∗
δ = sαpApr(β)sγ′pBs
∗
δ
= sαpAsγ′pBs
∗
δ = sαsγ′pr(A,γ′)pBs
∗
δ = sαγ′pr(A,γ′)∩Bs
∗
δ .
Applying this product rule, we see that sαpAs
∗
β is a partial isometry, since
(sαpAs
∗
β)(sαpAs
∗
β)
∗(sαpAs
∗
β) = (sαpAs
∗
β)(sβpAs
∗
α)(sαpAs
∗
β) = (sαpAs
∗
α)(sαpAs
∗
β) = sαpAs
∗
β.
(vii) Consider a non-zero product as in the statement. If we have a s∗b on the left of a sa,
we must have a = b, since the product is non-zero. In this case, we can replace s∗asa by
pr(a). If we have pB on the left of a sa, we can replace pBsa by sapr(B,a). Similarly, we
can replace s∗bpB by pr(B,b)s
∗
b . Applying these replacements whenever possible, we end
up with a product like
sa1sa2 · · · sanpB1pB2 · · · pBms
∗
bk
s∗bk−1 · · · s
∗
b1
.
Taking α = a1a2 · · · an, A = B1 ∩ · · · ∩ Bm and β = b1b2 · · · bk, the product reduces to
sαpAs
∗
β and, by item (v), we can suppose A ∈ Bα ∩Bβ.
(viii) Immediate from the previous item.
(ix) Applying item (vi) to the product (sαpAs
∗
α)(sβpBs
∗
β), we obtain
(sαpAs
∗
α)(sβpBs
∗
β) =

sβpr(A,β′)∩Bs
∗
β, if β = αβ
′,
sαpA∩r(B,α′)s
∗
α, if α = βα
′,
0, otherwise.
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Interchanging α and A with β and B, it is clear that sαpAs
∗
α commutes with sβpBs
∗
β.
Finally, taking β = α and B = A, we see that sαpAs
∗
α is a projection.

Consider the subset R = {sαpAs
∗
β | α, β ∈ L
∗ and A ∈ Bα∩Bβ} of C
∗(E,L,B). Properties
(v) to (viii) from the previous proposition say that R is a semigroup whose linear span is
dense in C∗(E,L,B). The inverse semigroup in Section 2.3 was defined based on R, but
they might not be isomorphic: two idempotents of S may give the same element in the C*-
algebra, as in Example 7.3 (there, triples of the form (an,E0, an) are all different for n ≥ 1,
but sanpE0s
∗
an = 1 for all n ≥ 1).
We finish this section presenting a C*-subalgebra of C∗(E,L,B) that is commutative and
will be studied in Section 6.
Definition 3.5. Let (E,L,B) be a weakly left-resolving labelled space. The diagonal C*-
algebra associated with (E,L,B), denoted by ∆(E,L,B), is the C*-subalgebra of C∗(E,L,B)
generated by the elements sαpAs
∗
α, that is,
∆(E,L,B) = C∗({sαpAs
∗
α | α ∈ L
∗ and A ∈ Bα}).
By item (ix) of Proposition 3.4, ∆(E,L,B) is an abelian C*-algebra generated by com-
muting projections and
∆(E,L,B) = span{sαpAs
∗
α | α ∈ L
∗ and A ∈ Bα}.
4. Filter surgery in E(S)
In this section, we define functions that are going to be used later on to construct a
representation of C∗(E,L,B). These functions generalize two operations that can easily be
done with paths on a graph E: gluing paths, that is, given µ and ν paths on E such that
r(µ) = s(ν), it is easy to see that µν is a new path on E; and cutting paths, that is, given a
path µν on E then ν is also a path on the graph.
In the context of labelled spaces, we have an extra layer of complexity because filters
in E(S) are described not only by a labelled path but also by a complete family of filters
associated with it, as in Theorem 2.8. When we cut or glue labelled paths, the Boolean
algebras where the filters lie change because they depend on the labelled path. We also note
that, since we are only interested in tight filters in E(S), the families considered below will
consist only of ultrafilters.
Let us begin with the problem of describing new filters by gluing labelled paths. Consider
composable labelled paths α ∈ L≥1 and β ∈ L∗, and an ultrafilter F ∈ Xβ; a simple way to
produce a subset J of Bαβ from F is by cutting the elements of F by r(αβ), that is,
J = {C ∩ r(αβ) | C ∈ F}.
It may be the case, however, that C ∩ r(αβ) = ∅ for some C ∈ F . Since r(αβ) ∈ Bβ, by
Proposition 2.1 and using the fact that F is an ultrafilter it can be seen that the intersections
C ∩ r(αβ) are non-empty for all C ∈ F if and only if r(αβ) ∈ F . The following simple result
is useful for the present argument, and a proof is included for convenience.
Lemma 4.1. Given E a meet semilattice with 0, y ∈ E and F an ultrafilter in E, consider
J = {x ∧ y | x ∈ F}.
Then J is an ultrafilter in ↓y if and only if y ∈ F .
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Proof. Clearly J ⊆ ↓y and J is closed by finite meets. Proposition 2.1 ensures y ∈ F
if and only if x∧ y 6= 0 for all x ∈ F , and so if y /∈ F one sees already that J is not a filter.
Suppose then that y ∈ F . Given x ∈ F and z ∈ ↓y such that x∧ y ≤ z, since F is a filter it
follows that x ∧ y ∈ F and thus z ∈ F , whence z = z ∧ y ∈ J , showing J is a filter.
To show J is an ultrafilter, let z ∈ ↓y be such that z ∧ u 6= 0 for all u ∈ J . Given that
z = y ∧ z one has
x ∧ z = x ∧ (y ∧ z) = (x ∧ y) ∧ z 6= 0
for all x ∈ F , hence z ∈ F since F is an ultrafilter; but then z = z ∧ y ∈ J , and the result
follows. 
Lemma 4.2. Let α ∈ L≥1 and β ∈ L∗ be such that αβ ∈ L≥1, let F ∈ Xβ, and consider
J = {C ∩ r(αβ) | C ∈ F}.
Then J ∈ Xαβ if and only if r(αβ) ∈ F .
Proof. Follows immediately from Lemma 4.1, with E = Bβ and y = r(αβ) (note that
↓r(αβ) = Bαβ). 
For labelled paths α ∈ L≥1 and β ∈ L∗ such that αβ ∈ L≥1, denote by X(α)β the set of
ultrafilters in Bβ that give rise, via cutdown by r(αβ), to ultrafilters in Bαβ . More precisely,
using Lemma 4.2,
X(α)β = {F ∈ Xβ | r(αβ) ∈ F}.
There is thus a map g(α)β : X(α)β −→ Xαβ, that associates to each ultrafilter F ∈ X(α)β ,
the ultrafilter in Bαβ given by
g(α)β(F) = {C ∩ r(αβ) | C ∈ F}.
Also, for α = ω define X(ω)β = Xβ and let g(ω)β denote the identity function on Xβ.
The following lemmas describe properties of these sets and maps, and how they behave
with respect to the maps fα[β] : Xαβ −→ Xα between ultrafilter spaces, introduced at the
end of Section 2.
Lemma 4.3. Let α ∈ L≥1 and β, γ ∈ L∗ with αβγ ∈ L≥1 be given. Then
(i) fβ[γ](X(α)βγ) ⊆ X(α)β;
(ii) f−1
β[γ](X(α)β) ⊆ X(α)βγ.
Proof. To prove (i), given F ′ ∈ X(α)βγ , one has r(αβγ) ∈ F
′, and also
fβ[γ](F
′) = {C ∈ Bβ | r(C, γ) ∈ F
′}.
Since r(αβ) ∈ Bβ and r(r(αβ), γ) = r(αβγ) ∈ F
′, it follows that r(αβ) ∈ fβ[γ](F
′) and
therefore fβ[γ](F
′) ∈ X(α)β .
As for (ii), if F ′ ∈ f−1
β[γ](X(α)β) then fβ[γ](F
′) ∈ X(α)β , and thus r(αβ) ∈ {C ∈ Bβ | r(C, γ) ∈
F ′}. This gives
r(αβγ) = r(r(αβ), γ) ∈ F ′,
whence F ′ ∈ X(α)βγ . 
Lemma 4.4. Let α ∈ L≥1 and β, γ ∈ L∗ with αβγ ∈ L≥1 be given. Then,
(i) X(αβ)γ ⊆ X(β)γ ;
(ii) g(β)γ(X(αβ)γ) ⊆ X(α)βγ ;
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(iii) If F ∈ X(αβ)γ , then
g(αβ)γ(F) = g(α)βγ ◦ g(β)γ(F).
(iv) Suppose the labelled space (E,L,B) is weakly left-resolving. Then, the following diagram
is commutative:
X(α)βγ
g(α)βγ
//
fβ[γ]

Xαβγ
fαβ[γ]

X(α)β g(α)β
// Xαβ.
Proof. If F ∈ X(αβ)γ then r(αβγ) ∈ F and, since F is a filter in Bγ, the fact that
r(αβγ) ⊆ r(βγ) gives r(βγ) ∈ F , whence F ∈ X(β)γ ; this proves (i). Also,
r(αβγ) = r(αβγ) ∩ r(βγ) ∈ {C ∩ r(βγ) | C ∈ F} = g(β)γ(F),
from where (ii) follows.
It is clear that
g(α)βγ ◦ g(β)γ(F) = g(α)βγ({C ∩ r(βγ) | C ∈ F})
= {(C ∩ r(βγ)) ∩ r(αβγ) | C ∈ F}
= {C ∩ r(αβγ) | C ∈ F} = g(αβ)γ(F),
which is (iii). As for (iv), Lemma 4.3 ensures fβ[γ] maps X(α)βγ into X(α)β . If F ∈ X(α)βγ ,
then
(g(α)β ◦ fβ[γ])(F) = {C ∩ r(αβ) | C ∈ Bβ and r(C, γ) ∈ F}
and
(fαβ[γ] ◦ g(α)βγ)(F) = {D ∈ Bαβ | r(D, γ) ∈ g(α)βγ(F)}.
Given C ∈ Bβ such that r(C, γ) ∈ F , note that C ∩ r(αβ) ∈ Bαβ and that
r(C ∩ r(αβ), γ) = r(C, γ) ∩ r(αβγ) ∈ g(α)βγ(F),
using the weakly left-resolving hypothesis; therefore
(g(α)β ◦ fβ[γ])(F) ⊆ (fαβ[γ] ◦ g(α)βγ)(F),
and since both terms are ultrafilters, equality follows. 
Lemma 4.5. Let α ∈ L≥1 and β ∈ L∗ be such that αβ ∈ L≥1. Then,
(i) g(α)β(X(α)β ∩X
sink
β ) ⊆ X
sink
αβ .
(ii) g(α)β : X(α)β −→ Xαβ is continuous.
(iii) X(α)β is an open subset of Xβ.
Proof. Given F ∈ X(α)β ∩ X
sink
β , for each a ∈ A there is a D ∈ F with r(D, a) = ∅;
consequently, D∩r(αβ) ∈ g(α)β(F) is such that r(D∩r(αβ), a) = ∅, hence g(α)β(F) ∈ X
sink
αβ ,
proving (i).
To prove (ii), consider a net {Fλ}λ ⊆ X(α)β that converges to F ∈ X(α)β . For an arbitrary
D ∈ g(α)β(F), say D = C ∩ r(αβ) for some C ∈ F , the convergence above ensures there is
λ0 such that λ ≥ λ0 implies C ∈ Fλ, and therefore D = C ∩ r(αβ) ∈ g(α)β(Fλ).
If on the other hand D ∈ Bαβ\g(α)β(F), using that g(α)β(F) is an ultrafilter there must be
an element of it that does not intersect D, that is, there is C ∈ F such that D∩(C∩r(αβ)) =
∅, by Proposition 2.1. Since Bαβ ⊆ Bβ one has D ∈ Bβ and from D = D ∩ r(αβ) it can
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be concluded that D ∩ C = (D ∩ r(αβ)) ∩ C = ∅, and thus D /∈ F , again by Proposition
2.1 and using that F is an ultrafilter. That means that there must be an index λ′ such that
λ ≥ λ′ implies D /∈ Fλ, ensuring the existence of an element Cλ ∈ Fλ with D ∩ Cλ = ∅ for
each such λ; the element Cλ ∩ r(αβ) ∈ g(α)β(Fλ) satisfies
D ∩ (Cλ ∩ r(αβ)) = ∅,
from where it can be established that D /∈ g(α)β(Fλ) for all λ ≥ λ
′. This concludes the proof
that g(α)β(Fλ) converges to g(α)β(F), and that g(α)β is therefore a continuous map.
As for (iii), suppose F ∈ X(α)β and {Fλ}λ ⊆ Xβ is a net that converges to F . Since
r(αβ) ∈ F , the pointwise convergence says there is an index λ0 such that λ ≥ λ0 implies
r(αβ) ∈ Fλ, and thus Fλ ∈ X(α)β , whence X(α)β is open. 
Let us proceed with the problem of describing new filters by cutting labelled paths.
Consider composable labelled paths α ∈ L≥1 and β ∈ L∗, and an ultrafilter F ∈ Xαβ .
Note that F ⊆ Bαβ ⊆ Bβ, but F may not be a filter in Bβ, for Bβ may contain elements
above a given element of F that are not in Bαβ . If we add to F these elements, however,
the resulting set is an ultrafilter in Bβ, as the following result shows.
Proposition 4.6. Let α ∈ L≥1 and β ∈ L∗ be such that αβ ∈ L≥1, and F ∈ Xαβ. Then
↑BβF ∈ X(α)β .
Proof. Suppose C ∈ Bβ satisfies C ∩B 6= ∅ for all B ∈ ↑BβF ; in particular, C ∩B 6= ∅
for all B ∈ F . Note that r(αβ) ∈ F (since F ∈ Xαβ), so for any given B ∈ F one has
B ∩ r(αβ) = B, which in turn gives, for the element (C ∩ r(αβ)) ∈ ↓r(αβ) = Bαβ,
(C ∩ r(αβ)) ∩B = C ∩ (r(αβ) ∩ B) = C ∩ B 6= ∅.
F is an ultrafilter, so C ∩ r(αβ) ∈ F and thus C ∈ ↑Bβ (C ∩ r(αβ)) ⊆ ↑BβF . Proposition
2.1 now ensures that ↑BβF ∈ Xβ, and clearly r(αβ) ∈ ↑BβF , proving ↑BβF ∈ X(α)β as
desired. 
Proposition 4.6 gives rise to a function h[α]β : Xαβ −→ X(α)β that associates to each
ultrafilter F ∈ Xαβ , the ultrafilter in Bβ given by
h[α]β(F) = ↑BβF .
The following lemmas describe some of the properties of these maps.
Lemma 4.7. Let α ∈ L≥1 and β, γ ∈ L∗ with αβγ ∈ L≥1 be given. Then,
(i) h[β]γ ◦ h[α]βγ = h[αβ]γ.
(ii) The following diagram is commutative:
Xαβγ
h[α]βγ
//
fαβ[γ]

X(α)βγ
fβ[γ]

Xαβ
h[α]β
// X(α)β .
Proof. For a given F ∈ Xαβγ , since F ⊆ ↑BβγF one obtains
h[αβ]γ(F) = ↑BγF ⊆ ↑Bγ
(
↑BβγF
)
= h[β]γ ◦ h[α]βγ(F),
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which implies these are equal since they are both ultrafilters in Bγ . This proves (i). As for
(ii), first observe that Lemma 4.3.(i) says the arrow on the right of the diagram makes sense.
If F ∈ Xαβγ then
h[α]β ◦ fαβ[γ](F) = {D ∈ Bβ | ∃C ∈ Bαβ with r(C, γ) ∈ F and C ⊆ D}.
For a given D ∈ h[α]β ◦ fαβ[γ](F), if C ∈ Bαβ is as above then r(C, γ) ⊆ r(D, γ) ∈ Bβγ , so
that
r(D, γ) ∈ ↑Bβγ r(C, γ) ⊆ ↑BβγF = h[α]βγ(F),
and therefore D ∈ fβ[γ] ◦ h[α]βγ(F). The result now follows since both fβ[γ] ◦ h[α]βγ(F) and
h[α]β ◦ fαβ[γ](F) are ultrafilters in Bβ. 
Lemma 4.8. Let α ∈ L≥1 and β ∈ L∗ be such that αβ ∈ L≥1. Then,
(i) The functions h[α]β : Xαβ −→ X(α)β and g(α)β : X(α)β −→ Xαβ are mutual inverses.
(ii) h[α]β(X
sink
αβ ) ⊆ X
sink
β .
(iii) h[α]β : Xαβ −→ X(α)β is continuous.
Proof. To prove (i), if F ∈ X(α)β then h[α]β◦g(α)β(F) is an ultrafilter in Bβ; also, for each
C ∈ F one has C ∈ ↑BβC ∩ r(αβ) ⊆ h[α]β ◦ g(α)β(F), which shows that F ⊆ h[α]β ◦ g(α)β(F),
hence they are equal. On the other hand if F ∈ Xαβ , then
g(α)β ◦ h[α]β(F) = {D ∩ r(αβ) | D ∈ Bβ such that ∃C ∈ F with C ⊆ D}.
Given C ∈ F , from Bαβ ⊆ Bβ it can be seen that C = C∩r(αβ) and thus C ∈ g(α)β◦h[α]β(F),
establishing F ⊆ g(α)β ◦ h[α]β(F) and again equality follows.
Now, let us prove (ii): suppose F ∈ Xsinkαβ ; then, for each a ∈ A there exists D ∈ F such
that r(D, a) = ∅. Since D ∈ F ⊆ ↑BβF = h[α]β(F) it can be concluded that for each a ∈ A
there exists D ∈ h[α]β(F) such that r(D, a) = ∅, which means h[α]β(F) ∈ X
sink
β , as desired.
As for (iii), consider a net {Fλ}λ ⊆ Xαβ that converges to F ∈ Xαβ , and let D ∈ Bβ be
arbitrary. If D ∈ h[α]β(F) then there exists C ∈ F such that C ⊆ D. The convergence of
the Fλ say then that there is an index λ0 such that λ ≥ λ0 implies C ∈ Fλ, and hence
D ∈ ↑BβC ⊆ ↑BβFλ = h[α]β(Fλ).
On the other hand, if D ∈ Bβ\h[α]β(F) then there exists C ∈ h[α]β(F) such that C ∩D = ∅,
by Proposition 2.1. What has been just shown above says there exists λ0 such that λ ≥ λ0
implies C ∈ h[α]β(Fλ), and again Proposition 2.1 can be used to ensure λ ≥ λ0 implies
D /∈ h[α]β(Fλ); it then follows that the net {h[α]β(Fλ)}λ converges to h[α]β(F), hence h[α]β is
continuous. 
The functions above can be used to produce tools for working with filters in E(S). Let
us begin with a function for gluing labelled paths to a filter ξ in E(S). Given labelled paths
α ∈ L≥1 and β ∈ L≤∞ such that αβ ∈ L≤∞, the problem is to construct a complete family of
ultrafilters for αβ starting from a complete family of ultrafilters for β. Roughly, one begins
with the complete family for β, say {Fn}n with 0 ≤ n ≤ |β|, cuts each ultrafilter Fn by the
range of αβ1,n, and adds new ultrafilters at the beginning of the family, one for each α1,i,
0 ≤ i ≤ |α|, to obtain a complete family {J i}i for αβ (remembering that, if the resulting
family is to be complete, we have no real choice as to which filters to add at the beginning
of the family, from what was seen in Section 2).
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More precisely, consider first the case β = ω. In this case the complete family {Fn}n for
ω consists of a single filter F0 ⊆ B. Define
J |α| = {C ∩ r(α) | C ∈ F0} = g(α)ω(F0)
and, for for 0 ≤ i < |α|, set
J i = {D ∈ Bα1,i | r(D,αi+1,|α|) ∈ J |α|} = fα1,i[αi+1,|α|](J |α|).
Under a suitable condition on the filter F0 (Proposition 4.11.(i) below), the family {J i}i
obtained is a complete family for α = αω.
Now, for the case where β 6= ω: the ultrafilter F1 ∈ Xβ1 is translated |α| units to create
the ultrafilter J |α|+1 ∈ Xαβ1, given by
J |α|+1 = {C ∩ r(αβ1) | C ∈ F1} = g(α)β1(F1).
More generally, for 1 ≤ n ≤ |β| (or n < |β| if β is infinite) one defines
J |α|+n = {C ∩ r(αβ1,n) | C ∈ Fn} = g(α)β1,n(Fn).
Remark 4.9. Note that, in order for this construction to work, one must have Fn ∈
X(α)β1,n for all n, which follows from requiring F1 ∈ X(α)β1 and using the completeness of
{Fn}n for β. Indeed, if Fn ∈ X(α)βn then r(αβ1,n) ∈ Fn, and so
r(αβ1,n+1) = r(r(αβ1,n), βn+1) ∈ Fn+1,
that is, Fn+1 ∈ X(α)β1,n+1 .
Also, for 0 ≤ i ≤ |α|, define
J i = fα1,i[αi+1,|α|β1](J |α|+1)
= {D ∈ Bα1,i | r(D,αi+1,|α|β1) ∈ J |α|+1}.
Remark 4.10. If it is the case that F0 6= ∅ in the complete family {Fn}n, then nec-
essarily one has J |α| = g(α)ω(F0). This is true because, as mentioned above, J |α| =
fα1,|α|[α|α|+1,|α|β1](J |α|+1) = fα[β1](J |α|+1), and therefore
J |α| = fα[β1](J |α|+1) = fαω[β1] ◦ g(α)ωβ1(F1)
= g(α)ω ◦ fω[β1](F1) = g(α)ω(F0),
using Lemma 4.4 (iv).
Proposition 4.11. Suppose the labelled space (E,L,B) is weakly left-resolving, and let
α ∈ L≥1.
(i) If F0 ∈ X(α)ω, then {J i}i, 0 ≤ i ≤ |α| as above is a complete family of ultrafilters for
α.
(ii) If β ∈ L≤∞\{ω} is such that αβ ∈ L≤∞ and {Fn}n is a complete family of ultrafilters
for β such that F1 ∈ X(α)β1, then {J i}i as above is a complete family of ultrafilters for
αβ.
Proof. The proofs of both items are similar. We prove (ii): for 0 ≤ i < |α|,
J i = fα1,i[αi+1,|α|β1](J |α|+1)
= fα1,i[αi+1] ◦ fα1,i+1[αi+2,|α|β1](J |α|+1) = fα1,i[αi+1](J i+1),
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and additionally J |α| = fα[β1](J |α|+1) by definition. On the other hand for i > |α|, say
i = |α| + n for n ≥ 1, the definitions above coupled with Lemma 4.4.(iv) and the fact the
family {Fn}n is complete for β give
J i = g(α)β1,n(Fn) = g(α)β1,n(fβ1,n[βn+1](Fn+1))
= fαβ1,n[βn+1] ◦ g(α)β1,n+1(Fn+1) = fαβ1,n[βn+1](J i+1),
and thus the family {J i}i is complete for αβ, as claimed. 
Continuing the discussion above, let us now concentrate on the tight filters in E(S): for
β ∈ L≤∞ let T(α)β denote the subset of Tβ given by
T(α)β = {ξ ∈ Tβ | ξ0 ∈ X(α)ω}.
Observe that, for β 6= ω, ξ0 ∈ X(α)ω is equivalent to ξ1 ∈ X(α)β1 , and r(α) ∈ ξ0 is
equivalent to r(αβ1) ∈ ξ1.
For a given tight filter ξ ∈ T(α)β , Proposition 4.11 says the complete family {ξn}n for β
gives rise to a complete family {J i}i of ultrafilters for αβ, and therefore to a filter η ∈ Fαβ
associated with this family. The purpose of the next theorem is to show this resulting filter
is also tight.
Theorem 4.12. Suppose the labelled space (E,L,B) is weakly left-resolving, that B is
closed under relative complements, and let α ∈ L≥1 and β ∈ L≤∞ be such that αβ ∈ L≤∞. If
ξ ∈ T(α)β and {J i}i is the complete family for αβ constructed as above from {ξn}n, then the
filter η ∈ Fαβ associated with {J i}i is tight.
Proof. Suppose first that β ∈ L∞. In this case {ξn}n is a complete family of ultrafilters
for β (by Theorems 2.11.(i) and 2.9.(ii)’), and ξ1 ∈ X(α)β1 since ξ ∈ T(α)β . Proposition 4.11
then says the family {J i}i constructed from {ξn}n is a complete family of ultrafilters for αβ,
and thus the filter η ∈ Fαβ associated with this family is tight, again by Theorems 2.11.(i)
and 2.9.(ii)’.
Next, suppose β ∈ L∗; from Proposition 2.10, ξ may be of one of two kinds of tight
filters, and we consider each in turn: for the first kind, there exists a net {Fλ}λ ⊆ X
sink
β
that converges to ξ|β| ∈ X(α)β . The set X(α)β is open in Xβ by Lemma 4.5.(iii), so there is an
index λ0 such that λ ≥ λ0 implies Fλ ∈ X(α)β . Now {g(α)β(Fλ)}λ≥λ0 is a net in X
sink
αβ due to
Lemma 4.5.(i), and it converges to J |αβ| = g(α)β(ξ|β|), by the continuity of g(α)β established
with Lemma 4.5.(ii), whence η is tight.
For the second kind, there is a net {(tλ,Fλ)}λ with tλ ∈ A and Fλ ∈ Xβtλ for all λ such
that {tλ}λ converges to infinity in A and {fβ[tλ](Fλ)}λ converges to ξ|β| in Xβ. Again there
is an index λ0 such that λ ≥ λ0 implies fβ[tλ](Fλ) ∈ X(α)β , and for these λ one must then
have Fλ ∈ X(α)βtλ , by Lemma 4.3. The net {g(α)βtλ(Fλ)}λ≥λ0 satisfies, as given by Lemma
4.4.(iv),
fαβ[tλ](g(α)βtλ(Fλ)) = g(α)β(fβ[tλ](Fλ)),
and this converges to g(α)β(ξ|β|) = J |αβ|, again showing that η is tight, for {tλ}λ≥λ0 still
converges to infinity in A.

Under the hypotheses of Theorem 4.12 above, it is then possible to define a function
G(α)β : T(α)β −→ Tαβ
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taking a tight filter ξ ∈ T(α)β to the tight filter η ∈ Tαβ given by the theorem. Also, for
α = ω define T(ω)β = Tβ and let G(ω)β be the identity function on Tβ .
Lemma 4.13. Suppose the labelled space (E,L,B) is weakly left-resolving, that B is closed
under relative complements, and let α, β ∈ L≥1 and γ ∈ L≤∞ with αβγ ∈ L≤∞ be given.
Then,
(i) T(αβ)γ ⊆ T(β)γ ;
(ii) G(αβ)γ = G(α)βγ ◦G(β)γ .
Proof. For (i), Lemma 4.4.(i) states X(αβ)γ1 ⊆ X(β)γ1 , at once giving T(αβ)γ ⊆ T(β)γ .
As for (ii), consider an arbitrary ξ ∈ T
(αβ)γ
, and let η = G(αβ)γ(ξ), σ = G(β)γ(ξ) and
ρ = G(α)βγ(σ); η and ρ are both tight filters in Bαβγ . For any given n ≥ 1, note that
η|αβ|+n = g(αβ)γ1,n(ξn) = g(α)βγ1,n ◦ g(β)γ1,n(ξn)
= g(α)βγ1,n(σ|β|+n) = ρ|α|+|β|+n = ρ|αβ|+n,
and from this one sees that η and ρ are associated with the same complete family of ultrafilters
(remember, each ultrafilter in a complete family determines uniquely the ones preceding it).
This means η = ρ, and (ii) follows. 
Next is a function for removing labelled paths from a filter ξ ∈ E(S). The problem
now is to construct, from a complete family of ultrafilters for αβ, a new complete family of
ultrafilters for β. This is achieved with the following result.
Lemma 4.14. Let α ∈ L≥1 and β ∈ L≤∞ be such that αβ ∈ L≤∞. If {Fn}n is a complete
family of ultrafilters for αβ, then
{h[α]β1,n(F |α|+n)}n
is a complete family of ultrafilters for β.
Proof. If β = ω then h[α]ω(F |α|) ∈ X(α)ω ⊆ Xω, so there is nothing to do. Suppose then
β 6= ω; for any given n ≥ 1, from Lemma 4.7.(ii) one has
h[α]β1,n(F |α|+n) = h[α]β1,n(fαβ1,n[βn+1](F |α|+n+1))
= fβ1,n[βn+1] ◦ h[α]β1,n+1(F |α|+n+1),
which is precisely the desired completeness. 
Theorem 4.15. Suppose that the labelled space (E,L,B) is weakly left-resolving, that B
is closed under relative complements, and let α ∈ L≥1 and β ∈ L≤∞ be such that αβ ∈ L≤∞.
If ξ ∈ Tαβ, then the filter η ∈ Fβ associated with the complete family {h[α]β1,n(ξn+|α|)}n for β
is a tight filter.
Proof. Again the proof is split into cases, using Theorem 2.11 and Proposition 2.10.
Begin with the case β ∈ L∞, so that ξ is an ultrafilter of infinite type; Lemma 4.14 says
the family {h[α]β1,n(ξn+|α|)}n of ultrafilters is indeed complete for β, hence the filter η ∈ Fβ
associated with it is an ultrafilter and thus tight.
Next, consider β ∈ L∗, and suppose there exists a net {Fλ}λ ⊆ X
sink
αβ that converges to
ξ|αβ| ∈ Xαβ. The map h[α]β is continuous and preserves sinks by Lemma 4.8, meaning that
{h[α]β(Fλ)}λ is a net in X
sink
β that converges to h[α]β(ξ|αβ|), implying in turn that η is tight.
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Finally, suppose that β ∈ L∗ and that there exists a net {(tλ,Fλ)}λ with tλ ∈ A and
Fλ ∈ Xαβtλ for all λ such that {tλ}λ converges to infinity in A and {fαβ[tλ](Fλ)}λ converges
to ξ|αβ| in Xαβ. The commutativity of the diagram in Lemma 4.7.(ii) ensures that
h[α]β(fαβ[tλ](Fλ)) = fβ[tλ](h[α]βtλ(Fλ)),
and from here it can be seen, using the continuity of h[α]β, that the net {(tλ, h[α]βtλ(Fλ))}λ is
such that {tλ}λ converges to infinity in A and the net {fβ[tλ](h[α]βtλ(Fλ))}λ in Xβ converges
to h[α]β(ξ|αβ|), whence η is tight. 
Under the hypotheses of Theorem 4.15 one can therefore define a function
H[α]β : Tαβ −→ T(α)β
by H[α]β(ξ
αβ) = ηβ where, for all n with 0 ≤ n ≤ |β|,
ηβn = h[α]β1,n(ξn+|α|) ∈ X(α)β1,n .
For α = ω define H[ω]β to be the identity function over Tβ.
Lemma 4.16. Suppose the labelled space (E,L,B) is weakly left-resolving, that B is closed
under relative complements, and let α, β ∈ L≥1 and γ ∈ L≤∞ with αβγ ∈ L≤∞ be given. Then
H[β]γ ◦H[α]βγ = H[αβ]γ.
Proof. Immediate from Lemma 4.7.(i). 
Theorem 4.17. Suppose the labelled space (E,L,B) is weakly left-resolving, that B is
closed under relative complements, and let α ∈ L≥1 and β ∈ L≤∞ be such that αβ ∈ L≤∞.
Then H[α]β ◦G(α)β and G(αβ) ◦H[α]β are the identity maps over T(α)β and Tαβ, respectively.
Proof. We consider the case β 6= ω, as the case β = ω is analogous. Let ξ ∈ T(α)β
be arbitrary, and denote σαβ = G(α)β(ξ), η
β = H[α]β(σ). For any given integer n with
1 ≤ n ≤ |β| (note that ξ0 may be empty),
ηn = h[α]β1,n(σn+|α|) = h[α]β1,n(g(α)β1,n(ξn)) = ξn,
as a consequence of Lemma 4.8.(i), giving immediately η = ξ, from where it can be concluded
that H[α]β ◦G(α)β is the identity map over T(α)β .
On the other hand, begin with an arbitrary ξ ∈ Tαβ and let η
β = H[α]β(ξ), σ
αβ = G(α)β(η).
If n is an integer with 1 ≤ n ≤ |β| then
σn+|α| = g(α)β1,n(ηn) = g(α)β1,n(h[α]β1,n(ξn+|α|)) = ξn+|α|,
again from Lemma 4.8.(i), giving σn+|α| = ξn+|α| and thus σ = ξ (for σ1+|α| = ξ1+|α| implies
σi = ξi for all i ≤ |α|), that is, G(αβ) ◦H[α]β is the identity map over Tαβ. 
5. Representations
For this section, let (E,L,B) be a weakly left-resolving labelled space such that B is closed
under relative complements, and let S be its inverse semigroup, as in Subsection 2.3. Our goal
is to build a representation of C∗(E,L,B) that shows that an element sαpAs
∗
β ∈ C
∗(E,L,B)
is non-zero whenever (α,A, β) ∈ S \ {0}. To achieve this goal, we make use of the functions
G and H defined in Section 4.
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LetH = ℓ2(T). Throughout this section we make an abuse of notation in that ξ represents
both an element of T and of H. For each A ∈ B, define
HA = span {ξ ∈ T | (ω,A, ω) ∈ ξ} = span {ξ ∈ T |A ∈ ξ0} .
Also, for a ∈ A, define
Ha = span {ξ
α ∈ T |α1 = a} .
For a given A ∈ B, let PA ∈ B(H) be the orthogonal projection onto HA; additionally,
for a ∈ A, we can use Theorem 4.17 to define a partial isometry Sa ∈ B(H) with initial
space Hr(a) and final space Ha, given by Sa(ξ
β) = G(a)β(ξ), for all ξ = ξ
β ∈ Hr(a). It follows
that S∗a is given by S
∗
a(ξ
aβ) = H[a]β(ξ), for all ξ = ξ
aβ ∈ Ha. If α = α1 · · ·αn ∈ L
≥1, set
Sα = Sα1 · · ·Sαn .
Proposition 5.1. The family {PA, Sa} satisfies the relations defining C
∗(E,L,B) in
Definition 3.1.
Proof. Note that H∅ = {0} since (ω, ∅, ω) /∈ S and therefore (ω, ∅, ω) /∈ ξ for all ξ ∈ T.
It follows that P∅ = 0.
Now, for A,B ∈ B and ξ ∈ T
PAPB(ξ) = [A ∈ ξ0 ∧ B ∈ ξ0]ξ = [A ∩B ∈ ξ0]ξ = PA∩B(ξ)
where [ ] represents the boolean function that returns 1 if the argument is true and 0 oth-
erwise; and the second equality follows from ξ0 being a filter. Also, using that ξ0 is an
ultrafilter and therefore a prime filter, we have
PA∪B(ξ) = [A ∪ B ∈ ξ0]ξ
= ([A ∈ ξ0] + [B ∈ ξ0]− [A ∩ B ∈ ξ0])ξ
= (PA + PB − PA∩B)(ξ).
Let a, b ∈ A. It is easy to see that S∗aSa = Pr(a) and S
∗
aSb = 0 if a 6= b. We check that
PASa = SaPr(A,a). On one hand
PASa(ξ
β) = PA([r(a) ∈ ξ0]G(a)β(ξ
β))
= [A ∈ G(a)β(ξ
β)0 ∧ r(a) ∈ ξ0]G(a)β(ξ
β).
On the other hand
SaPr(A,a)(ξ
β) = Sa([r(A, a) ∈ ξ0]ξ
β) = [r(A, a) ∈ ξ0]G(a)β(ξ
β)
where the last equality makes sense since r(A, a) ⊆ r(a). If r(a) /∈ ξ0 then r(A, a) /∈ ξ0, so
that both expressions above are zero. Suppose then that r(a) ∈ ξ0. From Remark 4.10 we
have that
(
G(a)β(ξ
β)
)
1
= g(a)ω(ξ0); hence,
A ∈
(
G(a)β(ξ
β)
)
0
⇔ r(A, a) ∈
(
G(a)β(ξ
β)
)
1
⇔ ∃C ∈ ξ0 : r(A, a) = C ∩ r(a),
so that
[r(A, a) ∈ ξ0] = [A ∈ G(a)β(ξ
β)0 ∧ r(a) ∈ ξ0]
and PASa = SaPr(A,a).
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For the last relation, let A ∈ B be such that 0 < #L(AE1) <∞, and such that there is
no C ∈ B such that ∅ 6= C ⊆ A ∩ E0sink. We need to verify that
PA =
∑
a∈L(AE1)
SaPr(A,a)S
∗
a = PA
∑
a∈L(AE1)
SaS
∗
a.
Since Ha and Hb are orthogonal if a 6= b, the rightmost sum above is a sum of orthogo-
nal projections and therefore a projection itself. It is then sufficient to show that HA ⊆⊕
a∈L(AE1)Ha. Suppose that ξ
β ∈ HA, that is, ξ
β ∈ T is such that (ω,A, ω) ∈ ξ. That β 6= ω
follows from the above condition on A and Theorem 2.11. Now, (ω,A, ω) ∈ ξ is equivalent
to A ∈ ξ0, and in this case β1 ∈ L(AE
1) because r(A, β1) ∈ ξ1 and ξ1 is a filter. Therefore,
ξβ ∈
⊕
a∈L(AE1)Ha. 
Proposition 5.2. If (α,A, β) ∈ S \ {0}, then SαPAS
∗
β 6= 0.
Proof. Observe that if α ∈ L≥1 then for ξ ∈ T
Sα(ξ
β) = Sα1 · · ·Sα|α|(ξ
β) = [r(α) ∈ ξ0]G(α)β(ξ)
and
S∗α = H[α]β(ξ).
The above equalities are also true for α = ω if we define Sω = IdH.
Let (α,A, β) ∈ S be given so that ∅ 6= A ⊆ r(α) ∩ r(β). Let us verify that SαPAS
∗
β 6= 0.
Since A 6= 0, the set η˜ = {(ω,C, ω) |C ∈ ↑BA} is a filter in E(S) and so it is contained
in a ultrafilter ηγ in E(S), which is also an element of T. From A ⊆ r(β), it follows that
ξβγ = G(β)γ(η
γ) is well defined. Then η = H[β]γ(ξ) and A ∈ H[β]γ(ξ)0. It follows that
SαPAS
∗
β(ξ) = SαPA(H[β]γ(ξ))
= Sα(η)
= G(α)γ(η) 6= 0
where the third equality follows from A ⊆ r(α) so that G(α)γ(η) is a well defined element of
T. 
Joining the results from this section we obtain the following:
Theorem 5.3. Let (E,L,B) be a weakly left-resolving labelled space whose accommo-
dating family B is closed under relative complements. There exists a representation of
C∗(E,L,B) such that the image of sαpAs
∗
β is not zero for all (α,A, β) ∈ S \ {0}.
6. The diagonal C*-subalgebra
Let (E,L,B) be a weakly left-resolving labelled space such that B is closed under relative
complements, and let ∆ := ∆(E,L,B) be the diagonal C*-subalgebra of C∗(E,L,B), as in
definitions 3.5 and 3.1. The main goal of this section is to show that the spectrum of this
C*-subalgebra, ∆̂, is homeomorphic to T.
Proposition 6.1. For each ϕ ∈ ∆̂, the set
ξ = {(α,A, α) ∈ E(S) |ϕ(sαpAs
∗
α) = 1}
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is a tight filter. In particular, the map Φ : ∆̂→ T given by
Φ(ϕ) = {(α,A, α) ∈ E(S) |ϕ(sαpAs
∗
α) = 1}
is well defined.
Proof. Observe that (α,A, α) ≤ (β,B, β) in E(S) if and only if sαpAs
∗
α ≤ sβpBs
∗
β in
C∗(E,L,B). Using that ϕ is a *-homomorphism, it then follows that ξ is a filter in E(S).
We have to prove that ξ is tight. Let α be the labelled path associated with ξ.
First, let us consider the case that ξ is of infinite type. By Theorem 2.9, it is sufficient
to show that ξn is an ultrafilter in the Boolean algebra Bα1,n for each n > 0. In order
to establish this, observe that (α1,n, r(α1,n), α1,n) ∈ ξ, so that ϕ(sα1,npr(α1,n)sα1,n) = 1. If
A ∈ Bα1,n , then pr(α1,n) = pA + pr(α1,n)\A. It follows that
1 = ϕ(sα1,npr(α1,n)sα1,n) = ϕ(sα1,npAsα1,n) + ϕ(sα1,npr(α1,n)\Asα1,n)
and hence ϕ(sα1,npr(α1,n)\Asα1,n) = 1 or ϕ(sα1,npAsα1,n) = 1. That means that A ∈ ξn or
r(α1,n) \ A ∈ ξn, that is, ξn is an ultrafilter.
For the case that ξ is of finite type, we use (ii) of Theorem 2.11. If |α| > 0, the same
argument as above shows that ξ|α| is an ultrafilter. If |α| = 0, suppose by contradiction that
ξ0 is not an ultrafilter. Then there exists C ∈ B \ ξ0 such that C ∩A 6= ∅ for all A ∈ ξ0. For
a fixed A ∈ ξ0, since A = (A \ C) ∪ (A ∩ C) and this union is disjoint, then
1 = ϕ(pA) = ϕ(pA\C + pA∩C) = ϕ(pA\C) + ϕ(pA∩C) = ϕ(pA\C),
where the last equality holds because A∩C ⊆ C /∈ ξ0. Hence A\C ∈ ξ0, but (A\C)∩C = ∅
which is a contradiction. So, in all cases, ξ|α| is an ultrafilter. Assume now that ξ is not
tight; then, by (ii) of Theorem 2.11, there exists A ∈ ξ|α| such that L(AE
1) is finite and there
is no B ∈ Bα with ∅ 6= B ⊆ A∩E
0
sink. In particular A∩E
0
sink = ∅, so that #L(AE
1) > 0 and
pA =
∑
b∈L(AE1)
sbpr(A,b)s
∗
b
holds. Since (α,A, α) ∈ ξ,
1 = ϕ(sαpAs
∗
α) =
∑
b∈L(AE1)
ϕ(sαsbpr(A,b)s
∗
bs
∗
α),
which implies that (αb, r(A, b), αb) ∈ ξ for some b ∈ L(AE1); but this contradicts the fact
that α is the word associated to ξ. Therefore, ξ is tight. 
To construct the inverse of Φ from the above proposition, we have to show that if ξ ∈ T
then there exists an element ϕ ∈ ∆̂ such that
ϕ(sαpAs
∗
α) = [(α,A, α) ∈ ξ].
We would like to simply extend the above expression linearly to span{sαpAs
∗
α | α ∈ L
∗ andA ∈
Bα} but, in doing so, care must be taken to ensure the result is indeed a well-defined linear
map. In order to show that this can be done, and that the resulting map extends to an
element of ∆̂, we control the norm of a finite linear combination on elements of the form
sαpAs
∗
α by rewriting the sum as a finite linear combination of orthogonal projections. We
follow some of the ideas of [12].
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Lemma 6.2. Let F ⊆ E(S) \ {0} be a finite set such that for all u, v ∈ F , uv = 0, u ≤ v
or v ≤ u. For each u = (α,A, α) ∈ F , define
qFu = q
F
(α,A,α) := sαpAs
∗
α
∏
(β,B,β)∈F
(β,B,β)<(α,A,α)
(sαpAs
∗
α − sβpBs
∗
β).
Then, for all u, v ∈ F with u 6= v, the projections qFu and q
F
v are mutually orthogonal
projections in span{sβpBs
∗
β | (β,B, β) ∈ F}. Also for (α,A, α) ∈ F
(6.1) sαpAs
∗
α =
∑
u∈F
u≤(α,A,α)
qFu .
Proof. For all u ∈ F , qFu is a product of commuting projections and therefore a
projection in span{sβpBs
∗
β | (β,B, β) ∈ F}. Let u = (α,A, α) and v = (β,B, β) be el-
ements of F such that u 6= v. If uv = 0, then sαpAs
∗
αsβpBs
∗
β = 0, so that q
F
u q
F
v = 0.
If u < v, then (sβpBs
∗
β − sαpAs
∗
α) is a factor of q
F
v . Since sαpAs
∗
α is a factor of q
F
u and
sαpAs
∗
αsβpBs
∗
β = sαpAs
∗
α, we have that q
F
u q
F
v = 0. The case v < u is analogous.
To prove (6.1), we use induction on #F . The result is immediate if #F = 1. Let n > 1
and suppose that the result is true for all F with #F < n. Let F ⊆ E(S) be as in the
hypothesis of the lemma, and with #F = n. Chose a minimal element (γ, C, γ) in F and
define G = F \ {(γ, C, γ)}. Since (γ, C, γ) is minimal in F then∑
u∈F
u≤(γ,C,γ)
qFu = q
F
(γ,C,γ) = sγpCs
∗
γ ,
that is, (6.1) holds for (γ, C, γ).
Observe that, for a given (α,A, α) ∈ G,
qF(α,A,α) =
{
qG(α,A,α), if (α,A, α)(γ, C, γ) = 0;
qG(α,A,α) − q
G
(α,A,α)sγpCs
∗
γ, if (γ, C, γ) ≤ (α,A, α).
Indeed, the above equality is trivially true if (α,A, α)(γ, C, γ) = 0 and, in the case (γ, C, γ) ≤
(α,A, α), it holds since
qF(α,A,α) = sαpAs
∗
α
∏
(β,B,β)∈F
(β,B,β)<(α,A,α)
(sαpAs
∗
α − sβpBs
∗
β)
= sαpAs
∗
α(sαpAs
∗
α − sγpCs
∗
γ)
∏
(β,B,β)∈G
(β,B,β)<(α,A,α)
(sαpAs
∗
α − sβpBs
∗
β)
= qG(α,A,α) − q
G
(α,A,α)sγpCs
∗
γ .
Now, if (α,A, α)(γ, C, γ) = 0, then∑
u∈F
u≤(α,A,α)
qFu =
∑
u∈G
u≤(α,A,α)
qGu = sαpAs
∗
α,
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where the last equality follows from the induction hypothesis. If (γ, C, γ) ≤ (α,A, α), then∑
u∈F
u≤(α,A,α)
qFu = sγpCs
∗
γ +
∑
u∈G
u≤(α,A,α)
qFu
= sγpCs
∗
γ +
∑
u∈G
u≤(α,A,α)
(qGu − q
G
u sγpCs
∗
γ)
= sγpCs
∗
γ + sαpAs
∗
α − sαpAs
∗
αsγpCs
∗
γ = sαpAs
∗
α,
where the second equality follows since qFu = q
G
u − q
G
u sγpCs
∗
γ even when u · (γ, C, γ) = 0 and
the third equality follows from the induction hypothesis. Thus, (6.1) holds. 
Lemma 6.3. For all finite F ⊆ E(S) \ {0}, there exists F ′ ⊆ E(S) \ {0} such that F ′
satisfies the hypothesis of Lemma 6.2 and the following conditions:
(i) for all (α,A, α) ∈ F , there exist (α,A1, α), . . . , (α,An, α) ∈ F
′ such that A is the union
of A1, . . . , An;
(ii) the labelled paths that appear in elements of F ′ are the same as those that appear in
elements of F ;
(iii) if (α,A, α), (α,B, α) ∈ F ′ and A 6= B then A ∩B = ∅.
Proof. For each finite F ⊆ E(S) \ {0}, define m = max{|α| | (α,A, α) ∈ F}. We prove
the lemma by induction on m. If m = 0, then F = {(ω,B1, ω), . . . , (ω,Bl, ω)}. Define
I =
{⋂
i∈I1
Bi \
⋃
j∈I2
Bj | I1 ∪ I2 = {1, . . . , l}, I1 ∩ I2 = ∅
}
\ {∅}
and F ′ = {(ω,B, ω) |B ∈ I}. Clearly, F ′ satisfies the conditions in the statement.
Form > 0, suppose that the result is true for all finiteG ⊆ E(S) with max{|α| | (α,A, α) ∈
G} < m. Let us write F = G1 ∪ G2 where G1 = {(α,A, α) ∈ F | |α| < m} and G2 =
{(α,A, α) ∈ F | |α| = m}. By the induction hypothesis there exists G′1 associated to G1 as
in the statement. Denote by L2 the set of all α ∈ L
∗ such that (α,A, α) ∈ G2 for some
A ∈ B. Fix α ∈ L2, define
J α = {r(A, α
′′) | (α′, A, α′) ∈ G′1 ∪G2 and α
′α′′ = α}
and consider Iα constructed from J α as I was constructed from {B1, . . . , Bl} in the case
m = 0. Finally, define F ′2 = ∪α∈L2{(α,B, α) ∈ E(S) |B ∈ Iα} and F
′ = G′1 ∪ F
′
2, observing
that 0 /∈ F ′.
Let u = (α,A, α) and v = (β,B, β) be elements of F ′. If u and v are both elements of
either G′1 or both elements of F
′
2 then, by the definitions of G
′
1 and F
′
2, u and v are such
that uv = 0, u ≤ v or v ≤ u. Suppose, then, that u ∈ F ′2 and v ∈ G
′
1 so that |β| < |α|. If α
and β are not comparable then uv = 0. Otherwise, α = βα′ and, by the construction of Iα,
A ⊆ r(B, α′) or A∩ r(B, α′) = ∅ (observe that r(B, α′) ∈ J α). In this case u ≤ v or uv = 0.
The other conditions from the statement are easily verified. 
Remark 6.4. If ξ is a filter in E(S) and F is a set satisfying the hypothesis of Lemma
6.2, then ξ ∩ F is totally ordered because for all u, v ∈ ξ, uv 6= 0.
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Lemma 6.5. Let ξ ∈ T and a finite F ⊆ E(S) \ {0} be such that ξ ∩ F 6= ∅ and for all
u, v ∈ F , uv = 0, u ≤ v or v ≤ u. Let also w = min(ξ ∩ F ). Then there exists a non-zero
z ∈ E(S) such that z ≤ w and zu = 0 for all u ∈ F with u < w.
Proof. The result is trivial if there is no u ∈ F with u < w (take z = w). Suppose,
then, that there exists at least one such u. Let α be the word associated to ξ. Since w ∈ ξ,
w = (α1,l, A, α1,l) for some l ≥ 0 and A ∈ B. We consider the cases given by Theorem 2.11.
Case (i): ξα is of infinite type. Let n be the greatest of all lengths of labelled paths β
that appears in an element v = (β,B, β) ∈ F with v < w and observe that l ≤ n. For
an element u ∈ F with u < w of the form u = (α1,m, B, α1,m), we have that u /∈ ξ and
hence r(B, αm+1,n) /∈ ξn since {ξn}n is a complete family. Since ξn is an ultrafilter, there
exists Cu ∈ ξn such that Cu ∩ r(B, αm+1,n) = ∅. Let C = ∩u∈F,u<wCu ∈ ξn and define
z = (α1,n, C ∩ r(A, αl+1,n), α1,n), which is non-zero because C ∩ r(A, αl+1,n) ∈ ξn. Then
z ≤ w and it is easily verified that zu = 0 for all u ∈ F with u < w.
Case (ii): ξα is of finite type. Using a similar argument as the previous case we find
C ∈ ξ|α| such that for all u ∈ F with u < w of the form = (α1,m, B, α1,m), we have that
C ∩ r(B, αm+1,|α|) = ∅. Define D = C ∩ r(A, αl+1,|α|) ∈ ξ|α|.
Case (ii)(a): L(DE1) is infinite. Choose b ∈ L(DE1) be a letter that is different from
β|α|+1 for all labelled paths β such that |β| ≥ |α| + 1 and that it appears in an element
v = (β,B, β) ∈ F . Define z = (αb, r(D, b), αb). By construction this z satisfies all of the
conditions in the statement.
Case (ii)(b): there exists G ∈ Bα such that ∅ 6= G ⊆ D ∩ E
0
sink. Define z = (α,G, α)
so that z is non-zero and z ≤ w. Let u = (β,B, β) ∈ F be such that u < w. If β is not
comparable with α then it is immediate that zu = 0. If β is a beginning of α then zu = 0
by the construction of z. Finally, if β = αγ for some γ ∈ L≥1, ie γ 6= ω, then zu = 0 because
r(G, γ) = ∅. 
Remark 6.6. Let ξ ∈ T and F ⊆ E(S) \ {0} be a finite subset as in the previous
Lemma, and let w = min(ξ ∩ F ). We claim that qFw 6= 0. Indeed, if z = (γ, C, γ) is as in the
previous Lemma, then from the definition of qFw in Lemma 6.2 and from z ≤ w, it follows
that sγpCs
∗
γq
F
w = sγpCs
∗
γ . From Theorem 5.3, sγpCs
∗
γ 6= 0 so that q
F
w 6= 0.
Lemma 6.7. Let ξ ∈ T be given and let F ⊆ E(S) \ {0} be a finite set. For each u ∈ F ,
let λu ∈ C \ {0}. Then ∣∣∣∣∣ ∑
u∈F∩ξ
λu
∣∣∣∣∣ ≤
∥∥∥∥∥∥
∑
(α,A,α)∈F
λ(α,A,α)sαpAs
∗
α
∥∥∥∥∥∥ .
Proof. The result is trivial if F ∩ ξ = ∅, so suppose F ∩ ξ 6= ∅. Let F ′ be the set con-
structed from F as in Lemma 6.3. Observe that F ′∩ξ 6= ∅; indeed, for a given (α,A, α) ∈ F∩ξ
there exist (α,B1, α), . . . , (α,Bm, α) ∈ F
′ such that A is the disjoint union of B1, . . . , Bm.
Since A ∈ ξ|α| and ξ|α| is a prime filter, there exists i0 ∈ {1, . . . , m} such that Bi0 ∈ ξ|α| and
therefore (α,Bi0, α) ∈ F
′ ∩ ξ. If follows that F ′ ∩ ξ 6= ∅, as claimed.
For each (γ, C, γ) ∈ F ′ and (α,A, α) ∈ F with (α,A, α) ≥ (γ, C, γ), define
η(γ,C,γ),(α,A,α) = #{(α,B, α) ∈ F
′ | (α,A, α) ≥ (α,B, α) ≥ (γ, C, γ)}.
Let us prove that η(γ,C,γ),(α,A,α) ≤ 1: let (α,B, α), (α,B
′, α) ∈ F ′ be such that (α,A, α) ≥
(α,B, α) ≥ (γ, C, γ) and (α,A, α) ≥ (α,B′, α) ≥ (γ, C, γ). Then, in the semilattice E(S),
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(α,B, α)(α,B′, α) = (α,B ∩ B′, α) ≥ (γ, C, γ) 6= 0 and hence B ∩ B′ 6= ∅. Therefore, by
property (iii) of F ′ in Lemma 6.3, we must have B = B′. It follows that η(γ,C,γ),(α,A,α) ≤ 1.
Let w = min(F ′ ∩ ξ). If (α,Bi0, α) is as in the first paragraph of the proof, then w ≤
(α,Bi0, α) ≤ (α,A, α) and so ηw,(α,A,α) ≥ 1, hence ηw,(α,A,α) = 1.
Therefore,
∑
(α,A,α)∈F
λ(α,A,α)sαpAs
∗
α
(1)
=
∑
(α,A,α)∈F
λ(α,A,α)sα
 ∑
(α,B,α)∈F ′
B⊆A
pB
 s∗α
=
∑
(α,A,α)∈F
λ(α,A,α)
∑
(α,B,α)∈F ′
B⊆A
sαpBs
∗
α
(2)
=
∑
(α,A,α)∈F
λ(α,A,α)
∑
(α,B,α)∈F ′
B⊆A
 ∑
(γ,C,γ)∈F ′
(γ,C,γ)≤(α,B,α)
qF
′
(γ,C,γ)

(3)
=
∑
(α,A,α)∈F
λ(α,A,α)
∑
(γ,C,γ)∈F ′
(γ,C,γ)≤(α,A,α)
η(γ,C,γ),(α,A,α)q
F ′
(γ,C,γ)
(4)
=
∑
(γ,C,γ)∈F ′
 ∑
(α,A,α)∈F
(α,A,α)≥(γ,C,γ)
η(γ,C,γ),(α,A,α)λ(α,A,α)
 qF ′(γ,C,γ).
The equalities above are justified as follows: (1) is a consequence of Lemma 6.3, (2) follows
from Lemma 6.2, (3) is due to the definition of η(γ,C,γ),(α,A,α), and (4) is true since the sums
on both sides are over all pairs (α,A, α) ∈ F , (γ, C, γ) ∈ F ′ such that (γ, C, γ) ≤ (α,A, α).
Hence
∥∥∥∥∥∥
∑
(α,A,α)∈F
λ(α,A,α)sαpAs
∗
α
∥∥∥∥∥∥ =
∥∥∥∥∥∥∥∥
∑
(γ,C,γ)∈F ′
 ∑
(α,A,α)∈F
(α,A,α)≥(γ,C,γ)
η(γ,C,γ),(α,A,α)λ(α,A,α)
 qF ′(γ,C,γ)
∥∥∥∥∥∥∥∥
(5)
= max
(γ,C,γ)∈F ′
qF
′
(γ,C,γ)
6=0
∣∣∣∣∣∣∣∣
∑
(α,A,α)∈F
(α,A,α)≥(γ,C,γ)
η(γ,C,γ),(α,A,α)λ(α,A,α)
∣∣∣∣∣∣∣∣
(6)
≥
∣∣∣∣∣∣∣∣
∑
(α,A,α)∈F
(α,A,α)≥w
ηw,(α,A,α)λ(α,A,α)
∣∣∣∣∣∣∣∣
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(7)
=
∣∣∣∣∣∣
∑
(α,Aα)∈F∩ξ
ηw,(α,A,α)λ(α,A,α)
∣∣∣∣∣∣
(8)
=
∣∣∣∣∣∣
∑
(α,A,α)∈F∩ξ
λ(α,A,α)
∣∣∣∣∣∣ ,
where (5) is due to the fact that the projections qF
′
(γ,C,γ) are pairwise orthogonal (Lemma
6.2), (6) follows from Remark 6.6, (7) is true since ξ is a filter and (8) is a consequence of
ηw,(α,A,α) = 1. 
Proposition 6.8. For each ξ ∈ T there is a unique ϕ ∈ ∆̂ such that ϕ(sαpAs
∗
α) =
[(α,A, α) ∈ ξ] for all (α,A, α) ∈ E(S).
Proof. An element x ∈ span{sαpAs
∗
α | (α,A, α) ∈ E(S)} can be written as
x =
∑
(α,A,α)∈F
λ(α,A,α)sαpAs
∗
α
for some finite F ⊆ E(S). By Lemma 6.7,
ϕ(x) =
∑
(α,A,α)∈F∩ξ
λ(α,A,α)
gives a well defined continuous linear map from span{sαpAs
∗
α | (α,A, α) ∈ E(S)} into C. It
is easily verified that ϕ preservers products so that it extends to an element ϕ ∈ ∆̂ that
satisfies the equality from the statement. The uniqueness is immediate. 
Theorem 6.9. Let (E,L,B) be a weakly left-resolving labelled space such that B is closed
under relative complements. Then, there exists a homeomorphism between T and ∆̂.
Proof. Putting together Propositions 6.1 and 6.8, we have a bijection Φ : ∆̂→ T given
by
Φ(ϕ) = {(α,A, α) ∈ E(S) |ϕ(sαpAs
∗
α) = 1}.
Since the topologies on ∆̂ and T are both given by pointwise convergence, it follows that
Φ is continuous. A standard ε/3 argument shows that Φ−1 is continuous. 
7. An Example
In this section, we present an example of a labelled space whose C*-algebra given by
Definition 3.1 is a non-trivial quotient of the C*-algebra considered in a preprint of [1]
(see Remark 3.2). To see this, we construct a representation of the C*-algebra based on
this alternative definition such that the images of the generating projections and partial
isometries do not satisfy the additional relations given in Definition 3.1.
From now on, fix a labelled space (E,L,B) whose labelled graph is left-resolving. Let Y
be an infinite set such that #Y ≥ max{#E0,#E1}. For each e ∈ E1, let Ee be a copy of
Y and, for each v ∈ E0sink, let Dv be also a copy of Y , so that all copies of Y are pairwise
disjoint. For each v ∈ E0 \ E0sink, define
1 Dv =
⊔
e∈s−1(v)Ee. It is easy to see that the Dv
1Here, we use the square union symbol to stress that the union is disjoint.
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are pairwise disjoint. Now, for each e ∈ E1, choose a bijection he : Dr(e) −→ Ee.
2 For each
letter a ∈ A, the union ∪e∈L−1(a)Dr(e) is disjoint, since the labelled graph is left-resolving.
Thus, we can define a bijection ha :
⊔
e∈L−1(a)Dr(e) −→
⊔
e∈L−1(a)Ee by gluing the functions
he, where L(e) = a. Finally, set X =
⊔
v∈E0 Dv.
Consider the Hilbert space ℓ2(X) e let {δx}x∈X be its canonical basis.
For each letter a ∈ A, define
Sa : ℓ
2(X) −→ ℓ2(X)
δx 7−→ [x ∈
⊔
e∈L−1(a)Dr(e)]δha(x),
recalling that [ ] represents the boolean function that returns 1 if the argument is true and
0 otherwise. In this way, Sa is a partial isometry with ℓ
2(
⊔
e∈L−1(a)Dr(e)) as its initial space
and ℓ2(
⊔
e∈L−1(a)Ee) as its final space.
For each A ⊆ E0, define
PA : ℓ
2(X) −→ ℓ2(X)
δx 7−→ [x ∈
⊔
v∈ADv]δx.
Thus, PA is the projection onto ℓ
2(
⊔
v∈ADv).
Proposition 7.1. The operators {Sa}a∈A and {PA}A∈B satisfy the conditions of Defini-
tion 3.1, replacing item (iv) with
(iv) For every A ∈ B such that 0 < #L(AE1) <∞ and A ∩ E0sink = ∅,
pA =
∑
a∈L(AE1)
sapr(A,a)s
∗
a
(see Remark 3.2).
Proof. We already know that Sa is a partial isometry and PA is a projection. We only
show items (ii) and (iv), since (i) and (iii) are trivial.
Observe that
PASa(δx) = [x ∈
⊔
e∈L−1(a)
Dr(e)][ha(x) ∈
⊔
v∈A
Dv]δha(x)
and
SaPr(A,a)(δx) = [x ∈
⊔
v∈r(A,a)
Dv][x ∈
⊔
e∈L−1(a)
Dr(e)]δha(x).
Thus, to see (ii), it suffices to show that [ha(x) ∈
⊔
v∈ADv] = [x ∈
⊔
v∈r(A,a)Dv] whenever
[x ∈
⊔
e∈L−1(a)Dr(e)] = 1. Indeed, if x ∈
⊔
v∈r(A,a)Dv, then there exists e ∈ L
−1(a) with
s(e) ∈ A such that x ∈ Dr(e). Therefore, ha(x) ∈ Ee ⊆ Ds(e) ⊆
⊔
v∈ADv. On the other
hand, since x ∈
⊔
e∈L−1(a)Dr(e), then there exists e ∈ L
−1(a) such that x ∈ Dr(e) and, hence,
ha(x) ∈ Ee. Thus, if ha(x) ∈
⊔
v∈ADv, then Ee ⊆
⊔
v∈ADv, which says that s(e) ∈ A. In
other words, r(e) ∈ r(A, a), showing that x ∈ Dr(e) ⊆
⊔
v∈r(A,a)Dv.
2In the case D
r(e) = Ee (that is, s(e) = r(e) and e is the unique arrow with source r(e)), he cannot be
the identity function.
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Let A ∈ B be such that L(AE1) is finite and A∩E0sink = ∅. Now that (ii) has been estab-
lished, proving (iv) is equivalent to showing that SaS
∗
a and SbS
∗
b are orthogonal projections
for a, b ∈ L(AE1) with a 6= b, and
PA ≤
∑
a∈L(AE1)
SaS
∗
a.
By item (iii), it is clear that SaS
∗
a and SbS
∗
b are orthogonal if a 6= b. The operator PA
is the projection onto ℓ2(
⊔
v∈ADv) and the operator
∑
a∈L(AE1) SaS
∗
a is the projection onto
ℓ2(
⊔
a∈L(AE1)
⊔
e∈L−1(a)Ee). Since A ∩ E
0
sink = ∅, then
⊔
v∈ADv =
⊔
v∈A
⊔
e∈s−1(v) Ee and it is
clearly contained in
⊔
a∈L(AE1)
⊔
e∈L−1(a)Ee. Therefore,
PA ≤
∑
a∈L(AE1)
SaS
∗
a.

This Proposition ensures that there exists a homomorphism from C∗(E,L,B) (with the
alternative item (iv)) to B(ℓ2(X)) which sends sa to Sa and pA to PA. To simplify the
writing, we refer to Definition 3.1 with the alternative item (iv) as the alternative definition.
Remark 7.2. We observe that there are more relations in Definition 3.1 than in the
alternative. Thus, every representation of the C*-algebra given by Definition 3.1 is also a
representation of the one given by the alternative (such as the representation in Section 5,
for instance). The representation stated above is not, in general, a representation of the
C*-algebra given by Definition 3.1.
Now, we are ready to see the promised example.
Example 7.3. Consider the graph below.
v1v2 v3
e2
e1
e3
For each arrow, assign the label a and consider the family
B = {∅, {v1}, {v2, v3}, {v1, v2, v3}},
which is easily seen to be accommodating and closed under relative complements.
The C*-algebra of this labelled space (under any of the two given definitions) is generated
by four elements: sa, p{v1}, p{v2,v3} and p{v1,v2,v3}. Clearly, using (i), (ii) and (iii), we see that
p{v1} + p{v2,v3} = p{v1,v2,v3} = s
∗
asa = 1.
Observe that A = {v1, v2, v3} does not satisfy A∩ E
0
sink = ∅, and there is no B ∈ B such
that ∅ 6= B ⊆ A∩E0sink. This means there is a relation in Definition 3.1 that does not appear
in the alternative definition.
Now, suppose we are under Definition 3.1. Since {v1, v2, v3} satisfies the conditions of item
(iv), we conclude that sas
∗
a = 1. Furthermore, {v1} = r({v1, v2}, a), {v1, v2} = r({v1}, a)
and {v1, v2, v3} = r({v1, v2, v3}, a), which says that every set in B is the relative range (by
a) of another set in B. Thus, for every A ∈ B, sapA = pBsa for some B ∈ B. Therefore,
every element of the form sαpAs
∗
α is equal to pB for some B ∈ B, from where we conclude
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that p{v1} and p{v2,v3} generate ∆(E,L,B). Hence, the spectrum of ∆(E,L,B) is a set with
two points.
On the other hand, under the alternative definition, we can consider the representa-
tion developed in this section applied to this labelled space to obtain SaS
∗
a = P{v1,v2} 6=
P{v1,v2,v3} = 1. In this way, we see that p{v1}, p{v2,v3}, p{v1,v2,v3} and sas
∗
a are all different
and non-zero. Therefore, in this case, the spectrum of ∆(E,L,B) possesses more than two
points.
This shows that C∗(E,L,B) given by Definition 3.1 is a non-trivial quotient of the C*-
algebra given by the alternative definition. Furthermore, we conclude that the diagonal C*-
algebras are different and, hence, the spectrum of the diagonal C*-algebra of the alternative
definition is not homeomorphic to the tight spectrum of the inverse semigroup associated
with the labelled space.
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