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DIMENSION AND CUT VERTICES:
AN APPLICATION OF RAMSEY THEORY
WILLIAM T. TROTTER, BARTOSZ WALCZAK, AND RUIDONG WANG
This paper is dedicated to Ronald L. Graham in celebration of his 80th birthday and in appreciation
for the distinguished leadership he has provided for combinatorial mathematics.
Abstract. Motivated by quite recent research involving the relationship between the dimension
of a poset and graph-theoretic properties of its cover graph, we show that for every d > 1, if P
is a poset and the dimension of a subposet B of P is at most d whenever the cover graph of B
is a block of the cover graph of P , then the dimension of P is at most d+ 2. We also construct
examples which show that this inequality is best possible. We consider the proof of the upper
bound to be fairly elegant and relatively compact. However, we know of no simple proof for
the lower bound, and our argument requires a powerful tool known as the Product Ramsey
Theorem. As a consequence, our constructions involve posets of enormous size.
1. Introduction
We assume that the reader is familiar with basic notation and terminology for partially
ordered sets (here we use the short term posets), including chains and antichains, minimal and
maximal elements, linear extensions, order diagrams, and cover graphs. Extensive background
information on the combinatorics of posets can be found in [17, 18].
We will also assume that the reader is familiar with basic concepts of graph theory, including
the following terms: connected and disconnected graphs, components, cut vertices, and k-
connected graphs for an integer k > 2. Recall that when G is a connected graph, a connected
induced subgraph H of G is called a block of G when H is 2-connected and there is no subgraph
H ′ of G which contains H as a proper subgraph and is also 2-connected.
Here are the analogous concepts for posets. A poset P is said to be connected if its cover
graph is connected. A subposet B of P is said to be convex if y ∈ B whenever x, z ∈ B and
x < y < z in P . Note that when B is a convex subposet of P , the cover graph of B is an induced
subgraph of the cover graph of P . A convex subposet B of P is called a component of P when
the cover graph of B is a component of the cover graph of P . A convex subposet B of P is
called a block of P when the cover graph of B is a block in the cover graph of P .
Motivated by questions raised in recent papers exploring connections between the dimension
of a poset P and graph-theoretic properties of the cover graph of P , our main theorem will be
the following result.
Theorem 1. For every d > 1, if P is a poset and every block in P has dimension at most d,
then the dimension of P is at most d+ 2. Furthermore, this inequality is best possible.
The remainder of this paper is organized as follows. In the next section, we present a brief
discussion of background material which serves to motivate this line of research and puts our
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Figure 1. Irreducible posets with cut vertices
theorem in historical perspective. Section 3 includes a compact summary of essential material
from dimension theory. Section 4 contains the proof of the upper bound in our main theorem,
and in Section 5, we give a construction which shows that our upper bound is best possible.
This construction uses the Product Ramsey Theorem and produces posets of enormous size. We
close in Section 6 with some brief remarks about challenges that remain.
2. Background motivation
A family F = {L1, L2, . . . , Ld} of linear extensions of a poset P is called a realizer of P when
x 6 y in P if and only if x 6 y in Li for each i = 1, 2, . . . , d. The dimension of P , denoted by
dim(P ), is the least positive integer d for which P has a realizer of size d. For simplifying the
details of arguments to follow, we consider families of linear extensions with repetition allowed.
So if dim(P ) = d′, then P has a realizer of size d for every d > d′. For an integer d > 2, a poset
P is said to be d-irreducible if dim(P ) = d and dim(B) < d for every proper subposet B of P .
As is well known, the dimension of a poset P is just the maximum of the dimension of the
components of P except when P is the disjoint sum of two or more chains. In the latter case,
dim(P ) = 2 while all components of P have dimension 1. Accordingly, when d > 3, a poset P
with dim(P ) = d has a component Q with dim(Q) = d.
It is easy to see that if the chromatic number of a connected graph G is r and r > 2, then there
is a block H of G so that the chromatic number of H is also r. The analogous statement for posets
is not true. We show in Figure 1 representatives of two infinite families of posets. When n > 2,
the poset Pn shown on the left side is 3-irreducible (see [19] or [11] for the full list of 3-irreducible
posets). For each m > 3, the poset Qm shown on the right is (m+ 1)-irreducible. This second
example is part of an exercise given on page 20 in [17]. Together, these examples show that for
every d > 2, there are posets of dimension d+ 1 every block of which has dimension at most d.
The following theorem is proved in [20].
Theorem 2. If P is a poset and the cover graph of P is a tree, then dim(P ) 6 3.
In Figure 2, we show two posets whose cover graphs are trees. These examples appear in
[20], and we leave it as an exercise to verify that each of them has dimension 3. Accordingly,
the inequality in Theorem 2 is best possible. In the language of this paper, we note that when
the cover graph of P is a tree and |P | > 2, then every block of P is a 2-element chain and has
dimension 1. Accordingly, in the case d = 1, our main theorem reduces to a result which has
been known for nearly 40 years. However, we emphasize that the proof we give in Section 4 of
the upper bound in Theorem 1 is not inductive and works for all d > 1 simultaneously. For this
reason, it provides a new proof of Theorem 2 as a special case.
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Figure 2. 3-Dimensional posets whose cover graphs are trees
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Figure 3. A 4-dimensional poset (when n > 17) with outerplanar cover graph
A second paper in which trees and cut vertices are discussed is [16], but the results of this
paper are considerably stronger. Here is a more recent result [5], and only recently has the
connection with blocks and cut vertices become clear.
Theorem 3. If P is a poset and the cover graph of P is outerplanar, then dim(P ) 6 4.
Furthermore, this inequality is best possible.
In [5], the construction shown in Figure 3 is given, and it is shown that when n > 17, the
resulting poset has dimension 4. Note that the cover graph of this poset is outerplanar. As
a consequence, the inequality in Theorem 3 is best possible. Moreover, every block of Pn is a
4-element subposet having dimension 2 (these subposets are called “diamonds”). We may then
conclude that when d = 2, the inequality in our main theorem is best possible. However, the
construction we present in Section 5 to show that our upper bound is best possible will again
handle all values of d with d > 2 at the same time, so it will not use this result either.
The results of this paper are part of a more comprehensive series of papers exploring connections
between dimension of posets and graph-theoretic properties of their cover graphs. Recent related
papers include [2, 8, 9, 10, 12, 13, 21, 22]. However, many of these modern research themes have
their roots in results, such as Theorem 2, obtained in the 1970s or even earlier.
Here is one such example and again, Theorem 2 was the starting point. The result is given in [8].
Theorem 4. For any positive integers t and h, there is a least positive d = d(t, h) so that if P
is a poset of height h and the cover graph of P has tree-width t, then dim(P ) 6 d.
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As discussed in greater detail in [8], the function d(t, h) must go to infinity with h when t > 3,
and in view of Theorem 2, it is bounded for all h when t = 1. These observations left open
the question as to whether d(2, h) is bounded or goes to infinity with h. It is now known that
d(2, h) is bounded [2, 9]. However, in attacking this problem, the fact that one can restrict their
attention to posets with 2-connected cover graphs was a useful detail.
Also, the role of cut vertices in cover graphs surfaced in [22], where the following result, which
is considerably stronger than Theorem 4, is proved.
Theorem 5. For any positive integers t and h, there is a least positive integer d = d(n, h) so
that if P is a poset of height at most h and the cover graph of P does not contain the complete
graph Kn as a minor, then dim(P ) 6 d.
The proof given in [22] uses the machinery of structural graph theory. Subsequently, an
alternative proof, using only elementary methods, was given in [12], and an extension to classes
of graphs with bounded expansion was given in [10].
3. Dimension theory essentials
Let P be a poset with ground set X. Then, let Inc(P ) denote the set of all ordered pairs
(x, y) ∈ X × X where x is incomparable to y in P . The binary relation Inc(P ) is of course
symmetric, and it is empty when P is a total order—in this case, dim(P ) = 1.
A subset R ⊆ Inc(P ) is reversible when there is a linear extension L of P so that x > y in L
for all (x, y) ∈ R. When Inc(P ) 6= ∅, the dimension of P is then the least positive integer d for
which there is a covering
Inc(P ) = R1 ∪R2 ∪ · · · ∪Rd
such that Rj is reversible for each j = 1, 2, . . . , d.
In the proof of the upper bound in our main theorem, we will apply these observations to show
that a poset P has dimension at most d+ 2 by first constructing a family F = {L1, L2, . . . , Ld}
of linear extensions of P and then setting R = {(x, y) ∈ P : x > y in Lj for all j = 1, 2, . . . , d}.
If R = ∅, then dim(P ) 6 d, and when R 6= ∅, we will find a covering R = Rd+1 ∪Rd+2, where
both Rd+1 and Rd+2 are reversible. If Ld+1 and Ld+2 are linear extensions of P , so that x > y
in Lj whenever (x, y) ∈ Rj for each j = d+ 1, d+ 2, then R = {L1, L2, . . . , Ld, Ld+1, Ld+2} is a
realizer of P , which shows dim(P ) 6 d+ 2.
An indexed subset {(xi, yi) : 1 6 i 6 k} ⊆ Inc(P ) is called an alternating cycle of length n
when xi 6 yi+1 in P , for all i = 1, 2, . . . , k (here, subscripts are interpreted cyclically so that
xn 6 y1 in P ). In [20], the following elementary result is proved.
Lemma 1. Let P be a poset and let R ⊆ Inc(P ). Then R is reversible if and only if R does
not contain an alternating cycle.
The following construction was given in [3], where the concept of dimension was introduced. For
an integer d > 2, let Sd be the following height 2 poset: Sd has dminimal elements {a1, a2, . . . , ad}
and d maximal elements {b1, b2, . . . , bd}; the partial ordering on Sd is defined by setting ai < bj
in Sd if and only if i 6= j. The poset Sd is called the standard example (of dimension d).
In dimension theory, standard examples play a role which in many ways parallels the role of
complete graphs in the study of chromatic number, and we refer the reader to [1] for additional
details on extremal problems for which results for graphs and results for posets have a similar
flavor. In this paper, we will only need the following basic information about standard examples,
which was noted in [3].
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Proposition 1. For every d > 2, we have dim(Sd) = d. In fact, if Sd is a standard example,
and ai > bi in a linear extension L of Sd then aj < bj in L whenever i 6= j.
4. Proof of the upper bound
Before launching into the main body of the proof, we pause to present an important proposition,
which will be very useful in the argument to follow. When M is a linear extension of a
poset P and w ∈ P , we will write M = [A < w < B] when the elements of P can be
labeled so that M = [u1 < u2 < · · · < um], A = [u1 < u2 < · · · < uk−1], w = uk, and
B = [uk+1 < uk+2 < · · · < um]. The generalization of this notation to an expression such as
M = [A < C < w < D < B] should be clear. Given this notation, the following is nearly
self-evident, but it is stated for emphasis.
Proposition 2. Let P be a poset, and let w be a cut vertex in P . Let P ′ and P ′′ be subposets
of P such that P ′ ∩ P ′′ = {w} and the vertex w separates P ′ and P ′′ in the cover graph of P .
If M ′ = [A < w < B] and M ′′ = [C < w < D] are linear extensions of P ′ and P ′′, respectively,
then M = [A < C < w < D < B] is a linear extension of the subposet of P induced on P ′ ∪ P ′′.
Furthermore, the restriction of M to P ′ is M ′ and the restriction of M to P ′′ is M ′′.
The rule M = [A < C < w < D < B] will be called the merge rule. When it is applied, we
will consider M ′ = [A < w < B] as a linear extension of an “old” subposet P ′ which shares a
cut vertex w with a “new” subposet P ′′ for which M ′′ = [C < w < D] is a linear extension.
We apply the merge rule to form a linear extension M = [A < C < w < D < B] of the union
P ′ ∪ P ′′ and note that M forces old points in A ∪ B to the outside while concentrating new
points from C ∪D close to w.
Now on to the proof. We fix a positive integer d > 1 and let P be a poset for which dim(B) 6 d
for every blockB of P . The remainder of the proof is directed towards proving that dim(P ) 6 d+2.
Let G be the cover graph of P . Since d+ 2 > 3, we may assume that G is connected.
Let B be the family of blocks in P , and let t = |B|. Then, let B = {B1, B2, . . . , Bt} be any
labeling of the blocks of P such that for every i = 2, 3, . . . , t, one of the vertices of Bi belongs to
some of the blocks B1, B2, . . . , Bi−1. Such a vertex of Bi is unique and is a cut vertex of P—we
call it the root of Bi and denote it by ρ(Bi).
For every block Bi ∈ B and every element u ∈ Bi, we define the tail of u relative to Bi, denoted
by T (u,Bi), to be the subposet of P consisting of all elements v ∈ {u}∪Bi+1∪Bi+2∪· · ·∪Bt for
which every path from v to any vertex in Bi passes through u. Note that T (u,Bi) = {u} if u is
not a cut vertex. Also, if u ∈ Bi, v ∈ Bi′ , and (u, i) 6= (v, i′), then either T (u,Bi)∩T (v,Bi′) = ∅
or one of T (u,Bi) and T (v,Bi′) is a proper subset of the other.
For every block Bi ∈ B, using the fact that dim(Bi) 6 d, we may choose a realizer Ri =
{Lj(Bi) : 1 6 j 6 d} of size d for Bi. For each i = 1, 2, . . . , t, set Pi = B1 ∪B2 ∪ · · · ∪Bi. Note
that when 2 6 i 6 t, we have ρ(Bi) ∈ Pi−1.
Fix an integer j with 1 6 j 6 d and set Mj(1) = Lj(B1). Then, repeat the following for
i = 2, 3, . . . , t. Suppose that we have a linear extension Mj(i− 1) of Pi−1. Let w = ρ(Bi). Since
w ∈ Pi−1, we can write Mj(i− 1) = [A < w < B]. If Lj(Bi) = [C < w < D], we then use the
merge rule to set Mj(i) = [A < C < w < D < B]. When the procedure halts, take Lj =Mj(t).
This construction is performed for all j = 1, 2, . . . , d to determine a family F = {L1, L2, . . . , Ld}
of linear extensions of P . The family F is a realizer for a poset P ∗ which is an extension of
P . As outlined in the preceding section, we set R = {(x, y) ∈ Inc(P ) : x < y in Lj for every
j = 1, 2, . . . , d}. We will show that there is a covering R = Rd+1 ∪Rd+2 of R by two reversible
sets. This is enough to prove dim(P ) 6 d+ 2.
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Repeated application of Proposition 2 immediately yields the following.
Block Restriction Property. For each j = 1, 2, . . . , d and each block Bi ∈ B, the restriction of Lj
to Bi is Lj(Bi).
When L is a linear order on a set X and S ⊆ X, we say S is an interval in L if y ∈ S whenever
x, z ∈ S and x < y < z in L. The next property follows easily from the observation that the
merge rule concentrates new points close around the cut vertex w while pushing old points to
the outside.
Interval Property for Tails. For every j = 1, 2, . . . , d, and every pair (u, i) with u ∈ Bi, the tail
T (u,Bi) of u relative to Bi is an interval in Lj .
Let (x, y) ∈ R. Then, let i be the least positive integer for which every path from x to y in
the cover graph of P contains at least two elements of the block Bi. We then define elements
u, v ∈ Bi by the following rules:
(1) u is the unique first common element of Bi with every path from x to y;
(2) v is the unique last common element of Bi with every path from x to y.
Note that u 6= v, u = x when x ∈ Bi, and v = y when y ∈ Bi.
Claim 1. The following two statements hold:
(1) x ∈ T (u,Bi), y /∈ T (u,Bi), y ∈ T (v,Bi), and x /∈ T (v,Bi);
(2) u < v in P .
Proof. The first statement is an immediate consequence of the definition of tails. For the proof
of the second statement, suppose to the contrary that u 6< v in P . Since u, v ∈ Bi and u 6= v,
there is some j with 1 6 j 6 d so that u > v in Lj(Bi). Therefore, u > v in Lj . Since, T (u,Bi)
and T (v,Bi) are disjoint intervals in Lj , we conclude that x > y in Lj . This contradiction shows
u < v in P , as claimed. 
Claim 2. At least one of the following two statements holds:
(1) for all y′ with y′ > x in P , we have y′ ∈ T (u,Bi) and y′ < y in P ∗;
(2) for all x′ with x′ 6 y in P , we have x′ ∈ T (v,Bi) and x < x′ in P ∗.
Proof. Suppose to the contrary that neither of the two statements holds. Since T (u,Bi) is an
interval in Lj , x ∈ T (u,Bi), y /∈ T (u,Bi), and x < y in Lj for each j = 1, 2, . . . , d, there must
exist some y′ with y′ > x in P and y′ /∈ T (u,Bi). Then a path in G from x to y′ witnessing
the inequality x < y′ in P must include the point u. In particular, this implies that x 6 u in
P . Similarly, we have v 6 y in P . This and Claim 1 (2) yield x 6 u < v 6 y in P , which is a
contradiction. 
Now, it is clear how to define the covering R = Rd+1 ∪Rd+2. We assign (x, y) to Rd+1 when
the first statement in Claim 2 applies, and we assign it to Rd+2 when the second statement
applies. We show that Rd+1 is reversible. The argument for Rd+2 is analogous. Suppose to
the contrary that Rd+1 is not reversible. Then there is an integer n > 2 and an alternating
cycle {(xi, yi) : 1 6 i 6 n} contained in Rd+1. Then xi 6 yi+1 for each i = 1, 2, . . . , n. However,
since (xi, yi) ∈ Rd+1, we know that yi+1 < yi in P ∗ for every i = 1, 2, . . . , n. This is impossible,
because P ∗ is a partial order. The proof of the upper bound in Theorem 1 is now complete.
5. Proof that the upper bound is best possible
As we noted previously, the examples shown in Figure 2 show that our upper bound is best
possible when d = 1. So in this section, we will fix an integer d > 2 and show that there is a
poset P so that dim(P ) = d+ 2 while dim(B) 6 d for every block B of P .
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For a positive integer n, we let n denote the n-element chain {0 < 1 < · · · < n− 1}. Also, we
let nd denote the Cartesian product of d copies of n, that is, the elements of nd are d-tuples
of the form u = (u1, u2, . . . , ud) where each coordinate ui is an integer with 0 6 ui < n. The
partial order on nd is defined by setting u = (u1, u2, . . . , ud) 6 (v1, v2, . . . , vd) = v in nd if and
only if ui 6 vi in n for all i = 1, 2, . . . , d. As is well known, dim(nd) = d for all n > 2.
For each n > 2, we then construct a poset P = P (n) as follows. We start with a base poset
W which is a copy of nd. The base poset W will be a block in P , and W will also be the set of
cut vertices in P . All other blocks in P will be “diamonds”, that is, copies of the 2-dimensional
poset on four points discussed in conjunction with Figure 3. Namely, for each element w ∈W ,
we attach a 3-element chain xw < yw < zw so that xw < w < zw while w is incomparable to yw.
In this way, the 4-element subposet {w, xw, yw, zw} is a diamond.
We will now prove the following claim.
Claim 3. If n is sufficiently large, then dim(P ) > d+ 2.
Proof. We must first gather some necessary tools from Ramsey theory. In particular, we need a
special case of a result which has become known as the Product Ramsey Theorem and appears
in the classic text [7] as Theorem 5 on page 113. However, we will use slightly different notation
in discussing this result.
When T1, T2, . . . , Td are k-element subsets of X1, X2, . . . , Xd, respectively, we refer to the
product g = T1 × T2 × · · · × Td as a kd-grid in X1 ×X2 × · · · ×Xd. Here is a formal statement
of the version of the Product Ramsey Theorem we require for our proof.
Theorem 6. For every 4-tuple (r, d, k,m) of positive integers with m > k, there is an integer
n0 > k such that if |Xi| > n0 for every i = 1, 2, . . . , d, then whenever we have a coloring φ
which assigns to each kt-grid g in X1 ×X2 × · · · ×Xd a color φ(g) from a set R of r colors,
then there is a color α ∈ R and there are m-element subsets H1, H2, . . . ,Hd of X1, X2, . . . , Xd,
respectively, such that φ(g) = α for every kt-grid g in H1 ×H2 × · · · ×Hd.
We will apply this theorem with k = 2, and since k and d are now both fixed, we will just
refer to a kd-grid as a grid. When g = T1 × T2 × · · · × Td is a grid, we consider the elements
w ∈ W with wj ∈ Tj for each j = 1, 2, . . . , d. Clearly, there are 2d such points. Counting the
diamonds attached to these points, there are 4 · 2d points in P associated with the grid g. But
we want to focus on 4d+ 8 of them.
First, we consider an antichain A = {a1, a2, . . . , ad} defined as follows: for each i, j = 1, 2, . . . , d,
coordinate j of ai is max(Tj) when i = j and min(Tj) when i 6= j. Dually, the antichain
B = {b1, b2, . . . , bd} is defined as follows: for each i, j = 1, 2, . . . , d, coordinate j of bi is min(Tj)
when i = j and max(Tj) when i 6= j. We then note that when 1 6 i, j 6 d, we have ai < bj
in P if and only if i 6= j. As a consequence, the subposet of P determined by A ∪ B is the
standard example Sd discussed previously. Note further that the points in the two antichains
{xaj : 1 6 j 6 d} and {zbj : 1 6 j 6 d} also form a copy of Sd. Furthermore, if xaj > zbj in some
linear extension L of P , then aj > bj in L.
Now, we consider two special points c and d in W associated with the grid g together with
the points in the diamonds attached at c and d. First, we take c with cj = min(Tj) for each
j = 1, 2, . . . , d, and then we take d with dj = max(Tj) for each j = 1, 2, . . . , d. We note that
xc < c < d < zd in P . However, we also note that both (xc, yd) and (yc, zd) are in Inc(P ).
Now, suppose that dim(P ) 6 d+1 and that R = {L1, L2, . . . , Ld+1} is a realizer of P . We will
argue to a contradiction provided n is sufficiently large. To accomplish this, we define a coloring φ
of the grids in nd using (d+1)d+2 colors. Let g be a grid and consider the 2d+4 points discussed
above. The color φ(g) will be a vector (α1, α2, . . . , αd+2) of length d+ 2 defined as follows:
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(1) for j = 1, 2, . . . , d, αj is the least index α for which xaj > zbj in Lα;
(2) αd+1 is the least index α for which xc > yd in Lα;
(3) αd+2 is the least index α for which yc > zd in Lα.
We apply Theorem 6 with r = (d + 1)d+2 and m = 3. It follows that there is some
fixed color (β1, β2, . . . , βd+2) such that for each j = 1, 2, . . . , d, there is a 3-element subset
Hj = {u1,j < u2,j < u3,j} ⊆ {0, 1, . . . , n− 1} so that φ(g) = (β1, β2, . . . , βd+2) for all grids g in
H1 ×H2 × · · · ×Hd.
First, we claim that βd+1 6= βd+2. To see this, suppose that β = βd+1 = βd+2. Then, let
c, c′, d, d′ be vectors with cj = u1,j , dj = c′j = u2,j and d′j = u3,j for each j = 1, 2, . . . , d. Then
c > xc > yd = yc′ > zd′ > d′ > c in Lβ.
Clearly, this is impossible.
In view of our earlier remarks concerning standard examples, we may relabel the linear
extensions in the realizer so that βj = j for each j = 1, 2, . . . , d. Given the fact that βd+1 6= βd+2,
(at least) one of βd+1 and βd+2 is in {1, 2, . . . , d}. We complete the argument assuming that
1 6 j = βd+1 6 d, noting that the other case is analogous.
Now, let c, d, e be points in W defined as follows. First, set cj = u1,j , ej = u2,j and dj = u3,j .
Then, for each i = 1, 2, . . . , d with i 6= j, set ci = u1,i, di = u2,i and ei = u3,i. Note that c < d
and c < e in P . It follows then that
c > xc > yd > xd > ze > e > c in Lj ,
where the inequality xd > ze follows from the fact that φ(g) = (β1, β2, . . . , βd+2) for the grid
g = {u2,1, u3,1}× {u2,2, u3,2}× · · · × {u2,d, u3,d}. The contradiction completes the proof that the
upper bound in our main theorem is best possible. 
6. Closing comments
There are two other instances where the Product Ramsey Theorem has been applied to
combinatorial problems for posets, although, to be completely accurate, the first only uses it
implicitly. The following two inequalities are proved in [15].
Theorem 7. Let P be a poset which is not an antichain, and let w be the width of the subposet
P −Max(P ), where Max(P ) is the set of maximal elements of P . Then dim(P ) 6 w + 1.
Theorem 8. Let A be an antichain in a poset P . If P −A 6= ∅ and w is the width of P −A,
then dim(P ) 6 2w + 1.
Both results admit quite simple proofs, and the only real challenge is to show that they
are best possible. An explicit construction is given in [15] for a family of posets showing that
Theorem 7 is tight, but the construction for the second is far more complicated and deferred to a
separate paper [14]. Readers who are familiar with the details of this construction will recognize
that it is an implicit application of the Product Ramsey Theorem.
The second application appears in [4] where it is shown that there is a finite 3-dimensional
poset which cannot be represented as a family of spheres in Euclidean space—of any dimension—
ordered by inclusion. While it may in fact be the case that such posets exist with only a few
hundred points, the proof produces an example which is extraordinarily large. This results from
the fact that a further strengthening of the Product Ramsey Theorem to a lexicographic version
(see [6]) is required.
We consider it a major challenge to construct examples of modest size for each of these three
problems to replace the enormous posets resulting from the application of the Product Ramsey
Theorem.
DIMENSION AND CUT VERTICES: AN APPLICATION OF RAMSEY THEORY 9
References
[1] Csaba Biró, Peter Hamburger, Attila Pór, and William T. Trotter, Forcing posets with large dimension to
contain large standard examples, Graphs Comb. 32 (3), 861–880, 2016.
[2] Csaba Biró, Mitchel T. Keller, and Stephen J. Young, Posets with cover graph of pathwidth two have bounded
dimension, Order 33 (2), 195–212, 2016.
[3] Ben Dushnik and Edwin W. Miller, Partially ordered sets, Am. J. Math. 63 (3), 600–610, 1941.
[4] Stefan Felsner, Peter C. Fishburn, and William T. Trotter, Finite three dimensional partial orders which are
not sphere orders, Discrete Math. 201 (1–3), 101–132, 1999.
[5] Stefan Felsner, William T. Trotter, and Veit Wiechert, The dimension of posets with planar cover graphs,
Graphs Comb. 31 (4), 927–939, 2015.
[6] Peter C. Fishburn and Ronald L. Graham, Lexicographic Ramsey theory, J. Comb. Theory Ser. A 62 (2),
280–298, 1993.
[7] Ronald L. Graham, Bruce L. Rothschild, and Joel H. Spencer, Ramsey Theory, 2nd edition, John Wiley &
Sons, New York, 1990.
[8] Gwenaël Joret, Piotr Micek, Kevin G. Milans, William T. Trotter, Bartosz Walczak, and Ruidong Wang,
Tree-width and dimension, Combinatorica 36 (4), 431–450, 2016.
[9] Gwenaël Joret, Piotr Micek, William T. Trotter, Ruidong Wang, and Veit Wiechert, On the dimension of
posets with cover graphs of treewidth 2, Order 34 (2), 185–234, 2017.
[10] Gwenaël Joret, Piotr Micek, and Veit Wiechert, Sparsity and dimension, Combinatorica 38 (5), 1129–1148,
2018.
[11] David Kelly, The 3-irreducible partially ordered sets, Canad. J. Math. 29, 367–383, 1977.
[12] Piotr Micek and Veit Wiechert, Topological minors of cover graphs and dimension, J. Graph Theory 86 (3),
295–314, 2017.
[13] Noah Streib and William T. Trotter, Dimension and height for posets with planar cover graphs, Eur. J.
Comb. 35, 474–489, 2014.
[14] William T. Trotter, Irreducible posets with large height exist, J. Comb. Theory Ser. A 17 (3), 337–344, 1974.
[15] William T. Trotter, Inequalities in dimension theory for posets, Proc. Am. Math. Soc. 47 (2), 311–316, 1975.
[16] William T. Trotter, Combinatorial problems in dimension theory for partially ordered sets, in: Problèmes
Combinatoires et Théorie des Graphes, vol. 260 of Colloq. Int. CNRS, pp. 403–406, Éditions du CNRS, Paris,
1978.
[17] William T. Trotter, Combinatorics and Partially Ordered Sets: Dimension Theory, Johns Hopkins University
Press, Baltimore, 1992.
[18] William T. Trotter, Partially ordered sets, in: Ronald L. Graham, Martin Grötschel, and László Lovász
(eds.), Handbook of Combinatorics, vol. I, pp. 433–480, North-Holland, Amsterdam, 1995.
[19] William T. Trotter and John I. Moore, Characterization problems for graphs, partially ordered sets, lattices,
and families of sets, Discrete Math. 16 (4), 361–381, 1976.
[20] William T. Trotter and John I. Moore, The dimension of planar posets, J. Comb. Theory Ser. B 22 (1),
54–67, 1977.
[21] William T. Trotter and Ruidong Wang, Dimension and matchings in comparability and incomparability
graphs, Order 33 (1), 101–119, 2016.
[22] Bartosz Walczak, Minors and dimension, J. Comb. Theory Ser. B 122, 668–689, 2017.
(William T. Trotter) School of Mathematics, Georgia Institute of Technology, Atlanta, GA, USA
E-mail: trotter@math.gatech.edu
(Bartosz Walczak) Department of Theoretical Computer Science, Faculty of Mathematics and Computer Science,
Jagiellonian University, Kraków, Poland
E-mail: walczak@tcs.uj.edu.pl
(Ruidong Wang) Blizzard Entertainment, Irvine, CA, USA
E-mail: ruwang@blizzard.com
