In this paper we present an efficient model of microelectrode recordings (MER) from the subthalamic nucleus acquired during deep brain stimulation (DBS) surgery. The model shows how changes in the "noise" relate to the neuronal spike time statistics. A top-down approach is used with analysis-by-synthesis of the MER power spectra. The model is built around a sum of filtered point processes consisting of thousands of neurons and including extracellular filtering. The quality of the model is demonstrated through comparisons to recordings from eight individuals (both hemispheres in six) who have undergone DBS implantation for the treatment of Parkinson's disease. The simulated recordings were compared using their voltage amplitude distributions, power spectral density estimates and phase synchrony while varying only one free parameter (the shape of the inter-spike interval distribution). Through this simple model, we show that the noise present in a DBS MER contains properties that match that of patient recordings when a Weibull distribution with shape parameter of 0.8 is used for the inter-spike interval. Index Terms-Deep brain stimulation (DBS), filtered point process, microelectrode, microelectrode recordings (MER), subthalamic nucleus (STN).
associated with Parkinson's disease have been developed to aid interpretation [4] [5] [6] [7] .
To help determine whether the DBS stimulation electrode is implanted at the correct surgical target a micro-electrode recording (MER) is used [1] , [8] . A typical MER contains baseline noise and spikes with a peak amplitude above the background activity [9] . Changes in the noise level can be used to confirm electrode placement [8] . This suggests that the "noise" component of a DBS MER has a neuronal component. Microelectrodes used in targeting during a DBS implantation procedure have a 50 μm tip diameter. This tip size is larger than electrodes used for single cell recordings (≈ 1 μm) and considerably smaller than the implanted electrode (≈ 1 mm). This intermediate size allows the electrode to record high frequency electrical activity, associated with the behavior of single neurons, and apply electrical stimulation without causing damage to the surrounding tissue. However, a consequence of the microelectrode tip size is that it contains a large degree of background activity compared to a high impedance single neuron recording electrode [10] .
Adaptive stimulation using feedback has been developed that uses separate electrodes for recording and stimulation [11] . Using the same electrode to both stimulate and record electrical activity within a neuronal structure would minimize the impact and risks to patients. Feedback methods have been proposed that use the stimulation electrode to record, identifying biomarkers such as beta-band changes [12] . An alternative approach is to use the high impedance targeting electrode for feedback, as it can both record and stimulate. This could improve the surgical outcome by removing the need to replace the targeting electrode with the permanent electrode while ensuring it ends up at the same position.
The high impedance of the targeting electrodes means that it can detect changes in voltage at the speed of single neurons firing, however traditional biomarkers, below ≈ 500 Hz, cannot be used. During the implantation surgery, the neurologist can use changes in the noise properties of the MER to determine the target [1] . A top down model can be used to determine how the apparent noise can indicate neuronal behavior, inspired by the approaches in speech coding [13] . In this paper we develop a computationally efficient model of high impedance STN MERs. This approach involves synthesis of the recordings with a minimal model, where a simple independent and identically distributed random variable is used for each neuron. With this model we aim to demonstrate that electrodes that can both record and stimulate can contain information on the firing statistics of background neuronal activity.
The model we demonstrate in this paper is a summed filtered point process model of an STN MER. The model is a parametric model with the inter-spike interval statistics adapted to reproduce patient data. The model couples the electric field of the neurons to the micro-electrode with a spatial dependence. We demonstrate that this type of model is significantly more computationally efficient than current bottom up modeling techniques. To evaluate the quality of the model, we compare the distribution of recorded amplitudes, linear correlations of the modeled power spectrum and the synchronous phase components to patient MER signals.
The paper is structured as follows. Section I provides the background and motivation for the modeling and analysis methods used. Section II outlines the methodology used for the simulations, the acquisition of patient recordings and the techniques used to quantify the quality of the model reproducing patient data. Section III presents the results of the comparison, Section IV includes a discussion of this work and Section V provides the conclusions.
A. Adaptive Stimulation
Adaptive stimulation for DBS requires the development of a feedback loop to control the behavior of the electrode stimulation based on the patient state. For DBS there is a single system input (the stimulation electrode) that changes the neuronal firing patterns in the patient. Measuring the state of every neuron in the patient would be experimentally impossible while modelling the state would be a mathematically monumental and computationally expensive task which is for all intents and purposes not practicably feasible. Instead a single-input/single-output model can be developed to reduce the complexity.
A simple parametric model of the STN/electrode system would allow for a single-output protocol that could be useful for adaptive stimulation. This type of model needs to be able to be computed in real time and change with the patient state in a manner that can be compared to a desired reference to produce an appropriate stimulator output.
In this paper we propose the development of a computationally simple parametric model of the STN-neuron interaction that fits patient data as a first step towards the type of model needed for a feedback control system of DBS. Most importantly, this model has minimal free parameters, is near online efficient and has a conceptual link back to the underlying neurobiology.
B. Subthalamic Nucleus Models
The types of STN models previously used vary from phase oscillators [7] to conductance-based spiking neuron models [6] . Current STN models involving a large number of individual neurons are computationally intensive [14] . DBS MER models that simulate a single neuron with background noise are computationally efficient but may not reflect neuronal noise processes. These methods to simulate STN MERs involve a single spiking neuron and additive white noise to produce the background activity [7] . These models assume a spectrally white background noise, while we show the patient recordings have nonwhite statistics. How neuronal activity changes this type of background activity has not previously been modeled. To model the noise with a biologically plausible method a large number of individual spiking neurons are required in the simulation. The conductance based Hodgkin-Huxley (HH) model used in [4] can be used to simulate individual STN neurons. These types of models are computationally intensive and require context (input signals) from the surrounding structures in the basal ganglia be modeled to produce correct spike timing [4] . To overcome this requirement of a large model we propose using a top-down approach by using a filtered point process (FPP) model of the STN firing times where parameters relate to biologically important properties, e.g., rate and inter-spike interval (ISI) distribution.
C. Filtered Point Process Models
Filtered point processes are a subset of linear stochastic processes. Stochastic models reduce an observable variable of a neuron, such as the timing of spikes, from being described by a deterministic equation, e.g., HH, to being randomly drawn from a probability distribution. Features like spike timing can be described using only a probability distribution [15] , [16] . The probability distribution used simplifies the factors that cause a neuron to fire, such as the network inputs and noise inputs to a neuron. For our point process model, to reduce complexity, each neuron is considered independently. The firing times of the point process model are convolved with the neuronal action potential shape. The action potential shape acts as a filter to create the current time series for a neuron.
A filtered renewal process is a special type of FPP where the time interval between two spikes, the ISI, is drawn from a common distribution not conditional on the previous ISI [17] . Each ISI time is assumed independent of any previous spike times satisfying the independent identical distribution assumption. The simplification of a filtered renewal process allows the neuron time series to be modeled with just the shape of the action potential and the ISI probability distribution [18] . This significantly reduces the complexity as compared to other neuronal models such as [6] .
The firing times for neurons are often described by a Poisson process, a special case of the renewal process where the ISI distribution is exponential. However, there are many counter examples of non-Poisson neuron firing patterns [19] , [20] . A Poisson process is described by only a single parameter, the rate, where the spikes are uniformly distributed in time. It cannot model cell behaviors seen in the STN such as bursting and periodic firing [21] . Therefore, we propose that a Weibull distribution is a more suitable ISI distribution for reproducing this range of STN behaviors of which Poisson is a special case.
D. Electric Field Models for Extracellular Recordings
The coupling of each neuron to the micro-electrode is dependent on the distance of that neuron to the electrode and the properties of the extracellular media in-between [22] . As the electric field from the action potential propagates to the electrode it passes through the extracellular space which has varying conductivity and permittivity. This process modifies the frequency behavior recorded by the electrode for that neuron. These effects change the power spectra of a neuronal recording and need to be considered when producing a model of MER power spectra. Finite element models (FEM) have been created to describe the electric field of neurons as it propagates through the extracellular medium [23] . The FEM simulations show that the extracellular medium causes low pass filtering and attenuation of the potential measured at the electrode. The spatial composition of the extracellular medium is required to use these methods and these methods are computationally expensive. Complications can be reduced by assuming average properties of the extracellular medium [24] . This also removes the need to define the exact extracellular composition for each neuron-electrode interface.
The average extracellular filtering of the neuronal electric field at the electrode can be described by a complex transfer function relating the cellular current to the voltage recorded by the electrode, i.e., the impedance of the extracellular material [22] , [24] . This assumes the neurons act as a point current source and a decoupled magnetic field. However, obtaining the transfer function for the extracellular medium is computationally expensive as a numerical integral needs to be calculated for each frequency component and for all neuronal positions. A circuit model simplification of this extracellular filtering can be used to find a simplified form of the transfer function [25] , [26] . The effect of the radial distance to the electrode for each neuron is reduced to a "seal" resistance. This type of model also includes the frequency effects of the electrode geometry with Faradic resistance and capacitance.
E. Analysis of Recordings
The key to the analysis-by-synthesis approach is to measure how closely the proposed top down model can synthesis MER data. Here we use three different analysis methods common to compare simulations and patient recordings. A standard method for analyzing a MER is to use spike sorting [21] . In many cases a MER may not contain spikes that can be separated from noise. However, by its very nature spike sorting removes the noise and thus is unsuitable for analyzing the neuronal noise. To compare the simulations including noise to the in vivo recordings, time averaged statistical properties need to be used, such as the autocorrelation function, power spectrum or equivalent. Using renewal theory [18] it has been shown that a filtered renewal process has a closed form power spectral density (PSD). The PSD can be written as a function dependent on the impulse filter (the action potential) and ISI probability density function. This result shows that as the parameters of the ISI distribution change the power spectrum changes for a summed filtered renewal process [18] .
Since the MER simulation will be modeled as a stochastic process, the voltage history will not be deterministic. Random processes can be compared against their statistical moments, such as the mean and variance. In this paper a Kolmogorov-Smirnov test [27] is used to compare the voltage distributions of simulated MERs to patient MERs.
Another feature of a stochastic process is random phase. To look at the phase properties of neural signals the component synchrony measure can be used [28] . This measure is also used in this paper to determine the quality of the model for simulating patient recordings.
II. METHODS
The methods of this paper are organized into three sections. Section II-A contains patient information and the surgical method used to obtain the recordings. Section II-B describes how the simulations were performed. Section II-C contains the analysis methods used to compare simulations to patient recordings.
A. Patient Recordings
Eight participants (five male, three female) with idiopathic PD who were considered suitable for the implantation of bilateral permanent stimulator in the STN were included in this study. The patient age was 67 ± 5 years (none of the patients were "young onset"), with disease duration of 14 ± 6 years. Participants were all right handed and had no further neurological impairment. The participants had undergone psychiatric screening prior to DBS surgery. A summary of the patients is given in Table I .
The dorsolateral aspect of the STN was targeted using a Cosman-Roberts-Wells stereotactic frame with coordinates based on CT images fused with 3T MRI t1 and FLAIR sequences. The electrode placement was confirmed interoperatively by a MER. The surgical procedure is described in detail in [1] . Tungsten microTargeting® electrodes (model mTDWAR, FHC, Bowdoinham, ME, USA) with a tip diameter Fig. 1 . Summary of the method used for the MER simulations. Spike times for each neuron are produced using the ISI probability distribution. Action potential shape is applied and the spike trains are filtered based on their distance from the electrode. Filtered spike trains are then summed together and noise is added before passing the signal through filters based on the equipment used in acquisition.
of less than 50 μm were used for the MER acquisition. The electrodes had a typical impedance of 0.5 (±0.15) M at 1 kHz. A LeadPoint TM system (Medtronic Inc., Minneapolis, MN, USA) was used to record the signals at a sampling rate of 24 kHz. Three filters were applied (high pass: 500 Hz first order, low pass: 5 kHz first order and antialiasing: 5 kHz fourth order) as recommended by Medtronic. Each MER was recorded during resting phases, when the participant was lying still and not performing any cognitive or movement tasks.
B. Simulations
The simulation method presented here is an extension of those presented in [29] . A summary of the simulation method is given in Fig. 1 . Simulations were performed for 10 000 neurons over one second to model the patient recordings. The use of 10 000 neurons is based on calculations in [29] . We validate the number of neurons to use by calculating the RMS value of the MER simulations for different numbers of neurons.
All steps in the simulation were performed on a PC with a quad core 1.73 GHz processor and 8 GB or RAM using 64 bit MATLAB 7.14.0 (R2012a) [30]. 1 A time step of 1/24 000 s was used to match the sampling rate of the patient recordings.
The STN behavior is modeled by assuming the ISI times form a random variable drawn from a Weibull distribution in time
where P(t) is the probability density function for the ISIs and λ is the scale parameter that controls the firing rate.
The shape parameter c influences the neuronal behavior, with c < 1 generating burst firing, c = 1 Poisson statistics and c > 2 firing times with a common mode, as shown in Fig. 2 . In the limit as c → ∞ periodic behavior emerges. The Weibull distribution was chosen as it has a smooth transition between the different cell behaviors by varying the 1 Code available at https://github.com/BuzzVII/FPPMER/tree/master shape parameter. The parameter t r controls the refractory time of the neuron, preventing another action potential occurring within this period. The scale, rate and refractory parameters relate to the rate of firing (ν) by
where is the complete gamma function. The point process consists of a time series of Kronecker-delta pulses which are first created by drawing the ISI times from the Weibull distribution with shape parameter (c) values of 0.5, 0.8, 1, 10 and 100, and a rate parameter that corresponds to 30 Hz. A refractory time of 5 ms was used [21] . Neuronal current time series are produced by convolving the Kronecker-delta pulses with the action potential shape. The time series was generated for each neuron independently. The action potential shape was generated by numerically solving a Hodgkin and Huxley model using a variable order solver (ODE15s [30] ). The Hodgkin and Huxley model parameters used were for the medium spiny neuron based on [4] dV
where C m is the membrane capacitance (1 pF/μm 2 ); g L , v L are the leak conductance and reversal potential (2.25 nS/μm 2 and −60.0 mV respectively); g K , v K are the K + conductance and equilibrium potential (45 nS/μm 2 and −80.0 mV respectively); g Na , v Na are the Na + conductance and equilibrium potential (37.5 nS/μm 2 and 55.0 mV respectively); g T is a low-threshold T-type Ca 2+ conductance (0.5 nS/μm 2 ); and g Ca , v Ca are a high-threshold Ca 2+ conductance and a Ca 2+ equilibrium potential (0.5 nS/μm 2 and 140.0 mV respectively). The gating variables n, m, h, a and b follow the differential equations and parameters given in [4] . This produces the filter function used for each neuron. Each neuron is modeled as a point source, with the current being generated from the axon hillock. The current time series was then filtered using an impedance based on the distance of the neuron from the electrode to find the potential contributed by each neuron. This model assumes a far-field approximation to the electric field incident on the electrode. This allows us to sum the voltages linearly after they are found through the relation
where I ω is the frequency components of the current at the neuron found by solving (4) . The impedance filter Z ω is found using a symbolic math package by determining the transfer function I ω /V ω for the circuit model of the neuron-electrode interaction, shown in Fig. 3 . The circuit model used evaluates the propagation of the electric field through the extracellular medium and uses circuit element values that depend on the radial distance between the electrode and neuron, the size of the electrode tip and the impedance of the electrode, where C l is the membraneelectrolyte interface capacitance (9.38 nF), R L is the body resistance to ground (the spread of the field from the neuron, 100 M ), C b is the body's capacitance (2.22 μF), R l is the resistance between the cell and the electrode (seal of the electric field by the neuron to the electrode [25] , [26] , R l = 4r π ), R f and C f are the electrode Faradic resistance (960 ) and capacitance (1.56 μF) of the electrode and R e is the electrode resistive load (0.5 M ). The voltage for the recording, V ω , is taken across the load resistance (R e ).
While the extracellular medium is known to be anisotropic over a scale of mm 3 [31] there is currently no data available to model this anisotropy at submillimeter levels. Therefore we assume the extracellular medium between the neuron and probe can be treated as isotropic.
As the distance from the electrode increases, the number of neurons contributing to the time-series following the neuron radial distribution density N(R) is randomly generated using a uniform spatial distribution with density, ρ = 10 5 cm −3 [21] .
The complete time series from all neurons are then summed together linearly to create the potential across the electrode. Thermal white noise (Johnson-Nyquist noise) is added to the electrode to match experimental conditions. The statistics of the noise are described by
where k B is Boltzmann's constant, T is the temperature [assumed to be average body temperature 310 K (37 • C)], R( f ) is the electrode resistance, f is the bandwidth and · · · represents the time average. The product R( f ) f is calculated by integrating the product of R( f ) with the gain function G( f ) of the equipment over frequency
To match simulations to the surgical conditions the simulated voltage time series is passed through three filters described in Section II-A. The filters are Butterworth models of the two software filters with a 500 Hz first order high pass, 5 kHz first order low pass and the hardware 5 kHz fourth-order antialiasing filter. G( f ) is found by multiplying a flat unity power spectra, P( f ) = 1, by the filter gains.
C. Comparative Analysis of Modeled and Patient Recordings
The quality analysis of the model is broken into three sections. The sections look at the distribution of recorded amplitudes in the time domain, linear correlations of the modeled PSD estimate to patient PSD estimates and comparisons of synchronous phase components. Patient recordings that contained movement artefacts, defined by amplitude > 10 mV, or had recording times less than 1 s were removed from the analysis. After this removal process, 84 MERs from 14 patient hemispheres were analyzed.
1) Test of Voltage Distribution:
The first test performed was a two-sided Kolmogorov-Smirnov (KS) test on the distribution of the voltages in time. This test was used to check if the voltage amplitude distribution for the simulations have a different distribution to the voltage amplitude distribution seen in a patient recordings. Rather than use the KS test to assign statical significance, we use the p-value from the test as a measure of distance between the patient recordings and the modeled results. 
2) Power Spectrum Comparisons:
PSDs for the recordings and simulations were calculated using Welch's overlapping segment method with a Hamming window where the signal is broken into 250-ms segments with 50% overlap [30] . The PSDs obtained using the five different simulation parameters were compared to the 14 patient hemisphere recordings using linear regression. The linear regression was used to explain how well the model of the patient PSD can be explained by the simulated PSD, no free parameters were regressed. The correlation coefficient (R 2 ) was used to assess the goodness of fit.
3) Phase Comparisons: The individual recordings are divided into 100-ms nonoverlapping sections. The component synchrony measure (CSM) can be calculated by using [28] 
where the signal is divided into N nonoverlapping segments. φ i (m) is the phase of the signal at frequency m for signal i , where the phase is found by taking the tangent of the real and imaginary components of the FFT of the signal.
III. RESULTS
The results are divided as follows: Section III-A contains a summary of the computation time and features of the MER simulation; Section III-B contains the results from the comparison with patient recordings.
A. Simulations
To illustrate the speed advantages of the summed FPP model over a deterministic HH model, a comparison of the time required to compute a MER using the proposed electrode model and a coupled HH network is shown in Fig. 4 . The points are averaged over three data samples. The dashed line is a line of unity slope, to show that the computational order Fig. 5 shows how the RMS value of the simulated MERs changes as the neuron number is changed. Above 3000 neurons the RMS value plateaus. The peak RMS value approaches 49 μV. This is within one standard deviation of the mean RMS value for all the patient recordings of 56 ± 12 μV over. Fig. 7. 1) Test of Voltage Distributions: Fig. 8 shows a boxplot of p-values from the KS test on the voltage distributions of the 14 hemisphere recordings against simulation parameters c = 0.5 to c = 100. As all p-values are above 0.05 we cannot reject the null hypothesis that the variables are drawn from the same distribution. Using the KS test as a distance measure, it can be seen that the closest simulated amplitude distribution to the patient recordings is c = 0.8.
B. Comparative Analysis of Modeled and Patient Recordings
2) Power Spectrum Comparisons: Linear regression of the simulated PSD against the patient MER PSD was used to assess the model fit to the patient recordings. Fig. 9 shows a box plot of the correlation coefficient for the linear fit for the 14 patient-hemisphere recordings. The outlier point is patient 61 right side for all values of c. This figure also shows that the R 2 value is greater than 0.89 for all values of the shape parameter.
3) Phase Comparisons: The method used to see if there are any features in the phase spectrum of the recordings was the component synchrony measure (CSM). The amplitude of the largest peak in each CSM spectrum is shown in Fig. 10 for both simulation and patient data. Fig. 10 shows there are no peaks with amplitude above 0.3 in any of the recordings or simulations and therefore no significant phase structure. 
IV. DISCUSSION
The implications from the model presented in this paper are given in Section IV-A. Section IV-B looks at the results of the analysis and Section IV-C discusses the assumptions and limitations for the model with possible future extensions.
A. Modeling
The computational time of the FPP model diverges from O(N) at low neuron number seen in Fig. 4 . This divergence from O(N) is due to the minimum time to initialize the simulation.
Other dynamic models of neurons, which reduce the complexity of the differential equations of the Hodgkin and Huxley model, were not used to compare the computational time to this model. Computationally efficient spiking neuron (leaky integrate and fire and Izhekivich) models cannot produce accurate enough action potential shapes and are generally only used to produce the correct spike timing [32] . Because the PSD in the frequency range of interest has a contribution from the shape of the action potential these models were not considered. The model we have presented is a linear topdown model to analyze patient data via synthesis, where the complexity of spike timing is buried in the stochastic process. A similar "cut and paste" method for the spike shape can be used in the previous dynamical models where the spike timing is determined by the nonlinear dynamics. However, using these models for parametric fitting to patient data, without precalculating accurate waveforms or ISI timings, would be a significant and computationally intensive task. This is because the dynamics of each neuron cannot be modeled individually since the network activity and neuron-to-neuron coupling is required to produce the individual neuron dynamics.
The model proposed in this paper only produces the timing and shape of action potentials. The model does not account for any of the electrical activity below the threshold that activates the spike. This type of activity, called subthreshold oscillations, is typically low frequency (1-100 Hz). Slow oscillations are not clearly seen in the patient recordings due to the shape of the electrode (50 μm tip) and the high pass filter at 500 Hz. Due to these factors, subthreshold oscillations are not required to accurately model a DBS MER.
The main feature that the model is used to simulate is the power spectrum of MERs. Fig. 11 demonstrates how the power spectrum changes with the Weibull shape parameter. For the same recording length c = 0.5 (small dotted line) shows the least power density across the frequency band of interest in the patient recordings (unfiltered region, 500 Hz < ω < 5000 Hz). At the other extremes of c = 100 (dashed line) show harmonic spikes. For c = 0.8 the PSD has a more spread out frequency distribution compared to the other simulations. The PSD for c = 1 follows the action potential power spectrum as expected from Carson's theorem for a Poisson process. Although c = 0.8 and c = 1 have a very similar shape of their ISI times distribution (exponential), they display different distributions of power in their PSD estimates, see Fig. 11 .
The change in RMS values in Fig. 5 numerically shows that when choosing a neuron number over 10 000 the extra neurons do not contribute significant power. Additional neurons do not have a significant contribution to the model due the extracellular filtering effects. Increasing the number of neurons places them further from the electrode. When the distance becomes too large their electric fields do not contribute to the recordings.
B. Analysis
Three different methods were used to analyze the MER data. These methods were used to build a comprehensive comparison between the patient and simulated recordings. The first-order analysis, using the voltage distribution, demonstrates matching behavior of the probability distribution of voltage levels. The second-order analysis, using the PSD, allows the correlation properties of the model and patient recordings to be analyzed using different interspike interval statistics. The phase properties are used to verify the random phase assumption of a stochastic process.
1) Voltage Distribution:
The KS test estimated the pvalue for the null-hypothesis that voltage for the simulation and patient recordings are drawn from the same distribution. For all values of c the test statistic, p, was greater then 0.05. This means that for each c value on these series of data we cannot reject the null-hypothesis. However, using the KS test as a distance measure, we find that c = 0.8 has the closest distribution of voltage amplitudes to the patient data.
2) Power Spectral Comparisons: The linear regression of patient and simulated PSD, with Weibull shape factor, c, ranges from 0.8 to 100 giving good agreement with the patient recordings. Assuming constant action potential shape between patients, the changes in interpatient PSD estimates are indicative of changes in the ISI statistics. Qualitatively it was shown in Fig. 7 that simulations with c = 0.8 has the most similar PSD to a patient recording. The 95% confidence interval is also plotted for five repeated recordings from the same patient. Fig. 13 shows the linear regression of the PSD estimates for simulations using c = 0.8 against two different patients. This demonstrates the variation in patient recordings. For comparison, Fig. 12 shows the regression of a patient PSD against white noise with equipment filtering effects described in Section I-B. This regression has a low correlation coefficient, R 2 = 0.0306, indicating that the noise of the patient recordings contains structure not adequately modelled by filtered white noise.
Variation in fits between the different patients data sets can be explained by the fact that an "average" electrode impedance of 0.5 M at 1 kHz was used for the model. In reality, the impedance changes slightly for each patient [33] . This model could be used to improve the fit to individual patients by measuring the electrode impedance prior to recording. 
3) Phase Properties:
Since a stochastic process in time will have random phase, the phase information should show no synchrony between any frequency components. CSM values above 0.5 show a significant amount of phase synchrony across the recordings at a specific frequency [28] . Fig. 10 shows there are no peaks above 0.3 in the CSM spectra for the patients or simulations with patients being slightly more variable. This indicates that there is no phase synchrony present in either the model or patient recordings verifying the stochastic assumption for MERs.
The difference in the distribution of CSM peaks in the model can be explained by an additional white noise source in the patient recordings that is not modeled. A white noise source would not affect the spectral color, as it would add power across all frequencies, however it can add noise to the phase spectrum. This noise has a variance that scales with the amplitude of the source [28] . This could increase the CSM peaks that are not above the significance of 0.5 and would be spread across a wider frequency range than the simulation currently displayed.
C. Limitations and Future Work
Simplifications to an intractably complex physical system have been made to allow the model to be evaluated efficiently while still reproducing key features. The main underlying assumptions of the model are as follows.
1) A homogeneous population of independent neurons, where all neurons fire with the same waveform, firing times with the same statistics and are treated as point sources. This means we only consider their far-field and do not consider their spatial morphology. 2) Isotropic filtering with distance, where the extracellular medium between the neurons and electrode has no spatial changes other than their radial distance to the electrode. 3) A fixed number of neurons contribute to the recordings. 4) Linear MER-neuron interaction dynamics. These simplifications are used to make the inverse problem mathematically tractable. By fixing the number of sources and how they interact with the electrode there are fewer degrees of freedom in the model and hence fewer measurements are required to fit model parameters.
The simplification of the modeled system by parametrization improves the computational efficiency in simulating a MER but decreases the realistic features seen, described by [32] and the biological plausibility. One feature that can be seen in neurons that this model fails to reproduce is synchronization in the neural network. Although several network features can be modeled through the shape of the ISI probability, there is no ability for two or more neurons to fire synchronously or to have any firing correlations. As this is a model by synthesis, the power spectra, voltage distribution and synchrony measure of the patient data can be explained by the model without these additional features.
This model assumes a decoupling between the firing statistics and shape. In reality the situation is more complicated, with the firing pattern driving changes in the action potential shape. The prime example of this is a rate-dependent action potential shape. This is where the shape of the action potential (both amplitude and frequency components) can change with the rate that the neurons fire [34] . If the target neuron displays rate-dependent action potential shape, the model cannot account for this effect. Neurons that do display this behavior usually have two distinctive action potential types. One shape when the neuron is firing slowly and a sharp change to another when the neuron is firing near its maximum rate [34] . Assuming the neuron only fires in a particular rate range, the effect of rate dependent action potential shapes can be minimized by approximating a single waveform over that range.
Synchrony may be present between neurons, even though both the simulations and patient recordings do not indicate any phase synchrony. This type of behavior is not present in the model due to the neurons being modeled as independent. The result by Lindner [35] also shows that the cross correlation terms, when summing independent filtered renewal processes, do not affect the PSD. This means the relative timing between neurons will not affect the PSD. Future work will include neuron synchrony by including synchronous firing events as a second process with different statistics to the individual neurons ISI to investigate the effects on the time series. The assumption of stationary statistics could be replaced with a model of the basal ganglia that produces the instantaneous spike rate for the STN. The usefulness of this model in a clinical setting can also be found by finding the parameters of the model for patients undergoing different tasks.
V. CONCLUSION
In this paper we have proposed an efficient model of a MER acquired from the STN during DBS implantation for PD. We have shown, on a set of 84 recordings from 14 patient hemispheres, that this MER model simulates recordings from patients, in terms of the voltage amplitude distribution, the power spectral estimates and phase synchrony. The model uses a top down approach that simulates the neural structure by synthesis of MERs. The results indicate that a large number of neurons may contribute to the MER background activity and that there is information in this often discarded noise. In our simulations background activity arises from "competition" between the filtering properties of the extracellular medium model and the electrode geometry. This noise was shown to be dependent on a model parameter that controlled the "shape" of the ISI time distribution (changing the firing patterns). Using a values of the ISI times drawn from a Weibull distribution with a rate of 30 Hz and a shape parameter of 0.8 corresponded to the best agreement with the patient data.
