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Camera pose estimation is the problem of finding the orientation and localization of
a camera with respect to an arbitrary coordinate system.
Image-based solutions for this problem are an interesting option because its reduced
cost. However, their main drawback is that the accuracy of the results is affected by
the presence of noise in the images.
The use of images for the camera pose estimation task is strongly related to the
Perspective-n-Point (PnP) and Bundle Adjustment problem. Given a set of n corres-
pondences between 3D points and its 2D projections on the image, PnP methods
provide estimations of the camera pose. In addition, when the information about the
3D positions is unknow but a set of 2D projections taken from different viewpoints
of the same 3D point are known, Bundle Adjustment methods are capable of finding
simultaneously the 3D position of the points and the camera pose.
Then the task of finding correspondences between 3D points and its 2D projections,
and between 2D projections of different images is a fundamental step for the above
mentioned problems. This PhD Thesis proposes two novel approaches to solve the
problem of finding correspondeces using both natural and artificial features.
In our first contribution, based on natural features, we propose a novel approach
to find 2D correspondeces between images by a novel fusion approach combining
information provided by several descriptors using the Dempster-Shafer Theory. The
proposed method is able to fuse different sources of information considering their
relative confidence in order to provide a better solution.
Our second contribution focuses on the problem of finding the 2D projections of 3D
points. We propose a novel approach for identification of artificial landmarks, which
are a very popular method when robustness and speed are required. In particular,
we propose to tackle the marker identification problem as a classification one. As
a consequence, we develop methods able to detect such markers in complex real
situations such as blurring and non-uniform lightning.
The two contributions made in this Thesis have been compared with the state-of-art




El problema cuya resolucio´n tiene como objetivo determinar la orientacio´n y locali-
zacio´n de una ca´mara respecto a un sistema de coordenadas se denomina Estimacio´n
de la pose de la ca´mara.
Las soluciones basadas en ima´genes para la resolucio´n de este problema son una
opcio´n interesante debido a su bajo coste. El inconveniente fundamental de esta
opcio´n es que su precisio´n puede verse afectada debido a la presencia de ruido en la
imagen.
Trabajar con ima´genes para estimar la pose de ca´mara esta´ muy relacionado con
dos problemas denominados Perspective-n-Point (PnP) y Bundle Adjustment (ajuste
del haz). Dado un conjunto de n correspondencias entre puntos del espacio 3D y
sus proyecciones 2D en una imagen, los me´todos PnP tratan de obtener la pose
de la ca´mara. Cuando la informacio´n acerca de la posicio´n 3D de los puntos es
desconocida, pero s´ı se tiene conocimiento de una serie de proyecciones 2D tomadas
desde diferentes puntos de vista del mismo punto 3D, el ajuste del haz trata de
estimar simulta´neamente la posicio´n tridimensional de los puntos y la pose de la
ca´mara.
Debido a esto la tarea de buscar correspondencias, ya sea entre puntos de la escena
3D y su proyeccio´n 2D en la imagen, o entre varias proyecciones 2D de ima´genes
diferentes no es trivial y resulta fundamental para la resolucio´n de los problemas
mencionados anteriormente. En esta Tesis Doctoral se han propuesto dos me´todos
novedosos para el problema de bu´squeda de correspondencias usando marcas natu-
rales y artificiales.
En nuestra primera contribucio´n, basada en el uso de marcas naturales, proponemos
un me´todo para encontrar correspondencias entre puntos 2D de diferentes ima´genes,
utilizando un nuevo enfoque de fusio´n que combina la informacio´n proporcionada
por varios descriptores haciendo uso de la Teor´ıa de Dempster-Shafer. El me´todo
propuesto es capaz de fusionar diferentes fuentes de informacio´n teniendo en cuenta
adema´s su confianza relativa con el fin de obtener una mejor solucio´n.
La segunda contribucio´n se centra en el problema de bu´squeda de proyecciones 2D de
puntos 3D conocidos. Proponemos un enfoque novedoso para identificar marcadores
artificiales, que son una alternativa muy popular cuando se requiere robustez y velo-
cidad. En concreto, proponemos abordar el problema de identificacio´n de marcadores
artificiales como un problema de clasificacio´n. Como consecuencia, hemos entrena-
do me´todos capaces de detectar marcadores en ima´genes afectadas por situaciones
complejas como el desenfoque o la luz no uniforme.
Ambas propuestas realizadas en esta Tesis han sido comparadas con me´todos del
estado del arte mostrando mejoras que son estad´ısticamente significativas.
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Introduccio´n y Objetivo de la Tesis
Doctoral
En el a´mbito de la visio´n artificial se denomina estimacio´n de la pose de la ca´mara al
problema cuya resolucio´n tiene como objetivo determinar la orientacio´n y localizacio´n
de la misma respecto a un sistema de coordenadas. La localizacio´n y orientacio´n de
la ca´mara se define con los seis grados de libertad (6-DoF) de un movimiento en
un espacio tridimensional, es decir mediante los tres valores de traslacio´n (X,Y, Z)
y los tres a´ngulos de navegacio´n, uno por cada eje: cabeceo, alabeo y guin˜ada (ver
Figura 1.1).
La estimacio´n de pose de ca´mara es un paso imprescindible en multitud de aplicacio-
nes de la visio´n artificial entre las que podemos destacar: realidad aumentada [1-3],
localizacio´n y mapeado simulta´neos [4-6] o reconstruccio´n tridimensional [7, 8].
Estimar la pose de la ca´mara puede llevarse a cabo de dos formas diferentes segu´n la
fuente de la informacio´n utilizada [9]: a partir de mecanismos hardware o a partir de
ima´genes. Dentro de la primera opcio´n podemos mencionar los sistemas de Inertial







Figura 1.1: Los seis grados de libertad: adelante/atra´s, arriba/abajo, izquierda/derecha y los
tres ejes de rotacio´n: cabeceo, alabeo y guin˜ada.
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basadas en hardware permiten obtener resultados muy precisos, aunque tienen dos
inconvenientes: su elevado precio y sus limitaciones de uso en base al entorno.
Por el contrario, las soluciones basadas en ima´genes presentan como ventaja su bajo
coste y su facilidad de implementacio´n en cualquier tipo de entorno. El inconveniente
fundamental de esta opcio´n es que su precisio´n puede verse afectada debido a la
presencia de ruido en la imagen.
En general, trabajar con ima´genes para estimar la pose de ca´mara se asocia con dos
problemas denominados Perspective-n-Point (PnP), y Bundle Adjustment (ajuste
del haz), dependiendo de si la informacio´n 3D necesaria es conocida o no.
Dado un conjunto de n correspondencias entre puntos 3D y sus proyecciones 2D en
una imagen, el problema PnP trata de obtener la pose de la ca´mara. Aunque existen
te´cnicas para el caso n = 3, denominado P3P [10, 11] el caso general se corresponde
cuando n ≥ 4 para el que se han propuesto multitud de trabajos [12-14].
Sin embargo la solucio´n anterior requiere que el conjunto de puntos 3D sea conocido
a priori, y esto no siempre es posible. Para aquellos casos en los la posicio´n tridi-
mensional de los puntos es desconocida se puede aplicar el ajuste del haz. Dadas una
serie de ima´genes tomadas desde distintos puntos de vista de una escena, de las que
adema´s se conoce un conjunto de proyecciones 2D correspondientes, es decir, que
hacen referencia al mismo punto del espacio, el ajuste del haz trata de optimizar la
bu´squeda de la informacio´n tridimensional de los puntos a la vez que estima la pose
de la ca´mara en cada una de las vistas. Esta te´cnica es un paso fundamental tanto en
el problema denominado Simultaneous Localization And Mapping (SLAM) [15] como
en los problemas de reconstruccio´n de la escena, tambie´n conocidos como Structure
from Motion (SfM) [7, 8].
Para establecer las correspondencias entre puntos existen dos alternativas principales
en la literatura cient´ıfica: usar marcas naturales o artificiales.
Usar marcas naturales requiere detectar la localizacio´n en p´ıxeles de la imagen de
aquellos puntos de la escena que presenten una alta probabilidad de ser visibles
bajo una amplia variedad de situaciones como pueden ser distintos puntos de vista,
taman˜os de escala, desenfoque, entre otras. Dentro de este to´pico se conoce como
puntos de intere´s, o keypoints, a los p´ıxeles detectados en cada una de las ima´genes.
Una de las estrategias ma´s usadas en esta alternativa consiste en usar un descriptor
local que identifique la regio´n centrada sobre cada keypoint. Si el descriptor usado es
bueno, caracterizara´ de forma correcta (con un valor muy parecido) la regio´n en ambas
ima´genes, por lo que al usar una medida de similitud correcta se podra´ establecer la
correspondencia deseada entre los keypoints sin ambigu¨edades. En general, el uso de
keypoints permite encontrar puntos 2D en dos ima´genes distintas que se corresponden
con el mismo punto del espacio 3D (ver Figura 1.2). Por tanto, es frecuente el uso de
esta alternativa en te´cnicas de ajuste del haz para estimar la pose de la ca´mara.
La alternativa anterior ha sido ampliamente estudiada en la u´ltima de´cada y, como
consecuencia de ello, han surgido multitud de propuestas de descriptores. Podemos ci-
tar, entre los descriptores ma´s conocidos, a Scale-Invariant Feature Transform (SIFT)
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Figura 1.2: Ejemplo de emparejamiento de keypoints. Se muestran dos ima´genes tomadas
desde diferentes puntos de vista de la misma escena. Los keypoints se representan con c´ırcu-
los. Las l´ıneas verdes representan los emparejamientos correctos mientras que las l´ıneas rosas
corresponden con emparejamientos erro´neos.
[16] o Speeded Up Robust Features (SURF) [17]. Existen diferentes estudios compa-
rativos entre varios descriptores locales que no llegan a establecer un claro ganador
[18-21] ante cualquier situacio´n. Por tanto, a fecha actual, no podemos afirmar cua´l
de los descriptores propuestos es el mejor.
Por otro lado, si bien las te´cnicas basadas en bu´squeda de correspondencias entre
keypoints usando marcas naturales tienen la ventaja de no requerir la modificacio´n
del entorno (no es necesario introducir elementos artificiales), e´stas tienen un serio
inconveniente: en entornos reales de interior y exterior es habitual encontrar zonas
con poca textura en las que e´stas te´cnicas no son capaces de funcionar correctamente
(por ejemplo pasillos con largas paredes blancas).
Como consecuencia de lo anterior, existe otra alternativa para resolver este problema:
introducir marcadores artificiales en el entorno, asumiendo que el entorno de trabajo
sera´ modificado para colocar estos marcadores. Este inconveniente se contrapone con
la ventaja de que el uso de este tipo de marcadores, con forma cuadrada, es una
de las opciones preferidas cuando lo que se desea es sencillez, robustez, precisio´n y
velocidad. Los marcadores artificiales son elementos fa´cilmente distinguibles, gene-
ralmente con un borde externo negro, y que, en los casos ma´s populares, codifican
en su interior un identificador u´nico mediante un co´digo binario que suele incluir
bits de deteccio´n y de correccio´n de errores. Para localizar un marcador artificial con
forma de cuadrado solamente hay que emplear en la imagen un detector de bordes de
formas cuadradas. De esta forma se obtienen un conjunto de candidatos compuestos
por los marcadores y, eventualmente, elementos del fondo de la escena (ver Figura
1.3 ). Posteriormente, la extraccio´n del co´digo binario de cada candidato permitira´
decidir si se trata de uno de los marcadores artificiales o no. Por tanto, la seleccio´n
de los co´digos binarios internos de los marcadores artificiales es de gran importancia
para reducir la posibilidad de errores en su deteccio´n. Existen trabajos en este sen-
tido y, en general, cada autor propone su propio conjunto predefinido de marcadores
( denominado diccionario) y diferentes me´todos para reducir la tasa de error en la
| 3
Figura 1.3: Ejemplo de deteccio´n de marcadores candidatos cuadrados. Los candidatos en
verde hacen referencia a marcadores mientras que los rojos pertenecen al fondo.
identificacio´n [2, 22]. No´tese que cada marcador puede proporcionar cuatro puntos
prominentes, las esquinas. Ya que el marcador es previamente conocido por el siste-
ma, es decir se conoce la informacio´n 3D del mismo, solamente es necesario detectar
las proyeccio´n 2D de las esquinas del marcador en la imagen para poder realizar la
estimacio´n de la pose por medio de te´cnicas de PnP.
A pesar de ser una alternativa precisa y robusta, actualmente, au´n persisten difi-
cultades en muchas aplicaciones de la vida real debido a que las ima´genes esta´n
sometidas a circunstancias en las que no es posible una correcta identificacio´n de
estos marcadores. Entre las circunstancias mencionadas citamos:
Desenfoque debido al movimiento, muy comu´n en ca´maras con rolling-shutter
como las que usan los mo´viles, o drones.
Iluminacio´n no uniforme. Muy comu´n en entornos de exterior.
Entornos con visibilidad reducida. Cuando el marcador debe ser visto desde
lejos, y el a´rea visible es muy pequen˜a.
Objetivo de la Tesis Doctoral
El objetivo central de esta Tesis ha sido proponer nuevos me´todos que permitan au-
mentar la precisio´n durante la etapa de bu´squeda de puntos correspondientes para
poder estimar la pose de la ca´mara. Se proponen mejoras para dos alternativas dis-
tintas: (a) con marcadores naturales (basadas en el uso de keypoints y descriptores)
y (b) con marcadores artificiales. El presente documento se organiza de la siguiente
manera.
En el Cap´ıtulo 2 se comentan cuestiones generales relacionadas con la estimacio´n de
la pose de ca´mara, adema´s de hacer una revisio´n del estado del arte de las te´cnicas
basadas en descriptores locales, sistemas de marcadores artificiales, y otras te´cni-
cas de las que hemos hecho uso en nuestras propuestas: co´mo fusionar informacio´n
procedente de distintas fuentes y co´mo usar conceptos de aprendizaje automa´tico.
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El Cap´ıtulo 3 incluye la primera propuesta de esta Tesis Doctoral: Estimando la
pose de ca´mara mediante fusio´n de informacio´n de descriptores para emparejamiento
de Keypoints. El Cap´ıtulo 4 desarrolla la segunda propuesta: Estimando la pose de
ca´mara mediante deteccio´n de marcadores artificiales en situaciones complejas.
Finalmente, las Conclusiones obtenidas en esta Tesis Doctoral se detallan en el
Cap´ıtulo 5 resaltando los aspectos fundamentales que muestran el rendimiento de





En este cap´ıtulo se comentan cuestiones relacionadas con el objetivo principal de
la Tesis Doctoral sobre las que se sustentan las contribuciones originales realizadas:
modelo y calibracio´n de la ca´mara, emparejamiento de correspondencias entre dos
ima´genes de una misma escena y uso de descriptores para caracterizar puntos de una
imagen, te´cnicas ba´sicas para estimar la pose de la ca´mara cuando la informacio´n
3D es desconocida, sistemas de marcadores artificiales, te´cnicas ba´sicas para esti-
mar la pose de ca´mara cuando la informacio´n 3D es conocida, teor´ıa para fusio´n de
informacio´n y te´cnicas de aprendizaje automa´tico.
2.1. Modelo de la ca´mara y calibracio´n
La luz proveniente de un emisor viaja por el espacio hasta alcanzar un objeto. Cuando
la luz impacta un objeto, gran parte de esta luz es absorbida, el resto la percibimos
como color. La luz reflejada que llega a nuestros ojos (nuestra ca´mara) se recoge
por nuestra retina. La modelizacio´n matema´tica que describe el viaje del rayo de
luz desde el objeto, a trave´s de la lente de nuestros ojos (o de la ca´mara), hacia la
retina es de gran intere´s para la visio´n artificial. El modelo pinhole de la ca´mara es
un modelo simple y u´til que tiene como objetivo la representacio´n de este proceso.
Para relacionar las medidas entre un punto 3D de la realidad y su proyeccio´n 2D
es fundamental haber realizado previamente una correcta calibracio´n de la ca´mara.
La calibracio´n de la ca´mara se refiere al proceso de determinar el conjunto de carac-
ter´ısticas geome´tricas y o´pticas de la misma, (para´metros intr´ınsecos), y la pose de la
ca´mara con respecto a un sistema de coordenadas global (para´metros extr´ınsecos).
2.1.1. Modelo pinhole
El modelo pinhole describe la relacio´n matema´tica entre las coordenadas de un punto
3D y su proyeccio´n en el plano imagen de una ca´mara ideal, donde la apertura de
la ca´mara se corresponde con un punto sin necesidad de hacer uso de lentes, ver


















Figura 2.1: Modelo pinhole de la ca´mara.
este problema, a pesar de asumir unas condiciones ideales que no permiten representar
correctamente la realidad.
El modelo pinhole se basa en el principio de puntos colineales, en el que cada punto
del espacio es proyectado por una l´ınea recta que pasa por el centro de proyeccio´n
del plano imagen. El origen del sistema de coordenadas de la ca´mara se encuentra
en el centro de proyeccio´n en la localizacio´n (X0, Y0, Z0) con respecto al sistema de
coordenadas del objeto, y el eje-z del fotograma de la ca´mara es perpendicular al
plano de imagen.
Siendo Q un punto objeto en la localizacio´n (X,Y, Z), para expresarlo en las coor-
denadas de la imagen (u, v), primero se debe transformar a las coordenadas de la
ca´mara (x, y, z). Esta transformacio´n consiste en aplicar una rotacio´n seguida de una







m11 m12 m13 tx
m21 m22 m23 ty
m31 m32 m32 tz















m11 = cosϕ cosκ m12 = sinω sinϕ cosκ− cosω sinκ m13 = cosω sinϕ cosκ+ sinω sinκ
m21 = cosϕ sinκ m22 = sinω sinϕ sinκ+ cosω cosκ m23 = cosω sinϕ sinκ+ sinω cosκ
m31 = − sinϕ m32 = sinω sinϕ m33 = cosω cosϕ
siendo los a´ngulos ω, ϕ y κ las rotaciones sobre los ejes x, y, z, y tx,ty y tz los
componentes de translacio´n.
Los para´metros intr´ınsecos de la ca´mara incluyen la distancia focal F y el centro de
la imagen o punto principal (cx, cy). Haciendo uso del modelo pinhole, la proyeccio´n
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donde fx y fy se corresponden con el producto de la distancia focal por los factores
sx, sy expresados en unidad de p´ıxel. Te´ngase en cuenta que F se encuentra en
mil´ımetros mientras que los valores de sx, sy en p´ıxel por mil´ımetro, fx = Fsx, fy =
Fsy.
El modelo pinhole es solo una aproximacio´n de la proyeccio´n real de la ca´mara, pero es
u´til para formular matema´ticamente la relacio´n entre los objetos y las coordenadas
de la imagen. Sin embargo, este modelo no es va´lido cuando se requiere una alta
precisio´n. Esto es debido a que las lentes de las ca´maras no son perfectas y por tanto,
provocan distorsio´n en la imagen adquirida.
Es comu´n utilizar el modelo pinhole como modelo base sobre el que an˜adir distintos
factores que permitan corregir la distorsio´n producida en las coordenadas de ima-
gen. En general se suelen modelar dos tipos de distorsio´n: radial y tangencial. La
distorsio´n radial se localiza en los bordes de la imagen, de forma que este tipo de
distorsio´n es nula en el centro o´ptico y aumenta a medida que se va alejando de e´l.
























coordenadas en metros, es decir u
′
= (u−cx)/sx, v′ = (v−cy)/sy, y r =
√
u′2 + v′2.
La distorsio´n tangencial se produce debido a que la lente no se encuentra de forma























donde los coeficientes de la distorsio´n tangencial se corresponden con p1 y p2. Existen
ma´s tipos de distorsio´n en la ca´mara pero no son tan agresivos como la distorsio´n









+ u(r) + u(t)
sy(v
′








2.1.2. Calibracio´n de la ca´mara
El objetivo del proceso de calibracio´n de la ca´mara es determinar los valores o´ptimos
de los para´metros intr´ınsecos de la ca´mara (fx, fy, cx, cy) y los coeficientes de dis-
torsio´n (k1, ..., kn, p1, p2). La manera ma´s comu´n de determinar estos para´metros es
mediante la observacio´n e identificacio´n de un objeto 3D conocido en un conjunto de
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ima´genes tomadas desde diferentes vistas. Un algoritmo muy utilizado para resolver
este proceso es el algoritmo Direct Linear Transformation (DLT) [23] que formula el
problema en su forma cerrada. Se han realizado varias extensiones a este trabajo [24,
25]. Aunque se puede utilizar cualquier objeto para la calibracio´n, en la pra´ctica es
muy comu´n el uso de un patro´n regular como, por ejemplo, un tablero de ajedrez [26],
que presente una serie de puntos caracter´ısticos cuya identificacio´n sea un proceso
sencillo. En una primera etapa el proceso de calibracio´n ignora la distorsio´n exis-
tente en la lente. Se deben resolver por tanto, diez para´metros (cuatro para´metros
intr´ınsecos y seis para´metros extr´ınsecos) por cada vista. No obstante se debe tener
en cuenta que los para´metros intr´ınsecos son iguales para todas las vistas. Adema´s,
como se explica a continuacio´n, al hacer uso de un objeto plano como es el tablero
de ajedrez se pueden reducir el nu´mero de para´metros extr´ınsecos a cuatro.
En visio´n artificial se denomina homograf´ıa planar a la transformacio´n proyectiva de
un plano a otro. Es posible expresar esta transformacio´n en te´rminos de multiplicacio´n
de matrices si hacemos uso de las coordenadas homoge´neas para expresar el cambio
de un punto Q˜ = [X,Y, Z, 1]T a un punto q˜ = [u, v, 1]T como q˜ = sHQ˜, donde s
representa el factor de escala y H es la matriz de homograf´ıa.
La matriz H se puede descomponer en dos partes: la transformacio´n f´ısica, o punto
de vista desde donde vemos el objeto, y la proyeccio´n que introduce los para´metros
intr´ınsecos de la ca´mara. La transformacio´n f´ısica incluye una matriz de rotacio´n
R con dimensio´n 3 × 3 y un vector traslacio´n t de 3 dimensiones. Trabajando con
coordenadas homoge´neas esto se puede representar en una u´nica matriz W = [Rt].
Los para´metros intr´ınsecos tambie´n pueden modelarse usando coordenadas homoge´neas
como una matriz:
M =
fx 0 cx0 fy cy
0 0 1
 , (2.6)
y por tanto la ecuacio´n q˜ = sHQ˜ puede expresarse como q˜ = sMWQ˜.
En la pra´ctica, se puede asumir que el plano observado del patro´n se encuentra en
Z = 0 del sistema de coordenadas global. Considerando adema´s las 3 columnas de la
matriz de rotacio´n (R = [r1r2r3]), se puede establecer la siguiente simplificacio´n que












Ahora la matriz de homograf´ıa que transforma los puntos de un objeto plano en
la imagen queda descrita completamente mediante H = sM[r1r2t] y es una matriz
cuadrada de dimensio´n de 3.
Para obtener el valor de H se requiere un mı´nimo de dos ima´genes correspondientes a
dos vistas diferentes de un tablero de ajedrez de dimensio´n 3×3 (4 puntos internos).
En la pra´ctica se aconseja un mı´nimo de 10 ima´genes con un tablero de 7 × 8 para
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obtener unos resultados buenos que hagan frente al posible ruido presente en la
imagen [26].
Como ya hemos mencionado, el ca´lculo inicial de los para´metros intr´ınsecos se lleva
a cabo asumiendo que la ca´mara no presenta distorsio´n. Para cada vista del tablero
se obtiene la siguiente igualdad:
H = [h1h2h3] = sM[r1r2t], (2.8)
de donde:












Los vectores de rotacio´n r1, r2 son ortonormales entre s´ı, lo que implica: tienen la
misma magnitud y su producto escalar es 0. De acuerdo con esto se tiene que:
hT1 M
−TM−1h2 = 0, (2.9)
hT1 M
−TM−1h1 = hT2 M
−TM−1h2. (2.10)
Denotando B como MTM−1 para hacer la representacio´n ma´s sencilla
B = MTM−1 =
B11 B12 B13B21 B22 B23
B31 B32 B33
 , (2.11)



















Usando esta matriz B, las restricciones (2.9)-(2.10) tienen la forma general hTi Bhj
y al ser B sime´trica, se puede representar como un producto escalar de vectores de
6 dimensiones:






















Por otro lado, usando la definicio´n de vTij , las dos restricciones (2.9)-(2.10) se pueden




b = 0. (2.14)
No´tese que si se dispone de K ima´genes del tablero de ajedrez, se tienen K ecuaciones
del tipo Vb = 0, donde V es una matriz de dimensio´n 2K × 6. De manera que cum-
pliendo la condicio´nK ≥ 2 se puede obtener el valor de b = [B11, B12, B22, B13B32, B33]T .























Los para´metros extr´ınsecos se pueden calcular entonces como:
r1 = λM
−1h1 r2 = λM−1h2 r3 = r1 × r2 t = λM−1h3. (2.16)
Resolviendo este sistema de ecuaciones no siempre se obtiene una matriz de rotacio´n
exacta en la que se cumpla RTR = RRT = I. Una manera de resolver esto consiste
en realizar la descomposicio´n en valores singulares de R. La descomposicio´n en valores
singulares es un me´todo que factoriza una matriz en dos matrices ortonormales, U,V
y una matriz D situada en medio que contiene valores de escala en su diagonal. Esto
permite transformar R en R = UDVT . Para que R sea ortonormal la matriz D
debe ser la matriz identidad de forma que R = UIVT . De esta forma, igualando la
matriz D con la matriz identidad, y multiplicando de nuevo por la descomposicio´n
de valores singulares, se obtiene la matriz de rotacio´n R′.
Hasta este punto se ha considerado el proceso de calibracio´n de la ca´mara asumiendo
que no existe distorsio´n en la lente de la ca´mara. Sin embargo, para realizar este
proceso de manera ma´s precisa se debe considerar como mı´nimo la distorsio´n radial
y tangencial. Una estrategia comu´n consiste en estimar los valores de distorsio´n (2.5)
mediante la resolucio´n de un sistema de mı´nimos cuadrados. Este sistema dependera´
del nu´mero de coeficientes de distorsio´n utilizados para ajustar el problema [24, 25].
Por u´ltimo para ajustar el conjunto completo de para´metros (incluyendo los de dis-





‖qij − qˆ(M, k1, k2, p1, p2,Ri, ti, Qj)‖2 , (2.17)
donde qˆ(M, k1, k2, p1, p2,Ri, ti, Qj) es la proyeccio´n del punto Qj en la imagen i,
acorde a sq˜ = HQ˜ seguido de la correccio´n de la distorsio´n de la ca´mara (2.5). Este
problema de minimizacio´n no lineal puede ser resuelto con el algoritmo de Levenberg-
Marquard [27]. Te´ngase en cuenta que los valores de los para´metros intr´ınsecos y
extr´ınsecos pueden inicializarse en base a los resultados obtenidos en (2.11)-(2.16).
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En resumen el proceso de calibracio´n consta de los siguientes pasos:
1. Usar un tablero de ajedrez como patro´n y colocarlo sobre una superficie plana.
2. Tomar varias ima´genes del patro´n bajo distintas vistas (moviendo el plano o la
ca´mara).
3. Detectar los puntos situados en las esquinas internas del patro´n
4. Estimar los para´metros intr´ınsecos y extr´ınsecos usando la solucio´n de forma
cerrada (2.11)-(2.16).
5. Estimar los coeficientes de la distorsio´n radial y tangencial mediante un sistema
de mı´nimos cuadrados.
6. Refinar todos los para´metros minimizando la funcio´n en (2.17).
2.2. Emparejamiento con descriptores para
correspondencias entre dos ima´genes
El objetivo final del procedimiento denominado correspondencia entre dos ima´genes
es emparejar un mismo punto real de la escena en dos ima´genes distintas. Para
la consecucio´n de este objetivo, el uso de descriptores locales de keypoints se ha
probado con e´xito en multitud de aplicaciones de la visio´n artificial. Este proceso
puede dividirse en tres pasos:
En una primera aproximacio´n deben detectarse puntos de intere´s o keypoints
en ambas ima´genes. Un detector ideal selecciona como keypoint aquellos p´ıxeles
de la imagen que representan los puntos de la escena con mayor probabilidad
de volver a ser detectados desde diferentes puntos de vista. La alternativa ma´s
cla´sica en esta etapa consiste en buscar p´ıxeles ubicados en esquinas en cada
una de las dos ima´genes.
En un segundo paso, los keypoints deben ser caracterizados con alguna pro-
piedad ma´s a efectos de que su posterior identificacio´n biun´ıvoca no plantee
ningu´n ge´nero de duda. A estos efectos se usa un descriptor, un vector de ca-
racter´ısticas, que represente la regio´n local de cada keypoint identificado en el
paso anterior.
Finalmente, el ana´lisis de la similitud entre los descriptores de las dos ima´genes
debe conducir al emparejamiento de keypoints de dos en dos y aquellos para
los que ello sea posible determinara´n las correspondencias de la escena.
El ana´lisis de la similitud entre descriptores obliga a hacer uso de algu´n tipo de dis-
tancia. Dependiendo del tipo de descriptor se suele emplear la distancia de Hamming
[28] (para descriptores binarios) o la distancia eucl´ıdea, entre otras posibles. El uso
de una distancia implica emplear alguna estrategia final [29] (por ejemplo umbrali-
zacio´n, vecino ma´s cercano, ratio de distancia del vecino ma´s cercano, etc...) para
producir el emparejamiento de keypoints buscado.
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La Figura 1.2 muestra un ejemplo de emparejamiento de keypoints de dos ima´genes
que han sido capturadas desde diferentes puntos de vista de la misma escena.
Como se ha comentado anteriormente un descriptor incluye dos pasos: (a) detec-
cio´n de keypoints y (b) obtencio´n para cada keypoint de uno o varios valores que
caractericen la regio´n del mismo.
2.2.1. Etapa de deteccio´n de un Keypoint
La repetibilidad es la medida que indica la calidad del detector de keypoints. La tasa
de repetibilidad indica el nu´mero de keypoints en comu´n que presentan dos ima´genes.
As´ı cuanto mayor sea la repetibilidad de un detector para un par de ima´genes, mayor
sera´ el nu´mero de posibles correspondencias.
Aunque el objetivo final de un detector es proporcionar los keypoints de la escena,
existen tambie´n otras cualidades del detector que son deseables: seleccionar el taman˜o
de la regio´n alrededor del p´ıxel (escala) y detectar el a´ngulo predominante u orienta-
cio´n de la regio´n. Ambas cualidades aportan la posibilidad de en una etapa posterior,
disponer de descriptores invariantes a la escala y a la rotacio´n. Con respecto al valor
de escala comentar que, si es inapropiado, puede hacer que los descriptores creados
sean inestables a causa de su variabilidad.
Lindeberg [30] fue el precursor al proponer un me´todo de deteccio´n de keypoints con
seleccio´n automa´tica de escala. Su me´todo usa el determinante de la matriz Hessiana
y el Laplaciano.
Ma´s tarde Lowe [16], en la etapa de deteccio´n de su me´todo SIFT, modifica la idea
anterior aproximando la escala normalizada del Laplaciano de Gauss mediante el uso
de filtros Difference-of-Gaussian (DoG). El objetivo es detectar los puntos de intere´s
en los extremos del espacio de escala. La implementacio´n de Lowe exige realizar la
convolucio´n de varios filtros Gaussianos con la imagen. Una octava se define por un
nu´mero fijo de convoluciones con distintos filtros Gaussianos que van incrementando
su valor σ. Cuando se completa una octava, el taman˜o de la imagen se reduce a la
mitad y la imagen resultante es procesada por la siguiente octava (ver Figura 2.2(a)),
reiterando este procedimiento se construye una pira´mide. El filtro DoG se calcula a
partir de la resta de convoluciones adyacentes pertenecientes a una misma octava, (ver
Figura 2.2(b)). Finalmente, los puntos de intere´s del espacio de escala se corresponden
con los mı´nimos y ma´ximos locales de las DoG. Para que un punto sea seleccionado
como candidato debe ser ma´ximo o mı´nimo, no solo con respecto a los ocho vecinos
de la DoG a la que pertenece, sino tambie´n con respecto a los nueve vecinos de la
DoG superior y los nueve de la inferior (ver Figura 2.2(c)).
De entre los candidatos seleccionados deben ser descartados todos aquellos que pre-
senten un bajo contraste o que se encuentren a lo largo de un borde, debido a que
dichas localizaciones son ma´s inestables ante pequen˜as cantidades de ruido.
Para calcular la orientacio´n principal de un punto, se suaviza la imagen con un filtro
Gaussiano (utilizando el valor de σ previamente estimado) y se calcula la magnitud
y orientacio´n del gradiente sobre la imagen suavizada, fijando una ventana alrededor











Figura 2.2: Esquema etapa de deteccio´n SIFT (a) Octavas de convolucio´n filtro de Gauss
(b) DoG (c) Ma´ximo/mı´nimo local espacio-escala.
del punto. El taman˜o de la ventana depende del valor de la escala. Finalmente se
calcula un histograma de orientacio´n compuesto por 36 intervalos, cubriendo los 360o,
y la orientacio´n del punto se corresponde con el pico ma´s alto del histograma.
Propuestas como las de Bay et al [17] en SURF siguen un esquema similar al usado
por SIFT en su etapa de deteccio´n, pero cambiando ciertas funciones con el objetivo
de reducir el tiempo de co´mputo necesario. Para la deteccio´n de los candidatos y la
seleccio´n automa´tica de escala, SURF se basa en el uso de la matriz Hessiana de la
convolucio´n Gaussiana. Para aproximar esta funcio´n utiliza filtros de caja, que pue-
den calcularse de manera muy eficiente mediante el uso de ima´genes integrales. Para
analizar el espacio de escala, en lugar de reducir el taman˜o de la imagen por cada
octava como ocurr´ıa en SIFT, este me´todo aumenta progresivamente el taman˜o del
filtro de caja. Para establecer una localizacio´n como keypoint, esta debe correspon-
derse con un ma´ximo en una regio´n de vecindad 3×3×3. El ca´lculo de la orientacio´n
implica el uso de una ventana que depende del valor de escala seleccionado, y en
este caso calcula el valor de los Wavelet de Haar [31] en las direcciones x e y. Las
respuestas de Wavelet se representan en un espacio vectorial, donde la respuesta ho-
rizontal se corresponde con el eje de abscisas y la vertical con el eje de ordenadas. El
espacio se divide en intervalos de a´ngulo de taman˜o pi/3 y se suman las respuestas de
Wavelet. Finalmente, el intervalo con mayor longitud de vector es seleccionado como
la orientacio´n del punto.
2.2.2. Etapa de descripcio´n de un Keypoint
En la actualidad existen mu´ltiples propuestas, en la literatura cient´ıfica, de descripto-
res que enfatizan diferentes propiedades de la imagen como pueden ser la intensidad
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de los p´ıxeles, el color, la textura o los bordes. Comentaremos algunos de los des-
criptores ma´s conocidos basados en el nivel de gris de la imagen, en funcio´n de los
buenos resultados que pueden ofrecer.
El objetivo de un descriptor es representar una regio´n local en forma de vector de ca-
racter´ısticas de manera que la misma regio´n pueda ser identificada en otras ima´genes
y a la vez, se pueda diferenciar del resto de regiones de intere´s de la misma escena.
El descriptor ma´s simple estar´ıa formado por el valor de intensidad de los p´ıxeles que
pertenecen a la regio´n. Sin embargo esto generar´ıa vectores de una alta dimensio´n, lo
que conllevar´ıa una alta complejidad durante el ca´lculo posterior de distancias entre
los valores de los descriptores. Adema´s un descriptor de este tipo ser´ıa muy suscep-
tible ante pequen˜os cambios, como por ejemplo el punto de vista o la rotacio´n. Por
esta razo´n, los descriptores basados en el nivel de intensidad del p´ıxel suelen hacer
uso de te´cnicas que hagan uso de histogramas o comparaciones entre los valores de
intensidad de un conjunto de puntos de la regio´n, de manera que se obtenga una
descripcio´n robusta ante distintos cambios y a la vez compacta.
El descriptor SIFT [16] ha sido inspiracio´n para multitud de trabajos y es conside-
rado actualmente como uno de los mejores descriptores locales. SIFT representa las
regiones por medio de histogramas de la orientacio´n del gradiente. En primer lugar,
divide la regio´n alrededor del punto en regiones ma´s pequen˜as. Sobre cada una de
estas regiones calcula un histograma de orientacio´n del gradiente, en el que cada p´ıxel
an˜ade un peso al intervalo del histograma correspondiente en base a su magnitud y
orientacio´n. La concatenacio´n de los histogramas de cada regio´n componen el vector
de caracter´ısticas. En su versio´n esta´ndar los descriptores SIFT dividen la regio´n en
4 × 4 y usan 8 intervalos de orientacio´n, generando vectores de dimensio´n 128. A
pesar de haber sido muy utilizado, SIFT ha recibido cr´ıticas por la elevada dimen-
sio´n de sus vectores y la complejidad tanto en su creacio´n como en la posterior etapa
de ca´lculo de distancias. Con el objetivo de mejorar estos aspectos se han propuesto
numerosas alternativas, de entre las que destaca la propuesta de Herbert et al. [17]
denominada SURF.
En SURF tambie´n se divide la regio´n que rodea al punto en varias regiones ma´s pe-
quen˜as. Este me´todo acumula, por cada regio´n, la suma de las respuestas de Wavelet
de Haar en direccio´n horizontal, vertical y los valores absolutos de ambas direccio-
nes. La concatenacio´n de estos cuatro valores por cada regio´n conforman el descriptor
SURF. En su versio´n esta´ndar utiliza regiones de 4 × 4, lo que produce vectores de
caracter´ısticas de 64 dimensiones.
Los descriptores binarios surgen como una alternativa au´n ma´s eficiente en el uso de
la memoria, haciendo as´ı ma´s eficiente tambie´n el posterior ca´lculo de las distancias
entre los descriptores.
Calonder et al. [32] desarrollaron el primer descriptor binario para keypoints denomi-
nado Binary Robust Independent Elementary Features (BRIEF). Este me´todo realiza




1 si I(p,x) < I(p,y)
0 otro caso
, (2.18)
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donde I(p,x) se corresponde con el valor de intensidad del p´ıxel x = (u, v)T perte-
neciente a la ventana p.
La localizacio´n de los pares de puntos (x,y) se realiza de manera aleatoria siguiendo
una distribucio´n Gaussiana (0, 125S
2) (ver Figura 2.3(a)). Con objetivo de lograr
robustez ante pequen˜os ruidos se aplica un suavizado Gaussiano sobre los valores de
intensidad de la imagen.
El descriptor esta´ formado por la concatenacio´n de ceros y unos resultantes de la
realizacio´n de los test. Al estar formado por cadenas binarias, la dimensio´n esta´ndar
de este me´todo es de 256 bits, o lo que es lo mismo, 32 bytes.
Este descriptor, sin embargo, no es suficientemente robusto a cambios en la rotacio´n
o escala en comparacio´n con los me´todos SIFT y SURF.
Con el objetivo de solucionar esa problema´tica, conservando las ventajas del uso de
descriptores binarios, han surgido propuestas como la de Rublee et al. [33], denomina-
da Oriented FAST and Rotated BRIEF (ORB), Leutenegger et al. [34], denominada
Binary Robust Invariant Scalable Keypoints (BRISK), o la ma´s reciente, de Alahi
et al. [35], denominada Fast Retina Keypoint (FREAK). Estas propuestas siguen un
esquema muy similar al de BRIEF. Se basan en la realizacio´n de una serie test bina-
rios sobre el valor de intensidad de un conjunto de pares de puntos, diferencia´ndose
fundamentalmente en el criterio de seleccio´n usado.
El proceso de seleccio´n usado por ORB tambie´n se basa en una distribucio´n Gaus-
siana, pero este me´todo propone adema´s un algoritmo con objetivo de reducir la
correlacio´n entre los puntos seleccionados. ORB realiza la estimacio´n del a´ngulo pre-
dominante mediante el me´todo centroide de intensidad [36] que se basa en el uso de
momentos. Con la orientacio´n estimada ORB rota la ventana antes de realizar los
test de intensidad. ORB se compone de 256 test o 32 bytes.
La seleccio´n de pares de BRISK se basa en el uso de un patro´n circular muy similar
al utilizado por el descriptor DAISY [37]. Este patro´n esta´ formado por un conjunto
(a) (b) (c)
Figura 2.3: Patrones de seleccio´n de pares de puntos en descriptores binarios. (a) Distribu-
cio´n Gaussiana (BRIEF)(ORB). (b) Patro´n de muestreo BRISK. (c) Patro´n de muestro de
retina de FREAK.
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de puntos equidistantes situados en c´ırculos conce´ntricos (ver Figura 2.3(b)). Depen-
diendo de la distancia al centro, se var´ıa el taman˜o del kernel con el que se suaviza
la imagen, creando dos subconjuntos en base a la distancia entre los pares de puntos
seleccionados: de larga distancia y de corta distancia. Los primeros contribuyen al
ca´lculo del a´ngulo de orientacio´n del keypoint, a´ngulo que se usara´ para rotar los
puntos pertenecientes al segundo subconjunto, que a su vez son usados para realizar
las comparaciones del valor de intensidad. El descriptor BRISK esta´ compuesto por
un total de 512 test, y por tanto tienen una dimensio´n de 64 bytes.
Finalmente, FREAK utiliza lo que denomina patro´n circular de muestreo de retina
(ver Figura 2.3(c)), en el que cada c´ırculo se corresponde con un campo receptivo que
suaviza la imagen con su correspondiente kernel Gaussiano. A diferencia del patro´n
usado por BRISK, en este existe una mayor densidad de puntos cerca del centro y
presenta solapamiento entre campos receptivos. Para seleccionar los pares de puntos
utilizados para realizar los test utiliza un algoritmo similar al usado en ORB, evitando
as´ı la alta correlacio´n entre los pares. FREAK calcula su propio a´ngulo de orientacio´n
mediante el uso de un conjunto de pares de puntos como hace BRISK. Aunque en el
caso de FREAK, los pares de puntos que contribuyen al ca´lculo de la orientacio´n se
encuentran en campos receptivos sime´tricos con respecto al centro. La dimensio´n de
FREAK es de 512 test y por tanto 64 bytes.
2.3. Bundle Adjustment
En general, cuando trabajamos con marcas naturales (keypoints), buscamos p´ıxeles
pertenecientes a distintas ima´genes que se correspondan con el mismo punto del
espacio, del que su posicio´n 3D nos es desconocida. Por tanto, al no conocer la
informacio´n 3D no podemos aplicar te´cnicas de PnP. Este problema se denomina
bundle adjustment (ajuste del haz) [38] y suele ser un paso fundamental en problemas
de SfM [8] o de SLAM [15].
Dada la localizacio´n de los p´ıxeles de un conjunto de correspondencias establecidas
entre ima´genes tomadas desde puntos de vista diferentes, el objetivo del ajuste del
haz es encontrar la posicio´n tridimensional de dichas correspondencias a la vez que se
estiman los para´metros de la ca´mara minimizando el error de retroproyeccio´n [38].
La Figura 2.4 extra´ıda del trabajo [39] ejemplifica de manera muy clara el problema
descrito. Considerando tres ima´genes de un cubo (Fig. 2.4(a)) de las que se des-
conoce el punto de vista desde el que fueron tomadas, y conocido un conjunto de
correspondencias entre varios puntos de las ima´genes que hacen referencia a los mis-
mos puntos del espacio 3D (los p´ıxeles 2D del mismo color se corresponden con un
mismo punto 3D). Las correspondencias citadas aportan un conjunto de restricciones
sobre la geometr´ıa 3D de las ca´maras y los puntos. Teniendo en cuenta estas res-
tricciones y dada la geometr´ıa de la escena formada por los puntos 3D y la pose de
cada ca´mara, se puede predecir la localizacio´n en la imagen de las proyecciones 2D
de cada punto sobre las ca´maras mediante el uso de las ecuaciones de proyeccio´n de






Figura 2.4: Ejemplo del error de retroproyeccio´n producido en el ajuste del haz. (a) Tres
ima´genes de un cubo tomadas desde un punto de vista desconocido. Los puntos coloreados
de las esquinas muestran las correspondencias conocidas entre estas ima´genes, cada conjunto
de puntos del mismo color son proyecciones del mismo punto 3D. (b) Reconstruccio´n 3D
de los puntos. Cada imagen presenta una pose estimada. La l´ınea punteada representa la
proyeccio´n del punto 3D estimado en las ima´genes. En el caso de la ca´mara 3 la linea
de proyeccio´n no coincide con el punto. El residuo resultante se conoce como el error de
retroproyeccio´n que se desea minimizar.
perspectiva (Fig. 2.4(b)). De esta manera, es posible comparar dichas proyecciones
con las observaciones originales y obtener un error de retroproyeccio´n.
De acuerdo con la Figura 2.4, sean Xi, i = 1, ..., 8 las posiciones 3D de las esquinas
del cubo y Rj , tj y fj , j = 1, 2, 3 la orientacio´n, posicio´n y distancia focal de las tres
ca´maras. Entonces si xij identifica al punto Xi en la imagen j es posible formular la
ecuacio´n de la imagen como:
xij = fj
∏
(Rj(Xi − tj)), (2.19)
donde
∏
es la funcio´n de proyeccio´n∏
(x, y, z) = (x/z, y/z). (2.20)
En este problema se debe inferir Xi, Rj , tj y fj a partir de las observaciones xij . La
forma ma´s comu´n de hacer esta inferencia es mediante la formulacio´n del problema






∥∥∥xij − fj∏(Rj(Xi − tj)∥∥∥2 (2.21)
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donde, i ∼ j indica que el punto Xi es visible en la imagen j.
De manera similar a lo realizado en el apartado de calibracio´n de ca´maras, la re-
solucio´n de este problema de mı´nimos cuadrados puede ser resuelta por medio del
algoritmo Levenberg-Marquardt [27].
2.4. Sistemas de marcadores artificiales
Un sistema de marcadores artificiales esta´ compuesto por un conjunto de marcadores
y por un algoritmo que sea capaz de detectarlos, identificarlos, y corregir los errores
en la identificacio´n de los mismos en la medida de lo posible. En la literatura cient´ıfica
existen numerosos sistemas de marcadores artificiales. Se muestran algunos ejemplos
en la Figura 2.5.
Las propuestas ma´s simples utilizan puntos como marcadores, ya sean LEDs, esferas
reflectantes o puntos planos [40, 41]. Para la deteccio´n de este tipo de marcadores
suelen utilizarse te´cnicas de segmentacio´n en situaciones controladas. Un inconve-
niente de este tipo de sistemas es que su identificacio´n se obtiene a partir de la
posicio´n relativa entre los marcadores, lo que frecuentemente involucra un proceso
complejo.
Una evolucio´n de las propuestas anteriores son los marcadores circulares. Estos mar-
cadores codifican su identificacio´n en sectores circulares o anillos conce´ntricos [42]
(Fig. 2.5(a)). En general presentan una u´nica correspondencia, el centro. Esto su-
pone una ventaja respecto a los puntos simples, ya que los marcadores circulares se
pueden identificar de manera individual. Su inconveniente es que para poder estimar
(a) (b) (c)
(d) (e) (f) (g)
(h) (i)
Figura 2.5: Ejemplos de sistemas de marcadores existentes.
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la posicio´n de la ca´mara sigue siendo necesaria la identificacio´n simulta´nea de varios
marcadores de este tipo.
Otro tipo de marcadores artificiales se basan en la deteccio´n de manchas, como
por ejemplo Cybercode[43] o VisualCode[44] (Fig. 2.5(b) y Fig. 2.5(c)) que derivan
de te´cnicas basadas en los co´digos de barras como MaxiCode o QR. Este tipo de
sistemas presentan la ventaja de proporcionar de manera precisa varios puntos de
correspondencia.
Los sistemas de marcadores cuadrados constituyen la opcio´n ma´s popular. Su prin-
cipal ventaja reside en la presencia de cuatro puntos salientes que se pueden usar
para obtener la pose usando un u´nico marcador, mientras que la regio´n interna se
usa para la identificacio´n. El hecho de poder estimar la pose de la ca´mara utilizando
un u´nico marcador hace que este tipo de sistemas sean especialmente interesantes en
esta Tesis Doctoral.
Uno de los sistemas ma´s conocidos es ARToolKit [45], un proyecto de co´digo libre que
ha sido muy usado en la u´ltima de´cada especialmente por la comunidad acade´mica.
Los marcadores de ARToolkit esta´n compuestos por un borde negro que encierra
una imagen en el interior. La imagen utilizada para la identificacio´n del marcador
se encuentra almacenada en una base de datos de patrones va´lidos (Fig. 2.5(d)). A
pesar de su popularidad, este sistema presenta algunos inconvenientes. En primer
lugar, usa un me´todo de template matching para la identificacio´n de marcadores lo
que produce un elevado nu´mero de falsos positivos y una alta tasa de confusio´n entre
marcadores [46]. En segundo lugar, el sistema utiliza un me´todo de umbral global
fijo para detectar los cuadrados, lo que lo hace especialmente sensible ante cambios
en las condiciones lumı´nicas.
La mayor´ıa de los sistemas de marcadores cuadrados utilizan co´digos binarios en
lugar de ima´genes. Esto hace posible la correccio´n de errores durante la etapa de
identificacio´n.
Una de las primeras propuestas de este tipo es Matrix [47], que adema´s es tambie´n de
las ma´s simples. Utiliza un co´digo binario con redundancia de bits para la deteccio´n
de errores (Fig. 2.5(e)). El sistema ARTag [48] se basa en los mismos principios,
pero mejora la deteccio´n de los cuadrados utilizado un me´todo basado en bordes
(Fig. 2.5(f)) en lugar de usar un umbral fijo como ARToolKit. Esto lo hace ma´s
robusto ante cambios lumı´nicos y de oclusio´n parcial. Adicionalmente, ARTag utiliza
marcadores de taman˜o fijo de 6× 6 bits y usa un diccionario que trata de maximizar
la distancia entre marcadores, de los que puede corregir un bit.
BinARyID [49] propone un me´todo de generacio´n del diccionario imponiendo como
restriccio´n, para la adicio´n nuevos marcadores, que estos presenten una distancia de
Hamming igual o mayor a uno con el resto de marcadores seleccionados, de manera
que se puedan evitar ambigu¨edades en la rotacio´n. Sin embargo, este sistema no
permite la correccio´n de bits al mantener solo en uno la distancia Hamming entre
sus marcadores.
ARToolKit Plus [50] (Fig. 2.5(g)) mejora algunas de las caracter´ısticas de su predece-
sor ARToolKit. En primer lugar, utiliza un me´todo dina´mico para actualizar el valor
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del umbral global que depende del valor de los p´ıxeles pertenecientes a los marcado-
res que han sido detectados previamente. En segundo lugar, proporciona un co´digo
binario para la identificacio´n de los marcadores. La primera versio´n de ARToolKit
Plus inclu´ıa 512 marcadores cuya codificacio´n logra una distancia mı´nima de cuatro
bits entre cualquier par de marcadores. Su u´ltima versio´n utiliza un diccionario de
4096 marcadores que presenta una distancia mı´nima de dos bits entre marcadores,
de forma que esta versio´n no permite la correccio´n de errores.
Existen dos sistemas que permiten una buena correccio´n de errores: AprilTags[3]
(Fig. 2.5(h)) y ArUco [22] (Fig. 2.5(i)).
AprilTags utiliza un me´todo de generacio´n de marcadores similar al de BinARyID,
pero la distancia Hamming no es fija sino que puede ser introducida como un para´me-
tro. De esta manera, se permite la creacio´n de diccionarios con una gran distancia
entre marcadores, permitiendo as´ı la deteccio´n y correccio´n de errores. AprilTags uti-
liza una heur´ıstica para encontrar marcadores que presenten una alta distancia con
el resto, pero esta te´cnica no es suficientemente ra´pida cuando se usan marcadores
de elevado taman˜o.
ArUco trata de maximizar tanto la distancia entre marcadores como el nu´mero de
transiciones de bits en su proceso de generacio´n de marcadores. Su propuesta original
[2] presentaba dos inconvenientes: (a) utiliza una estrategia de bu´squeda estoca´stica
y (b) la memoria necesaria aumenta de manera exponencial al aumentar el taman˜o
del marcador.
En [22] se propone el uso de programacio´n entera mixta para el proceso de generacio´n
de ArUco. Los me´todos de programacio´n entera mixta pueden obtener resultados
o´ptimos a modelos matema´ticos que este´n representados por relaciones lineales y
donde las inco´gnitas se limiten a nu´meros enteros. As´ı, esta propuesta genera el
diccionario o´ptimo en te´rmino de la distancia entre marcadores para cualquier nu´mero
de marcadores y bits. Sin embargo, los tiempos de computacio´n son demasiado largos
cuando aumenta el taman˜o del diccionario o el nu´mero de bits. Por ello, proponen
adema´s una segunda aproximacio´n que obtiene el diccionario subo´ptimo en un tiempo
restringido.
El procedimiento utilizado en ArUco [2] para la deteccio´n de los marcadores en una
imagen (ver Figura 2.6(a)) es el siguiente:
Segmentacio´n de la imagen: se destacan los contornos de la imagen en escala
de gris mediante un me´todo de umbralizacio´n adaptativa (Fig. 2.6(b)).
Extraccio´n del contorno y filtrado: se utiliza el algoritmo de Suzuki y Abe [51]
para extraer los contornos de la imagen (Fig. 2.6(c)) y a continuacio´n se usa el
algoritmo de Douglas-Peucker [52] para realizar una aproximacio´n poligonal. De
esta manera, se descartan todos aquellos contornos que no esta´n formados por 4
ve´rtices (Fig. 2.6(d)), te´ngase en cuenta que se esta´ trabajando con marcadores
cuadrados.
Extraccio´n del co´digo del marcador: este paso analiza la regio´n interior del
marcador para extraer su co´digo interno. Para ello en primer lugar se cal-
cula la matriz de homograf´ıa para poder eliminar la proyeccio´n perspectiva




Figura 2.6: Proceso de deteccio´n automa´tica de marcador. (a) Imagen original. (b) Resulta-
do tras aplicar la umbralizacio´n adaptativa. (c) Deteccio´n de contornos. (d) Aproximacio´n
poligonal y eliminacio´n de contornos irrelevantes. (e) Marcador tras la transformacio´n pers-
pectiva. (f) Asignacio´n de bit para cada celda.
(Fig. 2.6(e)). La imagen resultante se umbraliza con el me´todo de Otsu [53].
La imagen binaria se divide en una cuadr´ıcula regular y se asigna un valor a
cada elemento 0 o´ 1, dependiendo del mayor nu´mero de p´ıxeles en su interior
(Fig. 2.6(e,f)).
Identificacio´n del marcador y correccio´n del error: una vez extra´ıdo el co´digo
en el paso anterior, se obtienen cuatro identificadores diferentes (uno por cada
posibles rotacio´n). Si uno de ellos se encuentra en el diccionario, el candidato
se considera como un marcador va´lido. En caso contrario el me´todo trata de
corregir el error dentro de sus l´ımites.
Refinamiento de las esquinas y estimacio´n de la pose: una vez que se ha de-
tectado el marcador con e´xito, se procede a estimar la pose de la ca´mara a
partir de las proyecciones 2D de las cuatro esquinas. Te´ngase en cuenta, que
el marcador es conocido previamente y por tanto se conoce su informacio´n 3D.
De esta manera, identificadas cuatro correspondencias entre puntos 3D y sus
respectivas proyecciones 2D en la imagen es posible aplicar te´cnicas PnP para
obtener la pose de la ca´mara.
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2.5. Perspective-n-Point
Tras el primer paso de calibracio´n de la ca´mara, para obtener sus para´metros intr´ınse-
cos y de distorsio´n, y tras obtener una serie de correspondencias entre puntos 3D y
sus proyecciones 2D en la imagen, el paso final para estimar la pose de la ca´mara
puede llevarse a cabo mediante la te´cnica denominada Perspective-n-Point (PnP).
Como ya se ha explicado previamente, durante el proceso de calibracio´n de la ca´mara
mediante DLT ya se realizaba una estimacio´n de la pose de la ca´mara. Sin embargo,
esta estimacio´n se realizaba con la restriccio´n del uso de un patro´n fijo (tablero de
ajedrez), lo que conlleva la ventaja de tener todos sus puntos coplanarios adema´s de
utilizar varias ima´genes para poder despejar las inco´gnitas del sistema. Sin embargo,
estas restricciones no permiten generalizar el problema de la estimacio´n de la pose.
Esa generalizacio´n se puede resolver haciendo uso de te´cnicas que se engloban bajo
la denominacio´n PnP.
Una de las te´cnicas ma´s populares se conoce como EPnP (Efficient PnP) [12]. Este
me´todo obtiene la solucio´n para n ≥ 4, presenta una complejidad O(n) y permite
trabajar tanto con puntos que este´n situados o no en un mismo plano. Para estimar
la pose de la ca´mara este me´todo trata de obtener las coordenadas de los n puntos
respecto al sistema de coordenadas de la ca´mara. Una vez realizada esa tarea es
sencillo obtener los valores de orientacio´n y traslacio´n que definen la pose de la
ca´mara [54]. La idea principal consiste en expresar los n puntos tridimensionales
como una suma ponderada de cuatro puntos de control virtuales. As´ı el problema se
reduce a estimar las coordenadas de los puntos de control en el sistema de referencia
de la ca´mara.
Sean pi, i = 1, ..., n los n puntos de referencia 3D conocidos y sean cj , j = 1, ..., 4
















αij = 1, (2.22)
donde los super´ındices w y c hacen referencia respectivamente a las coordenadas
globales y de la ca´mara.
Haciendo uso de las proyecciones 2D de los puntos de referencia, de las que su posicio´n
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En este caso se asume que la ca´mara esta´ calibrada y por tanto los para´metros
intr´ınsecos son conocidos. Las variables desconocidas de este sistema lineal son las




j ) j = 1, ..., 4 y los n para´metros de





es posible reformular esta expresio´n para obtener las siguientes ecuaciones lineales










j + αij(cy − vi)zcj = 0. (2.26)
Mediante la concatenacio´n de las ecuaciones (2.25) y (2.26) para los n puntos de refe-








es un vector de dimensio´n 12 que contiene las variables desconocidas y A es una ma-
triz 2n × 12 compuesta por los coeficientes de (2.25) y (2.26) para cada punto de






donde vi son las columnas de los vectores singulares de A, que se corresponden con
los N valores singulares de A. Se pueden resolver como los autovectores nulos de la
matriz ATA de taman˜o constante 12× 12. Una vez resuelto esto, se pueden obtener
los valores de βi i = 1, ..., N de (2.27). La dimensio´n de N del espacio nulo de A
TA
puede variar entre 1 y 4 dependiendo de la configuracio´n de los puntos de referencia,
la distancia focal y el ruido de la ca´mara. En la pra´ctica se calculan las soluciones












donde [R|t] son los para´metros de la pose de la ca´mara y dist() es la distancia 2D entre
los dos puntos. Dependiendo del valor de N = 1, 2, 3, 4 las restricciones cuadra´ticas
variara´n. En cualquiera de los casos se podra´ obtener el valor de β. Una vez obtenido
β y x los valores de orientacio´n y traslacio´n de la ca´mara se pueden calcular de
manera sencilla mediante la bu´squeda de mı´nimos cuadrados de la descomposicio´n
de valores singulares de una matriz 3 × 3, similar a lo ya explicado en la seccio´n de
calibracio´n de la ca´mara.
Un inconveniente que tiene la solucio´n anterior, y que es bastante frecuente en la ma-
yor´ıa de te´cnicas propuestas para resolver la estimacio´n de la pose, es la ambigu¨edad
que se produce en la orientacio´n estimada. Gerald Schweighofer y Axel Pinz [14]
demuestran que la funcio´n de minimizacio´n del error de los algoritmos de estimacio´n
de la pose (similares a (2.28)) pueden producir dos mı´nimos locales para diferentes
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valores de orientacio´n. Para resolver este problema proponen un algoritmo que a par-
tir de una primera pose inicial (R1, t1) calcule una segunda pose que garantice una
u´nica orientacio´n.
2.6. Teor´ıa de la evidencia de Dempster-Shafer
La Teor´ıa de Dempster-Shafer (TDS) [55], tambie´n conocida como la teor´ıa de la
evidencia, es una generalizacio´n de la teor´ıa de la probabilidad de Bayes. Es un mo-
delo especialmente atractivo para representar la incertidumbre ante una determinada
evidencia. A diferencia del modelo de probabilidad, TDS permite asignar un valor
de confianza a un conjunto de hipo´tesis sin tener que repartir dicho valor entre las
hipo´tesis individuales que lo componen.
La TDS se ha aplicado a varias disciplinas como el seguimiento de personas [56],
deteccio´n de fraude [57], clasificacio´n [58], ana´lisis de riesgo [59], clustering [60, 61],
procesamiento de imagen [62-65], mapeado auto´nomo de robot [66], reconstruccio´n
de la silueta [67], interaccio´n persona-ordenador [68], deteccio´n de minas terrestres
[69] y asistente de conduccio´n [70], entre otras.
Especialmente interesante es el trabajo de Denoeux et. al. [71] con relacio´n a esta
Tesis. En el mismo se presenta una solucio´n a un problema con mu´ltiples objetivos.
Para describir cada objetivo utilizan tres atributos, cada atributo se considera una
fuente de evidencia independiente que se fusiona utilizando TDS. Como se describe
ma´s adelante en el Cap´ıtulo 3, este problema es similar al nuestro ya que se trata
de un problema con mu´ltiples objetivos de asignacio´n, en el que cada objetivo es
descrito por varios atributos o caracter´ısticas.
2.6.1. Fundamento teo´rico de la TDS
Dado un conjunto de hipo´tesis Ω = {w1, ..., wK}, tambie´n conocido como marco de
discernimiento, una asignacio´n ba´sica de evidencia (Basic Belief Assignment (BBA))
es una funcio´n m : Ω→ [0, 1], verificando:∑
A∈Ω
m(A) = 1, (2.29)
donde A es un subconjunto de hipo´tesis de Ω. Se denominan elementos focales de m
a los subconjuntos A de Ω que cumplen la condicio´n m(A) > 0. El modelo original
de Dempster-Shafer considera imposible que se produzca una hipo´tesis no incluida
(∅) en Ω. Esto es, impone la condicio´n m(∅) = 0.
Mientras que el valor asignado a la ocurrencia de un suceso en un enfoque bayesiano
debe ser el valor de una funcio´n de distribucio´n de probabilidad, el valor m(A) puede
ser cualquier funcio´n subjetiva que exprese cuanta evidencia soporta el hecho A. El
valor de evidencia de una o varias de las hipo´tesis que componen el subconjunto A
puede ser desconocido. Este hecho supone una gran diferencia con respecto al punto
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de vista de la teor´ıa probabil´ıstica donde el valor de m(A) se repartir´ıa entre todos
los elementos de A, lo cual supone igual probabilidad para todas las hipo´tesis y nunca
la falta de conocimiento para discriminar entre unas y otras.
En nuestro trabajo usaremos una modificacio´n del modelo de Dempster-Shafer: el
modelo de evidencia transferible propuesto por Smets (Transferable Belief Model
(TBM)) [72], en el que la funcio´n de evidencia BBA, cumple los criterios de TDS y
adema´s acepta la cla´usula de mundo abierto: m(∅) > 0. Es decir permite representar
la posibilidad de que ocurra un hecho no incluido en Ω. Esto nos permitira´ representar
en nuestro problema el desconocimiento de un hecho por parte de un descriptor.
Usando una re-normalizacio´n siempre se puede transformar una evidencia m de Smet
en una evidencia de Demspter m∗:
m∗(∅) = 0,
m∗(A) = m(A)1−m(∅) si A 6= ∅.
(2.30)
A partir de la funcio´n de asignacio´n de evidencia, se definen otras como: la credibili-
dad (bel), la plausibilidad (pl) y la comunidad (q). La credibilidad indica la cantidad
de credibilidad total depositada en el conjunto A, dado que la relacio´n de inclusio´n
es, en te´rminos de afirmaciones, una relacio´n de implicacio´n. Es por tanto la suma de
todas las probabilidades asignadas a hipo´tesis individuales contenidas en A, es decir,





La plausibilidad incorpora adema´s aquellos subconjuntos que tienen alguna hipo´tesis











m(B), ∀A,B ⊆ Ω. (2.33)
Ma´s adelante se aclara la importancia de esta representacio´n.
2.6.2. Combinacio´n de evidencias
Si dos fuentes de informacio´n proporcionan evidencias favoreciendo o negando hipo´te-
sis correspondientes a un mismo marco de discernimiento, aunque no sean las mismas
hipo´tesis concretas, cada una de las evidencias representada por su BBA m1, y m2,
pueden combinarse mediante las siguientes reglas de combinacio´n.
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Regla conjuntiva TBM y la regla de Dempster
La regla conjuntiva TBM y de Dempster se representan como ©∩ y ⊕, respectiva-
mente. Sean m1 y m2 dos BBAs, el resultado de su combinacio´n se define:
m1 ©∩ m2(A) =
∑
B∩C=A
m1(B)m2(C) ∀A ⊆ Ω. (2.34)
y, asumiendo que m
1©∩ 2(∅) 6= 1:
m1 ⊕m2(A) =
0 si A = ∅,m1©∩ 2(A)
1−m
1©∩ 2(∅) en otro caso.
(2.35)
La regla de Dempster es equivalente a la conjuntiva TBM seguida de la normalizacio´n
(2.30). Ambas reglas son conmutativas, asociativas y admiten un u´nico elemento
neutro: la BBA vac´ıa, es decir cuando Ω es el u´nico elemento focal A ⊂ Ω. La regla
conjuntiva TBM puede expresarse de manera simple en te´rminos de funciones de
comunidad :
q
1©∩ 2 = q1 · q2.
Regla conjuntiva cauta
Antes de explicar la regla conjuntiva cauta debe aclararse el concepto de descom-
posicio´n cano´nica. Se denomina BBA simple (SBBA) m y se representa como Aw
cuando:
m(A) = 1− w para cualquier A 6= Ω
m(Ω) = w,
(2.36)
donde w ∈ [0, 1].
Shafer [73] definio´ una BBA separable como el resultado de la ⊕ combinacio´n de





con w(A) ∈ [0, 1] para todo A ⊂ Ω, A 6= ∅. Dicha representacio´n es u´nica si todos
los elementos focales son diferentes y m es no dogma´tica. Shafer denomino´ a esta
representacio´n la descomposicio´n cano´nica de m.
La funcio´n separable de cualquier BBA no dogma´tico, es decir con m(Ω) > 0, fue
propuesto por Smets [74] como una extensio´n de la funcio´n separable original pro-
puesta por Dempster (2.37). Para realizar dicha descomposicio´n se hace uso de la
generalizacio´n del SBBA (GSBBA), denotada tambie´n como Aw que se define como
una funcio´n µ : 2Ω → (−∞,∞), con w ∈ (−∞,∞) y un elemento focal A ⊆ Ω, tal
que:
µ(A) = 1− w,
µ(Ω) = w,
µ(B) = 0 ∀B ∈ 2Ω \ {A,Ω} .
(2.38)
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Cuando w ≤ 1, µ es una SBBA. Cuando w > 1, µ no es una BBA, ya que deja de
pertenecer al espacio 2Ω a [0, 1]. Cualquier BBA no dogma´tica puede representarse




con w(A) ∈ (0,+∞) ∀A ⊂ Ω. Los pesos w(A) para cualquier A ⊂ Ω se pueden







Sean m1 y m2 dos BBAs no dogma´ticos. Su combinacio´n usando la regla conjuntiva
cauta se representa como m
1©∧ 2 = m1 ©∧ m2. Se define como la BBA con la siguiente
funcio´n de peso:
w
1©∧ 2(A) = w1(A) ∧ w2(A), ∀A ⊂ Ω,
teniendo as´ı
m1 ©∧ m2 =©∩
A⊂Ω
Aw1(A)∧w2(A). (2.41)
Esta regla tiene las siguientes propiedades:
Conmutativa: para todo m1 y m2, m1 ©∧ m2 = m2 ©∧ m1;
Asociativa: para todo m1, m2, y m3, m1 ©∧ (m2 ©∧ m3) = (m1 ©∧ m2)©∧ m3;
Idempotencia: para todo m, m©∧ m = m;
Distributiva de ©∩ con respecto a ©∧ : para todo m1, m2, y m3,
m1 ©∩ (m2 ©∧ m3) = (m1 ©∩ m2)©∧ (m1 ©∩ m3)
Combinacio´n de reglas basadas en normas triangulares
Como se ha mostrado previamente, las reglas conjuntivas cauta y TBM se basan en
combinaciones puntuales de pesos conjuntivos, usando respectivamente, el mı´nimo
y el producto. En el intervalo [0, 1], el producto y el mı´nimo se pueden representar
como normas triangulares t-norms. Por lo que estas reglas de combinacio´n se pueden
generalizar, permitiendo de esta manera adema´s, la definicio´n de nuevas reglas de




x ∧ y si s = 0,









para todo x, y ∈ [0, 1], donde s es un para´metro positivo. Cada valor de s define una
t-norm. Cuando s → 0, (2.42) tiende al mı´nimo entre x e y, y al producto cuando
s = 1.
| 29
Todos las reglas de combinacio´n resultantes de seguir la expresio´n anterior son con-
mutativas y asociativas, pero solo es idempotente la regla cauta, s = 0, ©∧ . A pesar
de que estas reglas no esta´n totalmente justificadas desde un punto de vista teo´rico,
pueden ser u´tiles en ciertos problemas de fusio´n o clasificacio´n.
La regla conjuntiva cauta a diferencia de la regla TBM©∩ , no requiere que las fuentes
de informacio´n de las que derivan las BBAs sean distintas e independientes.
Por u´ltimo, en ciertas aplicaciones es necesario tomar una decisio´n y elegir adema´s
la hipo´tesis ω con mayor confianza. Para hacer esto, Smets [75] propone el uso de la







El objetivo del aprendizaje automa´tico es disen˜ar procedimientos que conviertan
datos en informacio´n relevante para toma de decisiones. Segu´n la naturaleza del
problema y de la informacio´n aportada por los datos se puede dividir el aprendizaje
automa´tico en aprendizaje supervisado y no supervisado.
Dado un conjunto de datos de entrenamiento, de los que se conoce el par vector
de entrada y resultado deseado, las te´cnicas de aprendizaje supervisado entrenan
modelos para obtener una funcio´n capaz de predecir el resultado au´n cuando se le
presentan datos de entrada que nunca antes ha visto. Este tipo de aprendizaje se usa
para resolver problemas de clasificacio´n.
Cuando los datos de entrenamiento no aportan el resultado deseado, es el propio
me´todo el que los agrupa. En este caso, a diferencia del aprendizaje supervisado, no
existe un conocimiento a priori. Este tipo de aprendizaje se usa en problemas de
agrupacio´n clustering.
Dado que el problema descrito en el Cap´ıtulo 4 lo abordamos como un problema
de clasificacio´n en el que disponemos de los resultados deseados, la revisio´n de los
me´todos de aprendizaje se realiza desde la perspectiva del aprendizaje supervisado.
Se puede profundizar ma´s sobre este tipo de te´cnicas en [76, 77].
Planteamiento general de un problema de clasificacio´n
El objetivo en clasificacio´n es: dado un vector de entrada x asignar el mismo a
una clase ki, del conjunto discreto de clases K = k1, ...., kn. Generalmente en los
problemas de clasificacio´n las clases son disjuntas, es decir cada entrada solo puede
ser asignada a una u´nica clase.
Supongamos adema´s que por cada entrada xi, i = 1, .., l, conocemos el resultado
esperado yi (el que nos permitir´ıa asignar la entrada a una determinada clase). Al
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conjunto de pares {xi, yi} se le denomina conjunto de entrenamiento, y el objetivo es
encontrar una funcio´n f(x, α), siendo α un conjunto de para´metros ajustables, que
permita usar la transformacio´n xi → f(xi, α) cumpliendo f(xi, α) = yi para todo el
conjunto de entrenamiento. Al cumplir este objetivo, encontrar la funcio´n f(x, α) y
los valores de α, hablamos de ma´quina entrenada.
La figura Figura 2.7 muestra un ejemplo del caso ma´s simple en una tarea de clasifica-
cio´n: un problema de clasificacio´n binaria, que notamos por f(x, α) ∈ {1,−1} ∀x, α,
y en el que el conjunto de entrenamiento es linealmente separable. En este caso la
funcio´n f(x, α) se corresponde con una l´ınea recta orientada, de manera que todos
los puntos a un lado de la l´ınea se asignen a la clase 1, y todos los puntos del otro
lado a la clase −1. Habitualmente los problemas de clasificacio´n en la vida real no
suelen ser linealmente separables e incluso pueden no ser resolubles mediante una
funcio´n del tipo f(x, α). Por esta razo´n se han propuesto alternativas diferentes para
conseguir los objetivos de aprendizaje
Figura 2.7: Conjunto de datos separables. Cada color representa la clase a la que pertenece
el punto.
2.7.1. Support Vector Machine
Las ma´quinas de soporte vectorial (Support Vector Machine (SVM)) son clasifica-
dores que utilizan como espacio de hipo´tesis funciones lineales en espacios de ca-
racter´ısticas de elevada dimensio´n sobre las que se realizan te´cnicas de optimizacio´n
que separen lo ma´ximo posible los datos de dos clases. Nacen como consecuencia
de la investigacio´n en minimizacio´n de riesgo estructural [78] y permiten resolver
problemas que son no linealmente separables usando funciones lineales. Para ello,
utilizan funciones kernel que permiten proyectar los datos de entrada a espacios de
caracter´ısticas de mayor dimensio´n donde se construye un hiperplano que separe los
datos.
Las SVM han sido utilizadas en muchos trabajos de reconocimiento de patrones,
reconocimiento de d´ıgitos [78, 79], reconocimiento de objetos [80], deteccio´n de caras
[81] y categorizacio´n de texto [82] entre otros.
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Datos separables
Primero se considera el caso ma´s simple: ma´quinas lineales entrenadas con datos
separables hasta alcanzar el caso general (ma´quinas no lineales entrenadas sobre
datos no separables).
Suponiendo que se dispone de algu´n hiperplano que separa los ejemplos positivos de
los negativos, los puntos x que se encuentran en el hiperplano cumplen w ·x + b = 0,
con vector normal w al hiperplano. Entonces |b| / ‖w‖ es la distancia perpendicular
del hiperplano al origen, y ‖w‖ es la norma eucl´ıdea de w.
Suponiendo que todos los datos de entrenamiento cumplen las siguientes restriccio-
nes:
xi ·w + b ≥ +1 para yi = +1 (2.44)
xi ·w + b ≤ −1 para yi = −1 (2.45)
que se pueden combinar en:
yi(xi ·w + b)− 1 ≥ 0∀i. (2.46)
De esta forma, los puntos cuyo yi = +1 se encuentran en el hiperplano H1 : xi·w+b =
1 con normal w y con una distancia perpendicular al origen |1− b| / ‖w‖. De manera
similar, los puntos con yi = −1 se encuentran en el hiperplano H2 : xi ·w + b = −1
con igual normal pero en esta caso con distancia al origen |−1− b| / ‖w‖. La distancia
entre hiperplanos o margen es igual a 2/ ‖w‖. Te´ngase en cuenta que H1 y H2 son
paralelos (tienen la misma normal) y ningu´n punto de entrenamiento se encuentra
entre ellos. El objetivo es encontrar la pareja de hiperplanos con margen ma´ximo, es
decir, se quiere minimizar ‖w‖2, sujeto a (2.46).
La formulacio´n lagrangiana de este problema aporta dos ventajas principales. En
primer lugar, se pueden reemplazar las restricciones de (2.46) por los multiplicadores
de Lagrange, que son ma´s fa´ciles de tratar. En segundo lugar, en esta reformulacio´n
los datos de entrada solo aparecen en forma de productos escalares entre vectores.
Esta ventaja permite generalizar el procedimiento, como veremos ma´s adelante para
el caso no lineal.
Se introducen los multiplicadores positivos de Lagrange αi, i = 1, ..., l, uno para cada










Esto se puede resolver mediante el problema “dual”:
(C1) minimizar LP con respecto a w, b y que a la vez las derivadas de LP para
todos los αi desaparezcan, αi ≥ 0.
(C2) maximizar LP con la restriccio´n de que el gradiente de LP sea cero con
respecto a w, b y que αi ≥ 0.
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El problema dual tiene la particularidad de que el ma´ximo de LP sujeto a C2 ocurre
para los mismos valores de w, b, α que el mı´nimo de LP sujeto a C1. Hacer que el







αiyi = 0, (2.49)
estas dos condiciones se pueden sustituir en (2.47) generando la siguiente ecuacio´n








αiαjyiyjxi · xj (2.50)
Te´ngase en cuenta que LP y LD hacen referencia al problema primal (P) o dual
(D).
El entrenamiento de los vectores de soporte (para el caso lineal, separable) trata de
maximizar LD con respecto a αi sujeto a la restriccio´n (2.49) y a la vez αi debe
ser positivo, con solucio´n dada por (2.48). En la solucio´n, se denominan vectores de
soporte a aquellos puntos para los que αi > 0 y que se encuentran en uno de los
hiperplanos H1, H2. Estos elementos son cr´ıticos para las SVM ya que se encuen-
tran en la frontera de decisio´n. De modo que si el resto de puntos son eliminados o
desplazados de manera que no crucen H1 o H2, y se repitiera el entrenamiento, se
encontrar´ıa el mismo hiperplano de separacio´n.
Haciendo uso de las condiciones de Karush-Kuhn-Tucker (KKT) [77] se puede deter-
minar el valor de b y w.
Datos no separables
Si se aplica el algoritmo anterior sobre datos no separables, no se encontrara´ una so-
lucio´n porque la funcio´n objetivo (el lagrangiano dual) crecer´ıa de manera arbitraria.
Sin embargo, no es dif´ıcil ampliar las ideas generales del caso separable al caso no
separable introduciendo una variable ξ de holgura en las restricciones y planteando
un nuevo conjunto de restricciones:
xi ·w + b ≥ +1− ξi para yi = +1 (2.51)
xi ·w + b ≤ −1 + ξi para yi = −1 (2.52)
ξ ≥ 0∀i. (2.53)
Para que se produzca un error en la clasificacio´n para un patro´n de entrada utilizando
estas restricciones, es necesario que el valor correspondiente a ξi sea superior a la









con k ≥ 1, y donde C es un para´metro elegido por el usuario. Un valor grande de C
asigna una alta penalizacio´n a los errores cometidos. Utilizando k = 1, ningu´n valor
ξi ni sus correspondientes multiplicadores de Lagrange aparecen en la formulacio´n
del problema dual. En este caso de nuevo se debe maximizar (2.50) sujeto a (2.49),
con la u´nica diferencia de que en este caso αi tiene un l´ımite superior igual a C:
Nuevamente se usan las condiciones KKT para obtener el valor de b.
Ma´quina de soporte vectorial no lineal
En este apartado se trata la bu´squeda del hiperplano de separacio´n o´ptimo cuando
los datos son no separables. Teniendo en cuenta que en la formulacio´n anterior (2.50)
los datos de entrada solo aparecen en forma de producto escalar xi · xj , suponiendo
ahora que podemos transformar los datos a otro espacio Eucl´ıdeo H (un espacio de
una dimensio´n mucho mayor) utilizando una funcio´n Φ:
Φ : Rd −→ H. (2.55)
De esta manera el algoritmo de entrenamiento solo dependera´ de los datos en forma
de producto escalar en H, es decir funciones con la siguiente forma Φ(xi) · Φ(xj).
Asumiendo que se dispone de una funcio´n kernel K de modo que K(xi,xj) =
Φ(xi) ·Φ(xj), solo se necesitar´ıa usar K en el algoritmo de entrenamiento, de manera
que no se requerir´ıa el conocimiento expl´ıcito de que´ es Φ. Existen varias funciones
kernel conocidas que se suelen probar en la pra´ctica. Un ejemplo de K podr´ıa ser la
denominada “Radial Basis Function (RBF)”:
K(xi,xj) = e
−‖xi−xj‖2/2σ2 . (2.56)









αiyiK(si,x) + b), (2.58)
donde sgn (signum) es la funcio´n que obtiene el signo, NS es el nu´mero de vectores
de soporte y si son los vectores de soporte.
En resumen, la idea consiste en plantear el mismo problema en un espacio de mayor
dimensio´n donde se encuentra una funcio´n lineal, que puede no ser lineal en el espacio
original.
Aunque las SVM son clasificadores binarios, existen alternativas que permiten aplicar
los SVM a problemas multiclase:
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1 vs rest : en este tipo cada clasificador enfrenta los vectores de una clase contra
el resto de clases.
1 vs 1 : se construye un clasificador por cada pareja de clases.
Al utilizar estas alternativas es necesario el uso de una etapa final en la que se
implemente algu´n esquema de votacio´n que permita adoptar una decisio´n final.
2.7.2. Multilayer Perceptron
El concepto de red neuronal nace con los intentos de encontrar representaciones
matema´ticas del procesamiento de la informacio´n en los sistemas biolo´gicos [83].
Han sido utilizadas en sistemas de reconocimiento del habla [84], reconocimiento de
expresiones faciales [85], previsio´n de series temporales [86] o como filtro de contenido
Web [87] entre otros trabajos. El modelo de red neuronal alimentada hacia adelante
(feed-forward), tambie´n conocida como Multilayer Perceptron (MLP), es el modelo
con ma´s e´xito de red neuronal en el contexto de reconocimiento de patrones.
Para muchas aplicaciones, el modelo resultante puede ser considerablemente ma´s
compacto, y por lo tanto ma´s ra´pido de evaluar, que un SVM teniendo la misma
capacidad de generalizacio´n. El precio a pagar por esta compactibilidad, es que la
funcio´n de verosimilitud, que forma la base del entrenamiento de la red, ya no es
una funcio´n convexa de los para´metros del modelo. En la pra´ctica, sin embargo, a
menudo merece la pena invertir recursos computacionales durante la fase de entrena-
miento con objetivo de lograr un modelo ma´s compacto que procese los nuevos datos
ra´pidamente.
El MLP esta´ formado por mu´ltiples capas de nodos (o neuronas), y cada capa esta´
totalmente conectada a la siguiente, es decir cada nodo presenta una conexio´n a cada
uno de los nodos de la capa posterior. La conexio´n entre dos nodos se denomina
peso w, y su valor sera´ ajustado durante la fase de entrenamiento. La primera capa
es conocida como la capa de entrada, que alimenta al resto de la red con los datos
de entrada. A continuacio´n, se situ´an como mı´nimo una capa oculta. Por u´ltimo, se
situ´a la capa de salida que devuelve la decisio´n final de la red. El nu´mero de nodos
en cada una de las capas de la red puede ser diferente.
Consideremos la red de dos capas de la Figura 2.8, con datos de entrada de dimensio´n
D, x1, ..., xD, una u´nica capa oculta con M nodos y una salida de dimensio´n K,
y∗1 , ..., y
∗
K .






ji xi + w
(1)
j0 , (2.59)
donde j = 1, ...,M , el super´ındice (1) indica que los para´metros correspondientes se
encuentran en la primera capa de la red. Los para´metros w
(1)















Figura 2.8: Diagrama de red para la red neuronal de dos capas.
capa de entrada y la primera capa oculta y w
(1)
j0 se conoce como “bias”. Las varia-
bles aj se corresponden con las activaciones de cada nodo, que sera´n transformadas
posteriormente usando la funcio´n de activacio´n no lineal f(·):
zj = f(aj). (2.60)
Las variables zj se corresponden con las unidades ocultas. La funcio´n denominada
Rectified Linear Unit (ReLU) es un ejemplo de funcio´n de activacio´n no lineal, que se
define como f(x) = ma´x(0, x). Para los problemas de regresio´n esta´ndar, la funcio´n
de activacio´n se corresponde con la funcio´n identidad f(x) = x. A continuacio´n, los
valores de zj se vuelven a combinar linealmente en las siguientes capas generando las






kj zj + w
(2)
k0 , (2.61)
donde k = 1, ...,K, y K es el nu´mero total de salidas. Esta transformacio´n se co-
rresponde con la segunda capa de la red. Por u´ltimo, se transforman las unidades
de activacio´n de salida de la u´ltima capa usando una funcio´n de pe´rdida, σ, para
dar un conjunto de salidas de la red yk. Estas etapas previas (2.59)-(2.61) pueden











ji xi + w
(1)
j0 ) + w
(2)
k0 ). (2.62)
En definitiva, el modelo de red neuronal es una funcio´n no lineal que transforma
un conjunto de variables de entrada xi en un conjunto de variables de salida y
∗
k
controladas por un vector w de para´metros ajustables.
Para problemas multiclase, se puede usar la funcio´n de pe´rdida denominada softmax.
Esta funcio´n es una generalizacio´n de la funcio´n log´ıstica para considerar mu´ltiples
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clases. La funcio´n toma un vector K-dimensional, siendo K el nu´mero de clases, y de-











La manera ma´s comu´n de entrenar una red neuronal es mediante el algoritmo de
retropropagacio´n (backpropagation)[88]. El algoritmo de retropropagacio´n es un al-
goritmo de aprendizaje supervisado que se divide en dos pasos. Primero, en el paso
hacia adelante (forward), cada neurona genera un impulso que se va propagando por
toda la red hasta obtener una salida. Dado un conjunto de entrenamiento compuesto
por los vectores de entrada xn, donde n = 1, ..., N , y un conjunto de salidas etiqueta-
das como yn, el algoritmo de retropropagacio´n intenta minimizar la funcio´n de error
obtenida por la salida de la red y∗k y la salida deseada yk. Considerando un problema









Una vez calculado el error cometido por la red, se usa este error para actualizar los
pesos de cada neurona en el paso conocido como backward,
w(τ+1) = wτ + ∆wτ , (2.65)
donde τ indica el paso de iteracio´n. Diferentes algoritmos implican diferentes eleccio-
nes de la funcio´n de actualizacio´n de pesos ∆w(τ).
El algoritmo de retropropagacio´n alterna de manera iterativa entre los dos pasos
hasta que se cumpla el criterio de parada (error obtenido menor que un umbral
determinado, alcanzado nu´mero ma´ximo de iteraciones, ...).
2.7.3. Convolutional Neural Network
Las redes neuronales convolucionales (Convolutional Neural Network (CNN)) son
variantes del MLP disen˜adas para usar las mı´nimas unidades de procesamiento. A
pesar de que el origen de las CNNs se remonta varias de´cadas atra´s [89], han mostrado
recientemente un aumento de popularidad debido principalmente al uso de GPUs
ma´s modernas que han permitido el procesamiento de enormes cantidades de datos
dentro de tiempos razonables. Las CNNs han sido probadas con e´xito en tareas de
clasificacio´n de ima´genes [90], deteccio´n de objetos [91], reconocimiento facial [92] y
super-resolucio´n [93] entre otras. En general, las CNNs se han aplicado extensamente
utilizando ima´genes como datos de entrada, esto se debe principalmente al hecho de
que las CNNs explotan la fuerte correlacio´n espacio-local presente en las ima´genes.
Consideremos la arquitectura de ejemplo mostrada en la Figura 2.9 para esta expli-
cacio´n.
















Figura 2.9: Arquitectura de ejemplo de una red neuronal convolucional.
Campos receptivos locales: frente al resto de clasificadores que suelen tratar las
ima´genes como un u´nico vector, las CNN permiten trabajar con la imagen en
forma de matriz bidimensional. Adema´s, frente al caso del MLP en el que por
cada p´ıxel se crea una conexio´n, las CNN utilizan pequen˜as regiones (ventanas)
denominadas campos receptivos locales que se van desplazando por todas las
posiciones de la imagen. Por cada campo receptivo se crea un nodo oculto en la
primera capa. No´tese que la primera capa reduce su taman˜o en cuatro p´ıxeles
por dimensio´n, esto se debe al hecho de que la ventana no pueda centrarse
en los bordes y usamos un taman˜o 5 × 5 para la misma. Cada conexio´n de la
ventana aprende un peso y el nodo oculto aprende adema´s un bias.
Pesos compartidos: las conexiones y bias mencionadas en el punto anterior se
utilizan para todos los nodos ocultos de la primera capa (28×28). As´ı la salida







donde w0 se corresponde con el bias, w con los distintos pesos y x con los valores
de la capa de entrada. Estos pesos compartidos, junto con el bias, son conocidos
en las CNN como kernel o filtro. De manera que en cada capa convolucional se
realiza una convolucio´n 2D entre la entrada y el kernel y el resultado de esta
convolucio´n se denomina mapa de caracter´ısticas. Adema´s, por cada capa de
convolucio´n se suelen utilizar varios filtros (cada uno genera un mapa de carac-
ter´ısticas). As´ı, en el caso de nuestro ejemplo, la primera capa de convolucio´n
utiliza cinco filtros mientras que en la segunda capa de convolucio´n se utilizan
diez. Los pesos de los filtros sera´n ajustados durante el entrenamiento de mane-
ra similar a como se ajustaban los pesos de las conexiones en el MLP. Gracias
al uso de los pesos compartidos las CNNs requieren de un menor nu´mero de
para´metros a entrenar frente a otros modelos de redes neuronales. Esto se hace
ma´s notable cuanto mayor sean las dimensiones de la imagen de entrada.
Inmediatamente despue´s de las capas de convolucio´n se suele incluir una capa
denominada pooling. El objetivo de esta capa es resumir la informacio´n con-
densando los valores de cada regio´n de los mapas de caracter´ısticas en un u´nico
valor. As´ı, en nuestro ejemplo, se utiliza una capa de pooling con taman˜o de
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ventana 2 × 2, para reducir el taman˜o de cada mapa de caracter´ısticas a la
mitad. Existen dos tipos de pooling : max-pooling y avg-poling. Si desplazando
la ventana por cada mapa de caracter´ısticas se selecciona el valor ma´ximo de
cada regio´n hablamos de max-pooling y si se toma el valor medio de todos los
p´ıxeles decimos avg-pooling.
En la pra´ctica, generalmente se suelen situar varios pares de capas de convolucio´n
y pooling. En cada etapa existe un alto grado de invariancia a las transformaciones
de entrada comparadas con la capa anterior. La reduccio´n gradual provocada por las
capas de pooling se suele compensar incrementando el nu´mero de mapas de carac-
ter´ısticas en las siguientes capas de convolucio´n. En nuestro ejemplo aumentan de
cinco a diez mapas de caracter´ısticas en la segunda capa de convolucio´n. Por u´ltimo,
antes de la capa de pe´rdida, suele ponerse al menos una capa totalmente conectada.
La red completa puede ser entrenada utilizando el algoritmo de retropropagacio´n. El
entrenamiento es similar al caso del MLP aunque requiere de unas pequen˜as modifi-




Estimando la pose de ca´mara mediante
fusio´n de informacio´n de descriptores
para emparejamiento de Keypoints
3.1. Introduccio´n
En la Seccio´n 2.2 hemos comentado algunos de los descriptores locales de keypoints
ma´s conocidos. SIFT sigue siendo uno de los descriptores que mejores resultados ob-
tiene, a pesar de la aparicio´n de numerosas alternativas como SURF o los descriptores
binarios. En la fecha actual no es posible afirmar que exista un descriptor que sea el
mejor frente al resto. Numerosos trabajos han realizado estudios comparativos entre
varios descriptores locales sin llegar a obtener un claro ganador [18-21].
En funcio´n de lo anterior, nuestra estrategia se ha basado en efectuar una propuesta
para mejorar el proceso de emparejamiento de keypoints, mediante la fusio´n de in-
formacio´n de varios descriptores usando la Teor´ıa de Dempster-Shafer (en adelante
TDS) para este propo´sito. Los detalles ba´sicos de la TDS pueden consultarse en la
Seccio´n 2.6.
En te´rminos generales, la TDS utiliza el concepto de grados de evidencia (una versio´n
ma´s de´bil de probabilidad), haciendo la manipulacio´n de la incertidumbre especial-
mente atractiva debido a su simplicidad y a que no necesita la especificacio´n de
ninguna probabilidad a priori o condicional cuya obtencio´n pudiera no ser factible
en ciertos problemas.
En este cap´ıtulo se analizan en primer lugar las estrategias empleadas en trabajos
directamente relacionados con la fusio´n de informacio´n de descriptores. En segundo
lugar se desarrolla la propuesta original que se plantea en este trabajo y la evaluacio´n
del rendimiento de la misma frente a otras alternativas existentes.
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3.2. Estrategias de fusio´n de informacio´n de
descriptores
A pesar del esfuerzo dedicado al desarrollo de nuevos descriptores de keypoints se
ha prestado poca atencio´n a la idea de fusionar la informacio´n proporcionada por
varios descriptores. Adema´s, los trabajos existentes que abordan esta idea, en general,
analizan los resultados obtenidos sobre tareas de ma´s alto nivel como la deteccio´n
de caras o clasificacio´n de ima´genes. Esta metodolog´ıa impide evaluar el rendimiento
espec´ıfico de la fusio´n de informacio´n en una tarea de ma´s bajo nivel. Por esta razo´n,
en el desarrollo de este trabajo se pretende evaluar los beneficios producidos por
la fusio´n de varios descriptores en una tarea de bajo nivel: bu´squeda de parejas de
keypoints que se correspondan con el mismo punto de la escena.
La fusio´n de informacio´n puede realizarse de dos maneras diferentes dependiendo del
momento en el que se aplique el proceso de fusio´n. De acuerdo con ello hablamos de
fusio´n temprana o fusio´n tard´ıa. Un ejemplo del primer caso es la concatenacio´n de
dos o ma´s vectores de caracter´ısticas en un u´nico vector que ma´s tarde sera´ clasificado.
Un ejemplo del segundo caso ser´ıa combinar las decisiones de clasificacio´n obtenidas
por cada descriptor de manera individual en un nuevo valor del que extraer la decisio´n
final.
Como ejemplo de fusio´n temprana relacionado con los objetivos de este cap´ıtulo po-
demos citar la propuesta de Weng et. al.[94]. En este trabajo proponen fusionar los
descriptores SIFT y SURF en el problema del reconocimiento de caras con presencia
de oclusio´n y cambios lumı´nicos. Esta propuesta utiliza como descriptor la conca-
tenacio´n de ambos vectores de caracter´ısticas. Para calcular la distancia, al usar
descriptores compuestos por caracter´ısticas de diferentes modalidades, no se reco-
mienda utilizar el espacio eucl´ıdeo ya que no permite representar correctamente la
informacio´n. Por este motivo, optan por un esquema con aprendizaje de me´trica (me-
tric learning) [95], que permite aprovechar el poder discriminatorio transformando
la distancia. Este esquema requiere una etapa de aprendizaje, de forma que el nuevo
conjunto de distancia sea lo ma´s pequen˜a posible entre descriptores de la misma clase
y lo ma´s grande posible entre descriptores pertenecientes a distintas clases.
Dentro de la categor´ıa de fusio´n tard´ıa existen varios trabajos relacionados. He et
al. [96], proponen utilizar varios descriptores de manera conjunta para la clasifica-
cio´n de ima´genes. En primer lugar detectan un conjunto de keypoints sobre los que
construyen varios descriptores de caracter´ısticas. Por cada descriptor construyen una
“bolsa de palabras visuales” independiente y calculan los vecinos ma´s cercanos para
cada clase. Para clasificar una nueva imagen, calculan una distancia que depende de
la diferencia entre su histograma y el de los vecinos ma´s cercanos de cada descriptor.
Para tomar una decisio´n utilizan un algoritmo que tiene en cuenta las distancias
al vecino ma´s cercano por cada descriptor. Como inconveniente de esta propuesta
podemos mencionar que no se propone una manera efectiva de combinar los descrip-
tores, obviando el hecho de que algunos descriptores se comportan mejor que otros
en ciertos casos.
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Mountney et al. [97], proponen un modelo bayesiano para fusionar las decisiones
dadas por un conjunto de descriptores en la bu´squeda de keypoints corresponden-
tes orientado a aplicaciones de cirug´ıa de mı´nima invasio´n. En una etapa inicial,
seleccionan el conjunto de descriptores o´ptimo usando un algoritmo de aprendiza-
je automa´tico que descarta los descriptores ma´s irrelevantes intentando seleccionar
del resto, aquellos descriptores que presenten una correlacio´n baja entre s´ı. Poste-
riormente, para cada pareja de keypoints, calculan una medida de similitud sobre el
conjunto de descriptores seleccionados. Finalmente, una red bayesiana, que ha sido
previamente entrenada con un conjunto de datos supervisado, se utiliza para fusionar
las medidas de similitud tomando una decisio´n final sobre si los keypoints son o no
emparejados. El principal inconveniente de esta propuesta es que usa un esquema de
entrenamiento que depende de la base de datos usada. Puede darse el caso de que un
descriptor que no sea muy apropiado para una base de datos concreta lo sea en una
situacio´n desconocida, pero al ser descartado en un primer paso no se podra´ evaluar
su contribucio´n.
El trabajo de Perakis et al [98] propone la fusio´n de informacio´n de descriptores 2D y
3D en el problema de deteccio´n de puntos de referencia faciales. La estrategia se basa
en el ca´lculo inicial de un conjunto de descriptores cuyas distancias entre los mismos
son transformadas en valores de similitud. Estos valores de similitud se combinan y se
usan como puntuacio´n para el emparejamiento final. En su esquema de fusio´n evalu´an
diferentes funciones de transformacio´n de distancia-similitud y diferentes reglas de
combinacio´n como la regla de la suma, del producto, del ma´ximo, del mı´nimo, de la
mediana y el voto por mayor´ıa. Se hablara´ de estas propuestas en la Seccio´n 3.3.1
de este mismo cap´ıtulo, debido a que haremos uso de algunas de estas reglas en la
seccio´n de experimentacio´n.
En general, los trabajos existentes para fusionar la informacio´n de varios descriptores
requieren una etapa de entrenamiento en la que se asignen los pesos a cada descriptor.
La propuesta que se presenta en este trabajo intenta abordar el problema de bu´squeda
de la mejor correspondencia para un keypoint origen entre un conjunto de keypoints
objetivo sin hacer uso de ningu´n conocimiento previo y a la vez utilizando un factor
de confianza para cada descriptor, para ello haremos uso de la TDS.
3.3. Nuevo me´todo para emparejamiento de
Keypoints
En esta seccio´n, se explica nuestra propuesta para la bu´squeda de corresponden-
cias entre puntos clave mediante la fusio´n de informacio´n de mu´ltiples descriptores
utilizando la TDS.
Sea p un keypoint determinado por un detector en una imagen origen. Nuestro ob-
jetivo es encontrar los keypoints q del conjunto Q = {q1, . . . , qN} detectados en una
segunda imagen que hagan referencia al mismo punto del espacio que p. Debe tenerse
en cuenta que el keypoint correspondiente puede no estar presente en Q, ya sea por
oclusio´n en la imagen o debido a un error del detector.
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Sea
Ψ(p) = {ψk(p) | k = 1 . . .K}, (3.1)











es el vector de nk caracter´ısticas del keypoint p correspondiente al descriptor k-e´simo.
Te´ngase en cuenta que estamos usando un solo detector de keypoints y calculamos K
descriptores sobre cada uno de ellos. En un primer paso se comparan los vectores de
caracter´ısticas ψk(p) con aquellos ψk(q) pertenecientes a los elementos del conjunto
Q.
Usamos
dk(p, q) = |ψk(p)− ψk(q)| (3.3)
como una medida de distancia entre los keypoints p y q para el descriptor ψk.
Para cada descriptor ψk, los elementos del conjunto Q se ordenan de menor a mayor
distancia utilizando la medida dk:
φk(p,Q) =
{
(φ1k, . . . , φ
N
k ) ∈ Q | dk(p, φik) ≤ dk(p, φjk) ∀i > j
}
. (3.4)
Cada vector φk(p,Q) incluye los puntos de Q ordenados de manera ascendente en
base a dk y es por tanto una permutacio´n de los elementos del conjunto Q.
Finalmente sea Φ(p,Q) el conjunto asociado al keypoint p y al conjunto Q:
Φ(p,Q) = {φk(p,Q) | k = 1 . . .K}, (3.5)
Obse´rvese que:
Para cada valor de k, los primeros elementos del vector φk(p,Q) se corresponden
con aquellos keypoints con mayor probabilidad de ser la pareja correcta del
keypoint p. As´ı, en un caso ideal, el primer elemento de φk(p,Q) deber´ıa ser
la pareja perfecta de p para todos los descriptores, y, en general, todos los
conjuntos φk(p,Q) deber´ıan producir el mismo vector ordenado. Sin embargo,
en la pra´ctica, esto no suele ocurrir, ya que cada descriptor se suele comportar
mejor en determinadas circunstancias. Por esta razo´n cada vector φk(p,Q) se
corresponde con una permutacio´n diferente de los elementos del conjunto Q.
En el momento de analizar las correspondencias entre el keypoint p y los ele-
mentos de φk(p,Q), para determinar la pareja perfecta de p, el uso de todos
los candidatos del vector φk(p,Q) implicar´ıa un gasto innecesario de memoria
y tiempo de computacio´n ya que los candidatos con mayor probabilidad se co-
rresponden con los elementos iniciales del vector. Por este motivo, proponemos
reducir el taman˜o de los vectores conservando tan solo los primeros n elemen-
tos, es decir, |φk(p,Q)| = n. La Figura 3.1 muestra un ejemplo para K = 3
descriptores, usando so´lo los 3 primeros elementos de cada vector (n = 3).
En Φ(p,Q) se encuentra la informacio´n final, para el keypoint p y el conjunto
Q, proporcionada por los K descriptores usados.
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Figura 3.1: Ejemplo de los resultados de emparejamiento para K = 3. (Izquierda) Imagen
origen con el keypoint p. (Derecha) Imagen objetivo con los 3 mejores candidatos φik de
cada descriptor con i = 1,2,3. Aunque los tres descriptores de forma individual se equivocan
y seleccionan al candidato correcto en segunda posicio´n, nuestra propuesta al fusionar la
informacio´n podr´ıa asignar la primera posicio´n para dicho punto.
3.3.1. Propuesta de fusio´n de descriptores con TDS para
emparejamiento de Keypoints
Usando reglas ya propuestas
Las reglas de fusio´n de informacio´n empleadas en los trabajos de Perakis y Jain [98,
99] son muy interesantes. Explicamos en primer lugar co´mo adaptar estas propuestas
al problema planteado.
Siendo ψk(p) y ψk(q), los vectores de caracter´ısticas para los keypoints p y q, respec-
tivamente, obtenidos con el descriptor k-e´simo, la distancia normalizada entre ambos





donde φnk se corresponde con el u´ltimo elemento de φk(p,Q) del descriptor k, es decir
aquel con mayor distancia respecto al keypoint p y por tanto con menor probabilidad
para ser su par o´ptimo.
A partir de esta distancia se define como medida de similitud normalizada para el
descriptor k la funcio´n:
Sk(p, q) = 1− dˆk(p, q)e, (3.7)
donde e regula el tipo de transformacio´n. Cuando e = 1 obtenemos una transforma-
cio´n lineal, mientras que con e = 2 obtenemos una transformacio´n cuadra´tica que
favorece a los elementos ma´s cercanos al objetivo [98]. Obse´rvese que el valor de la
medida de similitud Sk(p, q) es 1 si los dos vectores de caracter´ısticas son iguales, y
menor si ambos vectores son diferentes.
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Los valores de similitud Sk(p, q) obtenidos para los K descriptores se pueden fusionar
usando las siguientes reglas:







que coincide con la media aritme´tica o distancia Manhattan (L1).




















que se corresponde con la media geome´trica.
Regla del ma´ximo:
Smax(p, q) = max
K
k=1 (Sk(p, q)) . (3.11)
Cada una de estas reglas provoca un comportamiento diferente en la fusio´n. Por
ejemplo, el uso de la regla del producto es bastante severa, ya que basta con que
una u´nica medida de similitud para un descriptor tenga un valor cercano a cero para
excluir a esa posible pareja q. En la seccio´n de experimentacio´n, evaluamos distintas
combinaciones de las reglas de fusio´n y las medidas de similitud normalizadas (e =
{1, 2}), con objetivo de encontrar la mejor configuracio´n para nuestro problema.
Nueva regla para fusio´n
Siguiendo la notacio´n de la Seccio´n 2.6, nuestra propuesta sobre co´mo utilizar la
TDS para el problema de fusionar la informacio´n de los diferentes descriptores es la
siguiente:
Usando como entrada los vectores φk(p,Q) del conjunto Φ(p,Q) construimos el con-
junto de distribuciones de evidencia:
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si q ∈ φk(p,Q)
0 en otro caso.
(3.14)
Obse´rvese que:
la variable φ1k se corresponde con el primer elemento de φk(p,Q), ϕ es un
factor constante para que la integral de la distribucio´n sea uno, y β es un
para´metro exponencial (evaluado en la Seccio´n 3.4) que modifica la forma de
la distribucio´n.
Las distribuciones de evidencia creadas con las ecuaciones (3.13) presentan las
siguientes propiedades: (a) el mejor candidato (aquel con la distancia ma´s pe-
quen˜a) recibe el valor de evidencia ma´s alto, (b) es una distribucio´n normalizada
que se puede usar para comparar los resultados de diferentes descriptores (debe
recordarse que cada descriptor trabaja en su propio espacio de caracter´ısticas,
con su propia dimensio´n, y en consecuencia, las distancias entre descriptores
diferentes no son directamente comparables) y (c) los valores del para´metro β
mayores a uno tienden a incrementar la importancia de los primeros te´rminos,
mientras que los valores menores a uno tienden a suavizar la distribucio´n.
Un descriptor ideal producir´ıa una distancia muy pequen˜a para el candidato
correcto y una distancia muy grande para el resto. Por tanto, un descriptor ideal
producir´ıa una distribucio´n de evidencia con un valor muy alto para el primer
elemento y valores muy bajos para el resto. Sin embargo, si el descriptor no es
bueno, puede producir valores de distancia grandes (o pequen˜os) para todos los
elementos, incluyendo al que deber´ıa ser la pareja correcta, generando as´ı una
distribucio´n uniforme. Por otro lado, si el keypoint p de la imagen origen forma
parte de un patro´n repetitivo (esto ocurrir´ıa, por ejemplo, si la imagen fuera
un tablero de ajedrez), incluso un buen descriptor podr´ıa considerar muchas
parejas con una distancia pequen˜a, produciendo nuevamente una distribucio´n
uniforme.
Basa´ndonos en estos comentarios, se propone usar la entrop´ıa de Shannon como un











porque cuando la entrop´ıa de la distribucio´n es cero (es decir, solo hay un u´nico
elemento con un valor de evidencia uno y el resto es cero) entonces, ck(p) tiene valor
1, mientras que si la distribucio´n de evidencia pik(p) tienda a ser uniforme, ck(p)
tiende al valor 0.
Nuestra propuesta de uso de la entrop´ıa se sustenta sobre la base de que esta idea
ha sido previamente utilizada como medida de confianza en la fusio´n de varios clasi-
ficadores de distintos a´mbitos [100-102].
| 47
Las distribuciones de evidencia pik(p) y los valores de confianza ck(p) se utilizan para
definir la BBA para cada keypoint. En nuestro problema, el conjunto de hechos S esta´
compuesto por todos los elementos de Q seleccionados para crear las distribuciones
de evidencia. Por tanto, podemos definir S como el conjunto de elementos de Q
contenidos en Φ(p,Q) :
S = {w ∈ Q | ∃k, w ∈ φk(p,Q)}. (3.16)
Te´ngase en cuenta que S es un subconjunto de Q. Considerando cada descriptor k
como un sensor independiente, la BBA del k-e´simo sensor se define a partir de las




Usando la regla de combinacio´n basada en t-norms explicada previamente (2.42), se
obtienen los valores de creencia fusionada sobre el conjunto exhaustivo de hipo´tesis S.
La transformacio´n pignistic (2.43) se aplica sobre los resultados fusionados ordenando
los keypoints S en orden descendente:
S ′ =
(
w1,w2, . . . ,w|S| | wi ∈ S ∧ BetP (wi) > BetP (wj) ∀i < j
)
. (3.18)
Finalmente, el keypoint w1 es el elemento ma´s probable de Q para ser la pareja
correcta del keypoint p, w2 es el segundo ma´s probable y as´ı sucesivamente.
Por u´ltimo, en la siguiente Seccio´n 3.4 se explica la medida utilizada para prevenir
la aparicio´n de falsos positivos en el problema.
3.4. Experimentacio´n, resultados y discusio´n
En esta seccio´n se presenta la metodolog´ıa de evaluacio´n empleada, los experimentos
realizados para validar el me´todo propuesto, y la discusio´n de los resultados.
3.4.1. Metodolog´ıa de evaluacio´n
Para la experimentacio´n se ha utilizado la popular base de datos de Oxford, Schmid
y Mikolajczyk [18].
Esta base de datos esta´ formada por siete escenas. Cada escena contiene un total de
cinco ima´genes. La primera imagen toma siempre el papel de imagen origen y el resto
forman las ima´genes objetivo, que contienen cambios con respecto a la primera. Los
cambios producidos en cada escena son los siguientes: desenfoque (bikes, y trees),
cambio de punto de vista (graffiti y wall), cambio lumı´nico (leuven), compresio´n
JPEG (ubc), zoom y rotacio´n (boat) (ver Figura 3.2). En la citada base de datos se
incluye tambie´n la matriz de homograf´ıa, que establece la relacio´n entre cada par de
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ima´genes origen-objetivo, lo que permite obtener el ground truth necesario para la
evaluacio´n.
Para evaluar la propuesta que se hace en el marco de esta Tesis Doctoral, sobre fusio´n
de informacio´n de descriptores para emparejamiento o´ptimo de keypoints correspon-
dientes, se compara el rendimiento de la misma con respecto al uso de los citados
descriptores de forma individual para el mismo problema y tambie´n con respecto a
me´todos previos para fusionar informacio´n de descriptores (ver Seccio´n 3.3.1). Se ha
aplicado la siguiente metodolog´ıa:
Usando cada descriptor de forma individual
(a) Para cada par de ima´genes (origen y objetivo), se extraen dos conjuntos de
keypoints, uno en cada imagen, usando el mismo detector. Los detectores en-





Figura 3.2: Ima´genes de la base de datos de Oxford: desenfoque (a)(b), cambio punto de
vista (c)(d), cambio lumı´nico (e), compresio´n JPEG (f), zoom y rotacio´n (g)
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experimentos distintos, uno para cada detector, para cada par imagen origen-
imagen objetivo.
(b) Para cada keypoint de los dos conjuntos extra´ıdos se ha calculado el valor de
cinco descriptores. Los descriptores ensayados son SIFT, SURF, ORB, BRISK
y FREAK. Obse´rvese que el hecho de usar un u´nico detector, en cada experi-
mento, garantiza que los resultados entre los distintos descriptores usados sean
comparables.
(c) Como estrategia final de correspondencia de pares de keypoints (entre imagen
origen y objetivo) se ha utilizado el ratio de la distancia al vecino ma´s cer-
cano (Nearest Neighbor Distance Ratio matching (NNDR) [29]) para todos los
me´todos evaluados. Segu´n esta estrategia un candidato φ1k es seleccionado como
pareja del keypoint p so´lo si cumple la condicio´n d(p, φ1k)/d(p, φ
2
k) < α, donde
α ∈ [0, 1]. Esta medida previene la aparicio´n de falsos positivos, rechazando
aquellos casos en que un descriptor obtiene distancias muy similares para los
dos mejores candidatos. Para los descriptores SURF y SIFT se han usado las
distancias L1 y L2. Para el resto de descriptores, al ser binarios, se usa la dis-
tancia Hamming. Para evaluar si una pareja seleccionada es correcta, se usa el
ratio de la interseccio´n sobre la unio´n [29].
Sea  el error de solapamiento definido como:
 = 1− P ∩H
T ·Q ·H
P ∪HT ·Q ·H , (3.19)
donde P y Q son las regiones centradas respectivamente en el keypoint de la
imagen origen p y el keypoint de la imagen objetivo q, y H es la matriz de
homograf´ıa que relaciona ambas ima´genes. Una pareja se considera correcta si
el a´rea de la interseccio´n entre las dos regiones es inferior al 50 por ciento de la
unio´n de ambas regiones,  < 50 %.
(d) Para cada descriptor se han calculado las medidas de precisio´n y exhaustividad
y la medida-F, que permiten evaluar el rendimiento individual de cada uno de












se calculan a partir de los valores de la tabla de confusio´n.
Debe tenerse en cuenta que los fp son aquellos errores derivados del mal em-
parejamiento entre un par de keypoints que no se corresponden con el mismo
punto de la escena. Por otro lado los fn son aquellos fallos producidos por omi-
sio´n, es decir el caso de un keypoint en la imagen origen para el que existe un
keypoint correspondiente en la imagen objetivo, pero que debido a la estrategia
de emparejamiento ha quedado sin emparejar.
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La precisio´n indica lo bueno que es un me´todo rechazando parejas incorrectas,
mientras que la exhaustividad mide co´mo de bueno es un me´todo encontrando
parejas correctas. Estas dos medidas, por tanto, se complementan entre s´ı.
La medida-F resume las dos medidas anteriores en un u´nico valor mediante
la media armo´nica entre la precisio´n y la exhaustividad. Por tanto, nuestro
ana´lisis de resultados se basa en la medida-F, ya que permite determinar el
rendimiento de un me´todo usando un u´nico valor.
Fusionando informacio´n de varios descriptores
Con respecto al me´todo de fusio´n de informacio´n que se propone se ha seguido una
metodolog´ıa similar a la descrita anteriormente:
Se procede de forma ide´ntica en lo que se refiere a los apartados (a) y (d).
Con respecto a lo indicado en el apartado (b) se contemplan cada una las
posibles combinaciones de los 5 descriptores mencionados para fusionar la in-
formacio´n.
Con respecto a lo indicado en el apartado (c) se usa el ratio entre los dos
candidatos ma´s probables, (w2/w1) < α.
Finalmente resaltar que, con el objetivo de evaluar el rendimiento del me´todo de
fusio´n que se propone, se comparan sus resultados con otros me´todos de fusio´n ya
propuestos para el mismo objetivo.
En todos los casos se contemplan todas las posibles combinaciones de los 5 descrip-
tores para fusionar informacio´n.
Para comparar rendimientos se ha aplicado el test no parame´trico de rango con signo
de Wilcoxon [103] sobre la medida-F, ya que con esta prueba es posible comparar
dos me´todos mediante el uso de la hipo´tesis nula H0, que asume que ambos me´to-
dos proporcionan resultados similares, y la hipo´tesis alternativa H1, que indica la
existencia de diferencias estad´ısticamente significativas entre los dos me´todos. Para
todas nuestras pruebas realizadas se ha usado un nivel de significacio´n igual a 0.05,
lo que indica que los resultados de las pruebas son confiables en un 95.5 %. Por tanto,
para poder rechazar la hipo´tesis nula se debe cumplir la condicio´n p ≤ 0.05.
3.4.2. Resultados y discusio´n
Usando de forma individual cada descriptor
Los valores presentados en la Tabla 3.1 se corresponden con el mejor resultado ob-
tenido por cada descriptor sobre todas las ima´genes de la base de datos. Siguiendo
la metodolog´ıa explicada, cada descriptor ha sido evaluado sobre todas las escenas
variando los valores de α en el intervalo [0, 1] con un incremento de 0.01. En la tabla
aparece la solucio´n obtenida con la medida-F ma´s alta.
Las principales conclusiones son:
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Con respecto al tipo de distancia utilizada se puede comprobar que el uso de
la distancia L2 empeora el rendimiento en todos los casos.
Como consecuencia de lo anterior, para el resto de experimentos se utilizan las con-
figuraciones resaltadas en negrita de la Tabla 3.1.
Usando propuestas previas en fusio´n de descriptores
Se evalu´a el rendimiento de los me´todos de fusio´n de caracter´ısticas esta´ndar presen-
tados en la Seccio´n 3.3.1. En total hemos probado dos medidas de similitud normali-
zadas (e = {1, 2} (3.7)) y cuatro reglas de fusio´n (suma, media cuadra´tica, producto
y ma´ximo (3.8)-(3.11)). En total, se han probado ocho propuestas de fusio´n distintas,
y para cada una de ellas se han evaluado todas las posibles combinaciones entre los
cinco descriptores. Los resultados se muestran en la Tabla 3.2, donde los asteriscos
indican que´ descriptores han intervenido en cada fusio´n. En todos los casos se mues-
tra el mejor resultado obtenido sobre toda la base de datos variando el valor de α en
el rango [0, 1] con incrementos de 0.01.
Las principales conclusiones son:
Obse´rvese co´mo, por ejemplo, la l´ınea 3, columna (e = 1,max) presenta el
resultado de la fusio´n de todos los descriptores salvo ORB, utilizando una
funcio´n lineal (e = 1) y la regla del ma´ximo, (+0.30E−2,H0). En este caso, el
me´todo de fusio´n obtiene un incremento de +0.30E−2 sobre la medida-F con
respecto al mejor descriptor de los cuatro utilizado de forma individual, que
en este caso resulta ser FREAK. Sin embargo, pese al incremento obtenido, el
valor H0 indica que este resultado no es estad´ısticamente significativo siguiendo
el test de Wilcoxon. Es decir, ambos me´todos se pueden considerar iguales en
rendimiento.
La u´ltima l´ınea (26) de la Tabla 3.2, resume los resultados de todas las prue-
bas realizadas para un mismo me´todo. As´ı pues, para el caso (e = 1,max), el
resultado (−1.92E−2,H1) indica que, considerando todas las posibles combina-
ciones, el me´todo de fusio´n, en media, provoca una reduccio´n del rendimiento
SURF detector medida-F SIFT detector medida-F
SIFT-L1 0.721 SIFT-L1 0.451
SIFT-L2 0.726 SIFT-L2 0.437
SURF-L1 0.629 SURF-L1 0.188
SURF-L2 0.559 SURF-L2 0.167
ORB 0.570 ORB 0.369
BRISK 0.688 BRISK 0.377
FREAK 0.755 FREAK 0.354
Tabla 3.1: Rendimiento de los descriptores con los keypoints detectados por SURF y SIFT.
En negrita se indican las configuraciones seleccionadas (descriptor y medida) para las com-
paraciones posteriores.
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t-norm s = 0 t-norm s = 0.5 t-norm s = 1
0 * * * * * (+3.79E−2,H1) (−0.27E−2,H0) (+5.78E−2,H1)
1 * * * * (+5.70E−2,H1) (+0.13E−2,H0) (+5.27E−2,H1)
2 * * * * (+3.58E−2,H1) (+1.51E−2,H0) (+5.73E−2,H1)
3 * * * * (+5.10E−2,H1) (+2.14E−2,H1) (+7.17E−2,H1)
4 * * * * (+3.78E−2,H1) (+1.22E−2,H1) (+4.66E−2,H1)
5 * * * * (+3.11E−2,H1) (−1.62E−2,H0) (+3.83E−2,H1)
6 * * * (+4.42E−2,H1) (+2.12E−2,H0) (+5.12E−2,H1)
7 * * * (+7.16E−2,H1) (+3.28E−2,H1) (+7.11E−2,H1)
8 * * * (+4.79E−2,H1) (+5.04E−2,H1) (+7.00E−2,H1)
9 * * * (+5.15E−2,H1) (+1.38E−2,H0) (+5.08E−2,H1)
10 * * * (+2.47E−2,H1) (+2.10E−2,H1) (+4.37E−2,H1)
11 * * * (+4.88E−2,H1) (+4.03E−2,H1) (+6.10E−2,H1)
12 * * * (+1.15E−2,H0) (−0.97E−2,H0) (+1.70E−2,H1)
13 * * * (+2.41E−2,H1) (+0.25E−2,H0) (+3.47E−2,H1)
14 * * * (+4.42E−2,H1) (−0.16E−2,H0) (+4.92E−2,H1)
15 * * * (+2.67E−2,H1) (−1.95E−2,H0) (+2.67E−2,H1)
16 * * (+6.14E−2,H1) (+5.92E−2,H1) (+6.54E−2,H1)
17 * * (+2.00E−2,H1) (+2.66E−2,H1) (+2.61E−2,H1)
18 * * (+6.67E−2,H1) (+7.07E−2,H1) (+7.19E−2,H1)
19 * * (+2.75E−2,H1) (+3.64E−2,H1) (+3.70E−2,H1)
20 * * (+3.32E−2,H1) (+3.29E−2,H1) (+3.69E−2,H1)
21 * * (+2.18E−2,H0) (+1.25E−2,H0) (+2.51E−2,H1)
22 * * (+3.36E−2,H1) (+3.50E−2,H1) (+4.09E−2,H1)
23 * * (+0.29E−2,H0) (−0.89E−2,H0) (+0.67E−2,H0)
24 * * (+1.89E−2,H1) (+0.47E−2,H0) (+1.90E−2,H1)
25 * * (+3.64E−2,H1) (+1.99E−2,H1) (+3.25E−2,H1)
26 - - - - - (+3.72E−2,H1) (+1.81E−2,H1) (+4.47E−2,H1)
Tabla 3.3: Tests de Wilcoxon comparando el desempen˜o de nuestra propuesta de fusio´n para
los distintos esquemas de combinacio´n.
y que adema´s existen diferencias estad´ısticamente significativas que lo afirman.
Entonces, podemos afirmar que este me´todo de fusio´n es peor que utilizar el
mejor descriptor de forma individual.
Si analizamos los resultados para el resto de me´todos de fusio´n, puede obser-
varse que ninguno obtiene mejores resultados que el mejor descriptor de forma
individual.
Usando nuestra propuesta sobre me´todo de fusio´n
Evaluamos el rendimiento del me´todo propuesto basado en la TDS. Como en el caso
anterior, nuestro me´todo ha sido evaluado seleccionando todas las posibles combina-
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ciones de los cinco descriptores. Nuestra propuesta contiene tres para´metros: n ( el
cardinal de φk(p,Q) en (3.4)), β de (3.14) y el valor de s para la t-norm utilizada en
(2.42).
El primer para´metro se corresponde con el nu´mero de keypoints que se usan para crear
la distribucio´n de evidencia. Para nuestras pruebas se han utilizado los valores n =
(4, 3, 2). El segundo para´metro β es el factor que modula la forma de la distribucio´n
de evidencia. Se han probado los valores en el rango β = [1, 15] usando un incremento
de 0.25. Para modificar la t-norm, se han usado los valores s = {0, 0.5, 1}. Por u´ltimo,
el valor de α ha sido variado en el rango [0, 1] con un incremento de 0.1 como en los
casos anteriores. Los resultados obtenidos se muestran en la Tabla 3.3.
Las principales conclusiones son:
En general, el me´todo propuesto obtiene mejores resultados que los me´todos
probados anteriormente.
Cuando se usan las t-norms s = {0, 1} (normas cauta y conjuntiva del TBM),
nuestro me´todo obtiene siempre mejores resultados con respecto al mejor des-
criptor de manera individual.
En general, la norma conjuntiva obtiene unos resultados ligeramente mejores
que la cauta, probablemente esto sea debido a que la informacio´n tratada por
los descriptores no pueda considerarse como informacio´n de alta correlacio´n.
Obse´rvese la l´ınea 3 y la columna s = 1, donde nuestro me´todo fusiona to-
dos los descriptores excepto ORB. En este caso, el incremento del rendimiento
es de (+7.17E−2) con respecto a FREAK, que obtuvo un valor de medida-
F=0.775. Esto supone, en te´rminos relativos, una mejora cercana a un 10 % al
usar nuestra propuesta. En general, los mejores resultados se obtienen al no
usar el descriptor ORB que coincide con el descriptor que peores resultados ha
obtenido de manera individual en la base de datos probada.
Influencias de los para´metros en el rendimiento del me´todo propuesto
Los resultados presentados muestran el rendimiento del me´todo que se propone pa-
ra la mejor configuracio´n de los para´metros n y β. Analizamos co´mo var´ıan estos
resultados al variar los valores de los para´metros.
La influencia del valor de n se analiza ejecutado un test de Wilcoxon para
comparar los resultados con la mejor configuracio´n de β para los valores de
n = (2, 3, 4). Los resultados se muestran en la Tabla. 3.4. Por filas se muestran
las distintas combinaciones de los descriptores fusionados, mientras que las tres
u´ltimas columnas muestran el resultado de los test de Wilcoxon.
Por ejemplo, la columna “2 vs 3” de la l´ınea 1 compara el mejor resultado
encontrado para n = 2 con el mejor resultado usando n = 3 cuando nuestro
me´todo fusiona todos los descriptores salvo FREAK. El test de Wilcoxon indica





















2 vs 3 2 vs 4 3 vs 4
0 * * * * * (−0.38E−2,H0) (−0.49E−2,H0) (−0.12E−2,H0)
1 * * * * (+0.12E−2,H0) (+0.13E−2,H0) (+0.01E−2,H0)
2 * * * * (−0.46E−2,H0) (−0.29E−2,H0) (+0.16E−2,H0)
3 * * * * (−0.44E−2,H0) (−0.12E−2,H0) (+0.32E−2,H0)
4 * * * * (−0.04E−2,H0) (−0.37E−2,H0) (−0.33E−2,H0)
5 * * * * (−0.08E−2,H0) (+0.19E−2,H0) (+0.26E−2,H0)
6 * * * (+0.01E−2,H0) (−0.03E−2,H0) (−0.04E−2,H0)
7 * * * (−0.61E−2,H0) (−0.60E−2,H0) (+0.01E−2,H0)
8 * * * (+0.76E−2,H0) (+0.87E−2,H0) (+0.11E−2,H0)
9 * * * (+0.16E−2,H0) (−0.04E−2,H0) (−0.21E−2,H0)
10 * * * (+0.15E−2,H0) (+0.17E−2,H0) (+0.01E−2,H0)
11 * * * (−0.07E−2,H0) (−0.77E−2,H0) (−0.70E−2,H0)
12 * * * (+0.14E−2,H0) (+0.05E−2,H0) (−0.09E−2,H0)
13 * * * (−0.20E−2,H0) (−0.16E−2,H0) (+0.03E−2,H0)
14 * * * (−0.63E−2,H0) (−0.34E−2,H0) (+0.29E−2,H0)
15 * * * (+0.00E−2,H0) (−0.10E−2,H0) (−0.10E−2,H0)
16 * * (−0.59E−2,H0) (+0.04E−2,H0) (+0.64E−2,H0)
17 * * (+0.32E−2,H0) (+1.06E−2,H1) (+0.75E−2,H0)
18 * * (+0.81E−2,H0) (+0.89E−2,H0) (+0.07E−2,H0)
19 * * (+0.39E−2,H0) (+0.64E−2,H0) (+0.25E−2,H0)
20 * * (−0.01E−2,H0) (−0.23E−2,H0) (−0.22E−2,H0)
21 * * (−0.44E−2,H0) (−0.79E−2,H0) (−0.34E−2,H0)
22 * * (−0.14E−2,H0) (+0.02E−2,H0) (+0.16E−2,H0)
23 * * (−0.17E−2,H0) (−0.46E−2,H0) (−0.28E−2,H0)
24 * * (+0.01E−2,H0) (−0.4E−2,H0) (−0.42E−2,H0)
25 * * (−0.20E−2,H0) (−0.21E−2,H0) (−0.02E−2,H0)
26 - - - - - (−0.06E−2,H0) (−0.05E−2,H0) (+0.01E−2,H0)
Tabla 3.4: Tests de Wilcoxon comparando el desempen˜o de nuestra propuesta de fusio´n
variando los valores del para´metro n. Los resultados indican que los cambios en el valor
de n no producen diferencias estad´ısticamente significativas (la hipo´tesis nula H0 no se
rechaza).
al comparar n = 2 vs n = 3, las diferencias observadas no son estad´ısticamente
significativas. Si se analizan el resto de las pruebas, se observa que no hay un
claro ganador. Por tanto, podemos llegar a la conclusio´n de que el impacto del
para´metro n no es cr´ıtico en el rendimiento del me´todo. Creemos que esto se
justifica porque si la pareja correcta no se encuentra entre los dos primeros
candidatos, entonces, el descriptor no es fiable para ese keypoint concreto. Es
decir, es improbable que un descriptor clasifique correctamente una pareja si el
candidato se encuentra en la posicio´n tercera o cuarta.
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evolucio´n de la medida-F con β
β
Figura 3.3: Evolucio´n de la medida-F ante la variacio´n del para´metro β (3.13). Como se
puede observar, el rendimiento de nuestro me´todo es muy estable para un amplio rango de
valores de β.
Para analizar el comportamiento de nuestro me´todo al variar el valor de β
mostramos la evolucio´n de la medida-F para varias combinaciones de fusio´n y
para un valor constante de n y α (ver Figura 3.3). Solo se han seleccionado
un pequen˜o grupo de combinaciones debido a que para el resto de los casos el
comportamiento es muy parecido. Como se puede observar, la variacio´n en β
se visualiza con una curva suave. Los valores de la medida-F se incrementan
lentamente hasta que alcanzan un ma´ximo y desde ah´ı la funcio´n empieza a
decrecer suavemente.
La principal conclusio´n, a la luz de los resultados obtenidos, es que el me´todo propues-




Estimando la pose de ca´mara mediante
deteccio´n de marcadores artificiales en
situaciones complejas
4.1. Introduccio´n
En la introduccio´n de este documento se comento´ co´mo el uso de los denominados
sistemas de marcadores artificiales son una alternativa para estimar la pose de ca´ma-
ra. En la Seccio´n 2.4 se hace una revisio´n del estado actual del arte con relacio´n
a los sistemas de marcadores artificiales, resaltando que los marcadores artificiales
cuadrados son los ma´s populares dado que un u´nico marcador aporta cuatro corres-
pondencias (sus cuatro esquinas), suficiente para realizar la estimacio´n de la pose de
la ca´mara.
Para estimar la pose de ca´mara mediante marcadores artificiales hay que cubrir dos
pasos: (a) detectar este tipo de marcadores, lo habitual es detectar en la imagen la
presencia de bordes cuadrados (esta operacio´n produce un conjunto de candidatos
entre los que estara´n los marcadores y tambie´n elementos de la imagen con forma
cuadrada pero que no son marcadores (ver Figura 1.3)) y (b) analizar para aceptar o
rechazar cada candidato, dependiendo de si es realmente un marcador o simplemente
era parte del escenario, y en caso de aceptacio´n extraer el co´digo binario en donde
se encuentra la informacio´n del mismo.
Asumiendo que los marcadores han sido detectados correctamente, entre otros posi-
bles objetos de la escena con similar forma, para extraer el co´digo binario de los mis-
mos existen dos propuestas en la literatura espec´ıfica. La primera (ver Figura 4.1(a))
consiste en obtener la vista cano´nica del marcador y a continuacio´n umbralizar [2,
104] (ver Seccio´n 2.4 para conocer ma´s detalles del proceso de deteccio´n e identifica-
cio´n). La segunda (ver Figura 4.1(b)) utiliza la homograf´ıa inversa para determinar
la localizacio´n sobre la propia imagen donde realizar el ana´lisis [3, 48].
Finalmente, obse´rvese que, si el co´digo binario extra´ıdo de un objeto que pensamos
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Figura 4.1: Me´todos de extraccio´n del co´digo de identificacio´n de un marcador. (a) Primero,
se obtiene la vista cano´nica del marcador. La imagen resultante es binarizada y dividida en
celdas. Se contabilizan el nu´mero de p´ıxeles blancos y negros en cada celda para determinar
el valor binario de cada bit. (b) Se calcula la transformacio´n de la perspectiva inversa del
marcador y se utiliza para obtener la posicio´n de los centros de las celdas sobre la imagen
de entrada. Los valores de los p´ıxeles de la imagen original determinan el valor de cada bit.
del diccionario, el candidato puede ser rechazado. Este hecho implica que el procedi-
miento comentado tambie´n consigue separar los marcadores va´lidos de aquellos que
realmente no lo son.
De acuerdo con lo anterior, es obvio que seleccionar un correcto co´digo de marcado-
res binarios para una aplicacio´n tiene una gran importancia para reducir la aparicio´n
de errores. Algunos autores han utilizado te´cnicas de codificacio´n de sen˜ales [48,
104, 105], otros han usado aproximaciones heur´ısticas [2, 3] e incluso se ha utilizado
Programacio´n Entera Mixta (Mixed Integer Linear Programming (MILP)) [22] para
obtener soluciones o´ptimas. No obstante, en muchas aplicaciones en la vida real, las
ima´genes sufren transformaciones en las que la identificacio´n de los marcadores uti-
lizando los me´todos anteriores no son fiables. El desenfoque debido al movimiento,
la iluminacio´n no uniforme o la visibilidad reducida (ver Figura 4.2) son ejemplos
de las circunstancias por las que los me´todos citados pueden no dar buenos resul-
tados. A efectos de paliar la problema´tica citada, nuestra propuesta para afrontar
el problema de identificacio´n de marcadores se ha orientado como la resolucio´n de
un problema de clasificacio´n. As´ı en lugar de binarizar la imagen y aplicar te´cnicas
de deteccio´n/correccio´n, nosotros proponemos entrenar un clasificador para el pro-
ceso de identificacio´n. Adema´s, nuestra propuesta incluye la creacio´n de una base de
datos sinte´tica de entrenamiento que contenga marcadores bajo las diferentes trans-
formaciones, ya que obtener una base de datos extensa de marcadores extra´ıdos de
ima´genes reales en una amplia variedad de situaciones no es pra´ctico. Adicionalmen-
te, como desconocemos a priori el mejor me´todo de aprendizaje automa´tico para este
problema particular, estudiamos el uso de MLP, CNN, y SVM y realizamos una serie
de test estad´ısticos para determinar el mejor. Los clasificadores entrenados se han va-
lidado sobre un conjunto de escenas reales y se han comparado con algunos sistemas
de marcadores del estado del arte actual, ArUco [2] y AprilTags [3], que garantizan
las distancias ma´s largas en el diccionario, lo que permite una mejor capacidad en la
correccio´n de errores frente a alternativas como ArToolKitPlus [104] y ARTag [48].
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Figura 4.2: Ima´genes cano´nicas de marcadores bajo condiciones complejas. (a) Condicio´n
ideal. (b) Desenfoque. (c) Desenfoque de movimiento. (d) Escala pequen˜a. (e) Luz no uni-
forme. (f) Sobreexposicio´n. La baja calidad de las ima´genes en (b-f) provocan la extraccio´n
erro´nea de los co´digos binarios, produciendo errores durante el proceso de identificacio´n de
marcadores.
Hasta donde alcanza nuestro conocimiento, Gukhwan Kim y E.M. Petri [106] son los
u´nicos que han intentado seguir una estrategia similar: abordar la identificacio´n de
marcadores como un problema de clasificacio´n. Sin embargo, las diferencias entre la
estrategia seguida y nuestra idea son relevantes. En primer lugar ellos asumen que
todos los candidatos detectados son marcadores va´lidos, es decir dan por hecho que
en la etapa de deteccio´n de bordes cuadrados no se incluyen elementos del fondo.
Esto limita la propuesta ante escenarios reales como el que puede verse en la Figu-
ra 1.3. Adema´s utilizan letras como identificadores, y entrenan una red neuronal para
reconocerlos bajo diferentes transformaciones de la imagen. Sin embargo, en lugar de
alimentar al clasificador con los datos en bruto, primero calculan doce caracter´ısticas
extra´ıdas de las letras que se corresponden con los datos de entrada. Por el contrario,
la estrategia que hemos seguido en este trabajo no realiza ninguna presuncio´n sobre
los patrones del marcador, que pueden ser co´digos binarios, letras o ima´genes, adema´s
hemos probado el funcionamiento con varios clasificadores para seleccionar la mejor
alternativa.
En este cap´ıtulo se propone un nuevo me´todo que, usando marcadores artificiales,
permitir´ıa estimar la pose de ca´mara. El mismo se fundamenta en el uso de te´cnicas
de aprendizaje cuyos principios ba´sicos pueden verse en la Seccio´n 2.7. El cap´ıtulo
incluye la evaluacio´n del rendimiento de la propuesta que se hace, frente a propuestas
anteriores, finalizando con las principales conclusiones.
4.2. Usando marcadores artificiales para estimar la
pose de ca´mara: me´todo propuesto
Abordamos en esta seccio´n los detalles de la propuesta original para determinar la
pose de ca´mara usando marcadores artificiales.
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Sea D un diccionario compuesto por los n marcadores utilizados en una aplicacio´n
particular. Asumiendo que disponemos de un me´todo que sea capaz de detectar los
marcadores candidatos, es decir las regiones de la imagen con posibilidad de ser un
marcador de la escena. Para cada candidato calculamos la homograf´ıa del cuadrado
proyectado obteniendo su vista cano´nica como se muestra en la Figura 4.1(a). De esta
manera, en lugar de utilizar un me´todo que extraiga e identifique los bits, utilizaremos
la imagen cano´nica como entrada de un clasificador que nos indique el identificador
apropiado al marcador.
Te´ngase en cuenta que existen cuatro vistas cano´nicas posibles para cada marcador
que se corresponden con las rotaciones de 0, 90, 180 y 270 grados. Para una correcta
estimacio´n de la pose de la ca´mara es necesario conocer la rotacio´n del marcador
para poder identificar cada esquina del mismo correctamente y, por tanto, para cada
candidato se debe determinar si pertenece a uno de los marcadores de D y a la vez
determinar la rotacio´n de la vista cano´nica.
Formulado como un problema de clasificacio´n, nuestro conjunto de entrada consiste
en el nivel de gris de los p´ıxeles que forman cada imagen cano´nica, y se definen un
total de 4 × n + 1 clases: una por cada posible rotacio´n del marcador, y una clase
adicional que represente el caso negativo, es decir cuando la entrada no se corresponde
con ningu´n marcador va´lido sino con un elemento del fondo de la escena.
Propuesta para generacio´n de un conjunto de datos de entrenamiento
Se requiere un conjunto de datos etiquetados que incluya muestras de todas las clases
consideradas con objetivo de aplicar las te´cnicas de clasificacio´n.
En nuestro problema, este conjunto de datos consiste en una coleccio´n de ima´genes
cano´nicas que incluyan las cuatro vistas de todos los marcadores del diccionario
bajo la aparicio´n de diferentes situaciones adversas, y tambie´n ima´genes que no sean
marcadores para la clase negativa. Para incluir en el conjunto de datos elementos
que no sean marcadores reales, se han considerado ima´genes del conjunto de datos
de ima´genes MIRFLICKR-25000[107], extrayendo de cada una de ellas una o varias
ventanas.
Dado que obtener un extenso conjunto de marcadores que representen una amplia
variedad de condiciones a partir de ima´genes reales no es pra´ctico, y con el fin de
limitar el conjunto de marcadores, se propone la creacio´n de un conjunto de datos
sinte´ticos generando distintas transformaciones sobre los marcadores que se vayan
a usar. Dichas transformaciones tienen como objetivo emular las situaciones t´ıpicas
que se producen en la realidad, incluyendo condiciones complejas como las que se
muestran en la Figura 4.2.
Se han considerado cinco transformaciones. Dada una imagen de entrada, primero
seleccionamos de manera aleatoria que´ transformaciones se van a aplicar y en que´
orden, ya que no son conmutativas. La probabilidad de seleccionar cada transforma-
cio´n var´ıa conforme la posibilidad de que ocurra le situacio´n emulada en la realidad,
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como explicaremos posteriormente. A continuacio´n describimos las transformaciones
utilizadas.
Siendo I una imagen original de un marcador de dimensiones s× s, I(p) el valor de
intensidad del p´ıxel p en un rango entre 0 y 255 e I ′ la imagen sinte´tica que sera´
generada, contemplamos las siguientes situaciones:
Desenfoque: con el objetivo de simular el desenfoque del marcador con respecto
la ca´mara y el desenfoque de movimiento. Se utiliza un kernel de desenfoque
con ancho y alto seleccionado de manera aleatoria siguiendo una distribucio´n
bidimensional uniforme U2((1, η1s)
2).
Compresio´n de rango dina´mico: debido a que las ima´genes originales de los mar-
cadores son binarias, u´nicamente presentan dos valores 0 o´ 255. Dado que este
hecho no se corresponde con lo que sucede en ima´genes reales, realizamos una
transformacio´n aleatoria de este rango aplicando la siguiente transformacio´n
sobre la intensidad de los p´ıxeles:
I ′(p) = min(255, aI(p) + b), (4.1)
donde a y b se obtienen de las siguientes distribuciones de probabilidad unidi-
mensionales uniformes a v U1(η2, 1) y b v U1(0, η3). La funcio´n min asegura
que los valores resultantes no sean superiores a 255.
Transformacio´n af´ın: se aplica una transformacio´n proyectiva que simule el error
cometido durante la estimacio´n de las esquinas de los candidatos. La transfor-
macio´n traslada las esquinas de I aleatoriamente an˜adiendo un desplazamiento
que sigue una distribucio´n uniforme U2((−η4s, η4s)2).
Luz no uniforme: se an˜ade un degradado que se modela como una distribucio´n
bidimensional Gaussiana N2(c,Σ) siendo c las coordenadas del punto origen
de la fuente de luz que se encuentra fuera de la imagen. La transformacio´n se
define como:
I ′(p) = min
(
255, I(p) + 50 · e− 12 (p−c)tΣ−1(p−c)
)
. (4.2)
Se asume que la distribucio´n es sime´trica, es decir que Σ = σ2I, donde I es la
matriz de identidad, y que σ v U1(s/4, s/2) y c v U2(Ω2), donde:
Ω = [−s, 0] ∪ [s, 2s],
Dilatacio´n: simula un efecto derivado de la sobreexposicio´n que tiene como
consecuencia incrementar los bordes blancos internos de los marcadores (ver
Figura 4.2(f)). El taman˜o del kernel utilizado para la dilatacio´n se selecciona
de manera aleatoria siguiendo la distribucio´n U2((1, η5s)
2).
En nuestro modelo hemos fijado para cada transformacio´n una probabilidad de ocu-
rrencia. El suceso correspondiente a aplicar una determinada transformacio´n es inde-
pendiente del suceso similar correspondiente a otra. Adema´s existe aleatoriedad en el
orden secuencial seguido para aplicar o no cada transformacio´n. Para cada una de las
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Figura 4.3: Transformaciones aleatorias generadas para un marcador. El marcador original
(arriba-izquierda), el resto son las transformaciones sinte´ticas generadas.
tres primeras transformaciones citadas asumimos una probabilidad de 0.75 para ser
aplicada, mientras que para la cuarta y quinta transformacio´n se fijan en 0.25 y 0.15
respectivamente. La menor probabilidad asignada a las dos u´ltimas se debe, a que
cuando son aplicadas, producen efectos de transformacio´n ma´s intensos. Adema´s, se
corresponden con casos que no se observan con tanta frecuencia en las escenas reales
como el resto de las transformaciones.
Los valores de los para´metros utilizados en nuestro modelo para las distintas distribu-
ciones han sido determinados de manera emp´ırica tras la realizacio´n de una serie de
pruebas preliminares. Los citados valores son: η1 = 0.2, η2 = 0.4. η3 = 25, η4 = 0.025
y η5 = 0.08.
La Figura 4.3 muestra una imagen de marcador original y algunas transformaciones
sinte´ticas generadas automa´ticamente de acuerdo con el modelo propuesto.
4.3. Experimentacio´n, resultados y discusio´n
En esta seccio´n se describe la experimentacio´n llevada a cabo para validar nuestra
propuesta. Se han realizado diferentes ana´lisis estad´ısticos con objetivo de hacer
una rigurosa evaluacio´n de los resultados. En primer lugar, se explica co´mo se han
elaborado los conjuntos de datos de entrenamiento, validacio´n y test. A continuacio´n,
se describe la metodolog´ıa utilizada para comparar los distintos me´todos. Despue´s, se
evalu´an las diferentes configuraciones de SVM, MLP y CNN. Por u´ltimo, se comparan
las mejores opciones de cada me´todo junto a dos sistemas de marcadores del estado
del arte ArUco[2] y AprilTags[3]. Adicionalmente, hemos analizado los tiempos de
computacio´n de cada me´todo para determinar su viabilidad en aplicaciones de tiempo
real.
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4.3.1. Creacio´n de los conjuntos de datos
Para realizar nuestras pruebas, se ha generado un diccionario D compuesto por cin-
cuenta marcadores de taman˜o 6 × 6 bits usando para ello el me´todo propuesto en
[22], el cual garantiza la mejor capacidad de correccio´n para las propuestas de ArUco
y AprilTags. Hemos considerado cincuenta marcadores un nu´mero suficientemen-
te grande para cubrir las necesidades de diversas aplicaciones reales. En total, hay
4× 50 + 1 = 201 clases diferentes.
Se han obtenido tres conjuntos de datos para entrenamiento, validacio´n y test, res-
pectivamente. Los dos primeros han sido generados sinte´ticamente siguiendo los pasos
indicados en la Seccio´n 4.2. El primero se utiliza durante el entrenamiento para la
obtencio´n de los para´metros o´ptimos de los me´todos de clasificacio´n, mientras que el
segundo tiene la finalidad de evitar el sobreentrenamiento.
Los conjuntos de entrenamiento y validacio´n esta´n formados por 250 ima´genes sinte´ti-
cas por cada clase, de las que 200 son para entrenamiento y el resto para validacio´n.
Adicionalmente se han incluido unas 210 000 ima´genes para la clase negativa, que
han sido extra´ıdas de la coleccio´n de ima´genes MIRFLICKR-25000 [107]. De ellas
200 000 son utilizadas para entrenamiento y el resto para validacio´n.
El conjunto de datos para test consta de siete escenas grabadas tanto en escenarios
al aire libre como de interior e incluyen “diversas situaciones desafiantes para aplica-
ciones de la vida real”. La primera escena (Fig. 4.4(a)) contiene desenfoque de mo-
vimiento debido al ra´pido desplazamiento de la ca´mara. En la segunda (Fig. 4.4(b)),
se ha provocado que los marcadores se vean desenfocados por la ca´mara. La terce-
ra (Fig. 4.4(c)) se centra en la deteccio´n de marcadores a una distancia lejana o lo
que es lo mismo, identificar marcadores con escala pequen˜a. En la cuarta secuencia
(Fig. 4.4(d)), algunos marcadores esta´n iluminados por una luz no uniforme. En la
quinta (Fig. 4.4(e)), el escenario presenta una elevada iluminacio´n, lo que provoca
una frecuente sobreexposicio´n de la ca´mara. La sexta secuencia (Fig. 4.4(f)) muestra
un escenario grande al aire libre con un nu´mero elevado de marcadores. De forma
similar se procede en la se´ptima secuencia (Fig. 4.4(g)), pero en un escenario de
interior. Los candidatos de las secuencias de test se han extra´ıdo usando el me´todo
propuesto en [2]. El taman˜o original de los candidatos es de 40×40 p´ıxeles, y han sido
etiquetados manualmente. En total, hay 3924 fotogramas de los que se han extra´ıdo
102 829 candidatos y 84 030 pertenecen al fondo.
Te´ngase en cuenta que el entrenamiento se realiza exclusivamente con ima´genes
sinte´ticas, mientras que el test esta´ formado por ima´genes reales.
4.3.2. Metodolog´ıa de comparacio´n
Para obtener una comparacio´n formal de los me´todos de clasificacio´n considerados, se
han utilizado pruebas no parame´tricas [108]. Primero, se aplica la prueba estad´ıstica
de Friedman [109] como test “omnibus”, para averiguar si los resultados de los dis-
tintos me´todos presentan diferencias estad´ısticamente significativas o no. En el caso





Figura 4.4: Escenas de evaluacio´n: (a) desenfoque de movimiento, (b) desenfoque, (c) escala,
(d) luz no uniforme, (e) sobreexposicio´n, (f) escenario de exterior, (g) escenario de interior.
se utiliza la prueba “post-hoc” de Finner [110] para comparar al mejor me´todo cla-
sificado (me´todo de control) frente a los dema´s. Esta u´ltima comparacio´n se realiza
por pares, y para cada pareja se obtiene el valor pFinner ajustado del test de Finner.
Se ha fijado el nivel de significacio´n en 0.05.













En este caso tp hace referencia a los marcadores candidatos identificados correcta-
mente, fp se corresponde con los errores, ya sean producidos por la identificacio´n de
un elemento de fondo como un marcador o por una confusio´n en el identificador de
un marcador, y fn indica aquellos marcadores que pertenecen a nuestro diccionario
pero han sido asignados a la clase negativa.
Determinando la configuracio´n del clasificador SVM
Para determinar la mejor configuracio´n hemos usado los datos del conjunto de test con
el taman˜o original de las ima´genes (40×40 p´ıxeles) y tambie´n con versiones reducidas
de los mismos (20×20 y 10×10 p´ıxeles). Se han probado tambie´n los kernels lineales
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y RBF. Adicionalmente, se ha usado la te´cnica Principal Component Analysis (PCA)
[111] para reducir la dimensio´n de los datos manteniendo las componentes principales
en 25, 50 o 100 cuando sea posible.

















Tabla 4.1: Clasificacio´n media de las configuraciones SVM realizada por el test de Fried-
man. En negrita, las configuraciones rechazadas por el procedimiento de Finner. La tabla es
obtenida para un nivel de significacio´n de 0.05.
La Tabla 4.1 resume los quince mejores clasificadores ordenados por la clasificacio´n
de Friedman. La convencio´n de nomenclatura utilizada en la primera columna es
XX − KER(−PCA), donde XX indica el taman˜o de la imagen, KER hace refe-
rencia al kernel del clasificador (Lineal o RBF) y, opcionalmente, PCA indica el
numero de componentes principales usadas. Por ejemplo, la primera l´ınea (10-RBF)
se corresponde con un clasificador SVM que usa como entrada ima´genes de taman˜o
10 × 10 p´ıxeles, un kernel RBF y no hace uso de PCA. La segunda columna indi-
ca el valor de clasificacio´n de cada combinacio´n, un indicador de co´mo de bien se
comporta el mismo SVM en comparacio´n al resto. El resultado debe interpretarse de
forma que un valor igual a 1 indicar´ıa que la configuracio´n ha obtenido el mejor valor
de medida-F en las siete secuencias que forman el conjunto de test. Por u´ltimo, la
tercera columna muestra el valor de p ajustado utilizado durante el test de Finner.
Aquellas configuraciones con un valor p ≤ 0.05 son rechazadas por el procedimiento
de Finner, aparecen resaltadas en negrita en la tabla para facilitar su localizacio´n.
Estas configuraciones se consideran estad´ısticamente diferentes al me´todo de control,
por tanto podemos afirmar que dichas configuraciones son peores respecto a la mejor.
Para el caso de las configuraciones que no aparecen en negrita, cuyo p > 0.05, no
existe una diferencia estad´ısticamente demostrada.
A la luz de estos resultados, podemos afirmar que:
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Las configuraciones que utilizan PCA reduciendo a solo veinticinco componen-
tes obtienen resultados significativamente peores.
La eleccio´n del kernel no parece afectar en especial a los resultados.
Las ima´genes con taman˜o de entrada 10× 10 p´ıxeles han demostrado ser de un
taman˜o suficiente para obtener buenos resultados en la clasificacio´n.
En la Seccio´n 4.3.3 se explica con mayor nivel de detalle el rendimiento de la mejor
configuracio´n (10-RBF) y en la Tabla 4.4 se compara el mismo junto con las mejores
configuraciones del resto de me´todos de clasificacio´n probados. Por u´ltimo indicar
que la mejor configuracio´n de SVM encontrada esta´ formada por 8546 vectores de
soporte.
Determinando la configuracio´n del clasificador MLP
Para el caso del MLP, se ha probado con las ima´genes de taman˜o de entrada 10×10,
20 × 20 y 40 × 40 p´ıxeles y las funciones de activacio´n denominadas Identidad y
ReLU.
El nu´mero de capas ocultas var´ıa entre cero y dos, y siempre esta´n formadas por 201
neuronas. Por u´ltimo, en todos los casos, la capa de salida consiste en 201 neuronas
(nu´mero de clases de nuestro problema) conectadas a una funcio´n softmax. El nu´mero
ma´ximo de e´pocas de entrenamiento se ha fijado en cincuenta.
La clasificacio´n de Friedman as´ı como los valores de los tests de Finner se muestran
en la Tabla 4.2 para los quince mejores clasificadores. La convencio´n de nomenclatura
para este me´todo es XX −AF (−H∗), donde XX indica el taman˜o de las ima´genes,
AF hace referencia a la funcio´n de activacio´n (Identidad o ReLU), y, por u´ltimo, el
nu´mero de repeticiones de H indica el nu´mero de capas ocultas que contiene la red.
De los resultados obtenidos podemos afirmar que:
El uso de la funcio´n de activacio´n ReLU produce peores resultados.
En general, las ima´genes de mayor taman˜o se comportan mejor.
La comparacio´n de la mejor MLP configuracio´n (40-Identity-H) con el resto de cla-
sificadores determinados aparece ma´s adelante en la Tabla 4.4.
Determinando la configuracio´n del clasificador CNN
En este caso se ha probado con el taman˜o de entrada de las ima´genes originales,
40 × 40 p´ıxeles, y con la versio´n reducida de 20 × 20 p´ıxeles. El uso de ima´genes
con un taman˜o menor no era posible debido al taman˜o de los filtros convolucionales
empleados.
Como funciones de activacio´n se ha probado con la funcio´n Identidad y ReLU. En
todos los casos, el taman˜o de los filtros convolucionales utilizados ha sido de 5 × 5.
Hemos probado configuraciones usando uno o dos etapas de convolucio´n y variando
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Tabla 4.2: Clasificacio´n media de las configuraciones MLP realizada por el test de Fried-
man. En negrita, las configuraciones rechazadas por el procedimiento de Finner. La tabla es
obtenida para un nivel de significacio´n de 0.05.
el nu´mero de filtros: {10, 25, 50}. Se ha insertado una capa de max-pooling con kernel
de taman˜o 2 × 2 despue´s de cada etapa de convolucio´n. Despue´s, opcionalmente, se
ha insertado una capa oculta de 201 neuronas antes de la red totalmente conectada
de 201 neuronas que esta´ conectada a la capa softmax de salida. Como en el caso
anterior de la MLP, todas las configuraciones se entrenaron con un nu´mero ma´ximo
de cincuenta e´pocas.
La Tabla 4.3 muestra las quince mejores configuraciones de CNN de acuerdo a los
tests de Friedman. La convencio´n de nomenclatura usada para CNN es XX −AF −
Y Y (−ZZ)(−H?), donde XX se refiere al taman˜o de entrada de las ima´genes, AF
indica la funcio´n de activacio´n utilizada (Identidad o ReLU), Y Y indica el nu´mero
de filtros utilizados para la primera capa de convolucio´n, ZZ indica el nu´mero de
filtros de la segunda capa de convolucio´n (si se usa), y, por u´ltimo, la adicio´n de
capas ocultas en la red se indica con H.
De los resultados de la Tabla 4.3 se puede deducir que:
El uso de la funcio´n ReLU produce peores resultados.
La adicio´n de una segunda capa de convolucio´n produce peores resultados.
Cuando el taman˜o de la imagen de entrada es igual a 20 × 20 la inclusio´n de
una capa oculta totalmente conectada empeora los resultados. Para el caso de
ima´genes de dimensio´n 40× 40 ocurre lo contrario.
En la Tabla 4.4 se puede observar una comparativa de la mejor configuracio´n (40-



















Tabla 4.3: Clasificacio´n media de las configuraciones CNN realizada por la test de Fried-
man. En negrita, las configuraciones rechazadas por el procedimiento de Finner. La tabla es
obtenida para un nivel de significacio´n de 0.05.
4.3.3. Comparando las mejores configuraciones de SVM, MLP y
CNN con propuestas existentes
Se evalu´an las mejores configuraciones de los clasificadores comentados previamente
con los sistemas de marcadores artificiales AuUco [2] y ApriTags [3].
Los valores obtenidos para la medida-F de cada me´todo, en las siete escenas, se
muestran en la Tabla 4.4.
SVM MLP CNN ArUco AprilTags
desenfoque de movimiento 0.999 0.996 0.996 0.894 0.890
desenfoque 0.942 0.910 0.961 0.306 0.149
sobreexposicio´n 0.988 0.994 0.996 0.946 0.807
luz no uniforme 0.922 0.993 0.988 0.900 0.914
escala 0.871 0.825 0.741 0.492 0.029
interior 0.997 0.990 0.990 0.816 0.774
exterior 0.952 0.933 0.936 0.856 0.691
Tabla 4.4: Medida-F para cada me´todo sobre el conjunto de datos de test. En negrita se
remarca el me´todo que mejores resultados obtiene en cada secuencia.
La principal conclusio´n es que los resultados de los tres clasificadores entrenados son
mejores que los obtenidos por ArUco y AprilTags. Adema´s, SVM obtiene la mejor
puntuacio´n en cuatro de las siete escenas.
Adicionalmente, mostramos en la Tabla 4.5 los valores medios para la precisio´n, ex-
haustividad y medida-F sobre las siete secuencias. Se observa que ArUco y AprilTags
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SVM MLP CNN ArUco AprilTags
precisio´n 0.986 0.951 0.972 0.996 0.997
exhaustividad 0.924 0.949 0.922 0.639 0.511
Medida-F 0.953 0.948 0.944 0.744 0.608
Tabla 4.5: Precisio´n, exhaustividad y medida-F media obtenida por los distintos me´todos
sobre las escenas de test.
presentan una alta restriccio´n en el proceso de identificacio´n de marcadores, condu-
cie´ndolos a lograr un alto valor en precisio´n a costa de un bajo valor de exhaustividad.
Esto es especialmente destacable en el caso de AprilTags, que solo puede corregir has-
ta tres bits erro´neos. Sin embargo, cuando analizamos la medida-F, vemos que los tres
me´todos de clasificacio´n entrenados se comportan mejor que ArUco y AprilTags.
Una comprensio´n ma´s exhaustiva de estos resultados es posible realizando un ana´lisis
estad´ıstico. En primer lugar se ha realizado el test de Friedman para clasificar los
me´todos y, a continuacio´n, se ha usado el test de rango con signo de Wilcoxon [103]
para determinar si existen diferencias significativas entre cualquier par de me´todos.
Ranking pWilcoxon
SVM CNN MLP ArUco
SVM 1.71 - - - -
CNN 1.99 1.0 - - -
MLP 2.28 3.98E−1 8.65E−1 - -
ArUco 4.14 1.79E−2 1.79E−2 1.79E−2 -
AprilTags 4.85 1.79E−2 1.79E−2 1.79E−2 4.25E−2
Tabla 4.6: Clasificacio´n media de todos los me´todos comparados con el test de Friedman.
En negrita, se destacan los me´todos que son significativamente diferentes respecto al test de
Wilcoxon. La tabla es obtenida para un nivel de significacio´n de 0.05.
La Tabla 4.6 muestra la clasificacio´n de Friedman y el valor pWilcoxon de todas las
comparaciones por pares. Los me´todos que han resultado ser significativamente peores
que algu´n otro me´todo, son resaltados en negrita en su columna correspondiente.
Analizando los resultados de la tabla, se puede afirmar que:
Los tres me´todos de aprendizaje automa´tico han obtenido mejores resultados
que ArUco y AprilTags que son estad´ıstica significativos.
SVM ha sido clasificado por las pruebas estad´ısticas como el mejor me´todo,
aunque no se puede afirmar que existan diferencias significativas entre este y
MLP o CNN.
La Figura 4.5 intenta ilustrar el impacto de usar nuestra propuesta en una aplicacio´n
real. Usando la escena escala en funcio´n al taman˜o del marcador en p´ıxeles de la
imagen, las gra´ficas muestran el valor de la exhaustividad obtenida por los distintos
me´todos para esa escena. Es fa´cil apreciar que los resultados de los tres me´todos de
aprendizaje superan claramente a los obtenidos por ArUco y AprilTags, especialmente
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en los taman˜os ma´s pequen˜os. En este prueba concreta, el me´todo MLP obtiene un
valor de exhaustividad incluso mejor que el obtenido por SVM y CNN, a pesar de
que analizando el valor de la medida-F como se muestra en la anterior Tabla 4.4, el






















Figura 4.5: Evolucio´n de la exhaustividad como funcio´n del a´rea del marcador en la escena
escala.
Finalmente, la Tabla 4.7 muestra el tiempo de computacio´n requerido para procesar
un u´nico candidato por cada me´todo. Esta prueba ha sido realizada en una ma´quina
con un procesador Intel i7-3930K usando un u´nico hilo de ejecucio´n. En aquellos casos
en las que las implementaciones de los me´todos nos han permitido hacer uso de la
GPU se ha usado el modelo Nvidia GeForce GTX 770. Los resultados muestran que
ArUco es ma´s ra´pido que los otros me´todos en o´rdenes de magnitud. Sin embargo,
los tiempos de computacio´n logrados para las propuestas son totalmente va´lidos para
aplicaciones en tiempo real.
Method SVM CNN MLP ArUco AprilTags
CPU 1.47 3.95 6.07E−1 9.56E−2 4.52
GPU 7.99E−1 5.27E−1
Tabla 4.7: Tiempo de computacio´n por cada me´todo para clasificar una imagen (ms).
72 | Cap´ıtulo 4. Estimando la pose de ca´mara mediante deteccio´n de marcadores
artificiales en situaciones complejas
Cap´ıtulo 5
Conclusiones
En esta Tesis Doctoral se ha abordado el problema de la estimacio´n de la pose de
ca´mara usando ima´genes.
Se han estudiado en profundidad los mecanismos propuestos en la literatura sobre
la base de dos alternativas para resolver el problema: usando marcadores naturales,
mediante la deteccio´n de correspondencias de keypoints usando descriptores, y usando
sistemas de marcadores artificiales.
Se realizan dos aportaciones originales. Una para cada una de las alternativas indi-
cadas.
Con respecto a la primera aportacio´n:
Nuestra propuesta mejora el proceso de emparejamiento de correspondencias,
usando fusio´n de informacio´n de varios descriptores mediante la Teor´ıa de
Dempster-Shafer [55]. En nuestra propuesta, cada descriptor se utiliza para
generar una lista ordenada de candidatos que sera´ transformada en una distri-
bucio´n de evidencia, de la que se calcula un factor de confianza mediante su
entrop´ıa. Por tanto, la TDS se utiliza para fusionar las distribuciones de eviden-
cia usando el factor de confianza como peso de ponderacio´n en la contribucio´n
de cada descriptor.
Para evaluar la propuesta hemos utilizando todas las combinaciones posibles
de fusio´n con los descriptores SIFT [16], SURF [17], ORB [33], BRISK [34] y
FREAK [35]. Todos los experimentos realizados incluyen ana´lisis estad´ısticos
que justifican la mejora real de la propuesta. Adema´s nuestro me´todo se ha
comparado favorablemente con otras propuestas esta´ndar de fusio´n presentadas
en [98].
Dada una serie de descriptores nuestro me´todo es capaz de mejorar el rendi-
miento, en la bu´squeda de correspondencias, obtenido por cada descriptor de
forma individual empleando la fusio´n de informacio´n de los mismos. Los expe-
rimentos realizados en la base de datos Oxford [18] muestran que el me´todo
propuesto mejora los resultados del mejor descriptor involucrado en la fusio´n,
hasta un 10 % en el mejor caso.
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El me´todo propuesto ha sido publicado en la revista International Journal of
Approximate Reasoning [112]
Con respecto a la segunda aportacio´n:
Nuestra propuesta aborda el problema de identificacio´n de marcadores artifi-
ciales como un problema de clasificacio´n. En lugar de umbralizar la imagen y
luego aplicar te´cnicas de deteccio´n/correccio´n de bits, como hacen la mayor´ıa
de propuestas existentes, proponemos entrenar clasificadores para el proceso de
identificacio´n.
El aspecto ba´sico de la propuesta es usar un conjunto de datos de entrenamien-
to sinte´tico, amplio, que refleje las situaciones complejas reales en las que se
observara´n los marcadores, entre las que destacamos el desenfoque producido
por el movimiento o simplemente por el incorrecto enfoque de la ca´mara, la
sobreexposicio´n lumı´nica, la iluminacio´n no uniforme y la visibilidad reducida.
El conjunto de datos de entrenamiento se ha construido a partir de la generacio´n
automa´tica de ima´genes sobre las que se han realizado una serie de transforma-
ciones que simulen las situaciones complejas frecuentes en la pra´ctica. Entre las
transformaciones se incluyen un desenfoque, compresio´n del rango dina´mico,
transformacio´n af´ın, luz no uniforme y dilatacio´n. Nuestro modelo asigna una
probabilidad de ocurrencia a cada una de las transformaciones indicadas.
Se ha analizado el rendimiento de tres me´todos de aprendizaje, SVM [78] , MLP
[113] y CNN [114], realizando un estudio estad´ıstico comparativo entre ellos as´ı
como respecto de las te´cnicas ma´s recientes de identificacio´n de marcadores.
Los resultados obtenidos muestran que nuestra propuesta mejora el proceso
de identificacio´n comparado con los sistemas de marcadores ArUco[2], April-
Tags[3], habitualmente empleados.
La propuesta que se realiza se encuentra actualmente en proceso de revisio´n,
bajo el t´ıtulo “Robust detection of fiducial markers in challenging conditions”.
Trabajos futuros que pueden derivarse del desarrollo de la Tesis Doctoral
La idea de fusio´n de informacio´n mediante la teor´ıa de Dempster-Shafer, uti-
lizando la entrop´ıa como medida de confianza, puede ser utilizada no solo en
el a´mbito de la bu´squeda de correspondencias entre keypoints, sino tambie´n de
forma ma´s general en otros problemas de clasificacio´n como el reconocimiento
de gestos, identificacio´n de personas o estimacio´n de la pose. Por tanto, uno de
los posibles trabajos futuros es determinar la validez de esta te´cnica en otros
a´mbitos.
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El sistema propuesto para deteccio´n de marcadores tiene au´n margen de me-
jora respecto del tiempo de co´mputo requerido. En la actualidad los sistemas
altamente paralelizables esta´n teniendo un gran auge debido al desarrollo de
tarjetas gra´ficas (GPU) de alto rendimiento. Poder realizar todo el proceso
de deteccio´n e identificacio´n de marcadores en GPU tendr´ıa un considerable
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Keypoint matching is the task of accurately ﬁnding the location of a scene point in 
two images. Many keypoint descriptors have been proposed in the literature aiming 
at providing robustness against scale, translation and rotation transformations, each 
having advantages and disadvantages. This paper proposes a novel approach to fuse 
the information from multiple keypoint descriptors using Dempster–Shafer theory of 
evidence [1], which has proven particularly eﬃcient in combining sources of information 
providing incomplete, imprecise, biased, and conﬂictive knowledge. The matching results 
of each descriptor are transformed into an evidence distribution on which a conﬁdence 
factor is computed making use of its entropy. Then, the evidence distributions are fused 
using Dempster–Shafer Theory (DST), considering its conﬁdence. As a result of the fusion, 
a new evidence distribution that improves the result of the best descriptor is obtained. 
Our method has been tested with SIFT, SURF, ORB, BRISK and FREAK descriptors using 
all possible their combinations. Results on the Oxford keypoint dataset [2] show that 
the proposed approach obtains an improvement of up to 10% compared to the best one 
(FREAK).
© 2015 Elsevier Inc. All rights reserved.
1. Introduction
Keypoint matching is an important task with many applications in areas such as image retrieval [3], image stitching 
[4], object recognition [5] and stereo matching [6,7], among others. The goal of keypoint matching is to ﬁnd pixel corre-
spondences representing the same real point in two images. Many local 2D descriptors have been proposed in the last few 
years for this task, each having its weaknesses and strengths. The most popular ones are SIFT [5], SURF [8], ORB [9], BRISK 
[10] and FREAK [11]. However, little attention has been paid to the idea of fusing multiple descriptors as to improve their 
matching capability.
The process of ﬁnding and matching the correspondences between two images with 2D descriptors is usually composed 
by the next three steps. First, keypoints are detected at the most distinctive locations in the images. An ideal detector would 
detect the same keypoint locations under different image transformations (i.e. rotation, scale, viewpoint or illumination 
changes). Second, for each detected keypoint a descriptor is built to describe the local region. Finally, keypoints are matched 
✩ This work has been developed with the support of the Research Projects BROCA and TIN2012-32952, both ﬁnanced by the Ministry of Science and 
Technology of Spain and FEDER.
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Fig. 1. Keypoint matching example from the Oxford dataset [2]. Two images of the same scene taken from different angles. Keypoints in both images are 
represented as circles. Green lines represent correct matches while pink lines are erroneous matches. (Best viewed in color; see the web version of this 
article.)
by analyzing the similarity between descriptors in both images. Fig. 1 shows a keypoint matching example with two images 
of the same scene taken from different viewpoints.
This work proposes a novel approach to improve the matching process by fusing the information provided by multiple 
descriptors using Dempster–Shafer Theory (DST) [1]. DST employs degrees of evidence (a weaker version of probabilities), 
making the manipulation of uncertainty especially attractive because of its simplicity and because it does not require spec-
ifying priors or conditionals that might be unfeasible to obtain in certain problems. In our proposal, each descriptor is 
employed to generate a sorted list of candidates, which is then transformed into an evidence distribution, from which a 
global conﬁdence factor is obtained using its entropy. Then, DST is employed to fuse the evidence distributions using the 
conﬁdence factor to weight the contribution of each descriptor. Finally, the best candidate is selected using the pignistic 
probability on the fused evidence distribution. Compared to other approaches, our method does not require a training step 
determining the performance of each descriptor in order to assign a conﬁdence factor. Instead, the conﬁdence assigned 
to each descriptor is calculated independently for each keypoint using the entropy of the evidence distribution generated. 
The experiments conducted on the Oxford dataset [2] show that the proposed method improves the results of the individ-
ual components fused, up to 10% in the best case. In addition, our method compares favorably with the standard fusion 
approaches presented in [12].
The rest of this paper is organized as follows. After presenting in Section 2 the related works, Section 3 provides a general 
formulation of the keypoint descriptor fusion problem. Section 4 presents the standard methods for fusion employed in [12]
which are compared with our method. Then, Section 5 introduces DST and our proposal. Finally, Section 6 presents the 
experiments conducted and Section 7 draws some conclusions.
2. Related works
2.1. Keypoint descriptors
In the last years, several local keypoint descriptors have been proposed. The most well-known descriptor is SIFT (Scale-
Invariant Feature Transform) by Lowe [5]. It convolves the image with Difference of Gaussians (DoG) functions at multiple 
scales to detect keypoint locations that are scale-space extremes. The descriptor is built computing several histograms of 
gradient orientations resulting in a feature vector that is invariant to scale and rotation. It is shown in [13] that SIFT is one 
of the most effective descriptors but its low speed has been criticized. To deal with this problem Bay et al. [8] propose SURF 
(Speeded Up Robust Features) as a faster descriptor that also maintains a similar matching performance. For the extraction 
step SURF uses the Fast-Hessian detector, which is based on the determinant of the Hessian matrix. SURF descriptors rely 
on sums of 2D Haar wavelet responses in (x, y) directions. Many real-time applications demand fast keypoint extractors and 
low-memory descriptors. As a result, the feature extractor FAST [14] (Features from Accelerated Segment Test) and various 
binary descriptors have been proposed. FAST analyzes a circular region around each keypoint candidate, if there are a mini-
mum number of connected pixels on the region which are brighter or darker than the central pixel the keypoint candidate 
is selected. Besides the low memory requirements one advantage of binary descriptors is their matching speed: since binary 
features are employed, the Hamming distance (much faster to compute than the Euclidean one) can be used. Calonder et 
al. [15] introduced the ﬁrst binary keypoint descriptor called BRIEF (Binary Robust Independent Elementary Features). It 
computes some binary tests over an image patch and concatenates them into a bit string that compose the descriptor. Each 
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test is a simple binary comparison between the intensity value of two pixel locations belonging to the patch. Later, Rublee 
et al. [9] proposed ORB (Oriented Fast and Rotate BRIEF) as an enhancement of the FAST detector and BRIEF descriptor. It 
adds a scale pyramid image to create FAST features at different levels and uses the intensity centroid, computed by standard 
moments, to obtain the orientation. Then, ORB steers pixels accordingly to build a descriptor that is invariant to rotation. 
Leutenegger et al. [10] proposed BRISK (Binary Robust Invariant Scalable Keypoints) which relies on a circular sampling 
pattern from which it computes several brightness comparisons creating a binary string invariant to scale and rotation. The 
last remarkable descriptor published recently is FREAK (Fast Retina Keypoint) by Alahi et al. [11] which relies on a retinal 
sampling pattern, inspired by the human retina, which uses an algorithm to select the set of binary tests that maximizes 
the diversity between them in order to construct the feature descriptors.
2.2. Keypoint fusion
Despite the many efforts devoted to the development of new keypoint descriptors, little attention has been paid to the 
idea of fusing the existing keypoint descriptors in order to improve their results. In [16], He et al. propose a Multi-Descriptor 
Multi-Nearest Neighbor, which classiﬁes images by employing its nearest neighbors coming from all of the categories and 
different kinds of feature descriptors from images. Compared to other NN-based image classiﬁcation methods, their approach 
combines different kinds of descriptors with the nearest neighbors coming from all classes instead of using only the K 
nearest neighbors with only one feature descriptor.
In the work [17], Bakshi et al. propose a method for IRIS people recognition that fuses the matches obtained by SURF 
and SIFT keypoint descriptors. Their approach does the matching with both descriptors independently, and then, analyzes 
the number of matches obtained by the two descriptors, which is used as a matching score itself.
In the work of Mountney et al. [18], the authors propose a Bayesian framework for fusing keypoint descriptors. In their 
approach, a ﬁrst training step selects among a set of keypoint descriptors those that are most discriminative. Then, a Naive 
Bayesian Network trained on a subset of data with ground truth is employed to fuse the selected keypoint descriptors. The 
main drawback of this approach is that it uses a trained scheme which depends on the dataset employed. While a particular 
keypoint descriptor might not be very informative for a given dataset, it might be useful in an unknown situation, but if it 
has already been discarded, its contribution cannot be evaluated.
The work of Perakis et al. [12] evaluates the fusion of 2D and 3D features in the context of facial landmark detection. 
In a ﬁrst step, landmarks are learned from an annotated dataset, and later, a template matching approach is applied for 
recognition. They evaluate several fusion approaches for template matching showing their advantages and disadvantages. 
This method is compared with ours in the experimental section.
The work of Weng et al. [19] proposes a feature set matching approach focused on the face recognition problem when 
there are occlusion or illumination changes. For each keypoint detected, they compute SIFT and SURF descriptors and com-
bine them by simple concatenation. However, as they state, this simple combination cannot be effectively represented in 
Euclidean space. In order to exploit the discriminative potential of the two concatenated descriptors the authors use Metric 
Learning [20]. Their experiments show that the combination of SIFT and SURF descriptors can improve the invariance of 
local features to illumination, viewpoint and pose variations.
In general, the related works require a training step in order to assign weights to the different features. In contrast, we 
deal with the problem of determining the best match for a source point between a set of target points with no previous 
knowledge. To that end, our approach creates a set of evidence distributions that are fused using DST.
DST, which is also known as the evidence theory, is a generalization of the Bayes theory of subjective probability. It 
includes several models of reasoning under uncertainty such as the Smets’ Transferable Belief Model (TBM) [21]. It has 
been applied to several disciplines such as people tracking [22], fraud detection [23], classiﬁcation [24], risk analysis [25], 
clustering [26,27], image processing [28–31], autonomous robot mapping [32], human–computer interaction [33], land mine 
detection [34] and driver assistance [35], among others.
In [36] Denoeux et al. present a solution to the multi-target tracking problem. Three attributes (position, velocity, and 
class) are employed to describe the targets. Then, each attribute is considered a piece of evidence and they are fused using 
DST. This problem is similar to ours since it is in essence a multi-target assignment problem, where targets are described 
by multiple attributes.
In the context of classiﬁcation with DST, entropy has been previously employed as a measure of conﬁdence. In [37], 
the authors fuse the output of several classiﬁers for the problem of word sense disambiguation. They deﬁne the weights 
of the classiﬁers adaptively based on ambiguity measures associated with their decisions with respect to each particular 
pattern under classiﬁcation. In their approach, the ambiguity is deﬁned by Shannon’s entropy. The work of Ranoeliarivao 
et al. [38] tackles the problem of multi-source clustering of remote sensing images based on an unsupervised assignment 
of evidences. Instead of using a user-deﬁned ambiguity threshold to decide if a sample is highly ambiguous, they employ 
an ambiguity factor based on the local entropy among the cluster memberships. In [39], a method to predict ranking 
preferences is proposed using a discount rate derived from the information entropy. The goodness of the decision-making 
between different groups of experts is evaluated by analyzing the entropy of their decisions. In our work, the entropy of the 
evidence distributions is employed as a measure of conﬁdence in the keypoint descriptor.
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Fig. 2. Example of the problem for K = 3, where k = 1 SIFT, k = 2 SURF, k = 3 FREAK. (Left) Source image with the keypoint p to be matched. (Right) Target 
image with the n best matches φik for each descriptor when n = 3.
3. Problem formulation
Let us denote by p a point detected by a keypoint detector in a source image. Our aim is to ﬁnd the best correspon-
dence q in a target image from the set of keypoints Q = {q1, . . . , qN}. It must be noticed that the correspondence might not 
be in Q because of occlusion or error of the keypoint detector. Let us denote by
(p) = {ψk(p) | k = 1 . . . K }, (1)
the set of keypoint descriptors used to describe the point p, where
ψk(p) = ( f k1p, f k2p, f k3p, . . . f knk p, ) (2)
is the feature vector provided by the k-th descriptor. Please notice that we are employing a single keypoint detector to 
extract the keypoints, and then, different descriptors are used on each keypoint.
The ﬁrst step is to compare the feature vector ψk(p) with those of the points in the set Q. Let us deﬁne then
dk(p,q) = |ψk(p) − ψk(q)| (3)
as a distance measure between two keypoint descriptors. Using dk , the points of Q are sorted in ascending order indepen-
dently for each descriptor creating the sets
(p,Q) = {φk(p,Q) | k = 1 . . . K }, (4)
φk(p,Q) =
{
(φ1k , . . . , φ
N
k ) ∈Q | dk(p, φik) ≤ dk(p, φ jk ) ∀i > j
}
. (5)
The vector φk(p, Q) includes the points from Q sorted in ascending order according to dk , i.e., it is a permutation of the 
elements in Q.
One might expect the ﬁrst element of the vector φk(p, Q) to be the one with higher likelihood of being the correct 
match. And ideally, all keypoint descriptors should produce the same ordered vector. However, in practice, some descriptors 
are better suited for detecting points in particular circumstances than others. Therefore, each vector φk(p, Q) corresponds 
to a different permutation of the elements in the set Q. Our goal then is to combine the information in (p, Q) to ﬁnd the 
correct match from the conﬂicting evidences provided by the different descriptors.
Since the most probable candidates are the ﬁrst terms of the vector φk(p, Q), using all of them implies an unnecessary 
increase of memory and computing time. Consequently, we reduce the size of the vectors by retaining only the ﬁrst n
elements, i.e., |φk(p, Q)| = n. Fig. 2 shows an example with K = 3 descriptors keeping the best n = 3 matches.
4. Standard feature fusion approaches
This section explains the proposal of Perakis et al. [12] for keypoint descriptor fusion, adapted to our work. Although 
their work is based on facial landmark detection, their approach is a general method valid for any application requiring 
fusion of descriptors.
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In a ﬁrst step, a descriptor similarity mapping function is employed providing a normalized value indicating how similar 
two descriptors are. Given the feature vector ψk(p), and a target feature vector ψk(q), the normalized distance dˆk(p, q) is 
given by:
dˆk(p,q) = dk(p,q)dk(p, φnk )
. (6)
The idea is to divide the distance between p and q by the maximum distance in the set φk(p, Q). Then, a normalized 
similarity measure can be deﬁned by using the function:
Sk(p,q) = 1− dˆk(p,q)e, (7)
where e favors the nearest elements to the target. When e = 1 we obtain a linear mapping, while using e = 2 we obtain the 
quadratic mapping (as expressed in [12]). The similarity measure Sk(p, q) is one if both feature vectors are equal, and is 0
for the farthest element.
The similarity measures obtained for the K keypoint descriptors can be fused by using any of the following rules:
• Sum rule:
























Smax(p,q) =maxKk=1 (Sk(p,q)) . (11)
Each of these rules causes a different fusion behavior. In this work, we are testing different combinations of normalized 
similarity measures and fusion rules so as to ﬁnd the best one for our problem.
5. Dempster–Shafer proposal for keypoint fusion
This section explains our proposal for keypoint descriptor fusion using DST. First, we provide a brief introduction to DST, 
and then, we detail our fusion approach.
5.1. Dempster–Shafer theory of evidence
Let us consider a variable ω taking values in the frame of discernment , and let us denote the power set by 2 . A basic 
belief assignment (bba)
m : 2 → [0,1],
is a function that assigns masses of belief to the subsets A of the power set, verifying:∑
A∈
m(A) = 1. (12)
While the evidence assigned to an event in the Bayesian approach must be a probability distribution function, the mass 
m(A) of a power set element can be a subjective function expressing how much evidence supports the fact A. Furthermore, 
complete ignorance about the problem can be represented by m() = 1.
The original Shafer’s model imposes the condition m(∅) = 0 in addition to that expressed in Eq. (12), i.e., the empty 
subset should not have mass of belief. However, Smets’ TBM model relaxes that condition so that m(∅) > 0 stands for 
the possibility of incompleteness and conﬂict [21]. In the ﬁrst case, m(∅) is interpreted as the belief that something out 
of  happens, i.e. accepting the open-world assumption. In the second case, the mass of the empty set can be seen as a 
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measure of conﬂict arising when merging information from sources pointing towards different directions. Nonetheless, a 
renormalization can transform a Smets’ bba m into a Dempster’s bba m∗ as:
m∗(∅) = 0,
m∗(A) = m(A)1−m(∅) if A 	= ∅. (13)




m(B), ∀A, B ⊆ . (14)
Using the above concepts, it is possible to deﬁne the generalized simple bba [40] as a function μ from 2 to R verifying
μ(A) = 1− w(A)
μ() = w(A)
μ(B) = 0 ∀B ∈ 2 \ {A,} (15)
for some A 	=  and some w ∈ [0, +∞). Let us denote such a mass function as Aw . The weights w(A) can be obtained 





This is another alternative representation of a bba which is very useful for fusing different pieces of evidences. Obtaining 
the masses back from the weights is possible using the Fast Möbius Transform [41].
In this work, we employ the Frank’s family of t-norms [42]:
xs y = logs
(
1+ (s




where logs represents the logarithm function with base s > 0. Each value of s deﬁnes a t-norm. As s → 0, Eq. (17) tends to 
the minimum between x and y, and to the product as s = 1. Using this terminology, the combination of two bbas is deﬁned 
as:
m1 © s m2 = ©∩
A∈ A
w1(A)sw2(A), (18)
which is a ﬂexible way to modify with the parameter s the properties of the combination rule. When s = 0, the Denoeux 
[43] cautious rule is obtained, which implements the Least Commitment Principle (LCP). It postulates that, given two belief 
functions compatible with a set of constraints, the most appropriate is the least informative. This is a rule which assumes 
that the sources manage dependent pieces of information. On the other hand, when s = 1, we obtain Dempster’s conjunctive 
sum operation [44] which can be equivalently deﬁned as:
(m1 ©∩ m2)(A) =
∑
B∩C=A
m1(B)m2(C) ∀A ⊆ . (19)
This rule assumes that sources are uncorrelated.
In some applications it is necessary to make a decision and choose the most reliable single hypotheses ω. To do so, 






Other approaches for that end are the intersection probability [46], the orthogonal projection and the relative plausibility 
[47].
5.2. Proposed approach: keypoint descriptor fusion with DST
Using as input the vectors of (p, Q) (i.e., each φk(p, Q)), we construct the evidence distribution set





















if q ∈ φk(p,Q)
0 otherwise.
(23)
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The value φ1k is the ﬁrst element of φk(p, Q), ϕ is a constant factor so that the integral of the distribution is one, and β is 
an exponential parameter (experimentally evaluated in Section 6) that modiﬁes the shape of the distribution.
The evidence distributions created with Eq. (22) have the following properties. First, the best candidate (the one with 
smallest distance) receives the highest evidence. Second, it is a normalized distribution that can be used to compare the 
results of different keypoint descriptors. It must be reminded that each descriptor works in its own feature space (with its 
own number of features), thus, distances between different descriptors are not directly comparable. Finally, the parameter β
is employed to modify the distribution. Values of β greater than one tend to increase the inﬂuence of the ﬁrst terms, while 
values smaller than one tend to smooth the distribution.
An ideal descriptor would produce a very small distance for the correct candidate and a very high distance for the rest. 
So, an ideal descriptor would produce an evidence distribution with a very high value for the ﬁrst element and very low 
values for the rest. However, if the descriptor is not good, it might provide high (or low) distance values for all keypoints, 
including for the correct match, thus producing a uniform distribution. Finally, if the source keypoint is part of a repetitive 
pattern (such as a chessboard), even a good descriptor would have many possible correct matches, again producing a
uniform distribution.












When the entropy of the distribution is 0 (i.e., there is only one element with evidence 1 and the rest is zero) then, ck(p)
is one. As the evidence distribution πk(p) tends to a uniform one, ck(p) tends to zero.
The evidence distributions πk(p) and the conﬁdence values ck(p) are employed to deﬁne the bba for each keypoint 
descriptor. In our problem, the set of facts S is comprised by all the points from Q selected to create the evidence distri-
butions. Thus, we can deﬁne S as the set of points from Q that are in (p, Q):
S = {w ∈Q | ∃k, w ∈ φk(p,Q)}. (25)
Please notice that S is a subset of Q. Considering each keypoint descriptor as an independent sensor, the bba of the k-th 
sensor is deﬁned from Eqs. (23) and (24) as:
mk() = ck(p),
mk(w) = δk(p,w). (26)
Using the t-norm combination rules explained previously (Eq. (17)), the fused masses of belief over the power set S are ob-




w1,w2, . . . ,w|S| | wi ∈ S ∧ BetP (wi) > BetP (w j) ∀i < j
)
. (27)
In other words, the keypoint w1 is the most likely keypoint in Q to be the correct match, w2 the second most likely and 
so on. It must be noted that conﬂict between the descriptors has not been managed at this level. Instead, the ratio between 
the two best descriptors (w2/w1) is later analyzed to see if the match can be reliably considered, by ensuring it is below a 
threshold α, thus preventing false positives. This is better explained in the next section.
6. Experiments and results
This section presents the experiments conducted to test the proposed method. The well-known Oxford dataset1 of 
Schmid and Mikolajczyk [2] has been employed in this work for evaluation purposes. It consists of seven scenes that 
include different image transformations: zoom and rotation (Boat), image blur (Bikes and Trees), view-point change (Graﬃti 
and Wall), light change (Leuven) and JPEG compression (UBC), see Fig. 3. Each scene contains a sequence of ﬁve images 
sorted by the amount of transformation. The homography H with respect to the ﬁrst image that is used to determine the 
ground truth is also provided by the dataset. The matching comparatives are performed against the ﬁrst sequence image in 
all cases, i.e., the ﬁrst image plays the role of source image, and the rest are the target images.
For all tested methods, the nearest neighbor distance ratio matching (NNDR) [13] strategy has been applied. It means that 
a possible match provided by a descriptor is only selected if it satisﬁes the condition d(p, φ1k )/d(p, φ
2
k ) < α, where α ∈ [0, 1]. 
This approach prevents false positives when a descriptor provides similar responses to the two best matching candidates. In 
our method, the same result is obtained as the ratio between the two most likely candidates, i.e., (w2/w1) < α.
1 The dataset is available at http :/ /www.robots .ox .ac .uk /~vgg /research /aﬃne/.
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Fig. 3. Images from Oxford dataset: blur (a, b), viewpoint change (c, d), zoom and rotation (e), lighting change (f) and JPEG compression (g).
In order to evaluate if a match is correct, the ratio of the intersection over union [13] is applied. In short, a match is 
considered correct if the overlap error in the image area covered by two corresponding regions  is less than 50% of the 
region union. For that purpose, the parameter  is calculated as:
 = 1− P ∩ H
T · Q · H
P ∪ HT · Q · H , (28)
where P and Q are the regions centered on the source point p and the target point matched q, and H is the homography 
that relates source and target images.
6.1. Evaluation methodology
In order to test our proposal, the following methodology has been applied. First, keypoints have been selected using a 
keypoint detector (both SURF and SIFT have been tested). Afterwards, the ﬁve keypoint descriptors SIFT, SURF, ORB, BRISK 
and FREAK have been applied to the detected keypoints. Using the same keypoint detector for all descriptors ensures that 
the results are comparable. The list of keypoints detected, their descriptors as well as the source code employed in this 
work are available as supplementary material of this paper for evaluation purposes.2
The precision, recall and F measure of each descriptor have been evaluated in the dataset, providing the individual 
baseline performance. These three measures are deﬁned over the true positives (tp), the false positives (fp), and the false 
negatives (fn) matches as:
precision = tp
tp+ fp ; recall =
tp
tp+ fn ; F = 2
precision · recall
precision+ recall . (29)
Precision is a measure indicating how good a method is at not selecting incorrect matches, while recall measures how many 
good matches a method is capable of ﬁnding. These two measures complement to each other. Finally, the F measure is the 
harmonic mean of both providing a unique score about the performance of a method. We will focus our analysis on the F 
measure since it is a unique indicator to determine the performance of a method.
In order to evaluate the performance of the different fusion methods, the non-parametric Wilcoxon signed rank test [48]
has been applied on the F measure. The test evaluates two methods by considering two hypotheses: the null hypothesis H0 , 
which assumes that both methods present similar results, and the alternative hypothesis H1, indicating that there exists 
statistically signiﬁcant differences between the observed results. In all our tests, the value p = 0.05 has been employed, 
indicating that results of the test are reliable at 95.5%.
6.2. Baseline performance
At this point, each descriptor is evaluated individually so as to later analyze the improvements produced by fusion. The 
values presented in Tables 1 and 2, are the results of each descriptor obtained for the best value of α over the entire 
dataset using values in the range [0, 1] at regular intervals of 0.01. In other words, each descriptor has been applied to all 
2 The supplementary material is available at http :/ /www.uco .es /investiga /grupos /ava /node /48/.
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Table 1
Baseline performance of individual keypoint descriptors (Kp) in the 
database when using the SURF keypoint detector. Lines in bold font are se-
lected for comparison.









Baseline performance of individual keypoint descriptors in the database 
when using the SIFT keypoint detector.








the sequences for varying values of α, and the solution with the highest F measure is the one shown in the table. The ﬁrst 
and second columns indicate the keypoint detector and descriptor employed, respectively. For SURF and SIFT descriptors, 
both the L1 and L2 norms have been employed. Since the other descriptors are binary, the Hamming distance has been 
employed.
First, it can be seen that the SURF keypoint detector provides better performance in all cases. Thus, this will be the one 
selected for the rest of the experiments. It can also be observed that, when using the SURF keypoint detector, the FREAK 
descriptor is the best one, while ORB is the worst one. Regarding the distance employed, it can be seen that L2 causes a 
performance reduction in most cases. The options presented in bold font in Table 1 are the descriptors employed for the 
rest of our comparisons.
6.3. Standard feature fusion performance
The following section evaluates the performance of the standard feature fusion methods presented in Section 4. In total, 
we have tested two normalized similarity measures (e = {1, 2} of Eq. (7)) and four fusing rules (sum, root-mean-square, 
product and max in Eqs. (8)–(11)). In total, the eight different fusion approaches have been tested, and for each one, all 
possible combinations of the ﬁve descriptors have been tested. The results are presented in Table 3, where the asterisks 
indicate the descriptors fused. Again, the results reported are those obtained for the best value of α over the entire dataset 
using values in the range [0, 1] at regular intervals of 0.01.
For instance, line 3, column (e = 1, max) presents the result of fusing all the descriptors but ORB using a linear mapping 
(e = 1) and the max fusion rule which obtain (+0.30E−2, H0). In this case, the fusion method results in an increase of 
the F measure of +0.30E−2 compared to the best individual descriptor of the four employed, which in this case is FREAK. 
However, the value H0 means that the Wilcoxon test [48] indicates that the result is not statistically signiﬁcant. In other 
words, the two methods can be considered equivalent in performance. The last line (26), summarizes the results of all the 
tests performed for a method. So, for the case (e = 1, max), the result (−1.92E−2, H1) indicates that, considering all possible 
combinations, the fusion method, in average, obtains a performance reduction and that it is a statistically signiﬁcant result. 
So, it can be said that, overall, this fusion method is worst than using the best individual descriptor.
If we analyze the results for the rest of the fusion methods, it can be seen that no one obtains better results that the 
use of individual classiﬁers.
6.4. Evidential feature fusion performance
This section evaluates the performance of the proposed approach. As in the previous case, our method has been evaluated 
by selecting all possible combinations of the ﬁve descriptors. Our method has three parameters: n (the cardinal of φk(p, Q)
in Eq. (5)), β from Eq. (23) and the value of s for the t-norm employed (Eq. (17)). The ﬁrst parameter is the number of 
keypoints that are employed to create the evidence distribution. The values n = (4, 3, 2) have been employed in our tests. 
The second parameter β is the factor that modulates the shape of the evidence distribution. Values in the range β = [1, 15]
at regular intervals of 0.25 have been tested. For the t-norm, the values s = {0, 0.5, 1} have been employed. Finally, we have 
employed values of α in the range [0, 1] at regular intervals of 0.1. The results obtained are presented in Table 4.
As can be observed, the proposed approach obtains better results than the methods tested previously. When using the 
t-norms s = {0, 1} (Cautious and Conjunctive rules), our method always improves the results of the best individual classi-
ﬁer. In general, the conjunctive rule obtains slightly better results than the cautious one, presumably because information 
managed by the descriptors cannot be considered highly correlated. We would like to draw attention to line 3 and column 
s = 1, where our methods fuses all descriptors but ORB. In that case, we increase performance (+7.17E−2) with respect to 
FREAK, that scored 0.775. So, in relative terms, it is an improvement of nearly 10% using our approach. In general, the best 
results are obtained when the ORB keypoint descriptor is not employed.
6.4.1. Inﬂuence of the parameters in the method performance
The results reported previously have shown the performance of our method for the best conﬁguration of the parameters 



























K (e = 1, max) (e = 1, product) (e = 1, rms) (e = 1, sum) (e = 2, max) (e = 2, product) (e = 2, rms) (e = 2, sum)
0 * * * * * (−0.76E−2,H0) (−15.71E−2,H1) (+0.42E−2,H0) (+1.41E−2,H1) (−1.21E−2,H0) (−13.68E−2,H1) (−0.04E−2,H0) (+1.07E−2,H0)
1 * * * * (+0.20E−2,H0) (−8.50E−2,H1) (+1.45E−2,H0) (+0.72E−2,H0) (−0.83E−2,H0) (−7.93E−2,H1) (+0.16E−2,H0) (−0.19E−2,H0)
2 * * * * (−1.63E−2,H0) (−14.80E−2,H1) (−0.34E−2,H0) (+0.28E−2,H0) (−2.04E−2,H0) (−13.24E−2,H1) (−1.10E−2,H0) (+0.17E−2,H0)
3 * * * * (+0.30E−2,H0) (−9.18E−2,H1) (+0.94E−2,H0) (+1.86E−2,H0) (−0.70E−2,H0) (−8.23E−2,H1) (+0.45E−2,H0) (+1.60E−2,H1)
4 * * * * (−1.46E−2,H0) (−12.08E−2,H1) (−1.00E−2,H0) (+0.60E−2,H1) (−2.15E−2,H0) (−10.52E−2,H1) (−1.48E−2,H0) (−0.45E−2,H0)
5 * * * * (−1.84E−2,H0) (−11.90E−2,H1) (−1.01E−2,H0) (−0.94E−2,H0) (−2.05E−2,H1) (−11.19E−2,H1) (−2.15E−2,H1) (−1.61E−2,H0)
6 * * * (−1.60E−2,H0) (−7.71E−2,H1) (−0.89E−2,H0) (−0.24E−2,H0) (−2.45E−2,H1) (−7.74E−2,H1) (−1.64E−2,H0) (−1.33E−2,H0)
7 * * * (+1.01E−2,H0) (−3.14E−2,H1) (+1.12E−2,H0) (+1.28E−2,H0) (+0.15E−2,H0) (−3.02E−2,H1) (+0.50E−2,H0) (+0.58E−2,H0)
8 * * * (−1.12E−2,H0) (−7.94E−2,H1) (−0.90E−2,H0) (+0.14E−2,H0) (−1.48E−2,H0) (−7.05E−2,H1) (−1.28E−2,H0) (−0.04E−2,H0)
9 * * * (−1.00E−2,H0) (−5.82E−2,H1) (−0.43E−2,H0) (−0.41E−2,H0) (−2.11E−2,H1) (−6.00E−2,H1) (−1.35E−2,H1) (−1.53E−2,H1)
10 * * * (−3.06E−2,H0) (−10.42E−2,H1) (−2.57E−2,H0) (−0.85E−2,H0) (−3.53E−2,H1) (−9.73E−2,H1) (−3.06E−2,H0) (−1.65E−2,H0)
11 * * * (−0.70E−2,H0) (−5.96E−2,H1) (−1.13E−2,H0) (+0.65E−2,H0) (−2.00E−2,H0) (−5.67E−2,H1) (−1.55E−2,H0) (−0.05E−2,H0)
12 * * * (−2.92E−2,H1) (−9.36E−2,H1) (−2.25E−2,H1) (−1.82E−2,H1) (−3.17E−2,H1) (−8.50E−2,H1) (−2.84E−2,H1) (−2.23E−2,H1)
13 * * * (−3.43E−2,H1) (−10.43E−2,H1) (−2.65E−2,H1) (−2.44E−2,H0) (−3.87E−2,H1) (−10.14E−2,H1) (−3.90E−2,H1) (−3.09E−2,H1)
14 * * * (−1.27E−2,H0) (−6.50E−2,H1) (−1.24E−2,H0) (−0.49E−2,H0) (−2.24E−2,H0) (−6.33E−2,H1) (−1.93E−2,H0) (−1.37E−2,H0)
15 * * * (−3.04E−2,H0) (−9.04E−2,H1) (−2.34E−2,H0) (−1.97E−2,H0) (−3.57E−2,H1) (−8.70E−2,H1) (−3.62E−2,H1) (−3.37E−2,H1)
16 * * (−1.01E−2,H0) (−2.38E−2,H1) (−0.97E−2,H0) (−0.67E−2,H0) (−1.25E−2,H0) (−2.66E−2,H1) (−1.35E−2,H0) (−1.25E−2,H0)
17 * * (−4.03E−2,H1) (−5.96E−2,H1) (−3.68E−2,H1) (−3.49E−2,H1) (−4.84E−2,H1) (−6.56E−2,H1) (−4.12E−2,H1) (−3.84E−2,H1)
18 * * (−0.63E−2,H0) (−1.21E−2,H0) (−0.70E−2,H0) (−0.06E−2,H0) (−1.52E−2,H1) (−1.91E−2,H1) (−1.35E−2,H0) (−1.33E−2,H0)
19 * * (−0.90E−2,H0) (−0.86E−2,H0) (−4.09E−2,H1) (−0.90E−2,H0) (−0.99E−2,H0) (−0.88E−2,H0) (−4.05E−2,H1) (−0.99E−2,H0)
20 * * (−0.60E−2,H0) (−2.65E−2,H0) (−1.25E−2,H0) (−0.60E−2,H0) (−1.19E−2,H0) (−3.07E−2,H0) (−1.56E−2,H0) (−1.19E−2,H0)
21 * * (−2.42E−2,H1) (−3.47E−2,H1) (−3.67E−2,H1) (−2.42E−2,H1) (−2.37E−2,H1) (−3.41E−2,H1) (−3.72E−2,H1) (−2.37E−2,H1)
22 * * (−4.07E−2,H1) (−5.59E−2,H1) (−4.44E−2,H1) (−4.07E−2,H1) (−4.69E−2,H1) (−6.13E−2,H1) (−4.87E−2,H1) (−4.69E−2,H1)
23 * * (−4.96E−2,H1) (−7.21E−2,H1) (−4.17E−2,H1) (−4.33E−2,H1) (−5.25E−2,H1) (−7.42E−2,H1) (−5.41E−2,H1) (−5.25E−2,H1)
24 * * (−5.75E−2,H1) (−7.79E−2,H1) (−4.86E−2,H1) (−4.36E−2,H1) (−6.32E−2,H1) (−8.22E−2,H1) (−5.95E−2,H1) (−5.67E−2,H1)
25 * * (−3.27E−2,H1) (−4.37E−2,H1) (−2.97E−2,H1) (−3.27E−2,H1) (−3.84E−2,H1) (−4.78E−2,H1) (−4.51E−2,H1) (−3.84E−2,H1)
26 – – – – – (−1.92E−2,H1) (−7.31E−2,H1) (−1.68E−2,H1) (−1.01E−2,H1) (−2.52E−2,H1) (−7.03E−2,H1) (−2.37E−2,H1) (−1.69E−2,H1)
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Table 4












K t-norm, s = 0 t-norm, s = 0.5 t-norm, s = 1
0 * * * * * (+3.79E−2,H1) (−0.27E−2,H0) (+5.78E−2,H1)
1 * * * * (+5.70E−2,H1) (+0.13E−2,H0) (+5.27E−2,H1)
2 * * * * (+3.58E−2,H1) (+1.51E−2,H0) (+5.73E−2,H1)
3 * * * * (+5.10E−2,H1) (+2.14E−2,H1) (+7.17E−2,H1)
4 * * * * (+3.78E−2,H1) (+1.22E−2,H1) (+4.66E−2,H1)
5 * * * * (+3.11E−2,H1) (−1.62E−2,H0) (+3.83E−2,H1)
6 * * * (+4.42E−2,H1) (+2.12E−2,H0) (+5.12E−2,H1)
7 * * * (+7.16E−2,H1) (+3.28E−2,H1) (+7.11E−2,H1)
8 * * * (+4.79E−2,H1) (+5.04E−2,H1) (+7.00E−2,H1)
9 * * * (+5.15E−2,H1) (+1.38E−2,H0) (+5.08E−2,H1)
10 * * * (+2.47E−2,H1) (+2.10E−2,H1) (+4.37E−2,H1)
11 * * * (+4.88E−2,H1) (+4.03E−2,H1) (+6.10E−2,H1)
12 * * * (+1.15E−2,H0) (−0.97E−2,H0) (+1.70E−2,H1)
13 * * * (+2.41E−2,H1) (+0.25E−2,H0) (+3.47E−2,H1)
14 * * * (+4.42E−2,H1) (−0.16E−2,H0) (+4.92E−2,H1)
15 * * * (+2.67E−2,H1) (−1.95E−2,H0) (+2.67E−2,H1)
16 * * (+6.14E−2,H1) (+5.92E−2,H1) (+6.54E−2,H1)
17 * * (+2.00E−2,H1) (+2.66E−2,H1) (+2.61E−2,H1)
18 * * (+6.67E−2,H1) (+7.07E−2,H1) (+7.19E−2,H1)
19 * * (+2.75E−2,H1) (+3.64E−2,H1) (+3.70E−2,H1)
20 * * (+3.32E−2,H1) (+3.29E−2,H1) (+3.69E−2,H1)
21 * * (+2.18E−2,H0) (+1.25E−2,H0) (+2.51E−2,H1)
22 * * (+3.36E−2,H1) (+3.50E−2,H1) (+4.09E−2,H1)
23 * * (+0.29E−2,H0) (−0.89E−2,H0) (+0.67E−2,H0)
24 * * (+1.89E−2,H1) (+0.47E−2,H0) (+1.90E−2,H1)
25 * * (+3.64E−2,H1) (+1.99E−2,H1) (+3.25E−2,H1)
26 – – – – – (+3.72E−2,H1) (+1.81E−2,H1) (+4.47E−2,H1)
been evaluated in each case. For that purpose, we have run a Wilcoxon test comparing the results of the best conﬁguration 
of β for the values of n = (2, 3, 4). The results are in Table 5. While each row of the table shows one fusion combination, 
the last three columns show the result of the Wilcoxon test comparing the best conﬁguration in terms of the F measure. For 
instance, column “2 vs 3” of line 1 compares the best matcher found using n = 2 with the best matcher using n = 3 when 
our method is applied fusing all descriptors but FREAK. The Wilcoxon test indicates that while the approach using n = 2
vs n = 3 obtains an increment of 0.12% in terms of the F measure, the differences observed are not statistically signiﬁcant. 
Analyzing the rest of the tests, it can be observed that there is no clear winner. So, we might conclude that the impact of 
the parameter n is not critical in the performance of the method. We believe it is because if the correct match is not among
the ﬁrst two, then, the descriptor is not reliable for that particular keypoint. In other words, it is unlikely for a descriptor to 
classify the correct match in the third or fourth position.
In order to analyze the behavior of our method as a function of β , we show the evolution of the F measure for different 
fusion combinations in Fig. 4 for a constant value of n and α. We have selected only a set of combinations since for the 
rest of cases the behavior is very similar. As can be observed, a smooth function is obtained. The values of the F measure 
increase slowly until reaching its maximum and then the function decreases smoothly.
At the light of the results presented, it can be seen that the results of the proposed method are robust, i.e., they do not 
strongly depend on the parameter selection.
7. Conclusions
This work has proposed a new keypoint matching approach. Our method fuses two of more keypoint descriptors creating 
an evidence distribution. Then, an analysis of the entropy of the distribution is employed to calculate a conﬁdence factor. 
The conﬁdence factor is an indicator of how good a descriptor is at estimating the correct match of a keypoint. DST is 
employed to fuse the evidence distributions, and ﬁnally the pignistic probability is applied to select the most likely match.
The proposed method has been tested on the Oxford keypoint dataset [2] running statistical tests on the results. The 
tests conducted show that the proposed method obtains a performance improvement (which is statistically relevant) in 
the majority of the cases. Also, we have observed that the better the descriptors employed for fusion are, the higher the 
improvement obtained. In the best case, our method has obtained an improvement of 10% with respect to the best keypoint 
descriptor FREAK. Finally, our experiments have also shown that the performance of the proposed method is robust to a 
wide range of values of its parameters.
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Table 5
Wilcoxon tests comparing the performance of our fusion approach using different values of the parameter n. Results indicate that the values of n produce 












K 2 vs 3 2 vs 4 3 vs 4
0 * * * * * (−0.38E−2,H0) (−0.49E−2,H0) (−0.12E−2,H0)
1 * * * * (+0.12E−2,H0) (+0.13E−2,H0) (+0.01E−2,H0)
2 * * * * (−0.46E−2,H0) (−0.29E−2,H0) (+0.16E−2,H0)
3 * * * * (−0.44E−2,H0) (−0.12E−2,H0) (+0.32E−2,H0)
4 * * * * (−0.04E−2,H0) (−0.37E−2,H0) (−0.33E−2,H0)
5 * * * * (−0.08E−2,H0) (+0.19E−2,H0) (+0.26E−2,H0)
6 * * * (+0.01E−2,H0) (−0.03E−2,H0) (−0.04E−2,H0)
7 * * * (−0.61E−2,H0) (−0.60E−2,H0) (+0.01E−2,H0)
8 * * * (+0.76E−2,H0) (+0.87E−2,H0) (+0.11E−2,H0)
9 * * * (+0.16E−2,H0) (−0.04E−2,H0) (−0.21E−2,H0)
10 * * * (+0.15E−2,H0) (+0.17E−2,H0) (+0.01E−2,H0)
11 * * * (−0.07E−2,H0) (−0.77E−2,H0) (−0.70E−2,H0)
12 * * * (+0.14E−2,H0) (+0.05E−2,H0) (−0.09E−2,H0)
13 * * * (−0.20E−2,H0) (−0.16E−2,H0) (+0.03E−2,H0)
14 * * * (−0.63E−2,H0) (−0.34E−2,H0) (+0.29E−2,H0)
15 * * * (+0.00E−2,H0) (−0.10E−2,H0) (−0.10E−2,H0)
16 * * (−0.59E−2,H0) (+0.04E−2,H0) (+0.64E−2,H0)
17 * * (+0.32E−2,H0) (+1.06E−2,H1) (+0.75E−2,H0)
18 * * (+0.81E−2,H0) (+0.89E−2,H0) (+0.07E−2,H0)
19 * * (+0.39E−2,H0) (+0.64E−2,H0) (+0.25E−2,H0)
20 * * (−0.01E−2,H0) (−0.23E−2,H0) (−0.22E−2,H0)
21 * * (−0.44E−2,H0) (−0.79E−2,H0) (−0.34E−2,H0)
22 * * (−0.14E−2,H0) (+0.02E−2,H0) (+0.16E−2,H0)
23 * * (−0.17E−2,H0) (−0.46E−2,H0) (−0.28E−2,H0)
24 * * (+0.01E−2,H0) (−0.4E−2,H0) (−0.42E−2,H0)
25 * * (−0.20E−2,H0) (−0.21E−2,H0) (−0.02E−2,H0)
26 – – – – – (−0.06E−2,H0) (−0.05E−2,H0) (+0.01E−2,H0)
Fig. 4. Evolution of the F measure as the smoothing parameter β changes (Eq. (22)). As can be observed, the performance of our method is very regular for 
a wide range of values of β .
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Cap´ıtulo B
Robust detection of fiducial markers in
challenging conditions
En esta seccio´n se incluye el art´ıculo correspondiente a la segunda contribucio´n rea-
lizada durante la presente Tesis Doctoral y que se corresponde con la propuesta
descrita en el Cap´ıtulo 4.
El trabajo titulado “Robust detection of fiducial markers in challenging conditions”
se encuentra en proceso de revisio´n.
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Abstract
Square fiducial markers are one of the most popular tools for camera pose estimation
because of their high robustness and performance. However, the state-of-the-art methods
perform poorly under difficult image conditions, such as camera defocus, motion blur, small
scale or non-uniform lighting. This work tackles the marker identification problem as a clas-
sification one, and proposes a methodology to train such classifiers by creating a synthetic
dataset of markers affected by several transformations. Different types of classifiers have
been tested to prove the validity of our proposal (namely, Multilayer Perceptron (MLP),
Convolutional Neural Networks (CNN) and Support Vector Machines (SVM)), and sta-
tistical analyses have been performed in order to determine the best approach for our
problem. Finally, the obtained classifiers have been compared to the ArUco and AprilTags
fiducial marker systems in challenging video sequences. The results obtained show that the
proposed method performs significantly better.
1. Introduction
Camera pose estimation is an important requirement in many computer vision applications.
Despite the growing interest in natural features (such as keypoints or textures) for that
purpose, fiducial markers are still one of the preferred alternatives since their detection
is faster and more robust, providing camera pose at the only expense of placing some5
markers in the scene. They are actively used in many applications such as augmented reality
(Khattak et al., 2014; Cubillo et al., 2014), robot navigation (Sanchez-Lopez et al., 2015;
Olivares-Mendez et al., 2015) or structure from motion (Rumpler et al., 2014; Klopschitz &
Schmalstieg, 2007).
Square fiducial markers, composed by an external wide black border and an inner code10
(most ofter binary), are the most popular ones. Their main advantage is that a single
marker provides four correspondence points (its four corners), which are enough to do
camera pose estimation. Detection of such markers is normally composed by two steps.
The first one consists in looking for square borders, which produces a set of candidates
comprised by markers and background elements (see Fig. 1). In the second step, each15
candidate is analysed to extract its binary code and deciding whether it is a marker or
part of the background. Two main approaches have been applied for extracting the binary
code. The first one (see Fig. 2(a)) consists in obtaining the canonical view of the candidate
which is then thresholded (Garrido-Jurado et al., 2014; Wagner & Schmalstieg, 2007). The
1
Figure 1: Example of square candidates detection in a real scene. Green candidates refer to
real markers while red ones are elements of the background. (Best seen in color)
second one (see Fig. 2(b)) uses the inverse homography to determine image locations where20
to perform the analysis (Olson, 2011; Fiala, 2010). Finally, if the binary code does no
belong to the set of valid markers (marker dictionary), the candidate is rejected.
Selecting the binary marker codes for an application is of great relevance to reduce the
chance of errors. Some authors have employed classic signal coding techniques (Rekimoto,
1998; Fiala, 2010; Wagner & Schmalstieg, 2007), others heuristic approaches (Garrido-25
Jurado et al., 2014; Olson, 2011) and even Mixed Integer Linear Programming (MILP)
(Garrido-Jurado et al., 2016) have been used to obtain optimal solutions.
Nonetheless, in many real-life applications, images undergo circumstances where a cor-
rect identification using the previously explained methods is not reliable, such as motion
blur, non-uniform lighting conditions or reduced visibility (see Fig. 5).30
This work proposes to handle the marker identification problem as a classification one.
Instead of binarizing the image and then applying bit detection/correction techniques, we
propose to train a classifier for the identification process. Since obtaining a large dataset
of markers from real images representing a wide variety of conditions is not practical, we
propose the creation of a synthetic training dataset by applying different transformations35
that emulate those happening in real situations. Additionally, since it is not known a priori
the best machine learning approach for this particular problem, this paper investigates the
use of MLP, CNN, and SVM, and statistical tests are run to determine the best one. The
trained classifiers are validated in real scenes and compared to the state-of-the-art fiducial
marker systems ArUco (Garrido-Jurado et al., 2014) and AprilTags (Olson, 2011), which40
guarantee the largest dictionary distances, allowing better error correction capabilities than
alternatives like ArToolKitPlus (Wagner & Schmalstieg, 2007) and ARTag (Fiala, 2010).
The work of Kim and Petriu (2010) is the only one, up to our knowledge, in which a
classifier is employed for a similar task. However, the differences with our work are relevant.
They assumed that all candidates detected are valid markers (i.e., no background), thus45
limiting the application in realistic scenarios such as this shown in Fig. 1. In addition,
they employ letters as identifiers, and a neural network is trained to recognize them under
different image transformations. However, instead of feeding the classifier with the raw data,
they first calculate twelve features from the letters which are the input to the classifier. In
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Figure 2: Bit extraction approaches. (a) First, perspective transformation is removed from
the marker to obtain its canonical view. The resulting image is binarized and
divided in cells. The number of black and white pixels on each cell are counted to
determine the binary value of each bit. (b) The inverse perspective transformation
of the maker is calculated and employed to obtain the position of the cell centers
in the input image. The pixel values in the original image determine the value of
each bit.
binary codes, letters or images. Additionally, we are testing multiple types of classifiers to
select the best approach.
The remainder of this paper is structured as follows. Section 2 gives a brief explanation
of the machine learning methods employed at this work. Section 3 formulates the problem
and how the training set has been designed. Section 4 presents the experimentation carried55
out and Section 5 draws some conclusions.
2. Machine learning algorithms
The goal of machine learning is to turn data into information. Since this work deals with
a classification problem, the explanation of the algorithms assumes a supervised learning
view.60
2.1 Support Vector Machines
SVM are maximum margin classifiers that appeared as a consequence of the research on
structural risk minimisation (Cortes & Vapnik, 1995). They map input vectors to a higher
dimensional space where a maximal separating hyperplane is constructed. Suppose that we
are given with the training data (x1, y1), . . . , (xm, ym) ∈ X ×{±1}, where xi ∈ Rd represent65
the patterns and yi the labels.
Let us define a kernel function k : X × X → R that measures the similarity of two
patterns and a mapping function Φ : X → H that translates the patterns to a higher
dimensional feature space. Then, the kernel is defined as k(xi, xj) = 〈Φ(xi),Φ(xj)〉. The
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where αi are the Lagrangian multipliers and C is its upper bound. The optimal decision





yiαik(x, xi) + b
)
,
where sgn is the signum function of a real number. Although SVM are binary classifiers,
multiclass SVM can be employed using a one-versus-one approach, in which a classifier is
created for each pair of classes and the most voted one is considered the winner.
2.2 Multilayer Perceptron70
The first neural networks have its origins in attempts to find mathematical representations of
information processes in biological systems (McCulloch & Pitts, 1943). The most successful
model of this type in the context of pattern recognition is the feed-forward neural network,
also known as the MLP (Bishop, 2006). For many applications, the resulting model can
be significantly more compact, and hence faster to evaluate, than a SVM having the same75
generalization performance. The price to be paid for this compactness, as with the relevance
vector machine, is that the likelihood function, which forms the basis for network training,
is no longer a convex function of the model parameters. In practice, however, it is often
worth investing substantial computational resources during the training phase in order to
obtain a compact model that is fast at processing new data.80
The MLP consists of multiple layers of nodes, with each layer fully connected to the
next one, i.e., each node has a connection to every node from the next layer. The connection
between two nodes are known as weights, w, and its values are adjusted during the training
phase. The first layer is known as the input layer, which feed the network with the input
data. Next, there is at least one hidden layer. The number of nodes in each layer can be85
different. Last, the final decision of the network is given by the output layer.
Let be the two-layer network of the Fig. 3, with inputs of dimension D, x1, ..., xD, a
single hidden layer with M nodes and outputs of size K, y1, ..., yK .
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where j = 1, ...,M , the superscript (1) indicates that the corresponding parameters are
in the first layer of the network. The parameters w
(1)
ji are the weights from the input layer
to the first hidden layer and w
(1)
j0 are known as biases. The quantities aj are the activations












Figure 3: Network diagram for the two-layer neural network.
These quantities correspond to the hidden units. The Rectified Linear Unit (ReLU)
is an example of nonlinear activation function which is defined as f(x) = max(0, x). For
standard regression problems, the activation function is the identity f(x) = x. The values
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where k = 1, ...,K, and K is the total number of outputs. This transformation corre-
spond to the second layer of the network. Finally, the output unit activations of the last
layer are transformed using an appropriate loss function, σ, to give a set of network outputs
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Thus the neural network model is a nonlinear function from a set of input variables xi
to a set of output variables yk controlled by a vector w of adjustable parameters.90
For multiclass problems, a softmax loss function can be used. The softmax function
is a generalization of the logistic function to handle multiple classes. This function take a
K-dimensional vector, being K the number of classes, and return a K-dimensional vector of
real values 0 ≤ yk ≤ 1that add up to 1,
∑






The common way to train a neural network is through the backpropagation algorithm95
(Rumelhart et al., 1986). The backpropagation is a supervised training algorithm that is
divided in two steps. First, in the forward step, each neuron of the network generates its
output and propagates it thought the next layer. Given a training set comprising a set of
input vectors xn, where n = 1, ..., N , together with a corresponding set of target vectors tn,
the backpropagation tries to minimize the error function. Considering a multiclass problem100







tkn ln yk(xn, w) (1)
Then, the error is used to update the weights of each neuron in a step known as backward,
w(τ+1) = wτ + ∆wτ ,
where τ labels the iteration step. Different algorithms involve different choices for the
weight vector update ∆w(τ).
The backpropagation algorithm recursively alternates between forward and backward
until the outpute error be lower than a fixed threshold.105
2.3 Convolutional Neural Networks
CNN are variations of MLP designed to use minimal amounts of preprocessing. Although
the first CNN date back decades (LeCun et al., 1989), they have recently shown an explosive
popularity due to the use of modern GPUs, which allow to process a huge amount of data in
a reasonable time. They have proved their success in image classification tasks (Krizhevsky110
et al., 2012), object detection (Ouyang et al., 2014), face recognition (Sun et al., 2014) and
super-resolution (Dong et al., 2016) among others. In general, CNN has been widely applied
to image data, this is mainly due to the fact that CNNs exploits the strong spatially-local


















Figure 4: Example architecture of a convolutional neural network.
Let consider the example architecture of Fig. 4 for the explanation. First, as its name115
suggests, the convolutional layer performs a convolution with the input data and a set of
filters generating the feature maps. The first convolution layer from the example architec-
ture uses 5 filters with kernel size 5× 5. The parameters of these filters are learned during
the training phase and the same filters are convolved across the entire input data. So, the
parameters from the learned filters are shared. This reduces the numbers of parameters120
required to train the network compared to MLP when the input data is large enough. The
pooling layers perform a subsampling on the data. Max-pooling or avg-pooling can be ap-
plied. The example architecture uses kernel size 2 × 2 at pooling layers, reducing by half
the feature maps.
In practise, there usually are several pairs of convolution and pooling layers. At each125




Figure 5: Marker images obtained after removing perspective distortion under extreme con-
ditions. (a) Ideal conditions. (b) Defocus. (c) Motion blur. (d) Small scale. (e)
Non-uniform lighting. (f) Overexposure. The low quality images in (b-f) lead to
erroneous binary code extractions, producing errors during the marker identifica-
tion process.
layer. There may be several feature maps in a given convolutional layer for each plane of
units in the previous subsampling layer, so that the gradual reduction in spatial resolution
is then compensated by an increasing number of features. Finally, before the loss layer there
typically is at least one fully connected layer.130
The whole network can be trained using the backpropagation algorithm.
3. Problem formulation and dataset generation
Let us denote by D the dictionary of n markers to be employed in a particular application.
Also, let us assume that a method for detecting marker candidates in images is available.
For each candidate, the homography of the projected square is calculated and its canonical135
view obtained as shown in Fig. 2(a). Then, instead of extracting the marker bits, we directly
feed a classifier with the canonical image in order to identify the markers.
Please notice that four different canonical views of a marker are possible, namely, these
corresponding to rotations of 0, 90, 180 and 270 degrees. For a correct camera pose esti-
mation, it is required to know the rotation so as to identify each marker corner correctly.140
Thus, apart of determining if the candidate belongs to any of the markers in D, we need to
determine the rotation of the canonical marker view.
Formulated as a classification problem, our input consists in the pixels of the grey-level
canonical image, and a total 4 × n + 1 classes are defined: one for each possible marker
rotation, and an additional one representing the negative case, i.e., indicating that the input145
is not a marker but part of the background.
3.1 Training Dataset Generation
In order to apply classification techniques, a labeled dataset including samples from all
the considered classes is required. In our problem, it consists of a collection of canonical
images of all the dictionary markers (considering the four possible rotations) and also non-150
marker images for the negative class. For the latter, a large amount of patches from the
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Figure 6: Some random marker transformations generated for training. The top-left image
corresponds to the original marker and the rest are synthetic transformations.
MIRFLICKR-25000 image dataset (Huiskes & Lew, 2008) was collected. However, since
obtaining a large dataset of markers representing a wide variety of conditions from real
images is not practical, we propose the creation of a synthetic training dataset by applying
different transformations to the original marker images. These transformations aim at155
emulating those happening in real situations, including extreme conditions such as those
shown Fig. 5.
Let us denote by I the original marker image of size s×s and I(p) the intensity value of
pixel p. Let us also denote I ′ the synthetic image generated with the proposed transforma-
tions. In total, five different transformations are considered. For a given input image I, we160
first randomly select which transformations are applied and their order, since they are not
commutative. The chance of selecting each transform varies with the possibility of finding
it in real scenes, as will be explained later. Below are the transformations employed.
• Blur: simulates the motion blur and defocus. A box blur kernel was used with
width and height randomly selected following a bidimensional uniform distribution165
U2((1, η1s)
2).
• Dynamic range compression: since the original input image has only the values
{0, 255}, which are usually not found in real images, we randomly perform a reduction
of this range by applying the following transformation to the pixels intensities
I ′(p) = min(255, aI(p) + b),
where a and b are sampled from the following uniform probability distributions a v
U(η2, 1) and b v U(0, η3). The min function ensures that the resulting values are not
greater than 255.
• Affine transformation: a projective transformation simulating the errors in the cor-170
ner estimation of the marker candidates is applied. To do so, the image corners
of I are randomly translated adding an offset following the uniform distribution
U2((−η4s, η4s)2).
• Non-uniform light: is simulated by adding a radial gradient light modelled as a bidi-
mensional Gaussian distribution N(c,Σ). The transformation is then defined as:
I ′(p) = min
(




It is assumed that the distribution is symmetric, i.e., Σ = σ2I, where I stands for the
identity matrix, and that σ v U(s/4, s/2) and c v U2(Ω2), where:
Ω = [−s, 0] ∪ [s, 2s],
so that the light origin, c is out of the image.
• Dilate: simulates the effect produced by overexposure, which increases the inner white175
borders of the markers (see Fig. 5(f)). The size of the structuring element used for
dilation is randomly selected following the distribution U2((1, η5s)
2).
Based on our experience, we have considered each transformation to be selected with a
predefined probability. The first three transformations have a 75% chance of being applied,
while the fourth and fifth have a 25% and 15% chance respectively. The lower probabilities of180
the last two are because, when applied, they produce stronger effects. Also, they correspond
to cases not as frequently observed in real scenes as the rest of transformations. Likewise,
the parameters employed for the different distributions have been empirically determined
as η1 = 0.2, η2 = 0.4. η3 = 25, η4 = 0.025 and η5 = 0.08. Figure 6 shows the original image
of a marker and some of the synthetic images automatically generated.185
4. Experimentation
This section describes the experimentation carried out to validate our proposal. In order
to do a rigorous evaluation of the results, statistical analyses of the different alternatives
have been done. First, it is explained how the dataset for training, validation and test
has been elaborated. Then, the methodology employed to compare the different methods190
tested is described. Following, the different configurations of SVM, MLP and CNN are
evaluated. Next, the best options of each approach are compared to the state-of-the-art
marker systems ArUco (Garrido-Jurado et al., 2014) and AprilTags (Olson, 2011). Finally,
we analyze the computing times of each method so as to determine their suitability for
real-time applications.195
4.1 Dataset Elaboration
For our tests, a dictionary D composed by fifty markers of 6 × 6 bits has been generated
with the method proposed in (Garrido-Jurado et al., 2016), which guarantees the best error
correction capabilities for ArUco and AprilTags approaches. We consider that fifty markers
cover a wide range of real applications. In total, there are 4× n+ 1 = 201 different classes.200
Our dataset is divided in three parts: training, validation and test. The two first
are synthetically generated as explained in Sect. 3.1, while the third one is comprised by
candidates extracted from real-world videos. During the training, the first part is used to
determine the optimal parameters and the second one as stop criterion to avoid overfitting
Our training and validation sets are comprised by 250 synthetic images for each class (200205
for training and the rest for validation). Additionally, there are 210 000 images for the
negative class, extracted from the MIRFLICKR-25000 image collection (Huiskes & Lew,
2008) (out of which 200 000 are for training).
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(a) (b) (c) (d)
(e) (f) (g)
Figure 7: Sequences for testing: (a) blur, (b) defocus, (c) overexposure, (d) non-uniform
lighting, (e) scale, (f) outdoor, (g) indoor
The test dataset consists of seven sequences recorded both in outdoor and indoor scenar-
ios, covering challenging situations in real-life applications. The first one (Fig. 7a), shows210
significant motion blur due to fast camera movement. In the second one (Fig. 7b), the
camera is forced to see the markers out of focus. In the third one (Fig. 7c), the environment
is highly illuminated and camera overexposure is frequent. In the fourth one (Fig. 7d),
some markers are illuminated by non-uniform lighting. The fifth sequence (Fig. 7e) focuses
on the identification capability at large distances, i.e. identifying small markers. The sixth215
sequence (Fig. 7f) shows a large outdoor scenario labeled with a high number of markers.
The same is reproduced in the seventh sequence (Fig. 7g) for an indoor scenario.
The method proposed in (Garrido-Jurado et al., 2014) has been used to extract the
candidates from the test sequences (see Fig. 1). The original size of the candidates is
40× 40 pixels, and they have been manually labelled. In total, there are 3924 frames from220
which 102 829 candidates have been extracted, out of which 84 030 belong to background.
Please notice that while training is done exclusively on synthetic images, testing is
performed on real ones.
4.2 Comparison Methodology
In order to obtain a formal comparison of the considered classification methods, non-225
parametric tests have been employed (Garc´ıa et al., 2010). First, the Friedman omnibus
statistical test (Friedman, 1937) has been applied to figure out whether the results of the
methods are statistically different or not. In case of finding statistically significant differ-
ences (the null hypothesis of equality of means is rejected) the Finner post-hoc test (Finner,
1993) is employed to compare the best ranked method (control method) against the others,230
so as to find the concrete pairwise comparisons producing the differences. For pairwise
comparison the adjusted p values of Finner test have been computed. The value p = 0.05
has been employed, indicating that results of the test are reliable at 95.5%.
The F-measure, which is defined as the harmonic mean of precision and recall, has been













where tp, fp and fn stands for true positives, false positives and false negatives, respec-
tively. In our problem tp correspond with markers correctly identified, fp refers to errors,235
background elements identified as a marker or inter-marker confusion, and fn correspond
with those markers that are considered background elements. Precision reflects a method’s
capacity for not selecting background elements or avoiding inner-marker confusion, while
recall indicates how many correct markers a method is able to find, without take consid-
eration of the errors. As these two measures are opposite, we focus our analysis on the240
F-measure, which is a unique indicator to determine the overall performance of a method.
4.2.1 SVM Classifiers
This section aims at determining the best SVM configuration for the given problem. To
that end, we have tested the original images of 40 × 40 pixels and their reduced versions
of 20 × 20 and 10 × 10 pixels. Also, both linear and Radial Basis Function (RBF) kernels245
have been employed. Additionally, Principal Component Analysis (PCA) (Pearson, 1901)
has been applied to further reduce the data dimensionality to the 25, 50 or 100 principal
components when possible.
Table 1: Average rankings of the SVM configurations by Friedman test. In bold, configu-

















A SVM classifier has been trained for each parameter combination. Table 1 summarizes
the results of the fifteen best classifiers, sorted by their Friedman’s ranking. The naming250
convention employed in the first column is XX − KER(−PCA), where XX indicates
the size of the image patches, KER stands for the kernel employed (linear or RBF) and,
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optionally, PCA indicates the number of PCA components employed. For instance, the
first line (10-RBF) is a SVM classifier using input images of 10× 10 pixels, a RBF kernel,
and no PCA reduction.255
The second column indicates the ranking values of each combination, an indication of
how good a SVM performs compared to the others. A value of one would indicate that a
configuration obtains the best F-measure in the seven sequences tested.
Finally, the third column shows the adjusted p values used for the Finner test. The
methods with p value ≤ 0.05 are rejected by the Finner procedure and highlighted in bold260
to ease their localization. In other words, the elements in bold are those for which the
Finner test finds statistically relevant differences compared to the best ranked method, i.e.,
they are clearly worst than the best method. Whereas for the methods not in bold font,
the differences found cannot be considered statistically relevant.
It can be observed that, although the best classifier is 10-RBF, the Finner test has265
not found strong statistical differences compared to the combinations above the middle
horizontal line. However, it can be assured that the elements below this line are worst than
the best one.
From this analysis we can assert that the results are significantly worst when PCA is
employed for a reduction of only twenty five components. The kernel choice does not seem270
to affect, although the lineal one ranks slightly better. It is also evident that images of only
10× 10 pixels are enough to obtain the best ranking results.
Although it will be explained later in more detail (Sect 4.3), the performance of the best
combination, 10-RBF, can be seen in Table 4 along with results of the rest of the methods
tested. Finally, it must be indicated that the best SVM is comprised by 8546 support275
vectors.
4.2.2 MLP Classifiers
For the MLP case, input images of 10×10, 20×20 and 40×40 pixels were tested using both
Identity and ReLU activation functions. The number of hidden layers varied between zero
and two using 200 neurons. Finally, in all cases, the output layer consist of 201 neurons280
(the number of classes in our problem) connected to a softmax function of the same size.
The maximum number of training epochs was fixed to fifty.
The Friedman’s ranking and p values from Finner test are shown in Table 2 for the
fifteen best classifiers. The naming convention employed is XX − AF (−H∗), where XX
indicates the size of the image patches, AF stands for the activation function (Identity or285
ReLU), and, finally, the amount of Hs indicates the number of hidden layers contained in
the network.
From this post-hoc analysis, we can affirm that the use of ReLU activation function
deteriorates the results and, in general, larger images improve them. The performance of
the best MLP, 40-Identity-H, can be seen in Table 4 for each of the test sequences along290
with the results of the other approaches.
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Table 2: Average rankings of the MLP configurations by Friedman test. In bold, configu-


















For the CNN case, we have tested the original input data size of 40 × 40 pixels and the
reduced version of 20× 20 pixels. Using smaller images was not possible due to the sizes of
the employed filters.295
The Identity and ReLU activation functions were tested and, in all cases, convolution
kernels of size 5× 5 were employed. We have tested using one and two convolutional steps
with a different number of filters, namely {10, 25, 50}. A max-pooling layer of kernel 2× 2
was applied after each convolution. Then, up to one fully connected hidden layer of 200
neurons was inserted before the output layer, which is connected to a the softmax layer. As300
in the MLP case, all configurations were trained up to fifty epochs.
Table 3 shows the fifteen best CNN configurations ranked by the Friedman test. The
naming convention used for the CNN is XX − AF − Y Y (−ZZ)(−H?), where XX refers
to the input size of the image patches, AF stands for the activation function (Identity or
ReLU), Y Y indicates the number of filters for the first convolution layer, ZZ indicates the305
number of filters for the second convolution layer (if used), and finally the addition of the
hidden layer is indicated with H.
From the analysis, it can be observed that the use of the ReLU function deteriorates
the results and the addition of a second convolution layer does not improve them either.
When the input data is 20 × 20, the inclusion of one hidden layer produces worst results,310
while for the 40 × 40 case, the opposite occurs. As previously, the F-Measures of the best
CNN, 40-Identity-10-H, are detailed for each test sequence in Table 4.
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Table 3: Average Rankings of the CNN configurations using the Friedman test. In bold,

















4.3 Comparison with the state of the art
In this section, we evaluate the best classifiers previously obtained against the fiducial
marker systems ArUco (Garrido-Jurado et al., 2014) and AprilTags (Olson, 2011) in the315
test sequences. The F-measures of each method are shown in Table 4.
Table 4: F-Measure of each method in the test sequences. In bold, the best raking method
for each sequence
SVM MLP CNN ArUco AprilTags
blur 0.999 0.996 0.996 0.894 0.890
defocus 0.942 0.910 0.961 0.306 0.149
overexposure 0.988 0.994 0.996 0.946 0.807
n. u. l. 0.922 0.993 0.988 0.900 0.914
zoom out 0.871 0.825 0.741 0.492 0.029
room 0.997 0.990 0.990 0.816 0.774
outdoor 0.952 0.933 0.936 0.856 0.691
It can be observed that the results of the three trained classifiers clearly surpass those
obtained by ArUco and AprilTags. Also, SVM ranks better in four of the seven sequences.
Table 5 shows the average values of precision, recall and F-Measure for the seven sequences.
It can be observed that ArUco and AprilTags are highly restrictive during the marker320
identification process, leading to a high precision at the expense of a low recall. This is
especially remarkable in the AprilTags case, which can correct up to three erroneous bits.
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Table 5: Average precision, recall and F-Measure for the test sequences.
SVM MLP CNN ArUco AprilTags
precision 0.986 0.951 0.972 0.996 0.997
recall 0.924 0.949 0.922 0.639 0.511
F-Measure 0.953 0.948 0.944 0.744 0.608
However, when the F-measure is analyzed, the three trained classifiers perform significantly
better than ArUco and AprilTags.
As in previous sections, a Friedman test has been employed to rank the methods. In this325
case, the Wilcoxon signed-rank test (Wilcoxon, 1945) has been used in order to determine if
there are significant differences between any pair of methods. Table 6 shows the Friedman’s
ranking and also the p-value for all pairwise comparisons. Methods that are significantly
worst than others are shown in bold in their respective columns. The Table shows that,
in all cases, the classifiers obtain better results than ArUco and AprilTags, and that these330
differences are statistically relevant. Also, it can be observed that, although SVM ranks
better than MLP and CNN, the differences are not statistically relevant.
Table 6: Average Rankings of all compared methods by Friedman test. In bold, methods
that are significantly different according to Wilcoxon test.
Rank Wilcoxon
SVM CNN MLP ArUco
SVM 1.71 - - - -
CNN 1.99 1.0 - - -
NN 2.28 3.98E−1 8.65E−1 - -
ArUco 4.14 1.79E−2 1.79E−2 1.79E−2 -
AprilTags 4.85 1.79E−2 1.79E−2 1.79E−2 4.25E−2
In order to exemplify the impact of using our proposal in a real-life application, Fig. 8
shows the recall of the different methods for the zoom out scene as a function of the observed
marker size. We can see that the results obtained by the three machine learning approaches335
clearly surpass those obtained by ArUco and AprilTags, specially for the smallest sizes. In
this particular case, the MLP method achieves better recall than SVM and CNN, but not
better F-measure, as previously shown in Table 4.
Finally, we present in Table 7 the computational times required by each method to
process a single candidate. Tests have been performed in an Intel i7-3930K processor using340
a single thread. In those cases where GPU implementations of the methods were available,
a Nvidia GeForce GTX 770 was employed. The results show that ArUco is orders of
magnitude faster than the other methods. However, the computing times of the proposed
approaches are also valid for real-time applications.
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Table 7: Computing times of each method in classifying an image (ms)
Method SVM CNN MLP ArUco AprilTags
CPU 1.47 3.95 6.07E−1 9.56E−2 4.52
GPU 7.99E−1 5.27E−1
5. Conclusions345
This work has proposed to handle the fiducial marker identification problem as a classifi-
cation one in order to increase the performance under difficult image conditions, such as
camera defocus, motion blur, small scale or non-uniform lighting. Since obtaining a large
training dataset, from real images, covering realistic and challenging situations is not prac-
tical, we propose a method to create a synthetic one by applying a set of transformations350
that emulates those happening in real situations.
We have evaluated different type of classifiers, namely SVM, MLP and CNN using a wide
variety of configurations, and the best configuration of each type has been then evaluated
against the state-of-the-art fiducial marker systems ArUco and AprilTags. The results show
that, in all cases, the proposed classifiers obtains results significantly better than ArUco355
and AprilTags. However, the differences found between the classifiers are not statistically
relevant, i.e., the three classifiers perform similarly.
Finally, it must be indicated that the tools employed and the best classifier obtained in
this work will be set publicly available as a part of the ArUco library (Mun˜oz-Salinas. &
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