Electrocardiogram (ECG) is a nonstationary signal; therefore, the disease indicators may occur at random in the time scale. This may require the patient be kept under observation for long intervals in the intensive care unit of hospitals for accurate diagnosis. The present study examined the classification of the states of patients with certain diseases in the intensive care unit using their ECG and an Artificial Neural Networks (ANN) classification system. The states were classified into normal, abnormal and life threatening. Seven significant features extracted from the ECG were fed as input parameters to the ANN for classification. Three neural network techniques, namely, back propagation, self-organizing maps and radial basis functions, were used for classification of the patient states. The ANN classifier in this case was observed to be correct in approximately 99% of the test cases. This result was further improved by taking 13 features of the ECG as input for the ANN classifier.
B
io-signals are essentially nonstationary signals; they display a fractal-like self-similarity. They may contain indicators of current disease or warnings about impending diseases. The indicators may be present at all times or may occur at random -in the time scale. However, to study and pinpoint anomalies in voluminous data collected over several hours is strenuous and time consuming. Therefore, computer based analytical tools can be very useful in diagnostics for in-depth study and classification of data over day long intervals.
The electrocardiogram (ECG) belongs to the category of bio-signals. It displays an apparent periodicity (approximately 60 bpm to 80 bpm in a healthy adult), but is not exactly periodic. The heart rate of a healthy individual is not a constant; even under serene conditions, it changes throughout the day, which can be directly monitored from the ECG. Disease and affliction influence heart rate, and therefore, the pattern and the range of heart rate variability would contain important information about the robustness of health, type of disease, etc. Therefore, classification based on the spread and pattern of this parameter can provide useful insight about the type and intensity of the affliction.
Many researchers have suggested various techniques including unconventional approaches, such as engineering diagnostic techniques, for determining patient conditions. A review of the literature in this area revealed that the application of artificial intelligence approaches (1) and neural networks (2, 3) for automatic ECG analysis is being studied. In the work by van Gils et al (3) , the back propagation (BP) and self-organizing map (SOM) neural network techniques were employed for classification purposes. Multimodal cardiovascular data were used as input to the neural network. Other approaches, like Bayesian and heuristic approaches (4) , and Markov models (5) were also studied for classification purposes. In addition, ischemic episode detection using an artificial neural network trained with isolated ST-T segments has been developed by Frenkel and Nadal (6) .
Several studies have presented the performance of neural network systems when used for the detection and recognition of abnormal ECGs (2) The use of neural network systems in ECG signal analysis offers several advantages over conventional techniques. The neural network can perform the necessary transformation and clustering operations automatically and simultaneously. The neural network is also able to recognize complex and nonlinear groups in the hyperspace. The latter ability is a distinct advantage over many conventional techniques. However, little work has been devoted to deriving better parameters for reducing the size of the network while maintaining good classification accuracy.
The present study examined the application of artificial neural networks (ANN) by using various significant and relevant characteristic features from ECG for classifying intensive care unit (ICU) patient states. The input feature set used morphological information, duration and complexity details of the ECG. The performance of three neural networks, BP, SOM and radial basis function(RBF) networks, for two sets of input data, phase I (with seven inputs) and phase II (with 13 inputs) was studied.
MATERIALS AND METHODS
The proposed approach for the classification of ICU patients' (mainly cardiac patients') states involves preprocessing of the ECG signal, extraction of characteristic features and classification ©2003 Pulsus Group Inc. All rights reserved CLINICAL CARDIOLOGY using ANN techniques. The overview of the proposed approach is shown in Figure 1 . Using neural network techniques, the patient states were classified into three classes: normal (class N), abnormal (class A) and life-threatening (class C).
Data
ECG data for the analysis were obtained from the Massachusetts Institute of Technology-Beth Israel Hospital arrhythmia database. Before recording, the ECG signals were processed to remove noise due to power line interference, respiration, muscle tremors, spikes, etc. The R peaks of ECG signals were detected using Tompkins's algorithm (7, 8) . The selected data set included approximately 1000 segments each of class N, class A and class C. For the present study, more than 20 segments of data were chosen in each class. The sampling frequency of the data was 360 Hz.
For the purpose of this study, the cardiac disorders were classified into three categories:
•normal sinus rhythm;
•abnormal -preventricular contraction, right bundle branch block, left bundle branch block and paced beats; and
•life threatening -sick sinus syndrome, ischemic heart disease and ventricular vibrillation beats.
For phase I analysis, 600 data sets were used; 400 data sets used for training and 200 data sets used for testing the result. For phase II analysis, 800 data sets were used; 600 data sets for training and 200 data sets for testing the classification.
Preprocessing
ECG signals are contaminated by various kinds of noise such as base line wander, alternating current power noise, muscular contraction noise and/or electrode contact noise. To remove the noise, ECG signals were preprocessed using band pass filter and applying the algorithm of Van Alste and Schilder (9) .
QRS complex detection
The algorithm used to detect QRS complexes was adapted from the commonly used real-time QRS detection algorithm (7, 8) . The adapted QRS detection algorithm recognized QRS complexes based on analyses of the slope, amplitude and width.
Detection of QRS Complex onset and offset
To assess the QRS complex in its entirety, recognition of its onset and offset is necessary in most types of computer-based ECG analysis. QRS onset is generally defined as the beginning of the Q wave, or the R wave if no Q wave is present. QRS offset is defined as the end of the S wave. The edges are detected as the point with zero slope when there is a sudden change or by a minimum distance method.
ST-segment analyzer
The ST-segment represents the period of the ECG just after depolarization (QRS complex) and before depolarization (T wave). Changes in the ST-segment of the ECG may indicate a deficiency in blood supply to the heart muscle. Thus, it is important to make measurements of the ST-segment. Figure 2 shows an ECG with several features marked. The analysis begins by detecting the QRS waveform. The S point was located at the first inflection point after the R point. The J point was the first inflection point after the S point, or may be the S point itself in certain ECG waveforms. The onset of the T wave, defined as the T point, was found by locating the T wave peak, which is the maximal absolute value, relative to the isoelectric line, between J +80 ms and R +400 ms. The onset of the T wave, which has values within one sample unit of each other.
ST-segment measurements were made using the windowed search method. Two boundaries, J +20 ms and the T point, defined the window limits. The point of maximal depression or elevation in the window was then identified. ST-segment levels were expressed as the absolute change relative to the isoelectric line.
In addition to the ST-segment level, several other parameters were calculated. The ST slope was defined as the amplitude difference between the ST-segment point and the T point divided by the corresponding time interval. The ST area was calculated by summing all sample values between the J and T points after subtracting the isoelectric-line value from each point. The angle of depression/elevation was also identified (10) .
Complexity analysis
Complexity analysis was performed using two measures: spectral entropy and temporal complexity. Spectral entropy quantifies the spectral complexity of the time series (11) . A variety of spectral transformations exist. Of these, the Fourier transformation is the most common technique used to determine the power spectral density (PSD). PSD represents the distribution of power as a function of frequency. Normalization of PSD with respect to the total spectral power yields the probability density function. Spectral Temporal complexity was defined using the Lempel and Ziv definition for temporal complexity. For a string length of width n, temporal complexity is given by:
where k denotes the number of different characters used to represent the string length and h denotes the normalized source entropy, expressed as:
Thus, h is determined by the probability, p i , for each state, i.
From the various ECG characteristic points detected, 13 characteristic features were obtained from each beat of the ECG signal. The 13 characteristic features determined were:
• Heart rate -the interval between two successive QRS complexes, defined as the r-r interval (t r-r s) and the heart rate (beats/min), given as HR=60/t r-r ;
• Change in heart rate -the difference between two successive heart rates;
• QRS complex width -the duration between the QRS complex onset and offset;
• Normalized source entropy for the QRS complexnormalized source entropy determined for the part of the signal containing the QRS complex;
• Normalized source entropy for ST wave -Normalized source entropy determined for the part of the ECG signal containing the ST-segment;
• Complexity parameter for QRS complex -Lempel and Ziv temporal complexity parameter determined for the part of the signal containing the QRS complex;
• Complexity parameter for ST wave -Lempel and Ziv temporal complexity parameter determined for the part of the ECG signal containing the ST-segment;
• Spectral entropy -Shannon's spectral entropy determined for the entire beat;
• RT interval -time between the occurrence of R peak and T peak;
• ST-segment length -length of the ST-segment;
• ST-segment deviation -represented in binary as 1=elevation, -1=depression;
• ST-segment angle of deviation -the angle of elevation or depression of the ST-segment with respect to the base line; and
• ST-segment area -the area covered by the ST-segment and the base line.
Using these characteristic features as the input set, the BP, SOM and RBF networks were implemented as classifiers. Implementation of the networks was done in two phases to study the effect of input parameter selection. For phase I implementation, the input data set was composed of the first seven characteristic features of the ECG signal. In phase II implementation, all 13 characteristic features of the ECG signal were included in the input data set. The same training and test data were used for all implementation to provide a fair basis of comparison between the different implementations.
NEURAL NETWORK CLASSIFIER
ANN are biologically inspired networks -inspired by the human brain with its organization of neurons and decision making processes -which are useful in application areas such as pattern recognition and classification (12) . The decision making process of ANN is more holistic, based on the aggregate of entire input patterns, whereas the conventional computer has to wade through the processing of individual data elements to arrive at a conclusion.
Neural networks derive their power due to their massively parallel structure and ability to learn from experience (13) . They can be used for fairly accurate classification of input data into categories, provided they are previously trained to do so. The accuracy of the classification depends on the efficacy of training, which, in turn, depends upon the rigor and depth of the training. The knowledge gained by the learning experience is stored in the form of connection weights, which are used to make decisions on fresh input.
The processing elements are organized into layers, and layers interconnect to form a network. The inputs to the processing unit are weighted signals derived from similar processing units of the previous layer. Usually, a processing element is linked to all the neurons of its immediate neighboring layers, which gives rise to massive parallelism in architecture.
The ANN can be organized into different topologies, such as feedforward and feedback networks. As noted above, to distinguish linearly separable classes, a single layer perceptron classifier employing binary activation function is adequate. If the boundaries can be approximated using a piecewise linear function, then a two-layer perceptron classifier with binary activation function can be used. If the nature of the classification is more complex, a three-layer feedforward neural network with sigmoid activation function is more suitable (14) . The most important reason in favour of the sigmoid function is that the function, as well as its first derivative, are continuous and of finite magnitude for all values of x, which is a prerequisite for the use of the powerful backpropogation learning algorithm (15) . In the present study, the nature of the boundary between different classes was not clearly known, and therefore, the three-layer network with sigmoid activation function was chosen as the classifier.
Of the three distinct layers of the network (Figure 3) , the input layer consists of nodes to accept data (inputs are not weighted), and the subsequent layers process the data. During the training phase, the connection weights of the last two layers are modified according to the 'delta rule' of the backpropagation algorithm (16).
BP learning algorithm
There are two kinds of learning algorithms: supervised and unsupervised. In the former, the system weights are randomly
assigned at the beginning and then progressively modified in the light of the desired outputs for a set of training inputs. The difference between the desired output and the actual output is calculated for every input, and the weights are altered in proportion to the error factor. The process is continued until the system error is reduced to an acceptable limit. The modified weights correspond to the boundary between various classes, and to draw this boundary accurately, the ANN requires a large training data set which is evenly spread throughout the class domain. For quick and effective training, it is desirable to feed the data from each class in a routine sequence, so the correct message about the class boundaries is communicated to the ANN.
The aim of the error BP algorithm is to reduce the overall system error to a minimum. The weight increment is directed towards the minimum system error and, therefore, termed as 'gradient descent' algorithm (12) There is no definite rule to select the step size for weight increment, but the step length certainly has a bearing on the speed of convergence. It has been observed that for good speed, the step size should neither be 'too large', nor 'too small'. In the present case, a near optimum learning constant, η=0.9 (which controls the step size), was chosen by trial and error. Because weight increment is accomplished in small steps, the algorithm also bears the name 'delta rule'.
The whole process of updating the weight matrix is a slow (small incremental steps) movement towards global minima of system error function. Sometimes, there may arise a possibility of the system entering local minima and unable to come out of it. To remedy such a possibility, the algorithm incorporates a 'momentum term' into its update increment. The term is a fraction of the increment of its previous step; this term tends to push the present increment in the same direction as that of the previous step. This term provides no guarantee against the algorithm getting stuck at the local minima, but helps to get out of 'small' dips in the path.
In the BP algorithm, the modifications are affected starting from the last (output) layer, and progress towards the input. The schematic of the algorithm is shown in Figure 3 and the weight increments are calculated according to the formula listed in the following equations: where η denotes the learning factor (a constant); δ j denotes error (the difference between the real output and teaching input) of unit j; t j denotes the teaching input of unit j; o i denotes the output of preceding unit i; i denotes the index of the predecessor to the current unit j, with link w ij from i to j; j denotes the index of the current unit; and k denotes the index of successor to the current unit j with link w ij from j to k. The BPA requires both the activation function of the neuron and its (first) derivative to be of finite magnitude and single valued. This is a powerful argument in favor of the sigmoid function to be used in an ANN of this kind.
The ANN used for classification is shown in Figure 3 . The input layer consists of nodes to accept data, and the subsequent layers process the data using the activation function. The output layer has three neurons, giving rise to an output domain of sixteen possible classes. However, the network is trained to identify only three classes given by decoded binary outputs (001, 010 and 100).
SOM classifier
SOM, also known as Kohonen maps, in honor of their creator, are thoroughly described by Kohonen (17) and are widely used in classifications, are shown in Figure 4 . The SOM concept is based on the human brain's cortex interactions, simplified in a model in which different prototypes (neurons) try to represent the input data by competing with every other neuron in every iteration for a better mapping of the input data.
The basic SOM algorithmic procedure is as follows: for a given training vector, x(R×1):
• Initialize the weight vector, w(S×R), to random values.
• Compute the net input, n(S×1), as the negative distance between input vector, x, and the weight vectors. The maximum net input a neuron can have is zero. This occurs when the input vector, x, equals that neuron's weight vector.
• The competitive transfer function at the output layer accepts the net input vector, n, and returns neuron outputs of zero for all neurons except for the winner, the neuron associated with the most positive element of net input, n. The winner's output is one. The neuron
if unit j is an hidden unit whose weight vector is closest to the input vector has the least negative net input, and therefore, wins the competition to output one.
• The weights of the winning neuron (a row of the input weight matrix) and all neurons within a certain neighborhood, N i (d), of the winning neuron are updated using the Kohonen learning rule. Specifically, weights of all neurons, i ∈ N i •(d), are adjusted as:
where α is the learning rate.
• The learning rate, α, and neighborhood, N i (d), are altered through two phases: an ordering phase and a tuning phase. In the ordering phase, α is adjusted from the ordering phase learning rate down to the tuning phase learning rate and N i (d) is adjusted from the maximum neuron distance down to one. In the tuning phase, α decreases slowly from the tuning phase learning rate and N i (d) is set constant. During this phase the weights are expected to spread out relatively evenly over the input space while retaining their topological order found during the ordering phase.
• The specific values of learning parameters used in the present implementation were: ordering phase learning rate -0.9; ordering phase steps -1000; tuning phase learning rate -0.02; and tuning phase neighborhood distance -1. Thus, the neuron's weight vectors initially take large steps all together toward the area of input space where input vectors are occurring. Then, as the neighborhood size decreases to one, the map tends to order itself topologically over the presented input vectors. Thus, SOMs, while learning to categorize their input, also learn both the topology and distribution of their input.
RBF classifier
A neural network classifier is implemented using RBF (18) . The net input to the radial basis transfer function is the vector distance between its weight vector, w, and the input vector, p, multiplied by the bias, b. The RBF has a maximum of one when its input is zero. As the distance between w and p decreases, the output increases. Thus, a radial basis neuron acts as a detector, which produces one whenever the input, p, is identical to its weight vector, w. A probabilistic neural network, a variant of radial basis network, was used for the classifications. When an input is presented, the first layer computes distances from the input vector to the training input vectors and produces a vector whose element indicates how close the input is to a training input. The second layer sums these contributions for each class of inputs to produce net output vector probabilities. Finally, a complete transfer function on the output of the second layer picks the maximum of these probabilities and produces a one for that class and a zero for the other classes. The architecture for this system is shown in Figure 5 .
In this implementation, D=160 input training vector/target vector pairs were used. Each target vector has K=3 elements. One of these elements is one and the rest are zero. Thus, each input vector is associated with one of K=3 classes. The first layer input weights, w, are set to the transpose of the matrix formed from the D training pairs. As the input feature vector has R=13 inputs, the weight matrix formed is of dimension 13×D. When an input, x, is presented, llw-xll is calculated. The calculated llw-xll indicates how close the input is to the vectors of the training set. These elements are multiplied, element-byelement, by the bias and sent to the radial basis transfer function. An input vector close to a training vector will be represented by a number close to one in the output vector, Q. The second layer weights, p, are set to the matrix, T, of target vectors. Each vector has a one only in the row associated with that particular class of input, and zeros elsewhere. The multiplication, Qp, sums the elements of Q due to each of the K input classes. Finally, the second layer transfer function is complete by producing a one corresponding to the largest element and zeros elsewhere. Thus, the network has classified the input vector into a specific K class because that class had the maximum probability of being correct.
RESULTS
In both phase I and II implementations, BP, SOM and RBF networks were implemented with the same architectures described Tables 1 and 2 , respectively. Using the results obtained, the performance indices of the three networks were calculated. The neural networks performance in recognition and classification is usually evaluated by means of the following four performance indices: classification accuracy; sensitivity; specificity; and positive predictive accuracy.
Higher values are desired for all four indices. The performance parameter values were calculated for the networks. When performing the comparative evaluation between the three techniques of neural networks, the same training set was used to provide a fair basis of comparison between the different techniques. In the phase I implementation, for the training input data of approximately 400 datasets, the three techniques performed fairly well near to the optimal performance point. Hence, a set of 400 datasets was chosen to be the training set for all three networks. The network was tested for 200 datasets. The performance parameters for phase 1 were calculated and are shown in Table 1 .
For phase II implementation, with more parameters in the feature set, the three networks provided reasonable performances for the 600 datasets. Therefore, a training set of 600 datasets was chosen to train the three networks and the three networks were tested using the same 200 sets of test data. This provided a good comparative environment for evaluation. The test results obtained and the performance parameters calculated for the obtained results are shown in Table 2 . By comparing the results obtained from phase I and phase II implementation, the effect of improving the input feature set was studied.
The classification accuracy and sensitivity for all three networks improved by approximately 2% by increasing the feature set. The three networks showed the same specificity and positive predictive accuracy in Phase I and Phase II implementation.
In phase I implementation, the RBF network showed better results compared with BP and SOM networks in terms of classification accuracy, specificity, sensitivity and positive predictive accuracy. In phase II implementation, RBF networks produced results with a classification accuracy of 99%. A classification accuracy of 97% and 96% were achieved when using SOM and BP networks, respectively.
The software used in the present study was compared with the existing GE Medical system arrhythmia detection software for performance. We found that they match exactly with respect to classification accuracy. The novelty of thesoftware from the present study is the use of neural networks for classification.
CONCLUSION
In the present study, an automatic system for the classification of ICU patients employing ANN techniques for decisionmaking was developed and implemented. The decision-making was performed using features extracted from ECGs. Emphasis was placed on selection of the characteristic features and for the accurate extraction of these features.
From the results, it can be seen that the RBF network provided an excellent performance for the studied application. RBF networks produce more specific, accurate and sensitive results compared with BP and SOM networks. The performance and tradeoffs between the three techniques was also studied. The choice of network to be used is a tradeoff between the performance, computational power and training input. The proposed approach exhibited a superior performance in terms of classification accuracy and was also easier and simpler to implement and use, as it only requires the ECG signal to determine the patients' states. The performance of the system can be further enhanced by training with a larger number of training inputs, which increase the network ability to classify unknown signals. The system performance can be further improved by considering other features of ECG that were not included in the current system. Thus, the present study shows the feasibility of the application of ANN for the classification of patient states in an intensive care environment.
