PACIFIC JOURNAL OF MATHEMATICS Vol. 88, No. 2, 1980 HEIGHT ESTIMATES FOR CAPILLARY SURFACES DAVID SIEGEL In this paper estimates are obtained for any scalar function u(x) that staisfies the equation (la) div (Tu) = κiι in Ω and the boundary condition (lb) Tu v = cos γ on Σ = dΩ .
Here K is a positive constant, Ω is an open domain in w-dimensional Euclidean space, v is the exterior unit normal on Σ, and Tu is the vector operator
For n = 2, u(x) can be interpreted physically as the height of a capillary surface above the undisturbed fluid level when a vertical cylindrical tube with section Ω is dipped into a large reservoir. The "capillarity constant" tc and the "contact angle" 7 are determined physically; tc = (p -p^o~xg, where p is the density of the fluid, p 0 is the density of the gas, g is the acceleration due to gravity, and σ is the surface tension. If the tube is homogeneous 7 is constant [4] .
The operator Nu = div (Tu) is n times the mean curvature of the surface x n+1 = u(x). Geometrically stated, a capillary surface has mean curvature proportional to its height above a horizontal reference plane and it meets a vertical cylinder in a prescribed angle.
We shall distinguish three types of domains: "interior", "exterior", and "general exterior" corresponding to Ω bounded, the complement of Ω bounded, and Σ unbounded, respectively. Existence, uniqueness, and regularity of solutions to problem (1) have been established under fairly general conditions on Ω and 7. However, for a general exterior domain uniqueness has not been established and for an exterior domain uniqueness has been established only under the condition u = o(l) as \x\ -> 00 [see 6, 7, 8, 9] .
For simplicity we shall only consider solutions to problem (1) in domains with piecewise smooth boundaries, with boundary condition (lb) holding on the smooth part Σ* of Σ. In § 2, we extend the existence theory for smooth bounded domains to the case of piecewise smooth bounded or unbounded domains.
We now state our main results. In what follows K -1, and 7 is constant, 0 <; 7 ^ ττ/2. The solutions to problem (1) in these domains are v (r, R, 7) , w (r, R, 7) , and z(x l9 y), with r = \x\. An explicit formula is known for the "one-dimensional" solution z(x l9 7). We have ( 2 ) z(x l9 7) ~ C 1 (7) β" ίCl as x x > 00 where d(τ) is an explicitly known constant. Chapter II is devoted to the study of v and w. General estimates are given for v and w that improve upon those given by Finn [5] . For small R, v is shown to be close to a spherical cap. Laplace's asymptotic formula for the center height is proved correct. For large R, near the boundary v and w are shown to be close to a one-dimensional solution, i.e., lim v(R -I, R, 7) = lim w(R + I, R, 7) = z{l, 7) .
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Away from the boundary, estimates are also given, in particular
v(0, R, 7) ~ C(τ) --=-as JB expiί (4) ^(r,ig,7)-C(i?, 7) e^ ( _~2   r) as r ^00
where C(τ) is an explicitly given constant and C(JB, 7) is determined asymptotically as R -> 00. Monotonicity and continuity properties of C(R, 7) are given. Estimates on the derivatives of v and w are also given. In Chapter III, solutions to problem (1) are estimated in terms of v, w, and z. This is done by use of an appropriate comparison principle due to Concus and Finn [3] .
General estimates are given that apply to any solution of equation (la): \u(x) \ ^ v(0, d, 0) , d is the distance from x to Σ; \u(x)\ <Ξ w(r f R, 0) if 2?i(0) c Ω; and \u(x) \ ^ z(x lf 0) if Hcz Ω. Combining these general estimates with results (2)- (3)- (4), we see that solutions to equation (la) decay exponentially away from the boundary of the domain. The derivatives of a solution decay at the same rate at which the solution decays.
The third general estimate improves on an estimate given by Gerhardt [8] . The first general estimate implies that for an exterior domain, problem (1) has a unique solution.
We now consider estimating solutions to problem (1) . To improve upon the above general estimates or to study solutions in general exterior domains one needs to know when B B (y)aΩ, r = \x -y\, implies that u(x) ^ v(r, R, 7) . An example shows that this is not always true. We prove that if Ω Π Bχ(y) is convex, where Bχ(y) is the maximal domain of existence of v 9 then the assertion is true. Alternatively, if Σ is smooth and bounded and R <£ & lf where î s the "interior rolling number" of Ω, then the assertion is also true. Analogously, if BR(y)aΩ, r = \x -y\, if Σ is smooth bounded and strictly convex, and if R ^ ,^2, where & 2 is the "exterior rolling number", then u(x) <^ w{r, R, 7). Again, an example shows that this inequality is not always true when B£(y) c Ω.
Estimates for solutions to problem (1) in certain general exterior domains are given. We show that z(x lf 7) is the unique solution to problem (1) in H. Consider the two-dimensional domain J^ = {(x lf x 2 ): x x > \x\ cos a}, with 0 < a < π. For 0 < 7 < π/2 there exists a unique positive solution to problem (1) in <SίΓ a . Furthermore, for a < τr/2: on Σ*, u(x) Ξ> 2(0, 7) and lim^^u^x) = «(0, 7). For a > π/2: on J*, %(») ^ 2(0, 7) and lim^^^^^) = 2(0, 7). For a + 7 ^ ττ/2, α < τr/2:
where k = cos 7/sin a. These inequalities show there is a "rise" at the corner. Some higher dimensional generalizations are given. Chapter I contains preliminaries that are needed in the other chapters.
Chapter I Preliminaries l The comparison principle* Our basic tool will be the comparison principle (CP): (
Then u ^ v on Ω; if equality holds at any point then u Ξ= V on Ω.
Proof (see [3] ). We have added condition (iv), but precisely the same proof holds.
Note. In condition (iii), v has been extended continuously into a neighbordood of Σ β .
The following corollary was proved in [3] in a different way.
COROLLARY. // u(x) satisfies (la) in Ω and B R {y)cΩ then \u(x)\ < 2/tcR + R in B B (y).
Replace v by -v to get the other inequality.
When 42 is contained in a symmetric domain we have the following comparison principle (CPS): (
Here v = v(r, i2, τ 0 ), w = w(r, J?, 7 0 ), αwd ^fe) = 2(»i, 7 0 ).
Proof. The proofs for parts (i) and (ii) are in [5] . We present the proof for (iii) which is very similar. We introduce the angle ψxiXi) between the curve and the positive x 1 direction It is known that sin^Cα^) is negative and increasing in x x (see §5). OnΣ*, Tu'V -cos7 ^ cos7 0 = -sin^(0) ^ -sinψSs^d ^ Tz v. The last inequality is true because \Tz\ = -sin ^ifo). Apply CP to obtain z(x λ ) < u(x) on Ω.
We shall need the following consequence of the boundary point form of Hopf's maximum principle [11] . LEMMA 
Let u e C\B B ) Π C\B R ) and v e C\B R ). Suppose u and HEIGHT ESTIMATES FOR CAPILLARY SURFACES 475
v satisfy condition (i) of Theorem 1, u < v on B R and u(x 0 
Proof, Let w -u -v Extend j(σ) to all of Σ t so that 0 < y(σ) < π and y(σ) eC lα . Let u t be the solution to problem (1) with this data, ^eC 2 (β).
Step 2. We now obtain a local Holder estimate of the gradient of Ut up to 2**, independent of i.
Take x By Theorem 3 of [16] : {Fu^z^^ < Λ. By the argument on pp. 467-8 of [13] : I^L^n^uo) < A-Here Γ x and Γ 2 are independent of i.
Step 3. We now obtain interior estimates on the derivatives of Ui independent of i.
We Step 4. Because of the boundary and interior estimates we can choose a subsequence of {u τ ) that converges in C 2 on every compact set kdΩ, and in C 1 on every compact set kaΩUΣ*. The limit function u(x) will belong to C\Ω) Π C\Ω U Σ*) and will be a solution to problem (1).
REMARK. If Ω is bounded the solution to problem (1) is unique. This is an immediate consequence of CP.
3* Two normalizations* From now on we shall take tc to be HEIGHT ESTIMATES FOR CAPILLARY SURFACES 477 one. This is no loss in generality because of the following lemma: To be explicit (see [14] ):
Jo
The following recurrence relations hold:
(10) (r-^J, = -r-»K m+ί .
From equations (7) through (10) we conclude: We shall employ I and K to estimate v(r, R, 7) and w(r, i?, 7). In fact, AI and AK, for any positive constant A, satisfy a super solution condition:
Proof, For a function % = ^(r) (13) We use the properties listed under (11) and (12):
The asymptotic behavior of I m and K m has been studied (see [14]). As a consequence of these estimates we obtain We now give explicit estimates on IJI and KJK. For any solution u of equation (6) ( i ) / r /J α?ιc£ i^/iΓ are strictly increasing in r.
Proof. Part (i) is equivalent to saying that (r, I r /ί) and (r, KJK) are contained in ^, thus we need only prove parts (ii) and (iii).
We note that v^r) and v 2 (r) are increasing functions of r.
Integrating from r to oo gives iΓ r 2 > ίC 2 and hence KJK < -1. Suppose wίrj ^ ViCrJ, then for r > r lf w(r) < ^(rx) = -α, with α > 1. Integrating from r x to r gives JSΓ(r) < K(r x ) exp α(ri -r) for for r > TV This contradicts equation (15) 
K 2r VW
5* The one-dimensional solution* There is only one explicitly known solution to problem (1) . We denote by z(x; 7) the unique solution to
Here, z can be interpreted physically as the height of a capillary surface on one side of an infinite vertical plate.
An explicit solution with x as a function of z is given by
( i) There is α unique solution z to problem (19) given by (20), z(x) e C 2 (0, 00) n C[0, 00), with z>0 and z x < 0.
Proof.
Part (i). From equation (20) x is defined for 0 < z < z 0 and Thus x z < 0 for 0 < z < z 0 . Inverting, z is defined for 0 < x < °o and z x < 0. From equation (21):
and (23) cos
We can rewrite equation (19a) as
Thus, by equation (23) we see that z satisfies equation (19a). By equation (22) we see that z satisfies equation (19b) . That z satisfies condition (19c) comes from equation (20).
Part (ii). We rewrite equation (20) as
By Part (i) this quantity is 1 + o(l), thus z = 0(e~x); putting this back into equation (24) gives
) .
Pαrί (iii). These estimates follow from Part (ii) and equations (22) and (23).
Part (v). For 0 < 7 < ττ/2, equation (21) shows that z x eC[0, 00) and by equation (19a) z xx = z (l + z*) m eC[0 t 00).
REMARK. If 7 = ττ/2, z(x, π/2) = 0 is the unique solution to problem (21). This is an immediate consequence of CP.
Chapter II Solutions in Symmetric Domains
6. General estimates-interior case* We obtain estimates for the function v(r; R, 7) that satisfies
Johnson and Perko [12] prove by the method of successive approximations: Note. Johnson and Perko give the proof for n -2, but the same proof holds for n > 2.
Introducing sin ψ(r) = vjVl + v\ we have
Equation (26a) can be rewritten as
Partially inverting equation (27): (28) -(cos ψθ, + ^ ^1^ sin ψ = v . r
We shall estimate sin ψ/r and then use equations (28) to estimate v.
Proof. Multiply equation (26a) by r n~ι and integrate. LEMMA 6. r n
Part (i). From Lemma 5 and Theorem 6:
The last equality comes from equation (27); the inequality comes from Part (i). LEMMA 7. /or 0 < r < Jϊ.
Proof. From Lemma 6 (ii)
We note that
Thus, using equation (27):
We have shown
Combining this inequality with Part (i) of Lemma 6 gives the stated inequality.
THEOREM 7. For 0 <: 7 < π/2:
Proof. Parts (i) and (iii) are due to Finn [5] . Integrate equation (28) from v(0) to v(R):
Employ the estimates of Lemma 7:
Part (i). Equation (29) Solving this quadratic inequality:
Estimating v(0) < n(cosy/R) gives the stated inequality.
Part (iii). Combining equation (29) and inequality (30) gives the left-hand side of inequality (iii). The right-hand side is obtained by employing sin ψ/r < v/n; this estimate yields
Combining this with equation (29) gives the result.
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Inequalities (i) and (ii) are sharp for small and large R, more precisely:
The narrow tube* A study is made of v(r, R, 7) for small R. We show that the solution is close to a spherical cap.
First, we prove a technical lemma:
/ r^g r
Multiply by r^" 1 and integrating from 0 to r gives Vi + fl ~ i/i + ^2, * Simplifying: f r ^ βr r . The conclusion follows upon integrating from r λ to r 2 . We take 0 ^ 7 < ττ/2 in what follows. Introduce Sir) = i2tan7 -i/(22 sec7) 2 -r 2 + R and S 2 (r) = Sir) + .β sec 7(1 -sin 7) .
Proof. To apply CP, we check that for 0 ^ r < R, and TS^v = TS 2 y = cos 7 for r = J?.
DAVID SIEGEL
Two special cases of Lemma 9 are
H 2 (S, 7) = /or 7 Φ 0, and
Case 7^0. Let / x (r) = R t -l/Λ? -r 2 and / 2 (r) = J2 8 -V'SΓ-"* 5 . Clearly, R x > R and R 2 > R for i? ^ J? o , with i? 0 sufficiently small. By estimates (32) and (33)
Λ(r) = -J-^ «(Λ) ^ «(r) =
Hence, by Lemma 8
Let Hl (R 9 7) = Multiplying estimate (34) by τ n~ι and integrating from 0 to R gives
and S 4 (r) = if, + / 2 (r) .
By inequalities (34) and (35): S 8 (r) < t (r) < S 4 (r). Now
Clearly Case 7=0. We must modify the above proof. We still have 
We estimate v(R, R, 7) by Part (iii) of Theorem 7:
We have employed estimates (32) and (33) for v{R) and v(0). Estimates (37) and (38) as R-+0.
REMARK. The formula (39) is known as Laplace's formula. Ferguson has given a formula differing from formula (39) [1] . We have settled the question. 
Proof. 1 or 2) is the angle between the curve given by u t (r) and the positive r direction. Thus, (sin^X < (sin φ 2 ) r at R lm This inequality must hold for R x -ε ^ r <^ R lf for some e > 0. Integrating from r to i^ gives sin φ x (r) > sin ^2(r); this implies that u^r) < u 2 (r) for R 1 -ε <; r <Z R λ after another integration. This is a contradiction. for 0 ^ r ^ R -(5/2) In R as R -» oo.
Proof. By Theorem 9, v{R -I, E, 7) > z{l, 7) for 0 ^ i g B. We construct a subsolution %(r) for 0 ^ r ^ i? -I with %(i? -Z) = z(l, 7) , where i will be chosen later. Let
where h 9 ε, and a are positive constants with ε < α.
We note: u > 0 and w r ^ 0. The subsolution condition Nu ^ u becomes
Ur
We require the stronger inequalities
These are stronger because (1 + x) m <£ 1 + 2x for 0 ^ a; <£ 1. Condition (45a) reduces to 
< h[B(R -I) + εc]I(R -I) = z(l)[l + εcB-\R -I)]
We can satisfy condition (46) by choosing I so that (48) ϊ r
We have estimated z(l) < l/ 2 e~z. Finally, choose ε = In R/R and (48) is satisfied for R sufficiently large. With estimate (47) we check that condition (45b) holds for R sufficiently large.
By CP, u(χ) < v(r) for 0 ^ r ^ R -I. Thus v(r) > hB(r)I(r) > *® A B(0)B-\R -
1\K -I)
By the estimates in Chapter I we find
Combining estimates and noting that B~\R -I) = 1 + O(ln gives the result. REMARK. One expects the error in Corollaries 1 and 2 to be OQnR/R). Perko [15] obtains this error estimate for 7 > 0 by a completely different method. The case 7 = 0 is important in view of the general estimates of Chapter III.
9. The exterior problem* We obtain estimates for the function w(r, R, 7) which satisfies
lim w(r) = 0 .
r->oo
Johnson and Perko [12] prove by a "shooting argument": THEOREM 12. Problem (49) Λαs α unique solution w(r, R, 7) which is continuous in (r, 7) for r ^ R and 0 < 7 ^ π/2; w > 0, w r < 0 if 0 <Ξ 7 < π/2; w Ξ 0 if y = π/2; w{r, R, 0) = lim ? _ >0+ te;(r, i2, 7); αwcZg lim^^ w r ~ 0.
REMARK. The note after Theorem 6 applies here as well. 9A* Continuity with respect to (r, R, 7). We fill in a gap in the continuous dependence properties. For 0^7^ ττ/2:
If \τ x -r z \ < σ(ε) and r u r 2 ^ R then \w(r 2 , R, 7) -w{r u R,Ί)\ < ε.
Proof. See [5].
THEOREM 13. For 0 <^ 7 ^ π/2: w(r, i2, 7) is continuous in (r, i2) independent of 7.
Proof. We show continuity at (r 1# i?i).
For jβ > i? x : By inequality (50) w(r, R l9 7) < w(r, R f 7) < -=r-w (-^^ ^i> ^)
By Lemma 12
<σ ( Supposing condition (51):
Inequalities (52) and (53) show continuity at (r l9 R x ) independent of 7.
COROLLARY.
w(r 9 R 9 7) is continuous in (r, R f 7) for r ^ R, R>0, and 0 ^ 7 ^ π/2.
Proof. We show continuity at (r 1? JBJ, 7I). 
Proof. Part (i) is due to Finn [5] , Integrate equation (56) from w(r) to w{R): (58) w\R) -w\r) = _ gin γ + cos φ 2
)w(r) r
Let r -> 00:
Estimating with inequality (57) gives
Solving this quadratic inequality gives part (ii).
COROLLARY. 
W(R, R,
where η is the function introduced in § 8. Now, by the corollary to Theorem 14 lim,^ w\R) = z\0). As before lim^^^ η(l, R) = 0, thus lirn^.
^ w(R + Z, Λ, 7) ^ z(ΐ). By inequality (59): w(B + I, R, 7) ẑ (l, 7). Thus lim^^ w(JFϊ + Z, i2, 7) ^ s(Z, 7).
9D* Behavior at infinity. We study ^(r, i2 , 7) for r large. We calculate u r = AiΓ r (l + 3αj^2) and note that ^r < 0. We estimate u r by noting
W(R) V~2 K{R) K(R) Thus
The last inequality comes from Lemma 4. The subsolution condition becomes upon dividing by u:
We will require the stronger inequality obtained by replacing (1 + uXf n with 1 + c{R)u\, with
¥{R)
We require (63 Replacing R x by r gives (67) w
(r, R, 7) < C(R, y)K(r)[l + a(R, r)K\r)] .
Combining estimates (65) and (67) gives Part (ii).
Part (iii). We find an upper bound as follows:
where I = i?j -R. The second inequality comes from Lemma 14. Choose I = (1/2) In R, then by the estimates of Chapter I:
Thus
We find a lower bound by combining inequalities (61) and (66) 
Estimate the integral with w{s) <^ w(r)(K(s)/K(r)) and
.
Hence w S -I-r = A.
Thus sin<?> = C(i2, 7)iί r [l + 0(K*)] asr->oo. This implies Part (i).
(ii):
We give some further properties of C(22, 7):
THEOREM 17.
( i ) C(R, 7) is continuous in (22, 7) /or 22 > 0 and 0 <; 7 ^S π/2.
(ii) C(22, 7) is strictly increasing in R for 0 <^ 7 < ττ/2; (7(22, 7) is strictly decreasing in 7.
Proo/.
Pαrί (i). We show continuity at (22 O , τ 0 ). For 7 0 < itβ we combine inequalities (65) and (66) For 7 0 = π/2 and 7 < π/2:
Require |22 -22 O | < 22 0 /2. Clearly there is a δ > 0 such that 0 < C(R, τ)<ε for 17-τr/2|<δ. This shows continuity since C(22 O , π/2) = 0.
Part (ii). Let 22 X < 22 2 . By Lemma 11 w(r, R ίf 7) < w(r, R 2 , 7) for r ^ R 2 . Dividing by K(r) and taking r -> 00 gives C(22 X , 7) Ĉ (J? 2 , 7). Likewise if Ti < 7 2 , CP gives w(r, R, τ 2 ) < w(r, 22, Ti) for r > R. Dividing by K{r) and taking r-> 00 gives C(R, τ 2 ) ^ C(22, Ti).
To complete the proof we need only show that if w x and w 2 are two solutions of equation (49a) as r-> oo. Rewriting equation (68):
We construct a subsolution for equation ( Combining estimates gives the result. The derivatives of any solution to equation (la) can be estimated as follows: LEMMA 15. Suppose u(x) e C\Ω) and Nu = u in Ω. If B id (x 0 REMARK. Similar estimates hold for higher derivatives, and if BR(ZΩ or HaΩ, the analogous estimates are based upon Corollaries 2 and 3. These estimates improve upon the derivative estimate given by Gerhardt [8] .
11* Special estimates* We now put restrictions on y(σ) and Ω to obtain special estimates on solutions to problem (1) . For simplicity we assume that Σ is piece wise smooth.
We first extend CPS of Chapter I. REMARK. In this case we have determined the rate of decay.
We now improve upon the upper bounds given in § 10. where ^ is the angle between v and x -y. Let π, be the tangent plane to Σ at x and let n = dist(τ/, TΓJ. We have cos^ = rjr and r ^ r γ ^ J?. Thus
The first inequality comes from Lemma 6(ii). Therefore CP applies, giving u ^ v in Bΰ Π Ω. Proof. Define 7* so that v(r 9 R if π) -v(r, R, y t ) for 0 <; r ^ R. Note: τr/2 < 7* < π. By Corollary 1 to Theorem 11 lim^ i;(r, JB<, π) = 0 for 0 ^ r ^ R. By § 3, R, τ») = v(r, R, and -u is a solution to problem (1) with boundary data π -Ί{O). Since 0 < π -7< < π/2 ^ π -τ(tf), Theorem 20 gives -% ^ -v. Thus v(r, ϋί, τ<) ^ w(αθ in B R (y). Letting i -> oo gives the result. COROLLARY 2. Lei iϊ = {sc: α^ ^ 0}. There is a unique solution to 7 constant: the onedimensional solution, .
Proof. We need only consider 0 ίg 7 ^ π/2. By Corollary 1, u(x) REMARK. Uniqueness also holds for n = 1, since a solution to problem (1) in H is a solution to problem (1) in H for n = 2.
For an interior domain, we define the "interior rolling number": i = max {i2: for each xeΣ there is a ball B R c 42, with x e B R ). 
Part (ii). This follows immediately from Part (i) and CP.
REMARK. The proof shows that equality holds in Part (i) only if Ω is a ball and j(σ) = y 0 .
For an exterior domain, we define the "exterior rolling number":
,^? 2 = min {R: for each x e Σ there is a ball B R ZD Ω% with x e B R ). Putting this value into equation (73) gives
--5-.
RRi 2iR]i 1
For ε sufficiently small, so that
then condition (72) will be satisfied.
REMARKS. (1) The domain Ω is not convex. (2) The example can be modified so that Σ is smooth B R aΩ, R > .^, and u(x) < v{r, R, 7) in B R . EXAMPLE 2. We construct a domain Ω = B R (y){J J3Γ (see Figure  2 ) by the method of Example 1 so that u(x) < w(r, R, 7) in B£(y). Taking d = 0 in estimates (75) and (76) Suppose there are two solutions u t (x) and u 2 (x) to problem (1). They must both satisfy estimates (77), (78), and (79).
Thus \u λ {x) -u 2 (x)\ < ε for x x < min (x lf Xj). This implies u x -u 2 = o(l) as x\ -> oo; by CP, u t = w 2 -
The limit statements come from estimates (77) and (79) where n x -(sinα, -cosα) and ^2 = (sin α, cos a). Thus on 2 1 *, u(x) ^ 2(0, 7).
We now study the behavior at the vertex. This gives the result.
REMARKS. In ^-dimensions, with 3tΓ a = {x:x t > \x\ cosα}, 0 < a < π/2, Theorems 23 and 24 still hold with 2i/~2~ replaced by 2V~n in Part (ii) of Theorem 24. We note -kψ 2 > z(0, 7) .
This shows that there is a "rise" at the vertex. For the case a + 7 < π/2, Concus and Finn [3] show that the solution to problem (1) is unbounded at the vertex. For = {x: χ x > Vx\ + x\ cos a), 0 < a < π .
Theorems 23 and 24 still hold, with the same modification.
