We introduce the ''shaped-adiabatic-passage'' method that allows one to realize a complete population transfer from a given state ͉1͘ to superpositions of energy eigenstates ͉⌿͘ϭ ͚ k c k e
I. INTRODUCTION
The manipulation of quantum systems by coherentcontrol ͓1,2͔ and optimal-control ͓3-7͔ techniques invariably proceeds via the generation of quantum superposition states. In the past, quasiclassical wave packets were generated as superpositions of many atomic Rydberg states ͓8-14͔ or molecular rovibrational states ͓15-21͔, in a direct excitation of the initial ͑ground͒ state by short laser pulses. The broad coherent bandwidth of such pulses essentially projects the space-localized initial state into excited superposition states. The generated wave packets could be ''sculpted'' by pulseshaping techniques ͓22-25͔, thereby, iteratively improving the degree of control over the excitation process ͓26,27͔.
In spite of this success, these techniques usually transfer only a small fraction of the population in the initial state ͉1͘ to the specified manifold of the target energy eigenstates ͉k͘, and control over the wave-packet shaping is also limited. In contrast to this situation, population transfer to a single target level can be accomplished with essentially 100% efficiency, using adiabatic-passage ͑AP͒ techniques ͓28͔, and especially the stimulated Raman adiabatic passage ͑STIRAP͒ ͓29,30͔ method.
In this paper, we suggest extending the AP methods by combining them with a new ''active'' pulse-shaping approach, so as to excite a sharply controlled superposition of many target states ͓31-35͔. In the combined approach, shortly termed ''shaped adiabatic passage'' ͑SAP͒, one would be able to realize an essentially complete population transfer from state ͉1͘ to practically any superposition ͉⌿͘ ϭ ͚ k c k e
Ϫi k t ͉k͘ of energy eigenstates ͉k͘. As in STIRAP, SAP uses an intermediate state ͉2͘, which gives rise to the formation of ''null states,'' constituting a phase-sensitive combinations of the initial and target states. The control over the amplitude and phase of the coefficients c k is achieved by dump pulse shaping. Contrary to usual optimal pulse-shaping situations ͓22-25͔, where an iterative search must be performed, in SAP we know analytically what pulse shapes to craft in order to achieve a desired objective.
II. DESCRIPTION OF SAP
In Fig. 1 we illustrate the SAP excitation with a counterintuitive pulse ordering ͓30͔. In this scheme the ''shaped'' dump pulse, formed by many simultaneous monochromatic pulses of the same smooth profile, resonantly couples the states ͉k͘ (kϭ3, . . . ,nϩ2) with a single intermediate state ͉2͘, and precedes ͑while partially overlapping͒ the pump pulse, coupling states ͉2͘ and ͉1͘. As we show below, the magnitude and phase of the Rabi frequencies ⍀ 2,k (t) of the dump pulse, directly map out the values of the target states coefficients c k ϰ⍀ 2,k (t), in complete agreement with the first-order perturbation theory.
The Hamiltonian, in the dipole approximation, for the SAP scheme can be written in a.u. (បϭ1) as FIG. 1. The SAP scheme. The first ͑dump͒ laser pulse E D (t) is formed by field components E 2,k (t)exp(Ϫi 2,k t) of the same time profile. They lead to the Rabi frequencies ⍀ 2,k (t)ϭ 2,k E 2,k (t), which simultaneously couple all the states ͉k͘ (kϭ3, . . . ,nϩ2) to state ͉2͘. The second ͑pump͒ pulse E P (t), giving the Rabi frequency ⍀ 1,2 (t)ϭ 1,2 E 1,2 (t), couples state ͉2͘ to state ͉1͘.
The total pump ͑P͒ and dump ͑D͒ electric fields are
where the slow field amplitudes E i, j (t) in the dump field have the same smooth ͑Gaussian͒ time profile. This profile determines the envelope of the dump field E D (t), which is fast modulated by interferences of the many present frequency components. The frequencies i, j in the fields E P (t) and E D (t) are chosen such as to fit the distances between the levels of the SAP scheme 
͑5͒
We make the rotating wave approximation in H(t), but retain those components of the dump electric field, which are close in frequency. This leads to the effective SAP Hamiltonian
where
are the Rabi frequencies and ⌺ 2,k (t) are their ͑dump͒ modifications,
These elements ⌺ 2,k incorporate the effects of both the onresonance, E 2,k (␦ 2,k ϩ 2,k Ϸ0), and the ''weakly'' offresonance, E 2,l k (␦ 2,k ϩ 2,l Ϸ k Ϫ l ), field components on a given ͉k͘←͉2͘ transition.
Eigenvalues and eigenvectors
Of the nϩ2 eigenvalues of H SAP (t), n are zero and two are nonzero, 1,2, . . . ,n ϭ0,
The zero eigenvalues correspond to the n null ͑often called ''dark''͒ states,
mixing the initial ͉1͘ state and the final ͉k͘ states. We use basis vectors redefined as e Ϫi j t , ͉ j͘→͉ j͘ If the field components E i, j (t) change slowly enough with time, such that,
where U(t) is the matrix of eigenvectors, we expect the adiabatic solution, based on diagonalizing H SAP , to be accurate. In addition, when the field components are relatively weak and change slowly in time, so the pulse is long with respect to the vibrational period vib Ϸ1/͉ i Ϫ iϮ1 ͉Ӷ1/͉⍀ i j ͉ Ӷ pulse , the contributions of the off-resonance oscillatory terms of Eq. ͑7͒ should average out, causing ⌺ 2,k (t) to coincide with the resonant term, ⍀ 2,k (t).
Let us examine first a SAP scheme with nϭ2 and approximate ⌺ 2,k by ⍀ 2,k . As found in the past ͓32,33͔, in this four-level model the final adiabatic branching ratio between state ͉3͘ and state ͉4͘ is given by ͉⍀ 3,2 /⍀ 4,2 ͉ 2 ͑as in firstorder perturbation theory͒. Here, we exactly reexamine why this system gives such a robust output, even though the adiabatic condition in Eq. ͑10͒ with two null eigenvalues cannot be valid ͑right-hand side is zero͒.
We execute a linear transformation within the null subspace, such that one null eigenvector has the form ͓34͔,
͑11͒
and the other null eigenvector is given as,
͑12͒
so the two are always orthogonal
͑13͒
The two non-null eigenstates
are also orthogonal to each other ͗D 3 Ј͉D 4 Ј͘ϵ0 and to the null states ͗D i Ј͉D j Ј͘ϵ0 (iϭ1,2 and jϭ3,4).
We can now transform the Schrödinger equation ͑4͒ to the space of eigenstates ͓32-34͔, with the four-state basis ͉D i Ј͘
(iϭ1Ϫ4). The transformed equation is v͑t ͒ϭϪiW͑ t ͒v͑ t ͒, ͑15͒
where v(t)ϭU Ϫ1 (t)c(t) is the new state vector. The matrix U(t) of eigenvectors diagonalizes the Hamiltonian ͑6͒ and generates the evolution matrix
If we calculate this evolution matrix W(t), we realize that it
does not couple at all the ͉D 1 Ј͘ and ͉D 2 Ј͘ states, i.e., from the elements W i j (t) (i, jϭ1,2) only W 11 (t) 0. This is the crucial fact, which explains the robustness of the above result p 3 /p 4 ϭ͉⍀ 3,2 /⍀ 4,2 ͉ 2 , even when Eq. ͑10͒ is broken due to the two-dimensional null subspace.
Let us see why. In the counterintuitive pulse-ordering scheme, where ⍀ 2,k (t) precedes ⍀ 2,1 (t), only the null state ͉D 1 Ј͘ correlates initially with the state ͉1͘; in contrast, the null state ͉D 2 Ј͘ is orthogonal to ͉1͘ at all times and the nonnull states ͉D 3 Ј͘, ͉D 4 Ј͘ are orthogonal to ͉1͘ at the beginning (tϭ0). Thus, in the adiabatic evolution starting from state ͉1͘, we can directly decouple the two non-null eigenstates in Eq. ͑15͒, by setting W i j (t)ϭ0 (i, jϭ3,4), and still obtain an essentially exact evolution ͓32-34͔. Since from the rest elements only W 11 (t) 0, all the population must remain in the null state ͉D 1 Ј͘. But in this state ͉D 1 Ј͘, the transition amplitudes c 3 and c 4 , of the finally populated states ͉3͘ and ͉4͘, are proportional to the Rabi frequencies ⍀ 3,2 and ⍀ 3,2 , respectively, so the final populations of these two states ͉k͘ (kϭ3,4), given as p k ϭ͉c k ͉ 2 , are proportional to ͉⍀ k,2 ͉ 2 . We can now return to the general ͓(nϩ2)-level͔ SAP system and transform, in analogy to the above, the null states such that in the counterintuitive pulse-ordering scheme, only one of these transformed states correlates initially with state ͉1͘,
with the other null states kept orthogonal to state ͉1͘. Since only this ͉D 1 Ј͘ gets adiabatically populated, it follows immediately from Eq. ͑17͒ that c k ϰ⍀ k,2 and p k ϭ͉c k ͉ 2 ϰ͉⍀ k,2 ͉ 2 . This is exactly the result of the first-order perturbation theory ͓2,6,17͔, which holds here even in the strong field regime.
III. VIBRATIONAL SAP IN THE Na 2 MOLECULE
As an example of SAP, we now examine Raman transitions in the Na 2 molecule ͓36͔. In particular, we look at a process in which, using a Raman transition starting from the vϭ0 vibrational state of the X 1 ⌺ g ϩ ground electronic state, we populate a superposition of high lying v vibrational states of the same electronic state, using the vЈϭ0 vibrational level of the excited electronic state A 1 ⌺ u ϩ as an intermediate state. As our target we choose to populate a ''coherent-state'' wave packet given as
although the excitation of other interesting superposition states, such as the displaced and squeezed Fock states ͓37͔, should be also feasible.
In principle, we can also generate vibrational coherent states belonging to other electronic states. Having, however, chosen to start and end in the same electronic state, means that we have to limit somewhat the range of ␣ values that can be considered, because we need to exclude the ͉vϭ0͘ state from our superposition. This is due to the fact that the ͉vϭ0͘ state also serves as our initial state and its use as part of the target manifold would invalidate the form of the Hamiltonian used in Eq. ͑6͒. Even for ␣ values as low as Ϫ3 the exclusion of the ͉vϭ0͘ state does not detract much from achieving our objective, because the weight of the ͉v ϭ0͘ state in ͉␣ϭϪ3͘ state is very small.
A. Shaping the pulse
Following the above arguments, the pulse shape needed to attain the target wave packet of Eq. ͑18͒ is of the form, 
where f (t) is an arbitrary smooth function of the time. Following the Franck-Condon approximation ͓38͔ we approximate the transition-dipole matrix elements as,
where ⑀ is the polarization direction and a constant number representing an ''average'' electronic transition dipole moment. The ͗0͉v͘ overlap integrals are called the ''FranckCondon'' ͑FC͒ factors ͓38͔. For the above transition Ϸ7 D ͓39͔.
The pulse of Eq. ͑19͒ is expected to attain the desired objective because c k ϰ⍀
, vϭk Ϫ2, as required by Eq. ͑18͒. Experimentally, it is possible to shape pulses using 128 -256 discrete ͑equidistant͒ frequencies ͓22,24͔. Therefore, a nearly coherent state composed of as many as 10Ϫ20 ͑slightly anharmonic͒ vibrational levels can be generated. For more complex wave packets, the number of levels ͑hence, frequencies͒ necessary to achieve good overlap with the target would be higher.
In Fig. 2 Fig. 2͒ that yields the excitation field components E 2,k (t) (kϭvϩ2), is a smoothly varying function of v. In contrast, the time dependence of the resulting total ͑dump͒ electric field E D (t) in Eq. ͑2͒ appears very complicated due to its many frequency components.
B. The dynamical parameters
The most important parameters that enter the SAP process are the molecular vibrational period, vib (Ϸ300 fs for Na 2 ), the inverse Rabi frequencies 1/⍀ i , the pulse length pulse , the dephasing time dephase , and the radiative decay time rad . We find that for the execution of a complete population transfer these dynamical variables must obey the ordering vib Ӷ1/͉⍀ 2,k ͉Ӷ pulse Ͻ dephase Ͻ rad . The first inequality follows from our desire to reduce ⍀ 2,k so as to minimize the Stark shifts of the levels during the laser pulses. The reduction in ⍀ 2,k , in combination with many Rabi oscillations needed in each pulse, requires that for Na 2 , pulse у20Ϫ30 ps. In order for the superposition state to be generated before its phases are dephased away, pulse Ͻ dephase . Also, since we want only one initial state to be excited, the (Na 2 ) molecule should be sufficiently cold so as to populate only a single rovibrational state.
Another deleterious effect is due to anharmonicity of the molecular vibrational system, which causes additional ''spreading'' of phases in the target superposition state. It is nevertheless possible to adjust the phases of the Rabi frequencies so that the resulting superposition state would replicate the desired target state at a chosen time point t r . The phase adjustments are determined by including additional phase factors e i⌬ 2,k , exactly given as ⌬ 2,k ϭ 2,k t r , in the E 2,k (t) field components. The phases ⌬ 2,k can be estimated by performing a Dunham-type expansion ͓38͔ of the oscillator eigenenergies in (vϭkϪ2). The first term is the harmonic approximation. The second-order term, reflecting the quadratic corrections, brings about a phase correction of f v (⌬v) 2 t r , where for example, for Na 2 , f vϭ9 ϷϪ94.7 eV. In addition to this effect, in the anharmonic case, the Franck-Condon factors do not strictly follow the dependence shown in Fig. 2. 
C. Numerical tests
We have tested the SAP theory by comparing the adiabatic and exact wave-packet dynamics ͓⍀ 2,k vs ⌺ 2,k in Eq. ͑7͔͒ performed on the Na 2 molecule. We consider resonant excitation by two pulses whose Rabi frequencies are Gaussian, ⍀ 1,2 (t)ϭO 1,2 exp͓Ϫ(tϪt 0 ) 2 / pulse 2 ͔ and ⍀ 2,k (t) ϭO 2,k exp͓Ϫt 2 / pulse 2 ͔. Here O 1,2 ϭ͉O 1,2 ͉e i 1,2 and O 2,k ϭ͉O 2,k ͉e i 2,k are the peak Rabi frequency, pulse ϭ30 ps and t 0 ϭ2 pulse is the delay between the pulses. We set ͉O 1,2 ͉ϭ͉O 2,vϭ9 ͉ϭ15/ pulse ϭ0.5 ps Ϫ1 ,
in accordance with Fig. 2 and Eq. ͑18͒. To account for the Na 2 anharmonicities, the initial phases 2,k are modified according to ⌬ 2,k . In Na 2 , the laser intensity corresponding to a Rabi frequency of O 1,2 ϭ15/ pulse is 0.83 MW/cm 2 . This rather low value is due to the large value of , which, for the A←X transition in Na 2 , is ϳ7 D. Obviously, for other molecules with smaller dipole moments, higher intensities would be required in order to successfully accomplish a complete population transfer. In Fig. 3 we present ͑upper curve, left scale͒ the timedependent average position ͗x(t)͘ and ͑lower curve, right scale͒ the variance x (t)ϭ͕͗x 2 (t)͘Ϫ͗x(t)͘ 2 ͖ 1/2 of a vibrational wave packet created by exciting the ground Na 2 state by a pulse whose field components are depicted in Fig. 2 . In addition, an anharmonic phase correction parameterized by t r ϭ40 ps was applied. For this case, the exact numerical solution, using the full ⌺ 2,k (t) of Eq. ͑7͒, is practically indistinguishable from the adiabatic solution with ⍀ 2,k (t). Only when the pulse length pulse is too short with respect to vib or simply the field intensities are substantially increased, so that vib Ӷ1/͉⍀ 2,k ͉ is no longer correct, significant deviations between the exact numerical solution and the adiabatic approximation show up ͑see Fig. 4͒ .
The time evolution depicted in Fig. 3 shows an initial rise in ͗x(t)͘ and in x (t) as the ͉vϾ0͘←͉vϭ0͘ transitions begin to take place. As the system nears the t r ϭ40 ps mark, where the anharmonic dephasings are exactly compensated for, the wave packet becomes highly localized, as evidenced by a sudden drop in the r.m.s. deviation, while undergoing classical-like oscillations, shown more clearly in the lower frame. Following a ''fractional revival'' ͓40,41͔ at 50 ps, at which time the wave packet splits into two ͑thereby becoming a macroscopic quantum interference or ''Schrödinger cat'' state ͓42-45͔͒, an essentially complete revival is seen to occur at 60 ps time.
In Fig. 4 we compare the adiabatic (⍀ 2,k ) and the exact (⌺ 2,k ) time evolution, around the t r ϭ40 ps time mark, for 16.6 times stronger fields, ͉O 1,2 ͉ϭ͉O 2,9 ͉ϭ250 pulse ͑inten-sity of 230 MW/cm 2 ). The strength of the interaction enhances the off-resonance highly oscillatory components of ⌺ 2,k , so that vib Ӷ1/͉⍀ 2,k ͉ is not more valid and the ͑inter-nal͒ adiabaticity is broken by Stark shifts of the levels. Although at around the 40 ps time mark the adiabatic solution is in good agreement with the exact one, it gets out of step from it, both in magnitude and phase, after some five vibrational periods. In spite of this, complete population transfer is still possible, since we break only the ''internal'' adiabaticity, i.e., induce transitions between the final levels, and preserve the adiabativity of the Raman transition 1/͉⍀ 2,k ͉ Ӷ pulse . Therefore, the only difference from the weaker pulse case is that the c k coefficients are now no longer strictly proportional to the ⍀ 2,k Rabi frequencies.
D. Sensitivity of SAP to level detuning
In Fig. 5 we investigate the dependence of the detunings of the individual final levels relative to the field components. For simplicity, we consider just two final states ͓32,33͔, with populations p 3 and p 4 , but the results apply to any pair of levels in a SAP with arbitrary n. We assume that the amplitude of Rabi frequencies are the same ͉O 1,2 ͉ϭ͉O 2,3 ͉ϭ͉O 2,4 ͉ ϭ25/ pulse and pulse ϭ30 ps, with roughly 25 Rabi oscillations in the transition region, and approximate ⌺ 2,k (t) by ⍀ 2,k (t). We slightly detune one of the final states by an amount defined as, ⌬ 2,4 ϭ 2,4 Ϫ 2 ϩ 4 , and plot ͑thick line͒ the populations p 3 and p 4 as a function of ⌬ 2,4 .
FIG. 3. Upper frame:
The time-dependent average position ͗x(t)͘ ͑left scale͒ and the variance x (t) ͑right scale͒ of a vibrational wave packet created by two pulses, with ͉O 1,2 ͉,͉O 2,vϭ9 ͉,͉O 2,v 9 ͉ given in Eq. ͑20͒. Phase corrections with t r ϭ40 ps were applied. The two thin dot-dashed lines show the p 1 and ͚ kϭ3 nϩ2 p k populations. Lower frame: The wave-packet evolution at around tϭ40 ps .   FIG. 4 . The average position ͗x(t)͘ and the variance x (t) obtained from the adiabatic solution ͑broken lines͒ and from the exact solution ͑full lines͒, for strong pulses, ͉O 1,2 ͉ϭ͉O 2,vϭ9 ͉ ϭ250/ pulse , with ͉O 2,v 9 ͉ being accordingly also 16.6 times their values of Eq. ͑20͒. All the other parameters are as in Fig. 3 We see that for a nonzero detuning, the final probabilities are no longer strictly proportional to the Rabi frequencies. Already for ⌬ 2,4 ϭ0.1 O 1,2 , nearly 75% of the populations goes to the resonantly tuned level ͉n 1 ͘, keeping Ϸ25% on the detuned level ͉n 2 ͘. When the Rabi frequencies are doubled to 50/ pulse , the probabilities, though appearing to coincide with those of Fig. 5 , are actually less sensitive to the detuning, because the latter is now twice as large. Thus the robustness of SAP with respect to detunings increases with the field intensity.
These results can be compared with the degree of sensitivity of the usual STIRAP scenario ͑i.e., adiabatic passage to a single final state͒, represented by the thin lines of Fig. 5 . We see that the population transfer to a single final state ͉3͘ is much less sensitive to the detuning ⌬ 2,3 ϭ 2,3 Ϫ 2 ϩ 3 . As in SAP, for larger Rabi frequencies the relative sensitivity is further reduced.
In pulse-shaping experiments, proper tuning can be achieved by adjusting the placements of the liquid-crystal elements ͓22,24͔ relative to the dispersed pulse so as to introduce only those field components that are in exact resonance with some 2,k transition frequency. Recently, STI-RAP was also realized with one laser beam ͓46͔, while the other transition was induced by a tuned vacuum in a highquality cavity. In SAP, one could generalize this principle and use a cavity with a structured surface, which would guide the population in different final states.
IV. CONCLUSION
We have shown that essentially complete population transfer to a sculpted wave packets of any desired makeup can be achieved by a ''counterintuitive'' pump-dump adiabatic-passage process. The utility of this result is in the simple prescription for pulse shaping it presents. We shape the strong dump pulse in exactly the same manner as dictated by the first-order perturbation theory, namely, its monochromatic field components should be proportional to the complex target expansion coefficients divided by the respective transition dipole matrix elements from the intermediate state to the final states. Therefore, we believe that the SAP scheme can be used in efficient coding of information.
The resulting ''shaped-adiabatic-passage'' scheme has been computationally tested for the Raman generation of sculpted wave packet on the ground electronic state of the Na 2 molecule. We have shown that the scheme works with pulses of 20-30 ps durations at moderate intensities of a few MW/cm 2 .
