V. COKCLUDING REMARKS AND SUGGESTIONS FOR
I. INTRODUCTION

Consider the linear system
with state s E R", input u E R". disturbance q E R', and the to-be-controlled variable z E W p . A , B , E , and H are matrices of appropriate dimensions. The disturbance decoupling problem (DDP) consists of finding a state feedback u = Fx + o which decouples the disturbance from the to-be-controlled variable 1. Equivalently, after feedback the transfer function from q to z has to be zero. The solvability of DDP can be constructively checked in the following way (cf. [SI) .
1) Construct the maximal controlled invariant subspace in the kernel of H : yterH.
2 ) Check if Im E c Cf;erH.
Recently, a similar theory has been developed for nonlinear systems where the inputs and the disturbances enter linearly in the equations (cf. The procedure is the same: construct the maximal controlled invariant distribution contained in kerdH. and call this DCerdH. Then DDP is locally solvable if and only if span(E,; . ..E,) C DzerdH. Applications of these results may be found in [I] . [7] . In our previous paper [SI. we treated controlled invariance for a general nonlinear system i = / ( x , u ) . With the aid of.this we can treat the DDP for the system 
PI. ~31).
D .
In this paper, we will treat the most general case a1here the disturbances also enter in a nodnear way
To give a coordinate-free description of the disturbance decoupling problem in this case, we first have to generahze the definition of a control system, as in 151. to the definition of a control system aith disturbances.
Then the local solution will readily follow.
Furthermore. just as in the linear case. we will give some algorithms for checking solvability of DDP (see Section 111). where T M denotes the tangent bundle of M, with natural projection n,v, and f is a smooth map.
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In local coordinates x for M . ( x , u ) for B. this coordinate-free definition comes down to ,i =/(x, u).
We now want to formalize the situation in which our control system also contains disturbances (whch also can be interpreted as unknown inputs). This leads to the following definition. Let a be a fiber-preserving diffeomorphisrn on B such that the diagram "lj! commutes. Consider an arbitra? fiber-preserving diffeomorphism 6 on B .
such that we also have that the diagram E a 6
. I a 1.
B B
commutes. %e? the system Z( M , B. B.f) after statefeedback 6 is given by Z( M. B . B , f ) with f = f 0 a (compare to [6] 
D.
What are the conditions such that a distribution D is locally controlled invariant for the control system with disturbances? The next theorem. which is a combination of the results of [j] and [6] yields the exact solution. . we know that the conditjon 1) is also equivalent to the existence of a distribution-D,, on B generated by an integrable con_nection on the bundle T': B -+ M. In local coordinates. this distribution Dhlr is generated by the vector fields whereas D is generated by the vector fields (Frobenius) and the coefficients h, and g, in (2.1) satisfy certain integrability conditions [5, eq. (4.30) ]. Now the second condition 2). in fact implies that we are able to choose the coefficients h , in (2.1) such that h , does not depend upon q. Namely. as in [6] . we have that (2.3) and then from 2) it follows that piow. (2.4)Fwhich is equivalent to the fact that 6,( blir,) is a welldefined distribution on B-implies that after an easy computation h,( x . u, q ) is independent from q'. Knowing thi?. we can locally construct a state feedback independent of q for Z( /M, B. B . / ) . similarly as in [6] . 0
ALGORITHMS
In this section, we will prove that every involutive distribution on the state space contains a maximal locally controlled invariant distribution. Furthermore. we will give (conceptual) algorithms to compute this maximal locally controlled invariant distribution. and apply these to the general disturbance decoupling problem. First, we will start with the The algorithmic side becomes very simple by reducing it to the extended system. 
