Active networks have the potential to solve three fundamental problems in traditional (and current) networks: (a) service extensibility, (b) rapid reaction to network events, and (c) obtaining a disaggregated view of network state. Traditional networks expose a fixed set of network services, which are difficult to modify or customize. In contrast, active networks allow service extensibility by providing an environment for execution of nearly arbitrary agents (or applets) within the network. Such a framework can be used to build application level gateways for multimedia processing, such as transcoding and fusiodmerging, within the network A second advantage of active networks is their ability to rapidly respond to asynchronous network events because control algorithms can be co-located with network elements. Finally, traditional networks achieve scaling by aggressively aggregating network state. Applets embedded in the network see disaggregated state, allowing finer-grained control.
Introduction
We define active networks as networks that allow programs called agents or applets to be executed in internal network nodes such as multiplexors, firewalls, routers and switch controllers. Rudimentary active network components are already used for mobile communication (for forwarding packets after a handoff), in video conferencing (for prioritized dropping of multicast groups), and firewalls (for allowing customizable filters).
To clarify the behavior of a realistic active network component, consider Figure, 1 , which shows the architecture of an active firewall. Such a firewall prevents "undesirable" packets from entering the protected subnet. Packets are classified using a script, such as the one shown in Figure 2 .
Scripts used in this way are very similar to applets. Such scripts enable new application data streams to be filtered through the firewall. For example, to permit an application to receive data on one of two UDP ports through the firewall, only a small script needs to be written. This demonstrates the extensibility property of active networks.
Note that the script assumes that the applet has access to packet headers. If this access is not available, the script cannot work. In other words, the execution environment of the applet must include a way to read packet headers. In general, rich execution environments need to be defined to enable the creation of powerful applets.
This example also contrasts a declarative framework for network control with a procedural or active framework. In a declarative approach, a host would declare a protocol type and source from which to allow (or disallow) packets. This is intrinsically limited to a predefined set of protocol and source descriptions.
In contrast, the procedural framework outlined here allows the creation of customized application level libraries, which can be arbitrarily customized. Although extensibility comes at the price of some inefficiency, this can be avoided by selectively subsuming procedural functionality in a declarative framework. Consider the scenario shown in Figure 1 , and assume that the link between the host and the firewall is a slow link (such as a wireless or modem link). Suppose the host is participating in a videoconference with two other participants SI and S2, but only has bandwidth to receive the stream from one of the sources. Moreover, the host wants to switch between the sources rapidly. This could be achieved if an applet running on the firewall subscribed to both the sources, but forwarded packets from only one of the sources. The applet can intelligently decide which stream to forward depending not only on the source's wishes, but also on the current state of the network. For example, assume that the host switches from S2 to S1, but due to congestion in the network packets from SI anive only after some delay. If the applet notices that there are packets from S2 buffered in the firewall, it could forward packets from S2 in order to utilize the bandwidth of the slow link between the firewall and the host. This illustrates the use of applets for near-real time control, where an applet running at the point of control can react to network state faster than an endpoint.
To illustrate the disaggregation property of applets, consider an applet running at the firewall that discovers congestion on the path from S1. It may then decide to find an alternate path to SI. If the firewall and the subnet's egress router are co-located, the applet can find this information from the router's network topology database without requiring the host to acquire this information. The host only needs to set its "default" route to the router, and the applet takes care of the rest. The default route represents aggregated routing state stored at the endpoint. In contrast, the applet has access to disaggregated state to make fine-grained control decisions.
We now show how to use applets to disaggregate state even further, at the cost of additional bandwidth. Note that a typical routing protocol will update the network topology database at the egress router only periodically, around once evev 30 seconds. If the source wanted to discover network state at a finer time-scale, it could install applets on several alternate paths. Each applet could communicate with the applet at the egress router to inform it of its current load. The applet on the egress router could choose one of the paths dynamically (using source routing) based on this information. This represents the use of applets simultaneously to disaggregate state on provide faster response time to network state. This extended example shows how an active network framework allows us to design networks that are extensible, exhibit rapid reaction to network events, and have access to disaggregated information. We can exploit such a framework to design new protocols, extend existing ones, or improve the performance of existing systems. We will also discuss the use of an active network framework for network management. This paper is organized as follows. Section 3 discusses the key benefits of an active network framework. Sections 4, 5, and 6 discuss instances of protocols or systems where these core advantages are exploited. Section 7 discusses our solution to the problem of defining object models. Section 8 presents some problems we encountered in using this framework.
2

Network Framework Key Advantages of an Active
The many advantages of an applet-based framework have been thoroughly discussed in the literature [7, 51. Here, we enumerate only those advantages that we have identified to be useful in building next-generation networks.
Extensibility
Traditional networks expose a fixed set of network services, which are hard to modify and to customize. In contrast, active networks seek to create an extensible system by providing an environment where nearly arbitrary applets can be executed, allowing new services to be dynamically created. Such a framework allows us to rapidly deploy and refine protocols, dramatically reducing the development cycle. As discussed in Section 2, in contrast to declarative frameworks which need to encompass the needs a broad range of applications and yet be compact to be useable, a procedural framework allows the creation of customized application level libraries, some of which maybe later made part of the declarativc framework. An applet-based framework also facilitates the mechanisms for developing the glue between different networks and protocols.
Disaggregation
2.2.1
Semantic filtering Endpoints often need to make decisions based on the current network state. There are two ways in which applets help an endpoint obtain this information. First, network state information may not be available at the desired granularity. For example, a host might be interested in the routing policies in the subnet of its transport-level peer, but the backbone routing protocol may tell it only about the routing policy in the backbone network, since information about subnets is lost during the aggregation process. Second, a host may not interested in raw information but may want to process the information before using it. If the host obtains unprocessed (and uncompressed) information from the network, this wastes bandwidth. In both situations, an applet sent into the network can obtain the information at the granularity required by the host, additionally filtering out the information not needed by the source.
2:2.2 Time scale of information gathering
In order to increase stability of the network, dynamic information about the network is propagated at a very slow time scale (on the order of tens of seconds). Increasing the time scale over which information is averaged reduces the overhead of transmitting the information and also helps in aggregating control information over time. But different sources might want information over different time scales. Traditional architectures do not allow this. By installing applets inside the network, endpoints can obtain information at the time scale that they require.
2.2.3
Horizon effect As networks grow larger, the overhead of distributing information increases. Hierarchy reduces overhead in large networks by grouping nodes into clusters. Only aggregated information is available about the cluster outside the cluster.
This introduces a problem that we call the horizon eflect, where a host can not obtain information about nodes in a remote cluster. An applet that is sent into the petwork can overcome the horizon effect by directly accessing disaggregated information.
Rapid response to network events
There are some unavoidable latencies associated with transferring information over the network, even if it is filtered and sent at the time scale that the end system desires. This latency can be a hindrance if this information is used to control entities over the network, By co-locating control algorithms with the control . element, one can reduce the latency of the control operation, thus provide accurate and rapid control.
In the following sections we see how the three general principles stated above can be used to (a) add flexibility to existing architectures (Section 4), (b) extend protocols and systems (Section 5). and (c) improve the performance of existing networks (Section 6).
3 Adding flexibility to existing architectures
Protocol stacks for firewalls and mobility
As mentioned in Section 2, a firewall allows applets to access the packets belonging to a flow. Firewalls can be implemented at several layers of the protocol stack. The higher the level at which the firewall is implemented, the greater the access to semantic information (such as port numbers and protocol types) but the lower the efficiency. For example a firewall can be easily implemented in user space at the cost of copying data into and out of the kernel. Or, it can be implemented in the transport layer where the inside and outside connections share buffers, thus avoiding extra packet copies, but ignoring application-level semantics. By exposing all the layers of the protocol stack to the firewall applet, we can migrate firewall functionality from one layer to another, dynamically trading semantic information for efficiency.
A parallel problem arises in the use of applets in mobile TCP schemes. The mobile station can send an applet to the base station to improve the performance of TCP connections. This applet can run at the network layer to give the abstraction of a reliable link; at the transport layer to exploit intelligent caching mechanisms; or at the application layer to forward packets after a handoff by splitting a TCP connection into two connections.
Exposing the entry and exit points of each layer of a protocol stack allows us to unify the above individual solutions into one general framework, which allows The designers of SNMP [24, 251 purposely made it Providing qualities of service that are customary in the phone networks on the Internet seems to be a daunting if at all feasible task. The networks differ both in the service quality they provide and the type of traffic they carry. The Internet provides best effort delivery and whereas the telephone network provides guaranteed service. Voice traffic is constant bit rate and is well understood whereas data traffic on the Internet is not well understood, ever changing in character and bursty on all time scales. Given these fundamental differences, we believe that different networks will coexist at least in the near future. Indeed, we believe that there are many interesting applications that can creatively exploit services provided by both networks.
Consider, for example, an audio conferencing application that supports both audio and a whiteboard. For audio we may want to use the phone network, while we want to use the Internet for the shared whiteboard. "his is an example of what we call multi-mode communication. It tries to leverage the strengths of each network and provide interoperability in both the data and control planes. Exposing object models for switching elements such as IP routers and telephone switches to intelligent applets provides a framework for developing multi-mode applications. To continue with our example, the audio conferencing application could contact an applet running on a PBX to establish a bridged (multicast) voice connection and another applet running on an MBONE-capable router to set up a shared whiteboard connection. simple because they did not expect managed entities to have adequate computing power. Today, however, managed entities run operating systems (like pSoS) which supports Java applets and are powerful enough to do things beyond the scope of SMVIP. To take advantage of the increased computing power available in managed entities, we enhanced SNMP by allowing applets to be sent to the managed entity, enabling real time control policies, fine-grained measurement, and sophisticated trap generation algorithms. (This also allows "semantic routing", where applets move from one. endpoint to another based on some information present on the host. For example, an applet could use SNMP to find a path with the most number of RSVP compliant routers between a source and a destination.)
We now describe a framework that we developed and tested for enabling Active SNMP, an extension of the widely used SNMP network management protocol. The architecture of our system is shown in Figure 3 . The three main components are the manager, the proxy, and the managed entity. The proxy interacts with the managed entity on behalf of the manager. It allows us to convert an existing managed object to an "active" network element without modifying it in any way. Managers send standard SNMP requests to the proxy, which simply forwards them to the managed entity. However, managers can also send snmplets (pronounced "snaplets") to the proxy. The snmplets are executed in the proxy and have access to the SNMP Management Information Base (MIB) at the managed object.
In SNMP, the manager has to poll the managed entity to obtain information about dynamically changing variables in the MIB [24] . The possibility of a large latency between the manger and the managed object precludes the implementation of tine grained control Note that both extensions described in this section do not need any modification to existing protocols. In contrast, in the next section, we discuss extensions to existing protocols to better exploit an active network framework.
algorithms. Also in periods of congestion SNMP requests may be lost. A control applet running in the proxy overcomes these drawbacks as it has direct access to the variables in the MIB. Moreover, because it is colocated with the managed entity it is able to control it even in periods of network congestion.
To communicate with a snmplet, a host needs to name instances of snmplets running in a given proxy.
We identify snmplets with a two-part name. The first part is an HTTP U&, and the second part is a domainspecific name (this is similar to the way classes are named in Java). We embed snmplet names and parameters in existing SNMP MIBs. Each instance of a snmplet is accessed through a variable in the MIB that acts as a resource handle. We also exploit the MIB to store intermediate snmplet state. When the snmplet starts or moves to another machine it may need some parameters or startup information. This information is also kept and accessed through the MIB. For example, the originator of the applet sets variables in the MIB to pass parameters to the applet. The structure of the information in the MIB is described in ASN.1 similar to all other information stored in these modules. This unification of snmplet state and the MIB leads to a uniform and simple access of persistent state information.
We developed an active proxy for an IP router and exposed MIB-I1 [22] and the IP forwarding MIB [2] to applets running on the router. This allows snmplets to access the routing and forwarding tables on the router. One of the first snmplets we wrote monitored the ICMP unreachable messages that were sent by the router and informed the managing workstation when there was a sharp increase in these messages, indicating that one of the neighboring routers was down.
The framework allowed us to easily develop and deploy other snmplets. Another snmplet we developed ran on the router and collected statistics on packet arrival. The applet varied its averaging interval based on the amount of traffic on the network, taking more samples when the network was under high load. In a traditional framework the management station would have to continuously poll the router to obtain this information and would tend to take less samples during periods of overload as it does not want to further congest the network. Thus the active proxy allows us to obtain more accurate and useful information.
We have also developed a scheme that allows proxies to verify the identity and the authenticity' of snmplets. In terms of performance, the active proxy does increase the latency to access information by a small amount, but we believe the increase in functionality to be worth this overhead.
Signaling (RSVP)
Signaling protocols like UN1 or RSVP are declarative in that they only specify the quality of service a connection requires and not how to obtain it. Efforts to make these protocols expressive, in order to deal with a broad spectrum of quality requirements, leads to an exponential increase in the number of parameters. Moreover, the class of applications that may use these protocols is unknown, We can avoid these inherent problems if signaling is carried out by applets that access a well-understood interface at each router and carry out reservations for the endpoints. Eventually, on gaining sufficient understanding of how to model the environment we intend to come up with a declarative signaling protocol that is likely to be a more compact and usable version of the existing protocols. Our approach here, therefore, is to build on top of the object models developed for router, then define models for scheduling and routing.
Applets for improving network performance
In this section, we present some scenarios where we can use an active network framework to improve the performance of current networks.
Adaptive routing
Routing today is usually based on computing the shortest path between a source and a destination. Using shortest path routing requires the use of a single best path to a destination. In the presence of congestion on this path, it is desirable to use other paths in the network. This is usually termed multi-path routing.
Proposals for multi-path routing can be broadly classified depending on whether the routing decision is made at each hop (hop-by-hop routing) or whether the decision is made at the source (source routing). In hopby-hop routing, coordination among the nodes using alternate routes is necessary in order to prevent routing loops. The alternative to hop-by-hop routing is source ' Our local area network was behind a firewall, thus applets had permissions to read and write the MIBs.
routing. In source routing the source of the packet determines the route the packet will take to the destination. Unlike hop-by-hop routing, where each node must make consistent routing decisions to prevent loops in the topology, source routing is able to deal with inconsistent state in the network However, the use of source routing requires information about the network to be available at each endpoint in the network. This introduces an inherent tension in the routing protocol. Widespread dissemination of routing state incurs high overhead, introduces instability, and questions the timeliness of the information available to a source. Breslau [6] An applet installed in the network can either compute alternate paths in a distributed manner, or, at the cost of increased bandwidth, send filtered information back to the source. It can also accommodate source-specific policies while choosing alternate paths. Thus, by allowing applets to run within the network, we can release the tension between widespread dissemination of routing information and the use of source routing to find alternate paths in the network.
Fast Renegotiation
Applets can also be used to support fast renegotiation during call setup. When the reservation fails at a router in the network an endpoint might want to repeatedly try to obtain this reservation. This introduces unnecessary overhead in the network'. An applet that is located on the router can act on behalf of the source and periodically transmit messages when the state of the reservation changes or explore alternate paths along which future reservations might succeed.
* This is similar to the "killer" reservation problem in RSVP, where, due to the meiging of reservations, an end-point that repeatedly tries to reserve a large amount of resources in the network can lead to denial of service to other end points whose reservation, if not merged with this large reservation, might succeed.
MIBS as Execution Environments
As mentioned in Section 1, rich execution environments need to be defined to enable the creation of powerful scripts or applets. At each router the applet is presented with an execution environment. To define new environments at each router and have router vendors implement them is an uphill and time , consuming task.
Our extensions to simple network management protocol (SNMP) allow applets to access information from the MIB. Variables in the MIB have a well-defined environment, whose semantics and naming conventions are standardized. This allows us to better understand the potential of applets, without incurring a huge startup cost of defining environments.
Although the MIB may restrict the interfaces available to an applet, this is an intermediate solution which allows the development and testing of several new application level protocols. Ultimately if this proves to be a useful and powerful architecture we will be able to export interfaces to components like routing and signaling directly without going through SNMP.
Problems
An active framework adds flexibility or improves the performance of existing architectures, but it introduces some unique problems.
Aggregation
In a procedural (active) framework, the network lacks the intelligence to aggregate information. For example, applets injected by different sources may be collecting the same information. How can we aggregate this information to avoid sending the same information twice over the network? Two techniques for this purpose are described in Reference [29] . First, as described in Section 5.1, each applet and its instance could be uniquely identified. Thus, an endpoint could discover that an instance of an applet that it wants to run is already present on an intermediate node. Second, some applets may be defined as filters to transform the rcsults of one applet into another. For example, two applets collecting the same information but over different time scales, can be replaced by the applet collecting information at a finer time scale and an applet which averages the information as the second applet would have done.
NOW [I]
and SPIN [4] describe operating systems that allow user code to be executed in a safe manner in the kernel. This allows user applications to directly access hardware like MPEG boards or to customize the drivers.
Security
Security and performance are concerns in the implementation of the active network architecture. Programming languages like Java provide security at the level of individual applets, but do not allow multiple protection domains (many applets) to exist within a single address space. For example web browsers do not 9 Conclusion provide secure communications between two applets on the same page. Work in operating systems [4, 9, 23] has explored the use of safe languages to allow untrusted code (thus many protection domains) to run inside the kernel (a single address space). Recent advances in language technology like the Safe Language Kemel [ 101 allows different applets to execute in a secure and efficient manner in the same address space. We believe that these advances adequately answer the inherent security concerns in an active network architecture.
Related Work
Our vision of active networks is inspired by the seminal work by Tennenhouse et a1 described in References [26,27, 13. In their framework, applications inject "capsules" rather than packets into the network.
A caDsule is a Dacket where the header identifies what
We believe that active networks allow us to explore different approaches to solve several existing problems. Our work has applicability beyond active networks as it helps us to gain a better understanding of some fundamental issues in networking. Our focus is to identify specific problems where an active network framework can be employed, and to expose environments in those frameworks for the development of useful applets.
Although this framework is very general, it can be customized to support new multimedia applications. Such applications can help to perform transformation, mixing and selective dropping of video, audio and image data in the network. For example, in a videoconference an applet inside a congested network can selectively drop video packets corresponding to the lost audio clips.
piece of code should be run for the packet. Our work Based on the arguments presented in this paper and proposes to use applets only in the control path, thus our experience with an active framework for SIWP, we avoiding the performance penalty incurred by using believe that our approach will allow us to make applets in the data path. significant advances in signaling, routing, network -_ management and in enabling multi-mode communication.
References [7, 12, 11 , 281 provide a high-level survey of the advantages and disadvantages of using applets. They conclude that applets offer significant individualized service, server side execution, high advantages in cases of disconnected operation,
