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By incorporating principles of optical flow and scene flow for camera egomotion tracking,
and stereopsis for calculating depth data, it is possible to generate a three-dimensional model
of the camera’s surroundings. In this paper we describe our research into combining these two
techniques, to generate a digital three-dimensional model of an environment from a video stream in
real-time. Reconstructing the three-dimensional shape of a scene from its two-dimensional images
is a problem that has attracted a great deal of research. The focus has mainly been on stereopsis,
as the underlying geometry is well understood. By taking images from two cameras with a known
positional relationship, we match points to determine disparity, and therefore depth. Optical flow
is the two-dimensional motion field of point features in a sequence of images. This optical flow can
represent the motion of an object within the scene, or the motion of the camera in a static scene.
We therefore use optical flow to estimate the egomotion of a camera through a scene in real-time.
Stereopsis, optical flow and scene flow were combined in this research to create a three-dimensional
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Three-dimensional perception of the world is a feature common to many biological vision systems.
Humans are an amazing example since they are able to perceive depth, surface orientation and
spatial relationships with remarkable accuracy under most circumstances. The primary mecha-
nism used by the human vision system at distances of less than five metres is stereopsis; the lateral
displacement of objects in two retinal images. Motion parallax, i.e. The differential motion of
points relative to the fixation point, is another powerful source of spatial information.
Three-dimensional models are nowadays widely used for scientific visualization, entertain-
ment and engineering tasks. Reconstructing the three-dimensional shape of a scene from its
two-dimensional images is a problem that has attracted a great deal of research. The focus has
mainly been on stereopsis, as the underlying geometry is well understood [21, 9, 7, 3]. Structure
from motion has also been a very active area of computer vision, for much the same reasons [2, 17].
The idea is to recover the shape of objects or scenes from a sequence of images acquired by a cam-
era undergoing motion. Most of the approaches developed by the computer vision community can
be roughly classified as feature based [5] or flow based [8], according to whether the data they use
is a set of feature matches or an optical flow field.
Scene flow [19] is the three-dimensional motion field of points in the world, just as optical flow
is the two-dimensional motion field of points in an image. Any optical flow is simply the projection
of the scene flow onto the image plane of a camera. One representation of the scene motion is
therefore a dense three-dimensional vector field defined for every point on every surface in the
scene. By analogy with optical flow, we refer to this three-dimensional motion field as scene flow.
The ultimate aim of a structure from motion system is to create a three-dimensional image of
a real scene, using one or more cameras. Movement of the camera(s) produces differing perspec-
tives on the scene, giving three-dimensional information. This information can be tracked and
transformed into a mathematical structure which can be rendered/referenced. The introduction
of stereopsis aids in the accuracy of this procedure, giving a more realistic result.
The main problems with optical flow based reconstruction are the high complexity and the
difficulty to time integrate over sequences. This is due to the fact that, due to its noisy nature,
optical flow does not always provide accurate tracking. Feature based reconstruction is carried out
using corresponding features in pairs of images of the same scene taken from different viewpoints.
The main problem with this is the task of matching feature between frames and feature occlusion.
Similarly, stereo vision needs to solve correspondence problem, i.e., matching features between
stereo image pairs. Also, while stereopsis can produce accurate depth data, it’s accuracy dimin-
ishes as the depth increases, and so any data indicating a depth past a certain point is unusable.
This research takes an approach which calculates depth from stereo and camera egomotion
separately, and the recombines the data to produce a three-dimensional model. As stereo depth
calculation is largely dependent on appropriate parameters for a given scene, and is used primarily
for on a frame-by-frame basis, the emphasis of research has been on camera egomotion tracking,
which is essential if we intend to use the depth information attained in any meaningful way.
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2 Background & Related Work
2.1 Stereo Vision
The fundamental idea behind stereo computer vision is the difference in position of a unique point
in two different images. When a distant object is viewed by two cameras positioned in the same
orientation but separated by a known distance (baseline), that object will appear in a similar
position in both images. As the object moves closer to the camera(s), the relative position of
object will change, and the positions in each image will move away from each other. In this way,
we can calculate the distance of an object, by calculating its relative positioning in the two images.
This distance between the same object in two images us known as disparity; a greater disparity
means a closer object, and lesser disparity (or none at all) means an object further away. The
most challenging part of this process is the correlation between points in two images. If each point
in one image cannot be uniquely identified and matched to the corresponding point in the other
image, then a disparity calculation for that point cannot be made. Once all possible disparities are
calculated, a disparity map can be created. A second task that a stereo system must undertake is
three-dimensional reconstruction of the scene. If the geometry of the stereo system is known, the
disparity map can be used to build a three-dimensional map of the current scene.
2.1.1 Simple Stereo
Figure 2.1 illustrates a top down view of a simple stereo vision system consisting of two pinhole
cameras. Cl and Cr represent the left and right centres of projection, while Il and Ir represent the
left and right image planes. The distance T, between the two centers of projection Cl and Cr is
the baseline of the system. A and B represent two separate points in space. A stereo system uses
triangulation to determine the position of points A and B, by intersecting the rays defined by the
centres of projection and the images of A and B. This of course relies on correct correspondence
of the points in the two images.
If we take Xl and Xr to be the coordinates of Al and Ar with respect to the centre of the
image plane, f to be the common focal length of the cameras, and Z to be the distance between A
and the baseline, we can construct the following equation:











where d is Xr −Xl, or the disparity of the point in the two images.
The same calculations can be made for point B, using our simplified depth equation. The
relationship between each point and respective disparity can be seen in figure 2.2. Again Il and Ir
represent our left and right image planes, but are aligned to show the relative positions of points
Al, Ar, Bl,and Br. As is clearly shown, the disparity dA for point A is greater than dB , the
disparity for point B, indicating that point A is closer to the baseline that point B.
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Figure 2.1: A simple stereo system.
Figure 2.2: Comparing the disparities of points A and B in the two image planes.
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2.1.2 Correspondence
The correspondence problem can be thought of as a search problem; given an element in one
image, we search for the corresponding element in the other image. Approaches to solving this
problem can be classified into two classes: correlation-based and feature-based.
Correlation-Based Methods
Correlation-based methods attempt to match image windows of a fixed size between images,
the measure of correspondence being the similarity between windows in the two images. The
corresponding element is given by the window match that maximises this similarity.
Feature-Based Methods
Feature-based methods rely on the matching of sparse sets of features. Features are identified and
marked with properties based on the type of feature detection used. Typical image features used
include edge-points, lines and corners. Features are then matched between images based on these
properties, and the measure of correspondence is defined by the distance between features. The
corresponding element is given by the minimum distance between proposed feature pairs.
2.2 Optical Flow
Optical flow is the motion of feature points between successive images in a video stream. The
feature points are usually defined by intensity or brightness in a grey-scale image sequence. This
motion of points can represent the movement of an object in the scene, or, as in our case, the
movement of the entire scene due to motion of the camera. Typically the motion is represented
as vectors originating/terminating at pixels in a digital image sequence. Various techniques for
tracking of optical flow have been proposed since as early as the 1980’s, ranging from global
methods such as that proposed by Horn and Schunck[8], which assume that the apparent velocity
of the brightness patterns vary smoothly almost everywhere in an image, to localised methods such
as that proposed by Lucas and Kanade[12], which provides improved performance, by examining
fewer potential matches between images. The Lucas Kanade method can also be generalised to
handle rotation, scaling and shearing, and has been found to be among the most accurate optical
flow tracking techniques available[1]. It is for these reasons that we chose an implementation of this
method for our research. It is interesting to note that the Lucas Kanade method for calculating
optical flow can also be used to match feature points between images for stereo vision calculations.
2.2.1 The Lucas Kanade Method
As a pixel at location (x,y,z,t) with intensity I(x,y,z,t) will have moved by δx, δy, δz and δt
between the two frames, the following image constraint equation can be given: I(x, y, z, t) =
I(x + δx, y + δy, z + δz, t + δt). Assuming the movement to be small enough, we can develop the
image constraint at I(x,y,z,t) with Taylor series to get:
(2.3)
where H.O.T. means higher order terms, being small enough to be ignored. From these equations
we achieve:
(2.4)
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The derivative of which contains three unknowns and as such cannot be solved (we will write Ix,Iy,
Iz and It for the derivatives). This is known as the aperture problem of the optical flow algorithms.
If we assume that the flow (Vx,Vy,Vz) is constant in a small window of size m × m × m with
m > 1, which is centered at x,y,z and numbering the pixels as 1. . . n we get a set of equations from
which we can define:
(2.5)
Using the least squares method to solve the over-determined system of equations we get:
(2.6)
with the sums running from i=1 to n.
2.2.2 Pyramidal Implementation
In implementing the Lucas Kanade method, there is a natural trade-off between local accuracy
and robustness when choosing the integration window size. Pyramidal implementations seek to
avoid this trade-off, by conducting the method in a coarse-to-fine iterative manner. This is done
in such a way that the spatial derivatives are first calculated at a coarse scale in scale-space, or a
pyramid, and iterative updates are then computed at progressively finer scales.
2.2.3 Scene Flow
In addition to two-dimensional optical flow, motion of objects within a scene, or the motion of a
camera within a scene, can be described by a three-dimensional extension of optical flow, known
as scene flow[19]. By this analogy, any optical flow is simply the projection of the scene flow onto
the image plane of a camera. The extra dimension of information inherent with scene flow means
we can apply different techniques to camera egomotion tracking, over and above those based on
optical flow.
2.3 Camera Egomotion
Camera egomotion tracking is an important part of many computer vision fields, including Aug-
mented Reality and vehicle guidance. Various methods of camera tracking have been proposed,
ranging from purely optical techniques to hybrid techniques, utilising GPS, ultrasonic and mag-
netic techniques as well as optical. Optical techniques have been devised using optical flow from
static scenes using multiple cameras mounted together[18] through to techniques which use line
segments and points compared between images from one camera[16]. Other techniques require that
the system has some intrinsic knowledge of the environment surrounding the tracked camera[11],
or require preplaced fiducial markers in the environment[13]. Hybrid techniques can utilise a
combination of GPS tracking for outdoor use, and marker-based systems for when tracking is
moved indoors[14] (see figure 2.3), for example. Alternatively, separate techniques such as inertial
tracking and visual marker based systems[6] can be executed simultaneously and the data used
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Figure 2.3: Hardware configuration with three video cameras, GPS antenna, and fiducial markers
on the hands and room.
to cross-calibrate and enhance the accuracy of each individual system. Our research aims to in-
vestigate camera egomotion estimation techniques which utilise only one camera, and are purely
optical-based, with either no knowledge of the environment, or using predefined marker positions.
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3 Design & Implementation
3.1 Stereo Vision
Stereo vision is our chosen method of determining three-dimensional data for establishing struc-
ture. By using modern stereo vision systems and algorithms, we can accurately estimate the depth
of most visible structures. The Bumblebee stereo camera package from Point Grey Research forms
the basis of our stereo vision research system.
3.1.1 The PTGrey Bumblebee
The Bumblebee is a two lens stereo vision camera produced by Point Grey Research Inc. It uses
two Sony progressive scan color CCDs each with a HFOV up to 100 degrees, and communicates
via an IEEE 1394 connection. It has a 12cm baseline and is precalibrated for lens distortion and
camera misalignments. Each CCD can capture raw frames at 30 frames per second at 640x480
pixels resolution, although this frame-rate is dependent on processor power when performing stereo
calculations. The camera is designed for applications such as people tracking, gesture recognition,
mobile robotics and other computer vision applications. It is supplied as a complete hardware and
software package, including the Digiclops SDK and Triclops SDK.
3.1.2 Computer System
Our experiments were conducted on a 2.40 GHz Pentium IV powered system with 512 MB of
RAM, using a single IEEE 1394 connection to the camera.
3.1.3 The Digiclops/Triclops SDK
The Digiclops Software Development Kit is used to control stereo vision camera settings and
image acquisition. The Triclops Software Development Kit is used to provides real-time depth
range images using stereo vision algorithms. It allows users to accurately measure the distance
to every valid pixel in an image. Both SDKs includes device drivers, full software library and
Application Programming Interface (API) for use in the C/C++ programming environment.
Figure 3.1: The Point Grey Research Bumblebee Camera
9
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Figure 3.2: A disparity map, modified for visualization. Lighter areas are closer to the camera,
darker areas further away. Black areas are points where disparity was unable to be calculated.
See figure 3.9 for matching grey-scale image.
3.1.4 Data Acquisition
The Digiclops API is responsible for initialization of the Bumblebee camera and successive im-
age acquisitions. The Triclops API is responsible for all stereo vision calculations and therefore
providing disparity maps. These calculations include edge correlation, and surface validation for
reducing correlation errors. For each frame in our experiments, the Digiclops API grabs a stereo
image, and a colour image from the right (reference) CCD on the camera. The stereo image is
passed to the Triclops API, and used for disparity calculations, while the colour image is used for
model creation and optical flow calculations.
The disparity map (see figure 3.2) consists of a camera resolution sized array of integers ranging
from a predefined minimum disparity to a predefined maximum disparity. Points at which no
disparity value was acquired are given a predefined NULL value. While these values represent the
disparity, or positional difference, in pixels between identical points in the image pair, and not
actual depth, the depth values for each valid disparity value is easily calculated using the following
formula:
Z = fB/d (3.1)
where Z = distance along the camera Z axis, f = focal length (in pixels), B = baseline (in metres)
and d = disparity (in pixels).
Once the Z value for a pixel is determined, the real world X and Y values can be calculated
using the following projective camera equations:
X = uZ/f (3.2)
Y = vZ/f (3.3)
where u and v are the pixel location in the two-dimensional image and X, Y, Z is the real three-
dimensional position.
The obtained three-dimensional point coordinates can then be matched with the correct colour
image data for model creation, and also used for alternative methods of camera egomotion tracking.
It is important to note that due to the logarithmic nature of the algorithms, the accuracy of
the retrieved depth data is not linear. This means that points closer to the camera will be more
accurate than points farther away (see figures 3.3 and 3.4).
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Figure 3.3: Short range stereo accuracy of Bumblebee Camera
Figure 3.4: Long range stereo accuracy of Bumblebee Camera
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Figure 3.5: Illustration of the three-dimensional Point Grid representing the space surrounding
the camera
3.2 World Model
In order to recreate a real structure in the digital domain, it is necessary to develop an appropriate
model to base the structure on. To investigate this aspect of the overall problem, we developed
two different method of modeling the camera’s surroundings.
3.2.1 Three-Dimensional Point - Based
The first world model used consisted of a 200 by 200 by 200 point grid representing the space
surrounding the camera (see figure 3.5). Each point contained colour values (red, green, blue),
a validity flag, and an accuracy value. As each new point is found in three-dimensional space,
its position is quantised to a point on this grid. If this point has not yet been marked valid,
its information is added to this point in the grid. If the point is already valid, the new point’s
accuracy level is compared to the current one, and it’s values added if its accuracy is greater
than the current point. The world model then contains all the most accurate points found by the
camera. This accuracy value is based on disparity and therefore distance from the camera. Points
closer to the camera have higher disparity, and are more accurate. This means that the camera
can obtain more accurate positional data when it is closer to an object. This world model allows
for 6 degrees of freedom, and we can take advantage of this by moving the camera about the room,
initially recording basic data, and then eventually building up a more accurate model.
3.2.2 Ray - Based
The second world model used consisted of a two-dimensional array representing rays projecting
from the centre of the camera (see figure 3.6). Each ray contained colour values (red, green, blue),
a validity flag, and a distance value. As the depth of each pixel is found in an image, this depth
value is added to a running average for the appropriate ray. This means that each time a value is
found for a specific pixel, which represents a specific point as viewed from the camera, its depth
is updated, and so as we retrieve more values for each position, the accuracy of our depth data
increases. The colour values are also updated in the same way. While the previous model records
values in six degrees of freedom, this model is restricted to within predefined vertical constraints.
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Figure 3.6: Illustration of the Ray-based Model representing the space surrounding the camera
Also, because each ray is relative to the position of the camera, no translation of the camera is
allowed, only rotation about its axis can be used.
3.2.3 Camera Model
We implemented a system for representing the orientation of the camera within the application
using three vectors; the camera projection vector, the camera up vector, and another vector
which is the cross-product of the previous two. When rotational elements are detected in the
camera motion, the system will rotate its camera model around the appropriate axis, ensuring all
movements detected are accurately reproduced. This involves the rotation of either one or two of
these vectors around the appropriate other vector, using the same Euler rotation matrix used by
the glRotate function from OpenGL1. When each new three-dimensional image from the camera
is detected and calculated, each valid three-dimensional point is then rotated and translated into
alignment with the projection vector of the camera model. Only then is the point applied to
the world model. This means that every new point found is added to the correct position in the
world model based on the current position of the camera found through estimation of the camera’s
egomotion.
3.3 Model Representation
Development of a digital model of the real world is pointless without an accurate means of repre-
senting this world visually. Here we effectively reverse the process of model acquisition, projecting
our world model into the visual domain.
3.3.1 Real-time Rendering
Initially, OpenGL was used to present a color, three-dimensional representation of the current
image as detected by the camera. This involves matching valid three-dimensional data with
the current color image from the Bumblebee camera. This produces a sparse, but recognisable
representation of the image in three dimensions, sometimes known as a point cloud, as shown in
figures 3.7 and 3.8. While this information is not useful in itself (there is no tracking of camera
motion), it forms the basis for the representation of a model, where the points rendered would be
added to a model which is then rendered, instead of simply rendering current points in real-time.
3.3.2 Rendering of Entire Model
By using the real-time rendering algorithms applied to either of the world models detailed pre-
viously, we can visualise the entire model at any point in time, and investigate the effectiveness
of model data acquisition as it proceeds. We can also view the tracking accuracy of the camera
1Open Source Graphics Library - www.opengl.org
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Figure 3.7: View of current point cloud from directly behind the camera. Camera is represented
by three coloured vectors.
Figure 3.8: View of same point cloud from a position perpendicular to the camera. Due to the
logarithmic nature of the stereo equation, each successive step of disparity beyond the camera is
larger than the last.
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Figure 3.9: Optical flow vectors rendered over associated grey-scale image. Camera is undergoing
rotation about the vertical axis.
egomotion estimation algorithms, and compare various approaches. The OpenGL module provides
the ability to move within the three-dimensional image using the mouse and keyboard, giving the
user the ability to move through the dynamic image. The module can also display a model of
the camera’s position and a representation of the optical flows or three-dimensional flows (scene
flows).
3.4 Egomotion Tracking
In order to allow a camera operator to effectively build a three-dimensional model we must allow
the camera to be moved about the scene arbitrarily. This means we must estimate the egomotion
of the camera; to do this we primarily used optical flow tracking.
3.4.1 Optical Flow
The optical flow calculations use the cvCalcOpticalFlowPyrLK function from OpenCV2. This
function implements a sparse iterative version of the Lucas-Kanade optical flow algorithm in pyra-
mids devised by Jean-Yves Bouguet[4]. It calculates coordinates of feature points on the current
video frame given their coordinates on the previous frame (see figure 3.9). For each frame we
define a large number of points, found using the OpenCV function cvGoodPointsToTrack, which
is based on work by Jianbo Shi and Carlo Tomasi[15].
The function cvGoodFeaturesToTrack finds corners with big eigenvalues in the image. The
function first calculates the minimal eigenvalue for every source image pixel, then it performs non-
maxima suppression so that only local maxima in any 3x3 neighborhood remain. The next step is
rejecting the corners with the minimal eigenvalue less than a predefined quality level. Finally, the
function ensures that all the corners found are distanced enough one from another and so removes
the features than are too close to the strongest features.
Optical Flow and Scene Flow
The start and end points (previous and current frame coordinates) for each flow are stored, and
these are used for camera motion tracking. Because not all feature points obtained from the
previous image may be found in the current image, the number of flows is different for each image
pair, but always less than or equal to the number of feature points obtained from the previous
2Open Source Computer Vision Library - www.intel.com/technology/computing/opencv/
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Figure 3.10: Optical flow field for a camera undergoing pure rotation about the X and then Y
axes.
image. Each flows structure stores the previous and current screen coordinates, and the velocity
vector associated with the coordinate pair. Each of these flow structures is then matched to the
current and previous disparity maps, and if both the previous and current screen coordinates
have valid depth values in the appropriate disparity map, then a scene flow structure is created,
which includes Z (depth) values as well as X and Y coordinates. These scene flows can be used in
addition to optical flows to estimate camera egomotion.
Tracking Rotation Around the Camera’s X and Y Axes
Tracking rotation around the camera’s X and Y axes involves calculating the average movement of
all optical flows (two-dimensional) in consecutive images. Under x/y rotation, all flows will be of
equal magnitude, irrespective of the distance of the feature which was being tracked by the flow,
as shown in figure 3.10. Therefore the average flow movement in the X directions will relate to





For example, with an X resolution of 320 pixels, a viewing angle of 90 degrees, and an average
X component movement of +6 pixels between frames, we calculate a rotation of -1.6875 degrees
around the vertical axis. The same equation is applicable when working with the Y component of
a movement, with the X and Y subscripts swapped.
Tracking Rotation Around the Camera’s Z Axis
Tracking rotation around the camera’s Z axis involves calculating the average rotation of flows
around the centre point of the image. Under pure Z rotation, the centre of the image will experience
flow of magnitude zero, while all other flows will represent a circular movement around it, as shown
in figure 3.11. By finding the angle of both the start and end points of each flow, with respect
to the center point, we can subtract to give the angle of rotation for each flow, the average of all
flows giving the amount of rotation around the Z axis.
camerarotationz = −avg(arctan(endposition− center)− arctan(startposition− center)) (3.5)
Because of the relatively low camera resolution being used, flows near the very centre of the
image can cause high inaccuracy in this calculation, as the pixelisation of feature points causes
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Figure 3.11: Optical flow field for a camera undergoing positive and negative rotation about the
Z axis.
increased quantization in angle calculations. To avoid this problem, only flows which have both
a start and end point greater than a predefined distance from the image centre are used for this
calculation.
Tracking Translation Along the Camera’s Z Axis
Tracking translation along the camera’s Z axis involves calculating the magnitude of each flow
with respect to the center of the image. When the camera is moving forward in three-dimensional
space, all flows will move away from the centre of the image; when moving back, all flows will move
toward the centre of the image (see figure 3.12). By calculating average magnitude of total flows
with respect to this central point we can estimate translation along the Z axis. Because points at
the edges of the screen will move more than those at the centre (the flow magnitude at the centre
of the screen will tend to zero regardless of the amount of translation), we must rectify the values







A positive value indicates a forward movement.
Similarly to the tracking rotation around the camera’s Z axis, flows near the very centre of the
image can cause high inaccuracy in this calculation. Likewise, this problem is avoided by using
only flows which have both a start and end point greater than a predefined distance from the
image centre.
An alternative method of tracking translation along the camera’s Z axis involves tracking
points in three-dimensional space. Each point is tracked between frames using three-dimensional
coordinates, and so translation can be measured by tracking the average motion of the points in
the Z dimension.
Tracking Translation Along the Camera’s X and Y Axes
Tracking translation along the camera’s X and Y axes involves calculating the relative motion
of points in the image; the idea of motional parallax. When the camera moves directly in the
horizontal or vertical directions (strafing), points close to the camera will appear to move more
than those at distance, as shown in figure 3.13. By using depth data, we can calculate the difference
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Figure 3.12: Optical flow field for a camera undergoing forward and backward translation along
the Z axis.
in the motion of these points at different distances, and thereby calculate the translation of the
camera:
Image Segmentation
Because the cvGoodPointsToTrack function may not produce a uniform distribution of feature
points, estimation of camera egomotion may be confounded by an optical flow field which is also
not uniform. For instance, an egomotion which involves only rotation about the vertical axis, may
produce a flow field which involves only horizontal vectors, but these vectors may be concentrated
at the top of the image pair. This would confound the calculation of rotation about the camera’s
Z axis, as this would appear to involve a rotation about this axis at the top of the images, which
would not be negated by similar vectors at the bottom of the images. To counter this problem,
we proposed an image segmentation algorithm, which involved averaging of feature motion within
different segments of each image. This provides a more uniform distribution of vectors for estima-
tion of egomotion in each degree of freedom.
An obvious alternative to using the cvGoodPointsToTrack function to identify feature points
is to specify a required number of feature points in each frame manually, by using a uniform grid
of points to track. This means that the optical flow field is guaranteed to be uniform, as long as
each specified point is successfully identified in the next frame. This approach yielded interesting
results, and in some circumstances may provide a simpler approach to maintaining uniformity in
an optical flow field.
Image Segmentation for Tracking Rotation Around the Camera’s Z Axis
If a flow field for a camera egomotion involving only rotation around the vertical axis contains a
non-uniform placement of feature points, then the estimation of a zero magnitude rotation around
that camera’s Z axis becomes confounded. This is because this estimation relies on a balancing
of flows, around the centre of the image pair. If the flows are not in balance, then a rotation is
detected. This will occur if more feature points are found in one part of the initial image than
another, or more feature points are successfully tracked between images in one part of the images
than another. To negate this problem we devised a method to average the position and velocity
of each flow within an image segment, as shown in figure 3.14. It was found that segmenting
the image through the centre of the horizontal and vertical axes provided 4 suitable segments in
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Figure 3.13: Optical flow field for a camera undergoing translation along the X axis, and simulated
vertical view of flows. Flows of greater magnitude are those closer than those of smaller magnitude.
which to perform averaging. This allows the algorithm to attain accurate results regardless of the
uniformity of the initial feature field found.
Image Segmentation for Tracking Translation Along the Camera’s Z Axis
A similar problem occurs when estimating the forward/backward egomotion of the camera, i.e.
along the camera’s Z axis. Under pure forward translation, with a uniform optical flow field, all
flows will point away from the centre of the image pair, with a similar velocity proportional to
their distance from the centre of the image pair. Therefore we can take the average of these values,
and from this estimate the forward translation. If, however, we have a rotation about the vertical
axis, with a non-uniform distribution, the calculation may become unbalanced, as a the number of
flows directed toward the centre of the image pair may not be balanced by those directed away. To
negate this problem we devised a segmentation method similar to that detailed previously, using
an average flow velocity value for each image segment, allowing accurate results regardless of the
uniformity of the feature field found in the first image (see figure 3.15).
3.4.2 Marker-Based Tracking
In addition to optical flow tracking, the performance of camera egomotion tracking using fixed
markers was investigated. Tracking was performed using two different marker-based tracking sys-
tems. We also investigated the feasibility of using multiple markers for camera egomotion tracking,
and proposed a novel algorithm which can be used to devise the most efficient marker placement
strategy for use with a multiple-marker based camera egomotion tracking system.
The ARToolKit[10] system is generally used to find the 6DOF position of markers relative to a
camera, and therefore if these markers are fixed, we can use ARToolKit in reverse, by inverting the
matrix used to represent each marker. This gives us a 6DOF position for the camera, with respect
to a marker, whose position we already know. This inversion of the matrix of course, can cause
high levels of tracking error at greater distances. We also used a second augmented reality system,
ARToolKitPlus[20], which was, in part, developed to improve the tracking abilities of ARToolKit.
It uses similar markers to ARToolKit, but markers require no training, as the marker identifier
is embedded in the pattern itself. ARToolKitPlus is an extended version of ARToolKit’s vision
code that adds new features, but breaks compatibility due to its class-based API. The extensions
made in ARToolKitPlus include implementation of the Robust Planar Pose (RPP) algorithm. The
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Figure 3.14: The non-uniform feature field problem, and the segmentation approach used to
counter this.
Figure 3.15: The non-uniform feature field problem, and the segmentation approach used to
counter this.
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Figure 3.16: Multiple ARToolKit markers being used for camera tracking.
RPP algorithm is used to give a more stable tracking than ARToolKit’s pose estimation algorithm.
Further to this, we investigated the efficient use of multiple markers at once to calculate camera
position, as shown in figure 3.16. The hypothesis here is that the greater the number of markers,
the greater the reduction in error that may be induced by the large distances we intend to track
over.
Finally, we introduced a novel algorithm to determine appropriate placement of ARToolKit
style markers for camera tracking. This is important, as a layout which is too sparse will mean
the camera can move to positions where no markers are visible, and a layout which is too dense
will be impractical, and cause significant visual pollution of the work space.
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4 Evaluation
4.1 Depth Imaging from Stereo
It was found that for our purposes the Bumblebee camera works best when set at a resolution of
320x240 pixels, as opposed to 640x480 pixels, as the frame-rate obtained is much higher (in the
region of three times faster), and the images are still detailed enough for our purposes. A low
frame-rate makes optical flow techniques very difficult (see next section). For disparity calculation
the system matches points between stereo images, and the correlation mask is the search square
around the pixel that the system is trying to find a match for. Larger masks will produce depth
maps that are denser and smoother, however, they may lack precision in identifying the position
of depth discontinuities. On the other hand, smaller masks will produce sparser and more noisy
depth images, but the localization of depth discontinuities will be much better. In our experiments,
a correlation mask of either 7x7 pixels or 9x9 pixels has proved most successful. The Triclops SDK
supports surface validation. This is a filtering process designed to remove spike noise from the
disparity image. Spikes are characteristic of mismatches in correlation-based stereo vision. Surface
validation is a method to validate regions of a disparity image based on an assumption that they
must belong to a likely physical surface in the image. The method segments the disparity image
into connected regions. Any region that is less than a given size, is suspect and removed from the
disparity image. In my experiments I found it was almost impossible to retrieve useful disparity
data without the use of surface validation. Predictably, surface validation is turned on by default
in the API. Further experimentation focussed on optimisation of the parameters for this process,
specifically: the minimum number of pixels a surface can cover and still be considered valid, and
the maximum disparity difference between two adjacent pixels that will still allow the two pixels
to be considered part of the same surface. As these matters were not the focus of the investigation,
no formal analysis was done.
4.2 Egomotion Tracking
4.2.1 Optical Flow Tracking Techniques
One major hurdle when using optical flow for egomotion estimation is video frame-rate. This is
because any optical flow algorithm will require that any two consecutive images are reasonable
similar, i.e. the scene has not changed considerable between frames. If the acquired video frame-
rate is too low, consecutive images may differ significantly under fast motion of the camera, and
the optical flow tracking will fail. The combined processor load of stereo disparity calculations, and
other overheads such as optical flow calculation, cause a significant drop in frame-rate, meaning
that movement of the camera must be kept to within certain constraints, regarding both speed
and smoothness. These constraints also mean that it is possible to affect the accuracy of tracking
by merely approaching the thresholds of these constraints.
Tracking Rotation Around the Camera’s X and Y Axes
This is perhaps the most basic form of egomotion estimation obtainable from optical flow tracking.
With correct values for horizontal and vertical field of view for the camera, and the camera’s known
resolution, it is possible to closely estimate the camera’s rotation around these axes. The accuracy
is only reduced by breaching the speed and smoothness constraints mentioned previously.
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Tracking Rotation Around the Camera’s Z Axis
Tracking rotation around the camera’s Z axis is similarly trivial to obtain, regardless of the cam-
era’s resolution and field of view. Only an accurately rectified sequence of images is required, i.e.
any fish-eye effect has been satisfactorily rectified. Under pure rotation around the Z axis even
speed and smoothness constraints are not as important, as the magnitude of each flow is not as
large. As mentioned previously estimation of this element of rotation can be confounded by si-
multaneous rotation around other axes, but this problem has been minimised by our segmentation
approach (see next section).
Tracking Translation Along the Camera’s Z Axis
Tracking translation along the camera’s Z axis poses a more difficult challenge, because of two
main factors:
• The average magnitude of flows toward/away from the centre of the image pair is very small,
even under significant forward/backward translation.
• The magnitude of these flows is dependent on the distance of feature points. If all recognised
feature points are at a significant distance from the camera, then any detected flows will be
of virtually zero magnitude, providing no usable information.
The combination of these two problems means that tracking this kind of camera egomotion using
optical flow is virtually impossible. While an increase in camera resolution may provide the abil-
ity to more accurately identify feature point motion, an environment with no close range feature
points will still provide little information regarding forward/backward translation.
An alternative method of estimating this translation was investigated, using the motion of
feature points in three dimensions, i.e. scene flow. While this appeared to give slightly more
favourable results, a similar problem regarding feature distance was found, although for different
reasons. As mentioned previously, stereo depth calculations result in a error rate which is non-
linear; points further away will give greater error than those close to the camera. This means
that when tracking translation using this method, a significant number of close feature points
are required to maintain smooth motion estimation. If nearby feature points are not present, the
resolution of motion estimation is increased to a point where tracking is not viable. Therefore
this method of tracking, while an improvement over a purely optical flow based technique, is not
viable for the type of camera egomotion estimation we require.
Tracking Translation Along the Camera’s X and Y Axes
Tracking translation along the camera’s X and Y axes is certainly the most difficult aspect of
egomotion to estimate using visual techniques, as it suffers from the same inherent problems as
the tracking translation along the camera’s Z axis (lack of flow magnitude and the need for close
range feature points), and also requires the tracking of feature points in all three dimensions.
In our experiments regarding this type of motion, it was found that any attempt to detect this
type of translation was highly unstable even under ideal conditions, and significantly affected by
other forms of motion, particularly rotation around the camera’s same axes. While this form of
translation was not investigated as fully as we would have liked, it is unlikely that any estimation
methodology will provide an accurate form of tracking using visual techniques alone.
4.2.2 Image Segmentation
Our image segmentation approach provided a simple yet effective solution to a problem inherent
within the tracking of optical flow fields.
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Figure 4.1: Results of experiment comparing raw calculation of rotation around Z axis, to our
segmentation approach.
Image Segmentation for Tracking Rotation Around the Camera’s Z Axis
Experiments showed that our technique for image segmentation for tracking rotation around the
camera’s Z axis resulted in an approximate halving in the error caused by non-uniform fields of
optical flow. Experiments were conducted calculating the rotation around the camera’s Z axis as
the camera was arbitrarily rotated about an alternative axis, in this case the Y (vertical) axis.
Under these circumstances the rotation around the Z axis for each frame should be zero, but as
detailed previously this does not always occur. Figure 4.1 shows the rotation estimation for each
of a series of frames, for both raw rotation information, and our segmented results. As shown here
and in figure 4.2, a significant performance gain was attained.
Image Segmentation for Tracking Translation Along the Camera’s Z Axis
Experiments regarding image segmentation for tracking translation along the camera’s Z axis
showed less promising results. As for the last experiment, calculations were made as the camera
was rotated about the Y axis. Under these circumstances the translation along the Z axis for
each frame should also be zero. Figure 4.3 shows there appeared to be no significant advantage
in using our segmentation technique when performing this motion estimation. The inaccuracy in
estimating this type of motion is also clearly apparent.
4.2.3 Feature Point Grid
A second approach devised to reduce reliance on image segmentation using a predefined grid of
feature points was found to be viable under some circumstances, but not robust enough to use
practically. Because these points were specified based to their position in an image, and not their
feature strength, they were difficult to track using our optical flow algorithm. Typically, points
were not able to be tracked between frames, or tracked very inaccurately (similar points were
confused between frame). This inaccuracy caused more point tracking problems than could be
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Figure 4.2: Average Absolute Rotation about Z Axis. Error in estimation when undergoing
alternative motion is almost halved using segmentation technique.
Figure 4.3: Results of experiment comparing raw calculation of translation along Z axis, to our
segmentation approach.
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reasonably tolerated, and provided poor tracking stability when used for motion estimation.
4.2.4 Marker-based Tracking
The experiments conducted to evaluate the performance of our tracking systems consist of a series
of accuracy and stability tests conducted using a webcam moving about a room. The room mea-
sures 6.6m by 5.5m by 3.0m and markers of size 20cm by 20cm are positioned at various points
on the walls. Although bigger markers will provide greater accuracy and range for our system,
we have constrained the marker size to be within the bounds of a standard A4 piece of paper,
to ensure ease of marker creation. A single, standard webcam is used, running at a resolution of
640x480 pixels.
Our multiple marker experiments used the ARToolKit system, with two markers positioned
on a 5.50m long by 3.0m high wall. The markers were both positioned at 1.5 m high, each 1/3
(1.83m) of the way from the end of the walls. The camera was positioned at a height of 1.25m,
directly in line with the a point bisecting the two markers. The application developed for these
experiments provided position values in millimetres, relative to the very centre of the room, at
floor level. This meant that our first position was at X = 0, Y = 1250, Z = 1000. This was the
closest we could get the camera, while still being able to identify both markers. In each subsequent
recording we decreased the Z distance by 0.5 metres, until marker tracking was no longer achieved.
At each position, 1000 calculated position values were taken. To analyse results, we calculated
the mean value returned to measure accuracy, and the standard deviation in returned values to
measure jitter.
Our ARToolKit vs ARToolKitPlus experiments were performed with a single marker placed
at the central position of a 5.5m by 3m wall. The camera was positioned at a height of 1.25m,
directly in line with the marker. The application developed for these experiments provided po-
sition values in millimetres, relative to the very centre of the room, at floor level. This meant
that our first position was at X = 0, Y = 1250, Z = 2000. In each subsequent recording we
decreased the Z distance by 0.5 metres, until marker tracking was no longer achieved. At each
position, 1000 calculated position values were taken. To analyse results, we calculated the mean
value returned to measure accuracy, and the standard deviation in returned values to measure
jitter. The only change required between ARToolKit and ARToolKitPlus experiments was the
use of a different marker, which was positioned in exactly the same place. Two settings were
used when evaluating ARToolKitPlus; one using the standard ARToolKit pose estimator, and one
using the RPP algorithm included with ARToolKitPlus. Thresholding of the camera image is an
important part of marker detection in both ARToolKit and ARToolKitPlus. When conducting
ARToolKitPlus experiments, its automatic thresholding feature was used. As ARToolKit does not
have an automatic thresholding feature, this threshold was manually set.
Initial investigation into the performance of ARToolKit for camera position tracking showed
a drop in tracking performance once distance from the marker exceeded 2m. Tracking became
significantly less accurate, with a large amount of jitter, as shown in figures 4.4 and 4.5. This
jitter was also dependent on the camera’s relative positive with regard to the marker, so at some
positions the estimation was stable, at others it was highly unstable. This was clearly evident
when using more than one marker for position estimation. When using two markers, one would be
far more stable than the other, but this relationship could be inverted by only a small change in
camera position. This jitter was most evident in the X and Y values, while the Z values (distance
from marker), showed significantly less jitter. These Z values were also far more accurate at range
than values in the other two dimensions.
It is important to note that the accuracy and jitter levels for position calculation do not share a
linear relationship with marker range. Once the size of the marker in the camera image, sometimes
known as the visual angle, drops below a certain threshold, certain positions will yield accurate
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Figure 4.4: Results comparing two marker setup accuracy in the X and Y dimensions.
Figure 4.5: Results comparing two marker setup accuracy in the Z dimension and two marker
jitter levels in all dimensions.
tracking and low jitter, while a position slightly closer to the marker may yield far poorer results.
It is suggested that this is due to the relatively low resolution of the camera being used, and that
the camera image of the marker at range may be significantly distorted by pixelisation. This fact
in itself may mean that any long range marker detection with marker of this size is not practical
without an increase in camera resolution.
In comparing our three pose estimators, we gained similar results to our two marker setup
(see figures 4.6 and 4.7). All estimators suffered from significant jitter, except in the Z dimension,
where accuracy was also significantly better. The RPP algorithm showed no significant increase
in accuracy or decrease in jitter. It was also noted that this algorithm was significantly slower
than the standard ARToolKit pose estimator.
We found ARToolKit to be more effective when detecting markers and conducting pose es-
timation, but the difference is only significant when reaching the limits of marker detection for
both systems. We considered marker tracking accuracy and jitter levels to be acceptable for both
ARToolKit and ARToolKitPlus, up to Z = 500 or Z = 0. These values represent a distance from
marker of 2.8m and 3.3m respectively, and we propose that a distance of 3.0m represents the
maximum range for markers of this size.
Our results show that markers are useful for camera egomotion tracking within certain visual
angle constraints. Because of these constraints, it was decided that this method of camera tracking
was not suitable for our purposes, as the range and accuracy of the system was not acceptable
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Figure 4.6: Results comparing all three pose estimator’s accuracy in the X and Z dimensions.
Figure 4.7: Results comparing all three pose estimator’s jitter levels in all dimensions.
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when using practically sized markers.
4.2.5 Marker Placement
To complement the marker tracking system evaluation, we propose an algorithm for placement of
markers in a room environment. By taking into account predefined limits on camera movement,
we can define the appropriate marker size and spacing to ensure reliable tracking at all points.
From our evaluation we have estimated an effective range of use for a 200mm by 200mm marker
to be approximately 3.0m. Using these values we can calculate a minimum marker size (minMS)
based on a required maximum distance (maxD), which would in most cases be the length of the





This value minMS should be used when calculating the length of the sides of required markers.
Once we have established a marker size (MS), we can calculate the maximum horizontal and
vertical separations (maxHS & maxVS), based on the camera’s horizontal and vertical fields of
view (HFOV & VFOV), and a required minimum distance (minD), which can be defined as the











To calculate maxVS, HFOV is replaced with VFOV.
These values should be used when setting the distances between edges of markers in the hori-
zontal and vertical directions.
5 Discussion & Limitations
5.1 Stereo Processing
Stereo processing, while a theoretically simple task, proves to be one that introduces heavy pro-
cessor load. Finding the correspondence points between images is intensive alone, while additional
techniques such as surface validation make this task one which requires the majority of a CPU’s
processing cycles to perform in anything approaching real-time. This means the introduction of
other techniques such as egomotion tracking become more difficult and inaccurate. Fine-tuning
of a large number of variables is also required to maintain a consistent disparity map. Lighting
conditions in particular cause great variation in the ability to match points. For instance, scenes
with high contrast, i.e. intense lighting, give some areas very low intensity, meaning any feature
points in these areas become unidentifiable. At the other extreme, outdoor environments with
high intensity ambient lighting provide exceptionally good disparity maps, as most areas of the
scene are well lit, allowing most feature points to be identified. Sufficient ambient lighting is per-
haps the greatest problem when using a stereo vision system indoors arbitrarily. Despite this, we
attained reasonable raw disparity maps from our experiments in the laboratory, leaving the focus
of our research on estimation of the camera egomotion.
5.2 Camera Egomotion Estimation
5.2.1 Optical Flow-Based
We have established that different techniques for optical flow based camera egomotion tracking
range from highly effective and robust, through to highly unstable and ineffective, depending on
the type of camera motion being estimated. Camera motions which involve only rotation about
the camera’s primary axes are, in theory, trivial to compute, and in practice provide results of high
quality, largely because these forms of motion require information in only two dimensions. When
rotating the camera about it’s X and Y axes, the direction and magnitude of the optical flows seen
are generally highly similar, as long as a scene is static. The depth of feature points in the scene
has no effect on the properties of the detected optical flow field, meaning the optical flow field can
be seen as two-dimensional. This is also true for estimation of camera motion about the Z axis,
for the same reasons. Feature points will remain at the same distance from the camera during the
rotation, and this distance has no effect on the magnitude or direction of the optical flow. Unlike
these rotational motions, any form of translation of the camera is much harder to estimate. This
is largely because the relative motions of feature points between frames is much more subtle, and
therefore subject to error levels much higher than the values of the motion itself, i.e. this can be
thought of as a signal-to-noise ratio type problem, where the noise level far outweighs the signal
level. While the use of depth data acquired through stereo vision can allow estimation of camera
translation along the X and Y axes, and assist in the estimation of translation along the Z axis,
there is still a problem associated with estimation in an arbitrary scene where feature points may
be beyond a usable distance from the camera. As we have seen, distance of points from the cam-
era is a problem both when performing stereo vision processing, and optical flow-based egomotion
estimation.
We have also found that our attempts to improve camera egomotion estimation are more ef-
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fective when calculating rotation, possibly because the problem we attempted to solve was more
distinct in rotation based movement, while under translation there were a number of other estima-
tion problems involved (the feature point depth problem for example). Our attempt at resolving
problems associated with a non-uniform optical flow field yielded significant improvement in the
stability of Z axis camera rotation estimation, which was the harder of the three rotation axis
movements to estimate. When using this segmentation approach, all rotations about the camera’s
primary axes can be calculated effectively in unison, with similarly low error rates in all direc-
tions. The segmentation approach does not, however, provide significant advantages in tracking
translation. As mentioned previously the optical flow fields yielded by this type of motion are far
more subtle, and so significantly affected by many other environmental and computational issues,
meaning that solving the non-uniform optical flow field problem provides a solution to only a small
part of the overall problem.
Alternative approaches which rely on simplicity, such as our feature point grid approach, have
proved to have significant shortcomings. This is largely due to the fact that computer vision, as a
general field, deals with highly noisy and unstable data, meaning one size fits all solutions, such
as our feature grid, perform well under highly constrained circumstances, but poorly when used
in an more realistic environment.
5.2.2 Marker-Based
We have shown that ARToolKit style markers may be useful for camera egomotion tracking, but
in a practical situation, the tracking markers must be within (15 × markersize) of the camera.
Beyond this distance, calculation of X and Y coordinates become very unstable and inaccurate.
Conversely, calculations for Z coordinates (the distance from marker) maintain accuracy and sta-
bility all the way out to the marker’s maximum detectable position.
Multiple markers can provide greater tracking accuracy, but not when combined. In any prac-
tical application, the best approach to using multiple markers with this amount of variable jitter,
is to find the marker with the highest confidence level, and use this marker for tracking in the
current frame. This best confidence technique is the most feasible approach.
ARToolKitPlus provides no significant improvements to ARToolKit when utilised for the pur-
pose of camera egomotion tracking. In fact, ARToolKitPlus suffers from a more limited range, and
subsequent reduction in accuracy and increase in jitter. This is probably caused by the different
marker style, which does not include a solid white square segment, as ARToolKit markers do.
This means the markers are more difficult to identify from their surroundings, and makes pose
estimation less accurate.
We have proposed a marker placement algorithm, which can be used to devise the most efficient
marker placement strategy for use with an ARToolKit style marker based camera egomotion
tracking system. By using this algorithm, an efficient set of marker positions can be created, once
the necessary marker size has been calculated for the room being used.
5.2.3 Model Reconstruction
While this was not the focus of our research, we implemented some simple methods of recon-
structing and rendering our world models for visualisation. The most obvious of these was simply
rendering all recorded coordinates as coloured points in three dimensions, as shown in figure 5.1. A
slightly more advanced method of visualisation involved interpolation between these points using
coloured quads, as shown in figures 5.2 and 5.3.
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Figure 5.1: External view of partially created three-dimensional point-based world model, rendered
using only points. The final position of the camera is also shown.
Figure 5.2: Internal view of partially created ray-based world model, using basic quad-based
interpolation between points.
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Figure 5.3: Alternative view of partially created ray-based world model, on the left showing the
effect of perpendicular view of interpolation between points. The final position of the camera is
also shown.
6 Conclusions & Further Work
In devising a scheme to allow the motion of a camera with six degrees of freedom to produce a
three-dimensional model of a scene, the calculation of depth becomes a trivial task when compared
to estimation of camera egomotion. Stereo processing is largely reliant on the ambient lighting
of a scene to produce sufficient feature points in both images, once all intrinsic properties of the
stereo system are known. This factor can generally be adjusted in any scenario through the use
of appropriate lighting rigs. The estimation of camera egomotion of any type is however, largely
reliant on the structural properties of the scene, including it’s size and feature density. Estimation
using purely optical flow techniques can be performed with relative accuracy when restricting the
camera to three degrees of freedom, i.e. only rotations about the three primary axes. However
translation along those axes is made difficult by the subtle nature of the optical flow vectors
involved. Low frame-rates due to heavy processor load further reduce the effectiveness of these
techniques. Marker-based systems however are subject to different constraints regarding accuracy.
As we have seen, estimation of the distance from a marker along the camera’s projection axis can
indeed be very accurate and stable, but estimation of position along other dimensions can become
highly inaccurate and suffer from significant jitter.
Reconstruction of a model from depth information is also largely trivial if camera position can
be accurately found. Simply projecting the current three-dimensional points along the calculated
camera projection vector into a suitable world model and updating this model in a suitable way
produces a sparse but usable model of the environment, built up over time with camera move-
ment. The design of this world model is largely based upon the constraints on camera motion
implied. Once the model has been created, the points can be interpolated to produce a meaningful
representation of the scene, the most basic of which would be the rendering of triangles or quads
between adjacent points.
Further work along this line of research would of course be based on improving the accuracy
of camera egomotion tracking using purely optical techniques, an area of work which has been
receiving less attention as other means of position tracking such as GPS have been implemented.
By combining the various merits of our two proposed tracking techniques, optical flow-based and
marker-based, it may be possible to create a type of optical hybrid technique. This could use opti-
cal flow analysis for estimating the rotational quantity of a motion, while using marker tracking to
estimate the distance from multiple markers, providing positional information for the remaining
three degrees of freedom.
Another major issue regarding the use of stereo processing and optical flow tracking techniques
is the high computational load introduced by the two processes. Further work could be done using
a distributed system, i.e. multiple computers each performing a different role in the system. For
instance, one computer could perform all stereo vision calculations, then pass this data to another
computer which could perform optical flow or marker based camera egomotion tracking. In this
way the performance of the overall system could be significantly increased.
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