Abstract-The mean, standard deviation, and confidence limits are obtained for quotients of random-variable sums. Such quotients are formed in the extraction of sea-state parameters from high-frequency (HF) radar Doppler spectra. An equivalent chi-squared process is shown to represent a spectral integration having a varying mean based on centrallimit theorem arguments. The error of estimating the centroid of a spectral peak is derived and shown to depend only on the total length of the time series, not on how it is segmented into coherent spectra and incoherent averages. Finally, error in estimation of waveheight using a power-law relationship is analyzed and is seen to depend on how one does the averaging. When individual spectra contain varying path losses and/or system gains, averages of quotients for each spectrum remove such unknown factors; in this case spectra with greater frequency resolution lead to lower waveheight estimation errors.
INTRODUCTION

T
HE EXTRACTION
of seastate parameters from highfrequency (HF) radar sea-echo Doppler spectra involves comparison of one part of the spectrum with another (usually a division process, e.g., [ 11 -[ 51 ) . This eliminates the need to know the absolute signal level, a quantity difficult to ascertain because of varying path losses and system gains. Since the seasurface height is (to first order) a Gaussian random variable, thereceivedvoltage echo is also Gaussian Division of sums of x2 power spectral samples produces another random variable which follows an F distribution [9]. Most of the results in this paper are derived from F-distribution properties.
Unfortunately, the utilization of Fdistributions by the radar remote-sensing community is virtually nonexistent, primarily because these distributions are discussed in textbooks as applied to statistical testing of hypotheses, e.g., whether the accuracies of the output of two different machines are similar [ 91 . As a result the notations developed in such treatments are ill-suited to the spectral estimation problems dealt with by radar analysts. Furthermore, many simple useful closed-form expressions can be derived (based on central-limit theorem arguments and binomial expansions) that are not usually found in treatments of F distributions.
In this paper we first present the x2 and F distributions in a natural notation for spectral analysis and give several of their properties such as moments and confidence limits. Then we discuss the problem of sums of x2 variables with unequal means and show that such sums can be represented by a x2 distribution whose equivalent number of independent samples is simply determined by these unequal means. This allows the immediate use of the desirable properties of x2 and F distributions. Then we apply these techniques to the problem of estimating the positional error of a spectral peak resulting from a finite number of samples. Finally, we examine various methods of sample averaging applied to the problem of extracting sea waveheight based on a power-law relationship for the F-distributed quotient of second-order to first-order spectral energy.
x2 AND F DISTRIBUTIONS APPLIED TO SPECTRAL SAMPLES
Consider the sample average of L independent power spectral points Ul having the same mean, i.e., (U,) = P. Each spectral sample is x2 with two degrees of freedom, because the real and imaginary parts of the voltage signal output from the FFT, Le., R l and Il, are Gaussian zero-mean independent random variables with Ul = R 1 2 + Z12 where ( R 1 2 ) = 012) = 3 P. Let us normalize Ul dividing by P, Le., ul = U1/P. Then the probability density function (pdf) for the sample average u can be expressed as where
The pth moment 0, need not be an integer) of u is given as From this we immediately have the mean and standard deviation of u as Now we similarly examine the statistics of q where q is the quotient of normalized x2 sample-averaged variables, the numerator x consisting of M samples, and the denominator y , of U.S. Government work not protected by U.S. copyright. 
This yields
Gaussian so long as the number of denominator terms is large. Whenever Gaussian statistics can be used, closed-form expressions are usually obtainable because of the simplicity of manipulating Gaussian functions.
Note from (10) that the mean of q depends on N , the number of denominator samples, even though the separate means of numerator and denominator are unity. The quotient mean approaches unity only for large N .
Another measure of the fluctuation of a random variable is discussed in terms of "confidence limits." For example, symmetrical confidence limits Wc1) and W(2), representing a probability P = 0.9 (i.e., 90 percent confidence), are taken to mean that there is a five-percent probability that the random variable w is either smaller than W ( l ) or larger than WC2); conversely. this means that we can be YO percent certain that w lies between W(l) and W c 2 ) . Thus we formally define symmetrical confidence limits W ( l ) and W C 2 ) for a given probability or confidence level P as p , ( w ) dw = + (1 -P ) r -(8) For a probability density function such as x2 or F there is usually no simple closed-form expression for confidence limits. Tables are available in the case of these two particular distributions, but considerable manipulation must be done in transforming to the sample-averaged spectral parameters we employ (9) here. Hence, with computers it is just as convenient to calculate them using integration routines with (14) .
We plot such
The pth moment is given by m from which we obtain the mean and standard deviation of q
The above two expressions become infinite (and hence are meaningless measures of fluctuation) for N = 1 and IY = 1,
2, respectively.
When N is large a particularly meaningful expression for the standard deviation is obtained:
In the Appendix we show that in this limit of large N the F distribution becomes x2 with an effective number of independent samples, I,,, given by
This fact is quite useful because the central-hit theorem of statistics [ 101 proves that the sum of random variables always approaches a Gaussian variable (regardless of the statistical distributions of the individual terms) so long as the number of terms is large. The above result shows that the quotient of large numbers of random variables therefore also approaches results for four cases: a) the x2 distribution given in (1) for the sample average of L power spectra, Fig. 1 ; b) the quotient of x2 distributions of M sample-averaged power spectra in the numerator to N sample-averaged power spectra in the denominator, defined in (8), where we take III = N , Fig. 2 ; c) same as b) except M = 3 N , plotted versus N in Fig. 3 ; and d) same as b) except N = 311.1, plotted versus M in Fig. 4 . The confidence in all cases is 90 percent (symmetrical) and are shown as the upper and lower limits (i.e., W ( 2 ) and W(l))of the crosshatched region. These figures also give the mean of the random variable and lines showing the standard deviation on both sides of the mean.
Several points are worth noting from these figures. First, the regions of fluctuation (i.e., confidence limits and standard deviations) are always greater when both denominator and numerator fluctuate than when just the numerator fluctuates:
compare Fig. 2 with Fig. 1 limits. Hence, when there is only one sample in the numerator and denominator we cannot even define a mean value for the quotient; however, we can say that 90 percent of the time the quotient lies between 0.025 and 19.
Although a closed-form expression for the confidence limits does not exist for arbitrary M and N, we can derive a simple relationship when M and N become large. We have shown that when N is large q can be represented by a x2 distribution with an equivalent number of samples L e , given by (1 3). This x2
variable is in turn the sum of Le identical but independent variables. By the central-limit theorem the distribution of this sum tends toward Gaussian in the limit of large L e . Thus the x2 distribution of (1) and also the F distribution of (8) both begin to take on the expected bell-shaped appearance of the Gaussian function for large ,VI and N . Hence we can write an equivalent Gaussian probability density function for u in place of (1) and for q in place of (8) whose mean tends to unity and whose variance tends to ] / I , or l/Le. Employing this density function we can define confidence limits in terms of the well-tabulated error function erf (z); we define an inverse error function: e r r 1 (PI, which is obtained from the tables by searching the erf (2) column for the value P and then finding the corresponding z. Then the confidence limits for large L e are given by where 2 A = -e r r 1 (P), Le (16) where P is the symmetrical fractional confidence level desired.
For the case considered here where P = 0.9 we find that e r r 1 (0.9) = 1.163, and hence A = 1.6447/&. 
EQUIVALENT NUMBER OF SPECTRAL SAMPLES
In all of the preceding discussions of x2 and F distributions it was assumed that the means of the individual spectral samples are the same. In many cases, however, it happens that the quantity to be used as numerator and/or denominator is actually the sum of random variables with unequal means. This is illustrated in Fig. 5 , a sketch of a single HF Doppler spectrum. A frequently employed method of extracting waveheight takes the ratio of areas under different portions of the spectrum. This is realized by merely adding the spectral power samples at consecutive points. The dashed curve shows the (infiniteensemble) mean of this spectral process, varying from point to point. One intuitively suspects that adding samples with different means is a smoothing process, and the resulting sum should be representable by an equivalent x2 sum with a determinable single variance and effective number of degrees of freedom.
An expression for the equivalent number of spectral samples is derived in the Appendix. Define L as the total number of spectral points having different variances to be summed in computing the area and K as the number of separate spectra to be sample averaged. Then the expression for the equivalent number of spectral samples L e becomes increasingly accurate when K L , is large (ix., greater than ten), so that centrallimit theorem arguments can be invoked. The result is where p 1 E P,/P,w, P, being the power mean at the Zth spectral point and P,M being the maximum spectral power mean within the spectral region to be used. The expression in braces above has a simple physical interpretation: it is the number of spectral points included within the "half-power width" of the spectral regions of interest. ("Half-power width" is defined ,vl.) Thus if the means were all equal;
Le., Pl = PA$,, we would merely have L e = L (with The quantity f is a shape factor that is close to unity. It is
To obtain a range of typical values for the shape factor we approximate the summations in this ratio by integrals. Such a step is valid when the increment spacing is small in terms of the function half-power width. (In the other extreme where the increment spacing is much larger than the function width one readily sees that f Z 1 .) Then we derive f for the following five functions: 1 ) triangular function, f = 1 '/2 ; 2) Gaussian function, f = 4, 3) cosinesquared function, f = 11/3;4) parabolic function, f = l l h ; and 5 ) rectangular function, f = 1. We see that the more flattened the top of the function, the closer is f' to unity. As a compromise estimate for the usual rounded-top spectral peak we suggest a v a l u e f z 1.3.
Thus a quick estimate of the equivalent number of spectral samples under a region of a single spectrum (adequate for accuracy estimation purposes) is obtained by counting the number of points within the half-power width1 of this spectral region and multiplying by 1.3. For example, for the sketch of 
CENTROID FREQUENCY ERROR FROM RANDOM SPECTRA
Many applications of HF radars to ocean remote sensing involve the estimation of the "mean" or center frequency of a spectral peak having narrow but finite width. Because each FFT power point within the spectral peak is x2 distributed with two degrees of freedom and there are K independent spectra to be averaged, any estimate of center frequency will samples versus frequency divides two equal areas to its left and right within the spectral peak region) can be shown to yield the same final approximation as the centroid result derived here. One example of the use of the peak frequency involves the estimation of the surface current with a narrow-beam radar from the position of the first-order spectral peak [ 111 , [ 121. In another example, the positions of four fairly narrow secondorder peaks can be used to estimate the parameters of swell, such as its period, direction, and height [ 131 .
The centroid definition of peak position is where Af is the spectral frequency resolution (or spacing between adjacent points), and hence lAf is the frequency position of the lth point, as shown in Fig. 5 , within the desired spectral region (with respect to some convenient zero reference). Also, it is assumed that the spectral points U f are already sample averaged from K separate spectra, i.e.,
In analyzing errors we assume for convenience symmetrical models for the means of U, about the peak and define the true position of this peak as ft. Hence we have (Ul) = (U-1) = PI, and take Z = 0 as the position f t of the true mean. Then in the where the summations are taken over the regions of interest (e.g., the first-order region of Fig. 5 ). As before,Pl represents the (infinite-sample) power average at the Zth spectral point.
Although (21) is a general expression for the frequency estimation error, a simpler form can be obtained from this equation if one employs a model for the shape, a result that illustrates more clearly the parameter dependencies involved. We examine two models here to ascertain sensitivity to the form of the model. 1) Rectangular Peak Shape:
SOU-f t ) = 0.58 A f m .
2) Gaussian Peak Shape:
In each of these expressions N h is the number of samples contained within the half-power width of the respective pulse (as defined by the factor in square brackets of (17)), and K is the number of Doppler spectra used in the average. It is obvious that there is only a very weak dependence on pulse shape.
An interesting but not unexpected conclusion can be deduced from (22) and (23). For a given length time series it makes no difference how one divides the series up into consecutive FFT's to be incoherently averaged. For example, suppose we double the number of time series, each time series now being half as long. Then Af increases by two, K increases by two, but N h decreases by two. The net standard deviation in frequency position is therefore unchanged. If one wants to decrease the rms frequency error by a factor of two, he must increase the time-series length used by a factor of four.
ACCURACY OF VARIOUS AVERAGES FOR WAVEHEIGHT EXTRACTION
The most important single parameter characterizing "sea state" is the rms waveheighL2 Therefore we illustrate the use of the above statistical relationships in assessing the accuracy of various possible averaging schemes one might consider for waveheight extraction. The techniques illustrated here can be applied analogously to other inversion methods for extracting additional sea-state parameters.
The general form of the equation for waveheight extraction is where k , is the radar wavenumber, h is the rms ocean waveheight, C and p are constants, and R is a ratio of secondorder Doppler spectral energy to the first-order energy. Barrick [ 11 originally derived a model in which the second-order spectral points of the numerator of R were divided by a known weighting function; in that case he showed that p = 3. Maresca and Georges [5] have suggested an empirical model in which the numerator of R is the simple unweighted second-order spectral power.
For their model they found that p 0.6 provided a best fit over most of the region of interest. Hence the range of p for waveheight extraction considered here lies between zero and unity.
Normally with a surface-wave radar which collects K sequential spectra in time at a given range one would merely sample average all K spectra. Thus if the numerator (or secondorder spectral area) consists of equivalent samples (as defined previously) and the denominator (or first-order spectral area) consists of N equivalent samples, then the total numerator and denominator would consist of KM and K N samples, respectively. It is shown below that this method of averaging provides the best possible accuracy. However, there are cases (with skywave radar, for example) when consecutive Doppler spectra in range or time may be multiplied by an unknown but varying path loss or system gain. In such a case it would be desirable to eliminate the unknown constant before averaging. One method is to divide the second-order area by the firstorder area for each spectrum before sample averaging similar quotients from all K spectra. There are several variations on this scheme analyzed below. In all the following K (the number of spectra) is assumed to be large, while M and N need not be. We derive in the Appendix and present below two quantities: s d ( h ) is the normalized standard deviation of waveheight (or its rms percent x 100 error), and hb/h is the waveheight bias due to sampling (i.e., kb is the recovered rms waveheight while h is the true input rms waveheight). After presenting the and where formulas for these errors in each case, we show an example for illustration.
A . Separate Total Averaging o f Numerator and Denominator
In this most obvious method we form the waveheight estimate for (24) with the numerator and denominator samples Xi and Y j as follows:
The error and bias for this case are
where the mean and standard deviation of q p are obtained from the general moment expression (9). For 0 < p < 1, the error and bias for this method are less than for the preceding method.
D. Average of Reciprocated Quotient for Each Power Spectrum
Our previous results as summarized in (1 1) show that better stability is obtained for a larger number of denominator samples. In the case of seaecho spectra, such as that sketched in Fig. 5 , the number of denominator samples N is always less than the number of numerator samples M. This suggests the following: reciprocate the quotient, sample-average this quantity, raise it to the pth power, and then reciprocate again. Thus, For this case the error and bias are Since KM and KN are large it makes no difference whether the number of numerator samples is larger or smaller than the number of denominator samples here. In what follows it does matter.
B. Average of Quotient for Each Power Spectrum
Here we form the quotient of s e c o n d a d e r t o first-order area for each power spectrum, 
E. Average of Reciprocated Quotient to pth for Each Spectrum
The final variation on the above schemes is to raise the reciprocated quotient to the pth before sample averaging, i.e.,
where the mean and standard deviation of q required in these equations are given in (1 0) and (1 1).
C. Average of Quotient to pth Power for Each Spectrum
In this variation of the preceding technique we first raise the quotient for each power spectrum to the pth power and then take the K sample average: Here we obtain
where again the mean and standard deviation of gp are obtained from (9) by interchanging the roles of M and N . For M > N and 0 .< p < 1, this technique yields less error than the preceding three methods.
F. Example
To illustrate the magnitudes of the errors expressed functionally above we choose an example with the following parameters: M = 4, N = 2, K = 100, and p = *. Table I A final tradeaff is worth noting. In method A it makes no difference in accuracy into how many consecutive spectra a time series of given length is divided. For example, if the time series is divided into twice as many spectra (so that K increases by two), then the frequency resolution decreases by two (so that both M and N decrease by two); hence the standard deviation given in (26) remains the same. On the other hand, if one uses any of the remaining four averaging methods, accuracy always increases by having more 11. 1 and N samples. This is accomplished by increasing the frequency resolution (decreasing A n at the expense of fewer spectral averages K . By increasing M and N sufficiently (thereby decreasing K ) one can approach the ideal given by (26).
CONCLUSION
This paper derives and demonstrates the use of x2 and F distributions for HF sea-echo Doppler spectra, where quotients of x2 variates must often be taken in extracting seastate parameters. It is shown how the mathematics can very often be reduced to simple closed-form expressions exhibiting the dependence of sampling errors upon the relevant physical parameters. This reduction i s effected, even in the case of the F-distribution quotient, by utilizing binomial expansions of the denominator and then invoking central-limit theorem arguments to show that all these results tend toward Gaussian.
The x2 quotients considered herein employ scalar division.
At present investigations are underway in which the waveheight directional spectrum is obtained by integral inversion of the secondarder Doppler spectrum after normalization by the first-order echo spectrum [ 31 , [ 41 , [ 71 . This normalization is essentially a division process also but in some cases involves tensors or matrices rather than scalar functions. Although the reworking of the above statistics with tensor rather than scalar algebra for this situation seems formidable, general estimates of the order of magnitudes of errors and their dependences on the relevant parameters can be based on the above scalar analyses. More accurate error analyses would probably require Monte Carlo techniques.
Finally, aithough our analysis has emphasized application to HF seaecho Doppler spectra, the techniques and results are general and can be applied equally well to any geophysical problem where the radar echo is a random variable. Another application is wind measurement from microwave radars where echoes are obtained from clear-air turbulence [ 141.
APPENDIX
Expansion of (1 1) for large N leads directly to ( 1 2); there is another physically meaningful way of obtaining (12) We establish the equivalent number of independent samples, as given by (1 7), by invoking c e n t r a l -h i t theorem arguments. If we have K independent power spectra, then the K sample-averaged area under the spectral region of interest is given by XU, E A , where U, is given by Ul = ( 1/K) Cg=;c= uik, with ( U z k ) = <U,> = P I , and PM as discussed after (17) is the maximum of all the means PI. Assuming that the Uzh are statistically independent, we argue that for KL, large (i.e., Le being the equivalent number of spectral points in the A summation, to be defined subsequently), the c e n t r a l -h i t theorem shows that the distribution of A tends toward Gaussian. We define Le from the mean and variance of this Gaussian distribution (viz., L,P,ll and L e P M 2 / K , respectively), because they are the means and variances of a x2 pdf for A 
with f as defined in (1 8).
In order to obtain (2 1) we reexpress (1 9) in an incremental manner similar t o [-41), where I = 0 corresponds to the position at the true peak center f t . Thus we have P, and P, are the numerator and denominator power mean maxima; they cancel in the normalizing processes leading t o fractional errors. Raising this to the pth power, using the binomial expansion, and taking the standard deviation yields (28) .
Derivation of (30) from (29) 
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where it is assumed that the power spectrum at each frequency point I has been sample averaged K times. Assume that the range of I over which PI lies within 3 dB of P,M is given by L , and that L,K 9 1. Then the denominator can be expanded in binomial fashion, yielding (A5 1 l=-Lr where P1 = P-, because of our symmetry assumption, and L , is the outer bound of the spectral region to be included in the centroid analysis. Notice that (A4) is not strictly an F distribution; F distributions have uncorrelated numerators and denominators, which is violated by (A4). Use of the binomial expansion permits reduction to the x2 form (A5), obviating the difficulty of numerator and denominator correlation. Taking the standard deviation of (A5), one then arrives at (21). One could have retained terms of order A2 in (A5) using the binomial expansion, but it can be shown that they will cancel in the standard deviation expression t o lowest order.
We can derive (26) Employing these, we arrive a t ( 2 6 ) . Equation (28) is derived from (27) by using the represen- -1 "The Ocean waveheight nondirectional specmm from inversion of VOI. 6, pp. 201-227, 1977b . Abstract-Full-wave solutions are derived for the scattered radiation fields from rough surfaces with arbitrary slope and electromagnetic parameters. These solutions bridge the wide gap that exists between the perturbational solutions for rough surfaces with small slopes and the quasi-optics solutions. Thus it is shown, for example, that for good conducting boundaries the backscattered fields, which are dependent on the polarization of the incident and scattereg fields at low frequencies, become independent of polarization at optical frequencies. These solutions are consistent with reciprocity, energy conservation, and duality relations in electromagnetic theory. Since the full-wave solutions account for upward and downward scattering, shadowing and multiple scatter are considered. Applications to periodic structures and random rough surfaces are also presented.
I. INTRODUCTION
T HE PROBLEM of electromagnetic wave scattering by rough surfaces has been studied extensively because of its broad applications in science and technology. However, because of the complexity of the problem, satisfactory solutions are available only when very stringent restrictions are made on the rough surface profile, the electromagnetic parameters of the irregular boundary, or the frequency of the electromagnetic wave. Thus different solutions are derived depending on the approximate assumptions made to facilitate the analysis, and there are many pertinent scattering problems for which valid solutions are not available. For example, using a perturbational approach derived for surfaces with small gradients, the backscattered fields are shown to be strongly dependent upon the polarization of the incident and scattered waves [ 161 -[ 181 .
Physical-optics solutions that are restricted t o high frequencies indicate that for perfectly conducting surfaces the backscattered fields are not dependent on polarization [ 
141.
A full-wave approach has been developed t o remove the restrictions imposed on the earlier solutions. Thus complete expansions of the fields in terms of a basis consisting of the radiation, lateral, and surface-wave terms were used, and exact Using the orthogonal properties of the basis functions and employing Green's theorems to avoid differentiation of the field expansions at the irregular boundary, Maxwell's equations were converted into rigorous sets of ordinary coupl first-order differential equations for the forward and backward wave amplitudes. In order to cast the full-wave solutions in a form that could be readily used by the engineer and compared with earlier results, the coupled differential equations were converted into integral equations that were solved using a second-order iterative approach. Using these solutions some of the discrepancies existing in the earlier solutions were examined, such as reciprocity, energy conservation, scattering when the incident wave is near the Brewster angle, and when the incident or scattered waves are near grazing angles. Furthermore, coupling between the radiation fields and the surface and lateral waves (disregarded in earlier solutions) was also examined in detail [ 81, [ 91. However, due to the iterative approach used to obtain the simple solutions they were restricted to moderately small slopes, and the transition between the perturbational approach and the quasi-optics approach was not clearly shown.
In order to remove the restriction and to retain the relatively simple form of the final solution, in this work the rough surface is regarded as a continuum of elementary strips of varying slope and height rather than a continuum of elementary horizontal strips of varying height. It has been shown that the full-wave approach is most amenable to an iterative solution when it is based on a local modal analysis that conforms most closely to the varying parameters of the irreg-ular waveguide [ 2 1 , [ 3 ] , [ 1 11, [ 121. Thus: starting with the full-wave expression for the scattered fields by an elementary horizontal strip and performing the necessary coordinate transformations, the desired expressions are derived for scattering by a continuum of elementary strips of varying slope and height.
The small-slope approximations of these full-wave solutions agree with the earlier perturbational solutions, while the high-frequency approximations of the full-wave solutions agree with the physical-optics solutions for perfectly conducting boundaries. The solutions are shown to satisfy reciprocity, energy conservation, and duality relations in electromagnetic theory. The full-wave solutions account for both upward and downward scattering; thus, multiple scattering and shadowing effects can be considered. The radiation term is shown t o 0018-926X/80/0100-0011$00.75 0 1980 IEEE
