Abstract-In this paper, we design a proportional-period controtler for allocating CPU to real rate multimedia applications on a general-purpose computer system. We model this computer system problem in state space form. We design a predictive controller to allocate the proportion of the CPU to the threads when the long-term time deriation from the current time stamp is small or positive. When it is negative and exceeds a certain threshold, we switch to a controller designed using dynamic optimization LQR tracking techniques, to drive the ermr (short-term and long-term time deviations) to a small value. The challenges in the problem include the coarse granularity (quantization) of the time-stamp markings of the video frames, the unpredictable decoding completion time of the frames, the variable decoding times of the frames, and control actuation being limited to positive values.
I. INTRODUCTION
General-purpose operating systems can be designed for computers to satisfy the CPU and network needs of real-rate multimedia and sensor-based real-time applications. Multimedia and sensor-based applications generate real-rate flows, which have bounded end-to-end delay, and other jitter and dithering, requirements.
Alternate approaches that guarantee bounded end-to-end delay include dedicated hardware designed for a particular application and reservation-based schemes in real-time operating systems. These approaches perform well but have their own limitations. Dedicated hardware is an expensive solution if the patticular application is not the primary one to be solved. Reservation based schemes often result in underutilization of resources when the resource requirements of a task vary significantly over time. To avoid underutilization, Abeni, et al., designed a feedback control scheme to adapt the reservations in a real-time operating system based on online measurements of a task's usage of the CPU resource
L11.
To adapt a general-purpose operating system to address end-to-end delay requirements of tasks requires two problems to be addressed. First, the resources required in a particular time period to keep up with the end-toend delay requirements must not exceed the total resources available in the system over that period. Second, a mechanism must be in place to allocate the appropriate amount of resource to each task in the system in a manner that guarantees that the endto-end delay requirements are met. 
OVERVIEW OF SYSTEM
This section describes the system that is to be controlled and the controller structure for that system. Tasks are scbeduled in the operating system by the modified Lmux O/S scheduler developed by Goel, et al. This scheduler determines the order and timing of tasks within a time period specified by a controller, attempting to allocate to each task over the period the proportion of the CPU specified by the controller. Steere, et al., were produced ahead of time and queued up to avoid starving the display thread. Also, poor performance for the rest of the system would result if the decoding process were given higher priority since decoding is resource intensive. The data passing along this pipeline is referred to as a real-rate flow because it must keep up with a rate that is extemal to the computer operating system. Real-rate flows require CPU, network and possibly other resources at various pipeline stages. At each pipeline stage, a feedback mechanism decides how much of the resource to allocate based on only local measurements. This helps to separate the control of each pipeline stage from the others and allows cascading of individual stages without difficulty of implementation.
Centralized controllers are difficult to design and implement in this context because the length and number of pipelines in the system varies dynamically over time. The user may open extra multimedia displays on the same computer, and other real-rate tasks may be scheduled on the computer.
To control such a system, we need a measurement that tells how far ahead or behind a flow is from the desired real rate. This can be achieved by having the sender mark each packet with a time stamp that indicates its desired time offset from the frst packet in the flow. These time-stamps represent the application's logical time. For example, this logical time may be the playback time of the video application. The realrate mechanism aims to transmit data in such a way that real system time stays aligned with these time stamps.
If r, is the time-stamp of the packet at the tail of the decoder's output buffer, where i is the current sampling instant of the controller, and the sampling period is s, then ti-tj-, is the logical time-stamp interval between the packets transmitted one sampling period apart and the normalized real rate of the flow at sampling instant i would be ( t i -
I~-~) / S .
We define the ermr variable z1 to be the difference between this current normalized real rate and its target value of one.
We need another error variable z2 to keep track of the long-term behavior of the normalized real rate. For this, we simply sum the individual normalized real rates over all sampling instants. This is equal to the total normalized real time progress made until the current sampling instance. These two error variables should be minimized.
SYSTEM MODELING
The next step needed to design a controller is the system's mathematical model. The following model describes our system reasonably well.
Here, pi-, is the allocation assigned during the last period, ni_l is the amount of assigned allocation not used by the decoder in the last period, and k, is the variable that relates the amount of progress made to the allocation actually used by the decoder. The variable kj is random by nature. Our experiments on MPEG videos, discussed later, show that it varies typically by a factor of four for the videos that we considered.
IV. CONTROL DESIGN SETUP AS A DYNAMIC OPTIMIZATION TRACKING PROBLEM
We have a slate-space system model (2) and errors that we want to minimize (1). The error variable z1 includes the previous state ti-l , so we augment the state space, changing it from one to two state variables, in order to obtain error variables in terms of only current state variables. We also change coordinates, selecting the new state variables to he xf = . f + 1 and 4 = z: + i. The new state equations are then:
The number of cycles run in the last period pi-1 -qI is directly measurable from the system. The controlled variable pf-l dominates, and the noise ni_l is relatively very small, so we neglect ni_l in our control design. Taking ui-l = pi-l.
we write the state equations in matrix form:
The next step is to determine the cost functional to he minimized. In our case, we want the augmented states to track the target normalized real-rate and the current sampling instant respectively. In addition, we want to minimize ui-], the resource allocated, to avoid over-allocating to the application, so we include the input variable in the cost functional:
Here, x is the state vector, U the input allocation and i the index of the sampling period. The matrices Q and R are the weightings given to the state and input variables, and are positive semi-definite and positive definite, respectively. We have selected Q to be around 1000 times greater than R. It is also possible to weight the first and second state variables differently. We weighted them the same in the cost, so Q is a multiple of the identity matrix, I.
The allocation that minimizes this cost functional is given in (3), the steady-state solution to the standard LQR tracking problem with the augmented states. This steady-state solution is applicable under the condition that matrix pair (A, B) is controllable, which is satisfied in our case, and assumes that the system matrices are constant and known, which we will address shortly. K is the feedback gain for our system and K ' is the feed forward gain. S is the solution to the Riccati equation. We must solve this Riccati equation in order to calculate the gain. We have solved this Riccati equation using numerical methods with minimal on-line computations [81.
Statistics collected from running the system are used to estimate the average k, in the state equation, and the estimated value of ki is used to compute the controller.
V. IMPLEMENTATION ON REAL MPEG VIDEOS
The next step was to test this real-rate controller on a practical system, decoding and displaying MPEG streaming videos. As shown in Fig. 1 , we have two pipeline stages in our system. The first stage is the MPEG decoder application.
The decoder takes video frames from the front end of the input buffer. The video source transmits data at a constant rate of 30 frames/sec. The real-rate controller determines the CPU allocation of the decoder. The real-rate controller for the decoder examines the time-stamps of each MPEG frame at the tail end of its output buffer and compares it with wall clock time. Based on this comparison, the controller determines how much CPU to allocate so that the frame decoding rate matches the desired rate of 30 framedsec. The second pipeline stage is the video display. The allocation required by the display is relatively constant, so we fixed the allocation to the display.
Since MPEG videos are encoded at a clock rate of 30 framedsecond, each frame should he decoded within 33.3 milliseconds. This is also the time-stamp quantization of this video application. Subsequent frames are marked 33.3 msec apart in their time-stamps. Due to this quantization of the time-stamps, we can not get information about the progress of the application at a finer granularity than 33.3 msec. This means that we will get new information on the progress of the decoding only when the full frame is decoded, and the information will be at a quantization of the 33.3 msec application time.
The sampling period of the original T i e Sensitive (TSL) scheduler, implemented by Goel, et al, was 16 msec. We used that sampling period. We update the allocation to the video decoder application every 16 msecs. Even if the frame is decoded sometime within this sampling period and new information is available, we update the allocation only at the end of the current scheduling period when the new period is about to stan.
Measurements are available every 16 msec. when the controller is run, but the values are only in multiples of 33.3 msec of application time. The goal of ow controller is to keep the error between the application time and the real time close to zero. The granularity of the time s t p p s is larger than the granularity of the period of the scheduler in this system. It is useless to update the allocation any more frequently, however, since generally no new information would he available to be used to calculate the allocation. The error would appear to vary as actual time progressed while a single frame was being decoded, and the measured error would not coincide with the actual progress that the decoder was making in decoding the frame. There is no escaping having the measured error vary within some range, and how it varies depends in part on the relationship between the 33 msec. time-stamp granularity and the 16 msec. sampling period. Ideally, the period of the controller should be multiple of the time-stamp granularity, and also ideally the controller should be synchronized with the frame decoding finish time. However, 16 msec. is not a multiple of 33 msec., and the frames finish decoding at random times. There is no way to synchronize the controller with those random times. The effect of this is discussed further in Section VnI.
Consider again the mathematical model of our system given in (2). One approach is to use the average value of ki over the whole video to design the controller. This is not practical for real world applications since we can not know the decoding time per unit real time on our computer platform before decoding the full movie. Also, the decoding time may vary significantly from one part of the movie to another. Also, at present, information that would help us to predict the frame decoding times accurately is not embedded in the MPEG frames. We need a smtegy to estimate ki for MPEG videos. A simple choice would be to use the value of k, calculated from the frame just decoded. This choice, however, is not a good choice for MPEG videos because of the variation in frame decoding times from one frame to the next, as our studies of MPEG videos will show. These issues are further discussed in the next section.
From this discussion, it is clear that we need a controller that uses some kind of averaging strategy. We need to determine the ideal length of the averaging widow. We conducted experiments on MPEG videos to see how the decoding times of frames vary for a given video. These experiments will help us decide on the length of the averaging window. Fig. 2 shows the decoding times of various frames for a MPEG video. The video we used for these measurements has three types of frames (I, P and B) . A Group of Pictures (GOP) length is 15 frames, and the sequencing of frame types is IBBPBBPBBPBBPBBI. The video is 970 frames long. It is clear from this-figure that the decoding times of MPEG frames vary greatly. As a result, k will also vary greatly, since k is directly related to the processing time of a frame.
VI. MPEG MEASUREMENTS
We must decide what value of k to use in developing the optimal controller. The decoding time changes dramatically from frame to frame in an MPEG video, panicularly from complete frames (I frame) to predicted frames (P or B frames), as can be seen in Fig. 6 . Even between different types of predicted frames, there is a significant variation in processing time. Thus, we cannot use the previous frame's processing time as a measure to allocate CPU to the next frame. Another possible solution is to predict the decoding time based on frame type. However, the clear separation of decoding times in Fig. 2 is not apparent in all We allocate CPU based on the average over some window of recent frames. We need to choose the window length over which Io average in such a way that it will have mix of all different types of frames. Our intuition is to use the GOP as a window length. We ran some tests on MPEG video to see how different lengths of this window smooth out variations in measured decoding time. Our hypothesis was that when the window length was around the length of the GOP of the video that most of the variations would smooth out. Fig. 3 shows plots of average I/k for different lengths of the averaging window.
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apply negative control when the error is positive. We cannot apply negative allocation in computer systems. This means that we can only apply our optimal tracking controller when the error is negative. We must come up with a different strategy for allocation when the error is positive. In our system, negative long-term error means that the video is lagging behind and positive long-term error means that the video is ahead. The aim of this part of the controller will be to assign just enough CPU in order to keep the error positive and near zero. We can estimate the required allocation to use when the error is positive by taking an average of the processing times of the most recently decoded video frames.
This estimator is similar to the estimator used for estimating I/k. We now have two parts in our controller. The optimal controller is chosen when the error is significantly negative and the estimating controller is chosen when the error is positive or near zero. We call this hybrid adaptive controller a switching controller since it switches between two parts.
The block diagram of this controller is shown in Fig. 4 . If we do not have any averaging at the beginning of the video until the first averaging window length is reached, there will be large variations in error at the beginning of video. In order to reduce these variations, we use progressive averaging until the first window length is reached. We keep updating the average window length to the current frame number, as data becomes available. This progressive averaging will ,reduce large variations at startup. Once a GOP averaging window length is reached, we switch to using GOP length window averaging. We then calculate the average value of I R . only after each window length is reached, rather than after each frame, to reduce the controller overhead.
We have implemented this switching controller on an OGI kernel scheduler with Red Hat 7.3. The system that we used has a 2.0 GHz Pentium IV with 1 GB of memory. The results of the implementation are shown in Fig. 5 . We implemented the controller for different averaging window lengths.
As can be seen from the plots in Fig. 5 , the variations in the long-term error smooth out as we increase the averaging window length to the GOP length. At the start of the run, the optimal controller seeks to compensate for the negative error. During the next few sampling periods, it assigns more CPU and the error starts to decrease and eventually becomes positive. Then the estimating controller takes over. When there is less averaging, for example only 5 frames, the estimating controller tries to compensate for short-term variations in error. This causes some variation in the error around zero. For larger and larger averaging windows, the magnitude of these variations decrease due to less overcompensation of the estimating control. The performance of this real-rate controller has a significant impact on the buffering requirement at both ends of the decoder application. At the input to the decoder, we need to have at least one frame in the buffer to avoid starving the decoder application. At the output side, we need a buffer length that will absorb variations in frame decoding rate, and avoid starving the display. These rate variations can be seen in the plots for long-term error. We see from the plots that variations in long-term error are less than 150 msec. Since, one frame is 33 msec., we will require the buffering of three to four frames at the output of the decoder, which is slightly more than the minimal requirement to avoid jitter in the display.
VIII. QUANTIZATION ISSUES
There are two sources that contribute to quantization in oui system. First, we have 33.3 msec granularity in time-stamps of the video frames. We have a different sampling period for the controller. The granularity of the application timestamps affects the design of the controller. The controller cannot determine the progress of the application at a fmer granularity than the time-stamp granularity.
As mentioned earlier in Section V, the sampling period of the scheduler (16 msec) is neither a multiple of the timestamp granularity (33.3 msec) nor is it synchronized with the frame decoding finishing time. The application period and sampling period do not coincide. Hence, we will have some quantization in our error. This is shown in , Fig. 6 .
Fig. 6. Quantization in emr
As shown in Fig. 6 , we have two possible situations. The video frame might be decoded before 2 sampling periods, in which case we will have positive error. In the second case, the video frame is decoded after 2 sampling periods, in which case we will have negative error. The equations for this error quantization are given below.
e=33333-n*16384
where, n = number of sampling periods, e = quantization in error. For n = 1 and 2, we will have positive error, and for n larger than 2 we will have negative error. The long-term error will be multiple of this quantization error e.
IX. CONCLUSION AND FUTURE WORK This is our first attempt to apply a model-based dynamic optimization approach to this computer-system resource allocation problem. Our initial results are encouraging and more dedicated research in this area can go a long way in helping computer system designers. We can see from the results that despite quantization in our systems we have been able to keep variations in error quite small. This is an encouraging result. Normally, complex control schemes have large computational requirements. This can result in large overhead in the system. In our system, however, we were able keep the overhead quite small. The basic mathematical model was simple and we kept the most expensive calculations oftline. The final implementation of the controller requires just a few multiplications and additions per sampling instant.
The related work of Luca, et al. 111, uses a priori information on the type of video frames to be decoded to allocate CPU for each frame in a real-time 01s. Our goal was to determine control strategies that would be effective without the use of a priori information.
