Abstract-Multicast communication is one of the most important collective communication operations and is highly demanded in telecommunication environments and scalable parallel and distributed computing systems. In this paper, we consider the issue of supporting multicast in the widely used three-stage Clos network or v(m; n; r) network. We improve a recently proposed analytical model [7] for the blocking probability of the v(m; n; r) multicast network by introducing more reasonable assumptions based on the properties of multicast communication and the Clos network. We also compare the improved analytical model with the simulation results under three typical routing control strategies. As can be seen, the improved model matches better with the simulation results and further confirms that a v(m; n; r) network with a comparable cost to a permutation network is almost nonblocking for multicast connections.
when adding a destination node to an existing multicast connection. In other words, the blocking probability is calculated from the source node to a single destination node of a multicast connection (i.e., point-to-point blocking probability). While this feature may be suitable for certain types of multicast applications, such as teleconferencing, it may not be realistic for other types of multicast applications, such as video-on-demand and record update in a distributed database. Later, Yang and Wang [7] proposed a different type of analytical model for the blocking probability of the Clos type multicast network. This model is concerned with that whether there exists a multicast tree from the source node to all the destination nodes of a new multicast connection. Clearly, this model is more suitable for other types of multicast applications, such as video-on-demand and record update in a distributed database. In [7] , the blocking probability is calculated for the entire multicast tree (i.e., one-to-many blocking probability), which is generally considered as a challenging problem because that the enormous dependencies among individual paths in a multicast tree and/or among different multicast trees make an explicit calculation intractable. The analytical model was also compared with the simulation study under various routing control strategies in [7] . Both the analytical and simulation results show that a network with a comparable cost to a permutation network is almost nonblocking for multicast connections and thus can provide cost-effective support for multicast communication. However, as can be seen, there still exists some gap between the analytical model and the simulation results in [7] .
In this paper, we are interested in improving the analytical model proposed in [7] . As will be seen later, we reduce the gap between the analytical model and the simulation results by introducing more reasonable assumptions based on the properties of multicast communication and the Clos network. The improved analytical model matches better with the simulation results and further confirms that a network with a comparable cost to a permutation network is almost nonblocking for multicast connections.
The rest of the paper is organized as follows. In Section II, some background knowledge and previous work are discussed. In Section III, a more accurate analytical model for the blocking probability of the multicast networks is presented. Section IV compares the new model with the previous one as well as with the simulation results. Section V concludes the paper.
II. PRELIMINARIES AND PREVIOUS RELATED MULTICAST MODEL
As shown in Fig. 1 stage), switches in the middle stage, and switches in the third stage (the output stage). As two of the network parameters, and , are restricted by the number of network input/output ports, the main focus of the study is to determine the minimum value of the network parameter for a certain type of connecting capability to achieve the minimum network cost.
When the network is considered for supporting multicast, it is reasonable to assume that every switch in the network has multicast capability. Since output switches have multicast capability, a multicast connection from an input port can be simply expressed in terms of output switches it connects to. The number of output switches in a multicast connection is referred to as the fanout of the multicast connection.
Several designs have been proposed for this type of multicast network [2] - [5] . It was shown [4] , [5] that the necessary and sufficient condition for a network to be nonblocking for arbitrary multicast connections under the best available routing control strategy is that the number of middle switches . This suggests that there is little room for further improvement on the nonblocking condition for multicast connections. However, as can be seen, there still exists a gap between the number of middle switches required for a nonblocking multicast network and that for a nonblocking permutation network which requires only [1] . It would be interesting to know the blocking behavior of the multicast network when the nonblocking condition is not satisfied, especially when the number of middle switches is comparable to a permutation network. [7] presented an analytical model on the blocking probability of multicast networks. This model suggests that when gets slightly larger than , such as , where is a small constant, the multicast network is almost nonblocking for multicast connections. This trend of the blocking behavior revealed by the analytical model was also verified by extensive experimental simulations in [7] . However, there still exists some disparity between the analytical model and the simulation results in [7] .
Before we present the improved analytical model, we briefly review the previous analytical model on the blocking probability of networks proposed in [7] . In general, determination of blocking probability in a multistage network (even for permutation networks) is inherently complex and difficult. This is due to the fact that there are many possible paths to consider in a typical large network, and the dependencies among links in the network lead to combinatorial explosion problems. Therefore, some assumptions are necessary to make the calculation possible.
The analytical model on the blocking probability of multicast networks proposed in [7] is based on the following assumptions.
1) The events that individual links are busy are independent.
2) The incoming traffic is uniformly distributed over all the input-middle interstage links and the outgoing traffic is also uniformly distributed over all the middle-output interstage links. 3) All interstage links have the same probability of being busy. Under the above assumptions, let the probability that a typical input (output) port is busy be . Then the probability that an interstage link is busy is given by , and the probability that an interstage link is idle is given by . Recall that a multicast connection is represented by the output switches it connects to. Given a multicast connection request with fanout , let denote the probability that this connection request cannot be satisfied, that is, the blocking probability for this connection request. Fig. 2 depicts the subnetwork associated with this multicast connection, in which one input switch is linked to middle switches, and each of the middle switches is linked to output switches. Denote the interstage links between the input switch and middle switches as (also referred to as inputmiddle interstage links), and the interstage links between the middle switches and the th output switches as (also referred to as middle-output interstage links). All paths realizing the multicast connection in the network form a multicast tree rooted at the input.
Let be the event that the connection request with fanout cannot be realized in the subnetwork in Fig. 2 . Notice that any interstage link is either busy or idle. Denote the event that the link is busy as and the event that the link is idle as for . Let represent the state of the input-middle interstage links be the conditional blocking probability in this state, and be the probability of being in state . Then the blocking probability for a multicast connection with fanout is given by (1) The following lemma was used in [7] to calculate the blocking probability.
Lemma 1: Assume that the interstage links in the subnetwork in Fig. 2 all are idle. A multicast connection from an input of the input switch to the distinct output switches cannot be realized if and only if there exists an output switch whose first inputs (i.e., middle-output interstage links) are busy.
It was shown in [7] that under the link independent assumption (2) By combining (1) and (2), we obtain the blocking probability for a multicast connection with fanout (3) Now, suppose the fanout is uniformly distributed over 1 to . The "average" value of the blocking probability over all possible fanouts can be written as (4) where is referred as the blocking probability of the multicast network.
III. AN IMPROVED ANALYTICAL MODEL
Although the analytical model in [7] shows the same trend as the simulation for the blocking behavior of the network, and it matches well with the simulation when for , there is still some gap in blocking probabilities between the analytical model and simulation results, especially when is very close to . In this section, we improve the analytical model from two aspects as discussed in the following subsections.
A. Improvement Based on the Limitation of Output Switches
First we can make some correction to the blocking probability (3) based on the limitation of output switches. As only one-to-many or one-to-one connections are considered and there are outputs on each output switch, if an output switch is chosen as one of destinations in a multicast connection, this output switch must have at least one idle output and have at most busy inputs. From Lemma 1 and Fig. 2 , in the case of , there must exist some idle input on each of output switches. Thus the conditional blocking probability in this case becomes 0, and it can be modified to if if
Then the blocking probability for a multicast connection with fanout in (3) should be corrected to (6)
B. Improvement Based on the Busy Interstage Link Ratio
Consider the number of busy input-middle interstage links and the number busy middle-output interstage links at any time. As only one-to-many or one-to-one connections are considered, in general we should have fewer busy input-middle interstage links than busy middle-output interstage links. Thus assumption 3 in the last section may not hold. Let the probability that a middle-output interstage link is busy and idle be (7) respectively, as before, and the probability that an input-middle interstage link is busy and idle be corrected to and (8) respectively, where . Then the blocking probability for a multicast connection with fanout in (6) can be rewritten as (9) Hence, the overall blocking probability of multicast network in the modified model can be expressed as (10)
Now it remains to determine the value of which actually represents the average ratio of the number of busy input-middle interstage links to the number of busy middle-output interstage links.
Let's first consider the multicast connection in Fig. 2 . For the given input switch, middle switches and output switches, there are many ways to realize the multicast connection from the input switch to the output switches via up to middle switches. Clearly, this multicast connection contributes busy links among all middle-output interstage links. In order to find the average number of busy input-middle interstage links contributed by such multicast connection, we consider all possible multicast connections to the output switches, and assume that each such a multicast connection is chosen equally likely. In general, a multicast connection can be fanouted through middle switches to the output switches, where . Thus, this multicast connection contributes busy links among all input-middle interstage links. We now calculate how many ways such a multicast connection uses busy inputmiddle interstage links in the subnetwork shown in Fig. 2 . We have ways to choose middle switches, and then ways to partition the output switches to disjoint sets so that each of the middle switches is routed to a different set of output switches, where is the Stirling number of the second kind [8] . Denote as , which equals . Hence there are a total of ways. We can obtain the following lemma.
Lemma 2: Under the assumption that each multicast connection from the input switch to the output switches via up to middle switches (in Fig. 2 ) is chosen equally likely, the average number of busy input-middle links contributed by such a multicast connection is (11) and the average ratio of the number of busy input-middle interstage links to the number of busy middle-output interstage links is (12) Proof: Clearly, the total number of ways to realize a multicast connection from the input switch to the output switches is (13) and the average number of busy input-middle interstage links is (14)
To obtain (11), we need the following properties of the Stirling number of the second kind [8] : (15) and (16) From (16), we have The combinatorial meaning of the above equation is that for any one of the output switches, it can be reached from any one of middle switches (i.e., ways). Therefore, the total number of ways to realize the multicast connection is . Now by using both (15) and (16) and noticing that and , we can obtain the following. Case 1) :
Therefore, from (17) and (18), (14) becomes which is exactly (11). Finally, since the number of busy middle-output interstage links contributed by such a multicast connection is always , we have (12) holds. We now discuss the ratio shown in (12). We observe that for any , the ratio
In general, it is difficult to determine the actual ratio of the busy input-middle interstage links to the busy middle-output interstage links. In this paper, we make a reasonable assumption that the ratio is obtained by randomly picking up a multicast connection with fanout which uses up to middle switches among middle switches. By applying Lemma 2 and noticing that is chosen equally likely among , we can let the in (8) take the average value of (12) for and for all possible values of . That is (19) In Fig. 3 , we compare the blocking probabilities of the new model in (9) and the previous model in (3) for a network with different fanouts. We can see that the blocking probabilities under the new model are smaller than those under the previous model.
IV. COMPARISON BETWEEN ANALYTICAL MODELS AND SIMULATION RESULTS
In this section, we compare the analytical models with the simulation results. Before showing the comparison, we briefly describe the routing algorithm, routing control strategies, and simulation model used in the simulation. First of all, we introduce the following terminologies on the states of the network.
For any input port , the set of middle switches with currently unused links to the input switch associated with input port is referred to as the available middle switches of input . Let , denote the currently occupied outputs of middle switch and we refer it to as the destination set of middle switch .
Given a multicast network with destination sets and a new connection request from input port ( is defined as the output switches to be connected from input port in the multicast connection), the main function of a routing algorithm is to choose a set of middle switches which can satisfy the connection request. It was shown [5] that a connection request can be satisfied by using some middle switches, say, , from among the available middle switches of a network if and only if . The following generic algorithm is used for routing in a multicast network.
Algorithm:
Step 1) If no available middle switches for the current connection request, then exit without making the connection, otherwise go to Step 2.
Step 2) Choose a nonfull middle switch (i.e., a middle switch with at least one idle output link) among the available middle switches for the connection request according to some control strategy. If no such middle switch exists, then exit without making the connection.
Step 3) Realize as large as possible portion of the connection request in the middle switch chosen in Step 2.
Step 4) Update the connection request by discarding the portion that is satisfied by the middle switch chosen in
Step 2.
Step 5) If the connection request is nonempty, go to Step 1. We employ the following three routing control strategies in
Step 2 of the above multicast routing algorithm in the simulation for choosing middle switches from the available middle switches in a multicast network. 1) Smallest Relative Cardinality Strategy: Choose a middle switch whose destination set has the smallest cardinality with respect to the connection request. 2) Largest Relative Cardinality Strategy: Choose a middle switch whose destination set has the largest cardinality with respect to the connection request. 3) Random Strategy: Choose a middle switch at random. In the simulation, two types of network traffic are considered: uniform traffic and Poisson traffic. In the uniform traffic model, both the inter-arrival time of connection requests and the holding time of each multicast connection follow the uniform distribution. In the Poisson traffic model, the arrival process of connection requests is a Poisson process and the holding time of each multicast connection follows the exponential distribution. The workload in the simulation is measured by the network utilization, which is defined as the ratio of the total number of busy output ports to the network size . Finally the blocking probability in the simulation is computed by
The total number of connection requests blocked The total number of connection requests generated Now, we present the simulation results for two network sizes: 1)
, and ; 2) , and . For each network size, control strategy and traffic model, the network is simulated for five runs with different initial network states, and the final results are averaged over these five runs. In each run, 5000 connection requests are handled for network size 1024 with the average network utilization 75%, and 10 000 connection requests are handled for network size 4096 with network utilization 80%. In both cases, 95% confidence interval is achieved.
In Fig. 4 , we plot the blocking probability corresponding to for network size 1024, and the blocking probability corresponding to for network size 4096. The results were obtained under three routing control strategies for uniform traffic and Poisson traffic. We also plot the analytical curves of the previous model (4) and the improved model (10) in Fig. 4 . We can see that the curve of the new model matches better with the simulation results, especially in the case of is very close to .
Finally, notice that, although the analytical models and the simulation results were obtained under quite different assumptions, they reveal the same trend in the blocking behavior of the multicast network: when gets slightly larger than , the network becomes almost nonblocking.
V. CONCLUSION
In this paper, we have presented an improved analytical model for the blocking probability of multicast networks based on more reasonable assumptions. The new model is compared with the previous model and the simulation results. The improved model matches better with the simulation results and further confirms that a network with a comparable number of middle switches to a permutation network is almost nonblocking for multicast connections and can provide cost-effective support for multicast communication.
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