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Abstract
In this article we study a class of shift-invariant and positive rate probabilistic cellular automata
(PCAs) on rooted d-regular trees Td. In a first result we extend the results of [13] on trees, namely we
prove that to every stationary measure ν of the PCA we can associate a space-time Gibbs measure µν
on Z× Td. Under certain assumptions on the dynamics the converse is also true.
A second result concerns proving sufficient conditions for ergodicity and non-ergodicity of our PCA
on d-ary trees for d ∈ {1, 2, 3} and characterizing the invariant Bernoulli product measures.
1 Introduction
Cellular Automata (CAs) are discrete-time dynamical systems on a spatially extended discrete space.
They are well known for being easy to implement and for exhibiting a rich and complex nonlinear behaviour
as emphasized for instance in [39, 41, 17, 16]; furthermore, they can give rise to multiple levels of orga-
nization [15]. Probabilistic Cellular Automata (PCAs) whose the updating rule is now considered to be
stochastic, see [34], are a straightforward generalization of CAs and are employed as modeling tools in a
wide range of applications, e.g. HIV infection [29], biological immune system [36], weather forecast [9], heart
pacemaker tissue [26], and opinion forming [1]. Moreover, a natural context in which the PCAs main ideas
are of interest is that of evolutionary games [30, 31, 32].
Strong relations exist as well between PCAs and the general equilibrium statistical mechanics frame-
work [40, 28, 18, 7, 12, 13, 14, 33, 37, 38]. A central question is the characterization of the equilibrium
behavior of a general PCA dynamics. For instance, one primary interest is the study of its ergodic prop-
erties, e.g. the long-term behavior of the PCA and its dependence on the initial probability distribution.
Regarding the ergodicity for PCAs on infinite lattices, see for instance [37] for details and references. More-
over, conditions for ergodicity for general PCAs can be found in the following papers: [18, 10, 20, 24, 25, 35].
Furthermore, in case of a translation-invariant PCA on Zd with positive rates, it has been shown in [13]
that the law of the trajectories, starting from any stationary distribution, is given by a Gibbs state for some
space-time associated potential (in Zd+1). Moreover, it has also been proven that the converse is true: all
the translation-invariant Gibbs states for such potential correspond to statistical space-time histories for the
PCA. Therefore, phase transition for the space-time potential is closely related to the PCA ergodicity in the
sense that non-uniqueness of translation invariant Gibbs states is equivalent to non-uniqueness of stationary
measures for the PCA. The main ingredient for proving this result is the use of the local variational principle
for the entropy density of the Gibbs measure. However, as it has been proved in [2], the variational principle
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for Gibbs states fails for nearest neighbor finite state statistical mechanics systems on 3-ary trees. Hence,
a first result to this paper is to extend the results presented by [13] for a class of PCAs on infinite rooted
trees. In particular, the PCAs considered in this paper have positive rate shift-invariant local transition
probabilities such that each local probabilistic rule depends only on the spins of the children of the node.
This class of PCAs has generally a Bernoulli product measure as an invariant measure, and they are the
natural generalization on trees of the models considered in [22].
A second type of results in this paper is to give conditions for ergodicity in case of d-ary trees, with
d ∈ {1, 2, 3}. Our positive rate PCAs satisfy indeed such conditions (i.e. (3.1) and (3.3)) that, when iterating
the dynamics from the Bernoulli product measure, the resulting space-time diagram defines non-trivial
random fields with very weak dependences. This fact allows us to give a detailed analysis of the ergodicity
problem and, for two relevant examples of PCA dynamics, we are able to find the critical parameters.
The paper is organized as follows. In Section 2 we extend the results of [13] in case of infinite rooted
d-ary trees. We first define the PCA on a countably infinite set and in this general framework we show how
stationary measures for a PCA can be naturally associated to Gibbs measures (Theorem 2.1). In order to
state the converse result, we first restrict ourselves to the case of infinite rooted trees and to PCAs with
nondegenerate shift-invariant local transition probabilities that depends only on the spins of the children
of the node. For this class of PCAs, we state that all the time-invariant Gibbs states for the potential
correspond to statistical space-time histories for the PCA (Theorem 2.2). In Section 3 we give results
concerning conditions for the ergodicity of the PCA on d-ary trees. First we characterize Bernoulli product
stationary measures via Lemma 3.1. In Theorem 3.1 we show that for d = 1 the PCA is always ergodic,
and the same occurs for d = 2 with the additional assumption of spin-flip symmetry of the local transition
probabilities. In Theorem 3.2 the case of d = 3 is studied. We give two examples (Section 3.1.1, Section 3.1.2)
where the critical parameters can be computed. Section 5 and the Appendices are devoted to the proofs of
the main results.
2 From PCAs to Gibbs measures and back
2.1 PCAs on countably infinite sets
Let the single spin space be a nonempty finite set S and let V denote a countably infinite set (for example,
the d-dimensional cubic lattice Zd or, more generally, the vertex set of a countably infinite graph). In the
following we introduce a special class of discrete-time Markov chains on the state space Ω0 = SV whose
main feature is the fact that given the previous configuration, for the next one all spins are simultaneously
updated accoding to independent local transition probabilities (parallel updating), the so-called probabilistic
cellular automata.
We define the probabilistic cellular automaton as follows.
Definition 2.1. A PCA is a discrete-time Markov chain on Ω0 with the following properties. At each site
i in V
(a) corresponding to each configuration x ∈ Ω0 we associate a probability measure pi(·|x) on S, and
(b) assume that for every spin s, the map
x 7→ pi(s|x)
is a local function. So, there is a finite subset U(i) of V such that the equality pi(s|x) = pi(s|y) holds
for every s whenever x and y satisfy xj = yj for each j in U(i).
In this setting, we associate to each point x in Ω0 the product measure
P (dy|x) =
⊗
i∈V
pi(dyi|x), (2.1)
and introduce the probabilistic cellular automaton dynamics on our state space Ω0 by considering the Markov
kernel P given by the expression
P (x,B) = P (B|x) (2.2)
where B is a Borel set of Ω0.
Now, we recall the definition of a stationary measure for the dynamics P .
Definition 2.2. A probability measure ν on Ω0 is called stationary for the dynamics P defined above if∫
P (x,B)ν(dx) = ν(B)
holds for every Borel set B of Ω0.
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2.2 From PCA to Gibbs measures...
In this section we will show how stationary measures for a PCA can be naturally associated to Gibbs
measures for a corresponding equilibrium statistical mechanical model. Let us consider the set of sites given
by the countably infinite set Z× V, the collection S consisting of all nonempty finite subsets of Z× V. We
also consider the configuration space Ω = SZ×V together with its product σ-algebra F . Given an arbitrary
space-time spin configuration ω in Ω, for each site x in Z× V, say x = (n, i), let ωn,i denote the value ωx of
the spin at this site, just for simplicity. Furthermore, for each integer n and each configuration ω, we define
the configuration at time n as the element ωn of Ω0 given by ωn = (ωn,i)i∈V.
Now, let us consider again the setting from the previous section. We will assume that the PCA dynamics
is nondegenerate, that is, the local transition probabilities have positive rates: pi(s|x) > 0 holds for all i ∈ V,
s ∈ S and x ∈ Ω0. Furthermore, we also suppose that for each site i, the set
{j ∈ V : i ∈ U(j)} (2.3)
is finite, which means that at each step in the dynamics of the PCA, each spin can have influence only on
the future state of a finite number of spins. Given a stationary measure ν for P , it is possible to construct
a probability measure µν on (Ω,F ) uniquely determined by the identity
µν(ωt ∈ B0, ωt+1 ∈ B1, . . . , ωt+n ∈ Bn) =
∫
B0
ν(dx0)
∫
B1
P (x0, dx1) · · ·
∫
Bn
P (xn−1, dxn), (2.4)
where t is an integer, n a positive integer, and B0, B1, . . . , Bn are Borel sets of Ω0. In the following, given a
site x in Z× V, say x = (n, i), we will use U(x) to denote the set
U(x) = {(n− 1, j) : j ∈ U(i)}.
Observe that our assumption (2.3) is equivalent to say that for each point x, the set
{y ∈ Z× V : x ∈ U(y)}
is finite. This remark is very useful for proving the next theorem, whose proof is given in Appendix A.
Theorem 2.1. The space-time measure µν obtained from a stationary measure ν for the PCA is a Gibbs
measure for the interaction Φ = (ΦA)A∈S , where each ΦA : Ω→ R is given by
ΦA(ω) =
{
− log pi(ωx|ωn−1) if A = {x} ∪ U(x) for some x = (n, i),
0 otherwise.
(2.5)
2.3 PCA on infinite rooted trees
We specify now the class of PCAs that will be considered in this paper. We introduce indeed probabilistic
cellular automata on d-ary trees V = Td with root o and degree deg(x) = d + 1 for all vertices x 6= o and
deg(o) = d. Without loss of generality, the d-ary tree Td can be regarded as the set⋃
n≥0
{0, . . . , d− 1}n
consisting of all finite sequences of integers from 0 to d− 1. Given finite sequences i in {0, . . . , d− 1}n and j
in {0, . . . , d−1}m, say i = (ik)n−1k=0 and j = (jk)m−1k=0 , we naturally define their sum i+ j as the concatenation
of these sequences, i.e., the sum is the element of {0, . . . , d− 1}m+n given by
(i+ j)k =
{
ik if k ∈ {0, . . . , n− 1},
jk−n if k ∈ {n, . . . ,m+ n− 1}.
Once defined the translation on Td, then we are allowed to associate to each site i in Td the shift map
Θi : ST
d → STd defined by
Θix = (xi+j)j∈Td (2.6)
at each point x = (xj)j∈Td . Furthermore, for each k ∈ {0, . . . , d− 1}, we denote by ek the sequence ek = (k)
consisting only of the number k, therefore, the ek’s are the neighbors of the root o of Td.
From now on, we consider the single spin space S = {−1,+1}, so, the state space Ω0 is described as
Ω0 = {−1,+1}Td . Following [8, 19], we give the definitions of attractive dynamics and of repulsive dynamics.
In order to do that we introduce the notation x ≤ y to indicate that x and y are elements of Ω0 that satisfy
xi ≤ yi for all i ∈ Td.
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Definition 2.3. We call the dynamics P attractive if for every positive integer n, for all configurations x, y
such that x ≤ y and each nondecreasing local function f , we have
Pn(x, f) ≤ Pn(y, f). (2.7)
Definition 2.4. We call the dynamics P repulsive if for every positive integer n, for all configurations x, y
such that x ≤ y and each nondecreasing local function f , we have
Pn(x, f) ≥ Pn(y, f). (2.8)
By [8, 19] it follows that the dynamics is attractive if and only if for all configurations x, y such that
x ≤ y we have po(+1|x) ≤ po(+1|y); furthermore, it is repulsive if and only if for all configurations x, y such
that x ≤ y we have po(+1|x) ≥ po(+1|y).
The PCAs considered in this paper have nondegenerate shift-invariant local transition probabilities such
that each probabilistic rule pi(·|x) depends only on the spins of the children of i. More precisely, we will
state the following assumptions on the transition kernel.
Assumptions:
(A1) each po(·|x) is a probability measure such that po(s|x) > 0 holds for all s ∈ {−1,+1},
(A2) the map x 7→ po(s|x) depends only on the values of x on U(o) = {e0, . . . , ed−1}, and
(A3) for each i in Td\{o}, the local transition probability pi(·|x) satisfies
pi(s|x) = po(s|Θix). (2.9)
Note that Assumption (A1) is the so-called nondegeneracy property, while Assumption (A3) is the invariance
of the PCA dynamics under tree shifts. We remark as well that, it follows from (A2) and (A3) that the map
x 7→ pi(s|x) depends only on the values assumed by the spins of x on U(i) = i+ {e0, . . . , ed−1}. One of the
crucial features of this dynamics P is that under Assumptions (A2) and (A3) the relation
Pn(x, {yF = ξ}) =
∏
i∈F
Pn(Θix, {yo = ξi}) (2.10)
holds for every configuration x, finite volume configuration (ξi)i∈F for some F ⊆ Td, and positive integer n.
2.4 ...and back
According to Theorem 2.1, every stationary measure for the PCA defined above can be associated to a
Gibbs measure for the corresponding statistical mechanical model Φ defined by (2.5). Next, we show that
for the class of PCAs on trees we are dealing with, under suitable conditions, the converse is also valid.
Theorem 2.2. Under the Assumption (A1)-(A3), let µ be a Gibbs measure for the interaction Φ defined by
(2.5), such that it is invariant under time translations, i.e., µ is a Gibbs measure that satisfies
µ(ωm ∈ B) = µ(ωm−1 ∈ B)
for each integer m and each Borel subset B of Ω0. Then, there is a stationary measure ν for the corresponding
PCA such that µ = µν .
Therefore, thanks to Theorem 2.2 the study of the ergodicity of the PCA can be closely related to the
study the uniqueness of the Gibbs measure on space-time associated to it.
Remark. In Appendix A, we give a more general proof for Theorem 2.2. It actually holds for any PCA on
Ω0 = SV, where S is a nonempty finite set and V is a (locally finite) infinite rooted tree, satisfying (A1) and
(A2’) Let d : V × V→ R be the distance function that assigns to each pair (i, j) of vertices the length of the
unique path connecting them. Corresponding to each point i that belongs to V the set U(i) is a finite
set such that
U(i) ⊆ {j ∈ V : d(o, i) < d(o, j)}. (2.11)
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3 Conditions for ergodicity for PCA on trees
In this section we will present some results regarding sufficient conditions for ergodicity for the class
of PCAs described previously. Note that equation (2.10) implies that the probability distributions of the
spins at time n are independent, so, this suggests that the typical stationary measures we have to look for
are product measures. This remark leads us to state a lemma regarding the characterization of stationary
Bernoulli product measures, whose proof is given in Appendix B.
Lemma 3.1. A Bernoulli product measure ν = Bern(p)⊗T
d
with parameter p ∈ [0, 1], is a stationary measure
for P if and only if ∫
po(+1|x)ν(dx) = p (3.1)
i.e. if and only if
d∑
l=0
(−1)l
 ∑
I⊆{0,...,d−1}
|I|=l
 ∑
ξ∈{−1,+1}d
ξk=−1 for all k∈I
(−1)#{m:ξm=−1}po(+1|ξ)

 pd−l = p. (3.2)
Moreover, the probability to find the spin +1 at the root of Td after n + 1 steps of this dynamics starting
from the configuration x can be written as
Pn+1(x, {yo = +1}) (3.3)
=
d∑
l=0
(−1)l
 ∑
I⊆{0,...,d−1}
|I|=l
 ∑
ξ∈{−1,+1}d
ξk=−1 for all k∈I
(−1)#{m:ξm=−1}po(+1|ξ)
 ∏
k∈{0,...,d−1}\I
Pn(Θekx, {yo = +1})
 .
3.1 Ergodicity and examples
From now on, we will abbreviate +1 by + (resp. −1 by −). In the first theorem we prove ergodicity
results for the line and the binary trees, while in the second theorem we prove ergodicity and non-ergodicity
results for the 3-ary trees.
Theorem 3.1. Let us consider a PCA with transition probabilities satisfying (A1)-(A3). Then, we have
the following results.
(a) If d = 1, then the PCA dynamics is ergodic. The unique stationary measure is a Bernoulli product
measure with parameter
p = po(+|−)
po(−|+) + po(+|−) . (3.4)
(b) Let d = 2 and the transition probabilities being symmetric under spin-flip, i.e., the equality po(s|x) =
po(−s|−x) holds for every spin s and each configuration x. Then the PCA dynamics is ergodic, where
its unique stationary measure is Bern
( 1
2
)⊗T2 .
Theorem 3.2. Let d = 3 and let the transition probabilities be symmetric under spin-flip. Denote by
α := po(+|+ ++) and γ := po(+| −++) + po(+|+−+) + po(+|+ +−). Then the PCA transition rule is
(a) ergodic, if α and γ satisfy
(i) 1 + α− γ = 0, or
(ii) the PCA dynamics is attractive and 1 + α− γ 6= 0 and 3α+ γ ≤ 5, or
(iii) the PCA dynamics is repulsive and 1 + α− γ 6= 0 and 3α+ γ ≥ 1.
In this case the unique stationary measure is given by Bern
( 1
2
)⊗T3 .
(b) non-ergodic, if α and γ satisfy
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(i) 1+α−γ 6= 0 and 3α+γ > 5. In this case, we have several stationary Bernoulli product measures
with parameter
p ∈
12 , 1 +
√
1 + 4(1−α)1+α−γ
2 ,
√
1− 4(1−α)1+α−γ
2
 ,
or
(ii) the PCA dynamics is repulsive and 1 + α− γ 6= 0 and 3α+ γ < 1.
Remark. In the last case (Theorem 3.2 (b)-(ii)), we can actually prove that the PCA oscillates between
two Bernoulli product measures with distinct parameters p. Further details are presented in Section 5.2.3.
Before we pass to the proofs of the theorems we will discuss some examples.
3.1.1 Example 1
For d = 3 and β > 0, let us consider the PCA with transition probabilities given by
pi(s|x) = 12
(
1 + s tanh
(
β
2∑
k=0
Jkxi+ek
))
(3.5)
where J0, J1 and J2 ∈ R. Hence, for suitable values of the constants, there exists a critical βc ∈ (0,∞) such
that the PCA is ergodic for β ≤ βc and non-ergodic otherwise. In fact the following result holds.
Proposition 3.1. Suppose that one of the following conditions on the coupling constants J0, J1, J2 is fulfilled.
(C1) J0, J1, J2 > 0 and J0 ≤ J1 + J2, J1 ≤ J0 + J2, and J2 ≤ J0 + J1.
(C2) J0, J1, J2 < 0 and J0 ≥ J1 + J2, J1 ≥ J0 + J2, and J2 ≥ J0 + J1.
Let α, γ be defined as in Theorem 3.2, and let function f : R+ → R be defined as
f(β) = 3α+ γ.
Then, there exists βc ∈ (0,∞) depending on the constants J0, J1, J2 such that for
(a) β ≤ βc the PCA dynamics associated to the local transition probabilities given by (3.5) is ergodic, and
(b) β > βc the dynamics is non-ergodic.
Remark 1. Note that, thanks to the spin-flip symmetry of the probabilities (3.5), we can apply Theorem 3.2.
Moreover, we remark that the lattice model equivalent to (3.5) has been extensively studied in [6].
Remark 2. If condition (C1) holds, then βc = f−1(5). Otherwise, if (C2) holds, then βc = f−1(1).
In particular, if J0 = J1 = J2 = J ∈ R\{0}, it follows that βc = 12|J| log(1 + 22/3). In [20] a similar
ferromagnetic PCA has been studied on Zd where in the particular case d = 2 the value of βc is given by
βc = 12J log(1 +
√
2).
3.1.2 Example 2
Let us consider the PCA on the 3-ary tree defined as follows. Suppose that at each step every spin
assume the value corresponding to the majority among their children. After that each spin make an error
with a probability  ∈ (0, 1) independently of each other, that is, if the spin at the site i assumed the value
+1 (resp. −1), then it will change to −1 (resp. +1) with probability  and keep the value +1 (resp. −1)
with probability 1− . Note that such a system follows a CA dynamics, namely the majority rule, with the
addition of a noise. For a more detailed study of this kind of PCAs, see [27].
In the example described above, we have
po(+|+ ++) = po(+|+ +−) = po(+|+−+) = po(+| −++) = 1− .
This PCA has been first studied in [8], where non-ergodicity has been proven only for sufficiently small .
In the next proposition we fully characterize its behavior for the whole range of .
Proposition 3.2. There exist two critical values (1)c = 16 and 
(2)
c = 56 such that for every  ∈ (0, 1)
(a) the PCA dynamics is ergodic if (1)c ≤  ≤ (2)c , and
(b) non-ergodic for  /∈ [(1)c , (2)c ].
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4 Discussion
In this work we proved the correspondence between stationary measures for PCAs on infinite rooted
trees and time-invariant Gibbs measures for a corresponding statistical mechanical model. As mentioned
before, the proof of such correspondence is very general and can be applied for any PCA on a (locally
finite) infinite rooted tree with finite single spin space S. The main implication of this fact is once we
establish conditions for uniqueness of Gibbs measures for such a system, we guarantee the uniqueness of
stationary distributions for the associated PCA, compare also [35]. On the other hand, the existence of
multiple stationary measures implies on the phase transition in the statistical mechanical model. In this
way we provide a partial relationship between ergodicity and phase transition extending the results from
[13].
Restricting to the study of PCAs on a d-ary tree Td with translation-invariant local transition probabil-
ities with single spin space S = {−1,+1}, we were able to find ergodicity properties for such class of PCAs.
The assumption that the choice of a local transition probability at a site i only depends upon the values of
the spins of the children of i allowed us to derive several important properties, for instance, equations (2.10)
and (3.3). Equation (2.10) shows us that the probability distributions of the spins at time n are independent,
such fact lead us to characterize the stationary measures of such a system whose form are product measures.
In this way, we naturally obtained a polynomial function F defined on the interval [0, 1] whose expression is
given by
F (p) =
d∑
l=0
(−1)l
 ∑
I⊆{0,...,d−1}
|I|=l
 ∑
ξ∈{−1,+1}d
ξk=−1 for all k∈I
(−1)#{m:ξm=−1}po(+1|ξ)

 pd−l (4.1)
such that, according to equation (3.2), a Bernoulli product measure with parameter p is a stationary measure
for the PCA dynamics if and only if p is a fixed point of F . Furthermore, based on equation (3.3), the
convergence of Pn(x, {yo = +1}) for a shift-invariant configuration x (that is, for x that satisfies θix = x for
all i) can be studied in terms on the behavior of the iterations Fn, since the identity Pn+1(x, {yo = +1}) =
F (Pn(x, {yo = +1})) holds.
We applied the techniques described above in the cases where d = 1, 2, and 3. For d = 1, we the PCA
dynamics is ergodic and the unique stationary measure is a Bernoulli product measure with parameter p given
by equation (3.4). Note that this case is equivalent to the study of a PCA on N where the choice of the value
of the spin located at i at time n+ 1 depends only on the value of the spin at i+ 1 at time n. Extensions of
this result where U(i) = {i, i+ 1} were extensively studied in [8], moreover, more recent generalizations that
considers one-dimensional PCAs with general finite alphabets and characterizations of Markov stationary
measures can be found in [4, 5]. For the cases d = 2 and d = 3 we assumed the invariance of the local
transition probabilities under spin-flip in order to guarantee the existence of a stationary Bernoulli product
measure (which has parameter 12 ). Under this restriction, we obtained a full characterization the dynamics
of PCAs with d = 2, and d = 3 with the additional hypothesis of attractiveness (resp. repulsiveness).
For further generalizations, in order to drop the assumption of spin-flip symmetry and extend the results
for any d, it is necessary to investigate the general properties of the polynomial function F regarding its
fixed points and the behavior of its iterates Fn. It is also worth investigating generalizations of PCAs from
Examples 1 and 2. Note that Theorem 2.1 together with Dobrushin’s uniqueness theorem implies that for
a PCA on Td whose local transition probabilities are given by
pi(s|x) = 12
(
1 + s tanh
(
β
d−1∑
k=0
Jkxi+ek
))
(4.2)
there is a unique stationary measure given by Bern( 12 )⊗T
d for β small enough, suggesting the ergodicity at
high temperatures.
Another kind direction that should be considered in the future is the possibility of inclusion of finite
alphabets other that S = {−1,+1} and the possibility of influence of the state at the vertex i at time n on
its state at time n + 1, more precisely, the possibility of considering U(i) = {i, i + eo, . . . , i + ed−1}. Such
assumptions require a new approach once equations (2.10), (3.2) and (3.3) would no longer be valid, so, one
possible direction that should be chosen would be towards an extension of the results from [4, 5].
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5 Proofs of Ergodicity results
5.1 Proof of Theorem 3.1
5.1.1 Case (a)
Proof. Note that a PCA on T1 is equivalent to a PCA model on Z+. In order to simplify the computations,
let us use a and b to denote po(+|+) and po(+|−), respectively. Since the local transition probabilities have
positive rates, then, we have |a− b| < 1. It follows that for each point x in Ω0, we have
Pn+1(x, {yo = +1}) =
∫
P (z, {yo = +1})Pn(x, dz)
= a · Pn(x, {ye0 = +1}) + b · Pn(x, {ye0 = −1})
= (a− b) · Pn(x, {ye0 = +1}) + b
= (a− b) · Pn(Θe0x, {yo = +1}) + b
for each positive integer n. Note that the relation above can also be obtained by means of equation (3.3).
Thus, the quantity above can be expressed as
Pn(x, {yo = +1}) = (a− b)n−1 · po(+1|Θe0 + · · ·+ e0︸ ︷︷ ︸
n−1 times
x) + b ·
n−2∑
k=0
(a− b)k.
It follows that for any initial configuration x, the probability Pn(x, {yo = +1}) converges to p = b1−(a−b)
as n approaches infinity. Therefore, using equation (2.10), we conclude that this PCA is ergodic, where its
unique attractive stationary measure is Bern(p)⊗T
1
.
5.1.2 Case (b)
Proof. Let a, b ∈ (0, 1) defined by a = po(+| − −) = 1− po(+|+ +) and b = po(+| −+) = 1− po(+|+−),
respectively. Let us show that Bern( 12 )
⊗T2 , in fact, is the unique attractive stationary measure, that is, for
every initial configuration x we have Pn(x, ·)→ Bern( 12 )
⊗T2 as n approaches infinity. According to equation
(3.3), we have
Pn+1(x, {yo = +1}) = (1− b− a)Pn(Θe0x, {yo = +1}) + (b− a)Pn(Θe1x, {yo = +1}) + a.
By induction, we can show that
Pn(x, {yo = +1}) =
∑
i∈{0,1}n−1
(1− b− a)#{k:ik=0}(b− a)#{k:ik=1}P (Θix, {yo = +1})
+a
n−2∑
l=0
∑
i∈{0,1}l
(1− b− a)#{k:ik=0}(b− a)#{k:ik=1}.
Using the fact that for any real numbers p and q, the relation∑
i∈{0,1}l
p#{k:ik=0}q#{k:ik=1} = (p+ q)l
holds for every nonnegative integer l, it follows that
Pn(x, {yo = +1}) =
∑
i∈{0,1}n−1
(1− b−a)#{k:ik=0}(b−a)#{k:ik=1}P (Θix, {yo = +1}) +a
n−2∑
l=0
(1− 2a)l. (5.1)
Since the absolute value of the first term of equation (5.1) is bounded by∑
i∈{0,1}n−1
|1− b− a|#{k:ik=0}|b− a|#{k:ik=1} = (|1− b− a|+ |b− a|)n−1,
then
lim
n→∞P
n(x, {yo = +1}) = a
∞∑
l=0
(1− 2a)l = 12 . (5.2)
Therefore, by means of equation (2.10), we conclude that Bern( 12 )
⊗T2 is the unique attractive stationary
measure of the PCA.
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5.2 Proof of Theorem 3.2
5.2.1 Case (a)-(i) and (b)-(i)
Proof. Recall we abbreviated α = po(+|+ ++) and γ = po(+| −++) + po(+|+−+) + po(+|+ +−). From
Lemma 3.1 we know that a stationary product measure has to satisfy the condition∫
po(+1|x)ν(dx) = p (5.3)
which was equivalent to solving equation (3.2), i.e.
2(1 + α− γ)p3 − 3(1 + α− γ)p2 + (3α− γ − 1)p + (1− α) = 0. (5.4)
Since p = 12 is a solution for the equation above, then, it can be written as
2
(
p− 12
)[
(1 + α− γ)p2 − (1 + α− γ)p− (1− α)] = 0. (5.5)
Suppose that 1 + α− γ = 0. Then, analogously as in the previous case, we have
Pn(x, {yo = +1})
=
∑
i∈{0,1,2}n−1
(α− po(+|+ +−))#{k:ik=0}(α− po(+|+−+))#{k:ik=1}(α− po(+| −++))#{k:ik=2}P (Θix, {yo = +1})
+(1− α)
n−2∑
l=0
∑
i∈{0,1,2}l
(α− po(+|+ +−))#{k:ik=0}(α− po(+|+−+))#{k:ik=1}(α− po(+| −++))#{k:ik=2}.
The equation above implies that Pn(x, {yo = +1})→ 12 as n approaches infinity, therefore, by means of the
same argument as used in Section 5.1.2, we conclude that the dynamics is ergodic.
Now, if 1 + α− γ 6= 0, we have two other solutions
p+ =
1 +
√
1 + 4(1−α)1+α−γ
2 (5.6)
and
p− =
1−
√
1 + 4(1−α)1+α−γ
2 . (5.7)
Therefore, both p− and p+ are inside the interval (0, 1) and are different from 12 if and only if 3α+γ > 5.
5.2.2 Case (a)-(ii)
Proof. Let us consider a PCA with attractive dynamics. Again, by using Lemma 3.1, we can find a map
F : [0, 1]→ R
F (p) = 2(1 + α− γ)p3 − 3(1 + α− γ)p2 + (3α− γ)p + (1− α) (5.8)
such that its fixed points correspond to the parameters of the stationary Bernoulli product measures. We
will show that F has a unique attractive fixed point at p = 12 , that is, such fixed point satisfies Fn(q)→ p
as n approaches infinity for any point q ∈ [0, 1]. Let us prove that F is an increasing function that satisfies
F (p) > p for all p < 12 ,
F ( 12 ) =
1
2 and
F (p) < p for all p > 12 .
(5.9)
Suppose that 1 + α − γ < 0. Due to the attractiveness of the dynamics, it follows that 3α ≥ γ and the
minimum value of F ′ given by F ′(0) = F ′(1) = 3α−γ is nonnegative. Therefore, F is increasing. Moreover,
the property (5.9) follows from the identity
F (p)− p = 2
(
p− 12
)[
(1 + α− γ)p2 − (1 + α− γ)p− (1− α)] (5.10)
9
where (1 + α − γ)p2 − (1 + α − γ)p − (1 − α) < 0 for all p 6= 12 . Now, let us consider the case where
1 +α− γ > 0. The attractiveness of the dynamics implies that γ ≥ 3(1−α), so, the minimum value of F ′ is
F ′( 12 ) = (−3 + 3α+ γ)/2 ≥ 0. Again, we prove that F is increasing. Furthermore, we have (5.9) by means
of the equation
F (p)− p = 2
(
p− 12
)
(1 + α− γ)(p− p−)(p− p+) (5.11)
where p− < 0 and p+ > 1 are given by equation (5.7) and (5.6), respectively. Since F is increasing,
F (0) = 1 − α < 12 and F (1) = α > 12 , then F (p) belongs to
[
1− α, 12
) ⊆ [0, 12) for all p in [0, 12) and
F (p) belongs to
( 1
2 , α
] ⊆ ( 12 , 1] for all p in ( 12 , 1]. Using the continuity of F , we easily conclude that
limn→∞ Fn(q) = 12 for every point q that belongs to the interval [0, 1], therefore, p =
1
2 is the unique
attractive fixed point for F .
It follows from equation (3.3) that
Pn+1(x−, {yo = +1}) = F (Pn(x−, {yo = +1}))
and
Pn+1(x+, {yo = +1}) = F (Pn(x+, {yo = +1})),
where x− and x+ are respectively the configurations with all spins −1 and +1 on T3. The conclusion
above implies that both Pn(x−, {yo = +1}) and Pn(x+, {yo = +1}) converge to 12 as n approaches infinity.
Therefore, since the inequality x− ≤ x ≤ x+ holds for every configuration x, it follows from Definition 2.3
that
Pn(x−, {yo = +1}) ≤ Pn(x, {yo = +1}) ≤ Pn(x+, {yo = +1}), (5.12)
therefore,
lim
n→∞P
n(x, {yo = +1}) = 12 . (5.13)
Finally, we conclude that the probability Pn(x, ·) converges to Bern( 12 )
⊗T3 as n approaches infinity, inde-
pendently on the initial configuration x, hence, the PCA dynamics is ergodic.
5.2.3 Case (a)-(iii) and (b)-(ii)
Proof. Let us consider a new PCA described by a probability kernel Q defined by
Q(dy|x) =
⊗
i∈T3
qi(dyi|x), (5.14)
where each probability qi is given by
qi( · |x) = pi( · | − x). (5.15)
It is easy to see that this PCA satisfies the spin-flip condition. In the case where we have 3α+ γ ≥ 1, if we
consider α′ and γ′ respectively defined by α′ = qo(+|+++) and γ′ = qo(+|++−)+qo(+|+−+)+qo(+|−++),
then we have
1 + α′ − γ′ = −(1 + α− γ) 6= 0,
and
3α′ + γ′ = 6− (3α+ γ) ≤ 5.
Therefore, in this case the PCA dynamics described by Q is ergodic. It is easy to check that Pn(x, ·) =
Qn((−1)nx, ·) holds for every positive integer n and each configuration x. Therefore, the ergodicity of P
follows.
In order to prove the non-ergodicity for the case 3α + γ < 1, let us consider again the function F :
[0, 1]→ R given by equation (5.8). It is straightforward to show that
F (p)− (1− p) = 2(1− α− γ)
(
p− 12
)
(1− q−)(1− q+), (5.16)
where q− and q+ are the elements in the interval (0, 1) given by
q− =
1 +
√
1− 4α1+α−γ
2 (5.17)
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and
q+ =
1−
√
1− 4α1+α−γ
2 , (5.18)
respectively. It follows that 
F (p) < 1− p if p ∈ [0, q−),
F (p) > 1− p if p ∈ (q−, 12 ),
F (p) < 1− p if p ∈ ( 12 , q+), and
F (p) > 1− p if p ∈ (q+, 1].
(5.19)
Because of the repulsiveness of the dynamics, we have 3α− γ ≤ 0 and F ′( 12 ) = 12 (−3 + 3α+ γ) < −1, thus,
F is a decreasing function. In addition, we have F (p) = 1− F (1− p) for every p in [0, 1]. So, we obtain
p < F 2(p) < q− if p ∈ [0, q−),
q− < F 2(p) < p if p ∈ (q−, 12 ),
p < F 2(p) < q+ if p ∈ ( 12 , q+), and
q+ < F 2(p) < p if p ∈ (q+, 1].
(5.20)
Therefore, we conclude that
lim
n→∞F
2n(p) =
{
q− if p ∈ [0, 12 ), and
q+ if p ∈ ( 12 , 1];
(5.21)
similarly, we also have
lim
n→∞F
2n+1(p) =
{
q+ if p ∈ [0, 12 ), and
q− if p ∈ ( 12 , 1].
(5.22)
Thus, we finally conclude that, by means of equations (3.3), (5.21) and (5.22), the probabilities P 2n+1(x+, ·)
and P 2n(x+, ·) converge to Bern(q−)⊗T
3
and Bern(q+)⊗T
3
, respectively, as n approaches infinity. So, the
PCA dynamics is not ergodic.
5.3 Proof of Proposition 3.1
Proof. The PCA is fully described by the numbers
po(+|+ ++) = 12 (1 + tanh β(J0 + J1 + J2)) ,
po(+|+ +−) = 12 (1 + tanh β(J0 + J1 − J2)) ,
po(+|+−+) = 12 (1 + tanh β(J0 − J1 + J2)) ,
and
po(+| −++) = 12 (1 + tanh β(−J0 + J1 + J2)) .
Note that assumption (C1) from Example 1 implies that J0+J1−J2 < J0+J1+J2, J0−J1+J2 < J0+J1+J2,
and −J0 +J1 +J2 < J0 +J1 +J2; and at most one of the quatities J0 +J1−J2, J0−J1 +J2 and −J0 +J1 +J2
can be equal zero. Therefore, the map g : R→ R given by
g(β) = 1 + α− γ
= 12(tanh β(J0 + J1 + J2)− tanh β(J0 + J1 − J2)− tanh β(J0 − J1 + J2)− tanh β(−J0 + J1 + J2))
satisfies g(0) = 0 and
g′(β) = 12
(
J0 + J1 + J2
cosh2 β(J0 + J1 + J2)
− J0 + J1 − J2
cosh2 β(J0 + J1 − J2)
− J0 − J1 + J2
cosh2 β(J0 − J1 + J2)
− −J0 + J1 + J2
cosh2 β(−J0 + J1 + J2)
)
<
1
2 cosh2 β(J0 + J1 + J2)
((J0 + J1 + J2)− (J0 + J1 − J2)− (J0 − J1 + J2)− (−J0 + J1 + J2)) = 0.
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It follows that g(β) = 1 + α− γ < 0 for all β > 0. Moreover, note that the function f : R→ R given by
f(β) = 3α+ γ
= 3 + 32 tanh β(J0 + J1 + J2) +
1
2(tanh β(J0 + J1 − J2) + tanh β(J0 − J1 + J2) + tanh β(−J0 + J1 + J2))
is increasing, f(0) = 3, and limβ→∞ f(β) ≥ 5 + 12 . It follows that there is a unique positive real number βc
that satisfies f(βc) = 5. Since this PCA dynamics satisfies the spin-flip property and is attractive, according
to Theorem 3.2, the PCA is ergodic for β ≤ βc and non-ergodic for β > βc.
Since we proved the result considering the case where condition (C1) holds, the proof for the case (C2)
is straightforward.
5.4 Proof of Proposition 3.2
Proof. Clearly the PCA satisfies the spin-flip property. Note that in both cases we have 1 +α− γ = 2− 1.
It follows that the PCA is ergodic for  = 12 . Furthermore, note that the PCA is attractive for 0 <  <
1
2 ,
repulsive for 12 <  < 1, and in both cases we have 1 + α− γ 6= 0.
Let us suppose that  ∈ (0, 12 ). Since 3α + γ = 6(1 − ), it follows from Theorem 3.2 that the PCA is
non-ergodic for  < 16 and ergodic for
1
6 ≤  < 12 . Now, if  ∈ ( 12 , 1), then again by Theorem 3.2, the PCA is
ergodic for 12 <  ≤ 56 and non-ergodic for 56 <  < 1.
A Appendix
A.1 Proof of Theorem 2.1
Before we follow to the proof of Theorem 2.1 it will be convenient to construct a special sequence (∆n)n∈N
of subsets of Z× V. Given a positive integer n and a nonempty finite subset F of V, let us define a subset
∆(n, F ) of Z× V as follows. Let Λn be the set given by
Λn = {(n, i) : i ∈ F},
and for each integer m < n let
Λm =
⋃
x∈Λm+1
U(x) ∪ {(m, i) : i ∈ F}
Then, we define ∆(n, F ) by
∆(n, F ) =
n⋃
m=−n
Λm.
Remark. Observe that
(a) ∆(n, F ) is a finite subset of Z× V,
(b) we have {−n, . . . , 0, . . . , n} × F ⊆ ∆(n, F ) ⊆ {−n, . . . , 0, . . . , n} × V, and
(c) for every point x in ∆(n, F ), if piZ(x) 6= −n, then U(x) ⊆ ∆(n, F ).
Now, if ϕ is a one-to-one function from N onto V, then let
∆1 = ∆(1, {ϕ(1)}), (A.1)
and
∆n+1 = ∆(n+ 1, piV(∆n) ∪ {ϕ(n+ 1)}) (A.2)
for each positive integer n. Observe that (∆n)n∈N is an increasing sequence of elements of S such that
Z× V = ⋃
n∈N
∆n.
Lemma A.1. Let ∆ = ∆m for some m ∈ N, and let ∆ be an element of S defined by
∆ =
⋃
x∈∆
piZ(x)=−m
U(x).
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Given a finite volume configuration ξ in S∆, the measure λξ on (Ω,F∆) defined by
λξ(B) =
∫
B
∏
x=(n,i)∈∆
pi(ξx|(ξω∆c)n−1)µν(dω) (A.3)
can be expressed as
λξ(B) =
∫
B
1[ξ](ω)µν(dω). (A.4)
Proof of Lemma A.1. It suffices to show the identity for cylinder sets of the form [ζ], where each ζ belongs
to S∆. The result follows by using the fact that the map
ω 7→
∏
x=(n,i)∈∆
pi(ξx|(ξω∆c)n−1)
depends only on the values of ω assumed on ∆.
Proof of Theorem 2.1. Let us fix a set Λ ∈ S and a finite volume configuration σ in SΛ. Let ∆ = ∆m for
some positive integer m such that
{x ∈ Z× V : ({x} ∪ U(x)) ∩ Λ 6= ∅} ⊆ ∆m.
Then, for each ω in Ω, we have
e−H
Φ
Λ (σωΛc ) =
∏
x=(n,i)
({x}∪U(x))∩Λ6=∅
pi((σωΛc)x|(σωΛc)n−1)
=
∏
x=(n,i)∈∆
pi((σωΛc)x|(σωΛc)n−1)∏
x=(n,i)∈∆
({x}∪U(x))∩Λ=∅
pi(ωx|ωn−1) ,
thus
e−H
Φ
Λ (σωΛc )∑
σ′∈SΛ
e−H
Φ
Λ (σ′ωΛc )
=
∏
x=(n,i)∈∆
pi((σωΛc)x|(σωΛc)n−1)∑
σ′∈SΛ
∏
x=(n,i)∈∆
pi((σ′ωΛc)x|(σ′ωΛc)n−1) . (A.5)
Now, given a finite volume configuration η in S∆\Λ, using equation (A.5), we obtain∫
[η]
1[σ](ω)µν(dω) = λση(Ω) =
∫ ∏
x=(n,i)∈∆
pi((ση)x|(σηω∆c)n−1)µν(dω)
=
∑
ζ∈SΛ
∫
e−H
Φ
Λ (σηω∆c )∑
σ′∈SΛ
e−H
Φ
Λ (σ′ηω∆c )
∏
x=(n,i)∈∆
pi((ζη)x|(ζηω∆c)n−1)µν(dω)
=
∑
ζ∈SΛ
∫
e−H
Φ
Λ (σηω∆c )∑
σ′∈SΛ
e−H
Φ
Λ (σ′ηω∆c )
λζη(dω)
=
∑
ζ∈SΛ
∫
e−H
Φ
Λ (σηω∆c )∑
σ′∈SΛ
e−H
Φ
Λ (σ′ηω∆c )
1[ζη]µν(dω)
=
∫
[η]
e−H
Φ
Λ (σωΛc )∑
σ′∈SΛ
e−H
Φ
Λ (σ′ωΛc )
µν(dω).
Since (∆n)n∈N is an increasing sequence of elements of S such that Z × V =
⋃
n∈N
∆n, it follows that the
equality
µν([σ]|FΛc)(ω) = e
−HΦΛ (σωΛc )∑
σ′∈SΛ
e−H
Φ
Λ (σ′ωΛc )
(A.6)
holds for µν-almost every point ω in Ω.
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A.2 Proof of Theorem 2.2
Let m and N be integers, where N ≥ 0, and let us consider the set
∆ = {m} × {j ∈ V : d(o, j) ≤ N}. (A.7)
If we consider the nonempty finite subset Λ of Z× V given by
Λ =
N⋃
l=0
{m+ l} × {j ∈ V : d(o, j) ≤ N − l}, (A.8)
it follows that
e−H
Φ
Λ (ξωΛc ) =
∏
x=(n,i)∈Λ
pi(ξx|(ξωΛc)n−1) ·
∏
x=(n,i)/∈Λ
U(x)∩Λ6=∅
pi(ωx|(ξωΛc)n−1)
=
∏
x=(n,i)∈Λ
pi(ξx|(ξωΛc)n−1) ·
∏
x=(n,i)/∈Λ
U(x)∩Λ6=∅
pi(ωx|ωn−1)
holds for all finite volume configuration ξ in SΛ and for every ω in Ω. Since µ is a Gibbs measure, then for
µ-almost every point ω in Ω we have
µ([ξ]|FΛc)(ω) =
∏
x=(n,i)∈Λ
pi(ξx|(ξωΛc)n−1)∑
η∈SΛ
∏
x=(n,i)∈Λ
pi(ηx|(ηωΛc)n−1) =
∏
x=(n,i)∈Λ
pi(ξx|(ξωΛc)n−1),
and summing over all possible spins inside the volume Λ\∆, we conclude that
µ([ξ∆]|FΛc)(ω) =
∏
x=(m,i)∈∆
pi(ξx|ωm−1). (A.9)
If we define the σ-algebra F<m as the σ-algebra FΓ(m) of subsets of Ω, where Γ(m) = {x ∈ S : piZ(x) < m},
it follows from (A.9) that
µ({ω′ ∈ Ω : ω′m ∈ B}|F<m)(ω) = P (B|ωm−1) (A.10)
holds for µ-almost every ω in Ω and for any measurable subset B of Ω0.
Since µ is invariant under time translations, it follows that the measure ν on (Ω0,B(Ω0)) defined by
ν(B) = µ({ω′ ∈ Ω : ω′m ∈ B}) (A.11)
does not depends on the choice of the integer m, moreover, it is easy to show that ν is a stationary measure
for the PCA. Using equation (A.10) and Kolmogorov consistency theorem, we finally conclude that µ = µν .
B Appendix
Proof of Lemma 3.1. Let us proof that given a function a : {−1,+1}d → R and a probability measure µ on
{−1,+1}Td , we have∑
ξ∈{−1,+1}d
a(ξ)
∏
k∈{0,...,d−1}
µ(xek = ξk) (B.1)
=
d∑
l=0
(−1)l
 ∑
I⊆{0,...,d−1}
|I|=l
 ∑
ξ∈{−1,+1}d
ξm=−1 for all m ∈ I
(−1)#{m:ξm=−1}a(ξ)
 ∏
k∈{0,...,d−1}\I
µ(xek = +1)

We prove the equation above by induction. For the case where d = 1, we proof is straightforward. If we
suppose that the result is proven for d, then∑
ξ∈{−1,+1}d+1
a(ξ)
∏
k∈{0,...,d}
µ(xek = ξk)
=
∑
ξ∈{−1,+1}d
a(ξ,+1)
∏
k∈{0,...,d−1}
µ(xek = ξk) · µ(xed = +1)
+
∑
ξ∈{−1,+1}d
a(ξ,−1)
∏
k∈{0,...,d−1}
µ(xek = ξk) · µ(xed = −1)
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=
∑
ξ∈{−1,+1}d
a(ξ,+1)
∏
k∈{0,...,d−1}
µ(xek = ξk) · µ(xed = +1)
−
∑
ξ∈{−1,+1}d
a(ξ,−1)
∏
k∈{0,...,d−1}
µ(xek = ξk) · µ(xed = +1)
+
∑
ξ∈{−1,+1}d
a(ξ,−1)
∏
k∈{0,...,d−1}
µ(xek = ξk)
=
d∑
l=0
(−1)l
 ∑
I⊆{0,...,d−1}
|I|=l
 ∑
ξ∈{−1,+1}d
ξm=−1 for all m ∈ I
(−1)#{m:ξm=−1}a(ξ,+1)
 ∏
k∈{0,...,d}\I
µ(xek = +1)

−
d∑
l=0
(−1)l
 ∑
I⊆{0,...,d−1}
|I|=l
 ∑
ξ∈{−1,+1}d
ξm=−1 for all m ∈ I
(−1)#{m:ξm=−1}a(ξ,−1)
 ∏
k∈{0,...,d}\I
µ(xek = +1)

+
d∑
l=0
(−1)l
 ∑
I⊆{0,...,d−1}
|I|=l
 ∑
ξ∈{−1,+1}d
ξm=−1 for all m ∈ I
(−1)#{m:ξm=−1}a(ξ,−1)
 ∏
k∈{0,...,d−1}\I
µ(xek = +1)

=
d∑
l=0
(−1)l
 ∑
I⊆{0,...,d}
|I|=l,d/∈I
 ∑
ξ∈{−1,+1}d
ξm=−1 for all m ∈ I
(−1)#{m:ξm=−1}a(ξ,+1)
 ∏
k∈{0,...,d}\I
µ(xek = +1)

−
d∑
l=0
(−1)l
 ∑
I⊆{0,...,d}
|I|=l,d/∈I
 ∑
ξ∈{−1,+1}d
ξm=−1 for all m ∈ I
(−1)#{m:ξm=−1}a(ξ,−1)
 ∏
k∈{0,...,d}\I
µ(xek = +1)

d∑
l=0
(−1)l+1
 ∑
I⊆{0,...,d}
|I|=l+1,d∈I
 ∑
ξ∈{−1,+1}d+1
ξm=−1 for all m ∈ I
(−1)#{m:ξm=−1}a(ξ)
 ∏
k∈{0,...,d}\I
µ(xek = +1)

=
d∑
l=0
(−1)l
 ∑
I⊆{0,...,d}
|I|=l,d/∈I
 ∑
ξ∈{−1,+1}d+1
ξm=−1 for all m ∈ I
(−1)#{m:ξm=−1}a(ξ)
 ∏
k∈{0,...,d}\I
µ(xek = +1)

d∑
l=0
(−1)l+1
 ∑
I⊆{0,...,d}
|I|=l+1,d∈I
 ∑
ξ∈{−1,+1}d+1
ξm=−1 for all m ∈ I
(−1)#{m:ξm=−1}a(ξ)
 ∏
k∈{0,...,d}\I
µ(xek = +1)

=
d+1∑
l=0
(−1)l
 ∑
I⊆{0,...,d}
|I|=l
 ∑
ξ∈{−1,+1}d+1
ξm=−1 for all m ∈ I
(−1)#{m:ξm=−1}a(ξ)
 ∏
k∈{0,...,d}\I
µ(xek = +1)
 .
Therefore the result follows.
If we consider the the particular case where a(ξ) = po(+1|ξ) and µ = Bern(p)⊗T
d
that satisfies (3.1),
then equation (3.2) follows. Now, if we let a(ξ) = po(+1|ξ) and µ = Pn(x, ·), then equations (2.10) and
(B.1) implies equation (3.3).
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