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Abstract
A theory for photometric calibration of cameras and multi-
ple projectors with overlapping displays is presented. The
theoryis predominantlybasedontheanalysisofisointensity
curves in projector input state space – curves which deﬁne
different projector input intensity combinations that result
in the same camera-observed pixel intensities. Three meth-
ods, which have different speed and accuracy tradeoffs, are
proposedfor recovering the projector-to-screenandscreen-
to-camera intensity transfer functions. The methods do not
require a speciﬁc parametric model for the shapes of these
functions, nor impose any smoothness constraints. Addi-
tional methods are described for calibrating projector off-
sets and binary light sources, and also extending the per-
pixel analysis to other pixels in the display. The methods
do not require the use of expensive equipment, and may be
carried out with a low dynamic range camera with minimal
controls.
1 Introduction
As computational power and connectivity becomes more
pervasive and abundant, strong efforts have also been made
to have visualization capabilities break the conﬁnes of com-
puter monitors and ﬁxed displays. A potential scenario is
that displays become so ubiquitous that every physical sur-
face is an interactive display [17, 6]. Projector-camera sys-
tems represent an effective approach towards instrumenting
an indoor environment with ubiquitous display capabilities
without massive equipment resources. More speciﬁcally,
the authors are interested in projector-camerasystems com-
prising multiple off-the-shelf projectors and cameras, that
can be rapidly deployed in different rooms.
There are a large number of applications requiring the
use of multiple projectors with overlapping projected dis-
plays. Multi-projector display walls [6] generally have
small partial overlaps of projector displays to allow a single
image to be displayed seamlessly across a large area. Po-
tential applications requiring much greater overlap include
foveated displays [1], shadow elimination [3] and super-
resolution [7].
In order to display images as desired, the projector and
cameras need to be calibrated both geometrically and pho-
tometrically. Geometric calibration has been discussed in
various papers [4, 13, 15, 8, 16, 14] and will not be covered
here. Most of the related work on photometric calibration
falls into a number of categories:
• Modeling of combined projector-to-camera intensity
transfer function. Camera-observed intensities are
recorded for a range of projector input intensities
and used as a look-up table (LUT) [18], or modeled
with parametric curves [8]. Intermediate projector-
to-screen and screen-to-cameraintensity transfer func-
tions are however not recovered.
• Use of photometers / spectroradiometers. The
projector-to-screen intensity transfer function may be
directly measured via a photometer[9, 10, 19], and the
screen-to-camera transfer function deduced. However,
a photometer is costly and not readily available.
• High-dynamic range imaging approaches. These
approaches involve calibrating the screen-to-camera
(more speciﬁcally irradiance to intensity) transfer
function through a series of images captured with dif-
ferent but known exposures [5, 11, 14] (either aperture
size or shutter speed). These approaches however re-
quire more expensive cameras that not only allow user
variation of aperture size and/or shutter speed, but also
require calibrated values for these parameters1.
The approach taken in this paper is different. In par-
ticular, our approach exploits the overlap of projectors for
1In some inexpensive cameras the shutter / integration time can be
quantitivaly controlled, but often cannot be increased beyond 1/60 sec-
onds; reducing the integration time below this amount will however result
in observable interference with the refresh rates of the projectors.
1calibration. It is based on the principle of linear addition
of light energy from multiple projectors, and is inspired by
the popular photometer-free gamma correction methods for
computer monitors [2]. The key contributions of this paper
are as follows:
• a principled framework for photometric calibration of
multiple overlapping projectors is presented;
• three calibration methods (with varying characteris-
tics) are proposed,none of which require explicit para-
metric models for calibration; and
• the methods do not require expensive equipment – in
fact an inexpensive camera with minimal controls and
a small dynamic range may be used.
In this paper,we will only addressthe issue of photomet-
ric calibration for grayscale images, although the analysis
extends directly for photometrically calibrating each color
channel on a per-channel basis (there already exists re-
lated work to describe how different color channels inter-
act [12, 10]).
2 Basic Framework
Assuming a geometrically calibrated system, there are a
numberofwaystoexpressthephotometricrelationbetween
a screen pixel and its corresponding projector pixels. In the
most general form, the camera-observed intensity Z of a
particular screen pixel may be expressed as a photometric
function G(·) that depends on the input intensities of corre-
sponding projector pixels
Z = G(I1,I 2,...,I j,...,I N) (1)
where Ij is the corresponding source pixel intensity set in
projector j.
Instead of only using (1), we can also decompose G(·)
to form a more physically-explicit photometric equation
(modiﬁed from [3]) as shown:
Z = C (M(I1,I 2,...,I N,A)) (2)
where Ij is the corresponding source pixel intensity set in
projector j, A is the ambient light contribution, C(·) is the
screen radiance to camera intensity transfer function. M(·)
is an additive radiance function given by
M(I1,I 2,...,I N,A)=
N 
j=1
Sj(Ij)+A (3)
where Sj(·) is the intensity to radiance transfer function re-
lating the pixel intensity in projector j to the resulting radi-
ancecomponentcontributedbytheprojectorreﬂectingfrom
the screen in the direction of the camera.
There are a number of key assumptions made in this
framework:
• Projectors and cameras are time-invariantdevices with
monotonic transfer functions of Sj(·) and C(·).
• The reﬂectance of the screen is invariant to time and
light power (i.e. an increase in projector light power
results in proportionalincrease in the radiance towards
the camera).
In the following sections we will describe photometric
calibration,whichin our contextrefers to quantitativelyre-
covering a model for the Sj(·) functions for each projector,
as well as the C(·) function for the camera.
2.1 Isointensity Curves
In a scenario with two overlapping projectors, consider the
plot of Z = G(I1,I 2) in ﬁgure 1(a) – this is plot of the in-
tensity of a particular camera-observed pixel as a function
of the two input pixels of the source projector, and may be
recovered directly through experimentation. The contour
lines of this graph are the isointensity curves as shown in
ﬁgure 1(b). An isointensity curve relates points where dif-
fering combinations of projector intensities give rise to the
same camera-observed pixel intensity2.
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Figure 1: (a) Graph of camera-observed pixel intensity as
a function of projector input intensities; (b) Isointensity
curves.
Suppose for the moment that Z, I1 and I2 are in a con-
tinuous domain, and that an isointensity curve is perfectly
identiﬁed. We can measure the rate of change of Z with re-
spect to Ii at all points along this curve. However, the rate
of change may also be expressed via (2) and (3) as
∂Z
∂I1
=
dC
dM
∂M
∂S1
dS1
dI1
=
dC
dM
dS1
dI1
(4)
Since we are assuming C(·) to be a monotonic function,
and by deﬁnition it is constant along the isointensity curve,
2Higher dimensional isointensity manifolds are the analogous case for
morethan two overlapping projectors; nevertheless the subsequent analysis
is valid by simply considering pairs of projectors.
2we can therefore deduce that dC/dM is also constant (but
unknown) along this curve. Consequently, we can theoret-
ically compute the shape of S1 simply by integrating along
the isointensity curve:
S1 = k

∂Z
∂I1
dI1
dt
dt (5)
where t is an arbitrarily deﬁned curve parameter of the
isointensity curve, and k is an unknown scale factor. Note
that the offset of S1 will also be unknown in this instance.
A similar process may be applied to recover S2.
While theoretically feasible, doing a direct discrete
implementation of the above equations is highly ill-
conditioned. In the following sections, we will describe
more realistic approaches to estimating the Sj(·) functions.
Nevertheless, it is worthwhile noting that the above analy-
sis shows that, at least in theory, only a single isointensity
curveis requiredtorecovertheprojector-to-screenintensity
transferfunctionsof two projectors. Thisimpliesthat onlya
very limited photosensing device is required for photomet-
ric calibration of the projectors. For practical purposes, a
low dynamic range camera with minimal controls is sufﬁ-
cient.
3 Dual-Projector Calibration
Inthe followingsections, we describehow pixelwisephoto-
metric calibration allows the computation of Sj(·) and C(·)
to different speciﬁed degrees of accuracy.
3.1 The Staircase Method
In this method, two isointensity curves are selected. These
isointensity curves deﬁne two quantum levels of radiance
arriving at the camera from the screen pixel. Hence we can
make the following observation:
Observation 1 Given two isointensity curves Ψa and Ψb,
a transition from any state (I1a,I 2a) on Ψa in the pro-
jector input intensity plane, to any other state (I1b,I 2b)
on Ψb, leads to the same exact change in total radiance
leaving the screen pixel for the camera. In other words,
∆Ma→b = M(I1b,I 2b,A)−M(I1a,I 2a,A)isinvariantfor
allsuchtransitions. This is truebecauseofthemonotonicity
assumption on C(·).
This leads to the following observation:
Observation 2 Consider all transitions from Ψa and Ψb in
which there is no change in the input intensity of one pro-
jector, i.e. all (I1a,I 2a) → (I1b,I 2b) where either I1a =
I1b,o rI2a = I2b. The changes in input intensities of
the varying projector therefore solely cause the changes
in radiance leaving the screen pixel. Moreover, all such
changes in radiance are exactly the same (based on the
Observation 1). For such cases, ∆M is constant implies
∆Sj(a→b) = Sj(Ijb) − Sj(Ija) is the same for all such
transitions.
Figure 2(a) shows a pair of isointensity curves, and tran-
sitions selected to form a ‘staircase’ bounded by these two
curves. Ifwe considerallhorizontaltransitionsin thegraph,
we can compute the S1(I1) function up to unknown scale
and offset, at discrete points correspondingto the cornersof
the staircase. Similarly, we can compute S2(I2) at discrete
points corresponding to the vertical transitions.
Sj(kIj)=k ∆Sj(a→b) + Sj(0Ij),k ≥ 1 (6)
where kIj are the discrete input intensities correspondingto
the steps of the staircase, and Sj(0Ij) is the unknown offset
forthe projectorradiancecontribution,correspondingto the
start of the staircase. Recall that ∆Sj(a→b) is constant but
also unknown – representing ambiguity in the scale factor.
In practice, the two isointensity curves are not explic-
itly identiﬁed beforehand. Instead, two speciﬁc camera-
observed intensities are chosen to represent the isointensity
curves. The staircase path is dynamically traversed dur-
ing the calibration process, in which the corner positions
of the ‘steps’ in the staircase are estimated on-the-ﬂy. The
estimates are based on the similarity between the camera-
observed intensities at the corner positions and the two pre-
selected intensities.
There is needless to say some impact from noise and
quantization errors. There is a tradeoff between select-
ing pairs of isointensity curves that are close together or
far apart. If the selected isointensity curves are close to-
gether, the recovered Sj(·)’s are densely sampled; however
the noise sensitivity is poor; in particular, the estimation of
kIj is done serially and leads to large accumulative errors
when used to model Sj(·). If the curves are far apart, the
noise sensitivity improves, but Sj(·) is sparsely sampled.
3.2 Recursive Bisection of Intensity Levels
In order to alleviate the problems associated with the stair-
case method, a method based on the recursive bisection of
intensity levels is devised. In this method, we aim to de-
termine a new isointensity curve that represents a radiance
that is exactly the mean of the radiances of two previously
determined isointensity curves.
The bisection process is illustrated in ﬁgure 2. Con-
sider two isointensity curves Ψa and Ψb, and a ﬁxed point
(˜ I1a, ˜ I2a) that is established on Ψa. We then consider the
family of inscribed rectangles boundedby ( ˜ I1a, ˜ I2a) and an
opposite corner point (I1b,I 2b) lying anywhere on Ψb, and
denote the remaining two corner points of the rectangle as
(I1ab,I 2ab) and (I 
1ab,I 
2ab). We can then make a further
observation:
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Figure 2: (a) Staircase Method; (b-d) Recursive Bisection
of Intensity Levels. See text for details.
Observation 3 Suppose Ψa and Ψb have radiances that
differ by ∆M. If a corner point (˜ I1b, ˜ I2b) on Ψb is found
such that (I1ab,I 2ab) and (I 
1ab,I 
2ab) lie on a third isoin-
tensity curve (i.e. (I1ab,I 2ab) and (I 
1ab,I 
2ab) map to the
same camera pixel intensity), then this new isointensity
curve Ψc has a radiance that is (∆M)/2 different from
the radiances of Ψa and Ψb. This is because the transi-
tion (˜ I1a, ˜ I2a) → (I1ab,I 2ab) results in the same radiance
change as the transition (I 
1ab,I 
2ab) → (˜ I1b, ˜ I2b), and the
transitions link Ψa to Ψc to Ψb.
This is shown in ﬁgure 2(b). In the next stage, a new
point(˜ I1c, ˜ I2c) onΨc is recoveredsuch thatboththe rectan-
gle inscribed between Ψa and Ψc, as well as the rectangle
inscribed between Ψc and Ψb, satisfy the isointensity con-
ditiondescribed in Observation3. This leads to a furtherre-
coveryof two intermediate isointensity curves (ﬁgure 2(c)),
such that the difference in radiance between adjacent isoin-
tensity curves are equally (∆M)/4.
This recursive procedure may be carried out further un-
til the desired level of resolutionfor the radianceis reached.
Byconsideringthegeneratedset ofstepsinﬁgure2(d)(sim-
ilar to the ‘staircase’ in the previous section, but in an or-
thogonal direction), the projector-to-screen intensity trans-
fer functions may be recovered
Sj(
kIj)=k
∆Sj(a→b)
2B + Sj(˜ Ija) (7)
where B is the number of bisections carried out, and
∆Sj(a→b) = Sj(˜ Ijb)−Sj(˜ Ija) captures the unknownscale
factor.
Unlike the staircase method, there is no tradeoffbetween
the sampling density of Sj(·) and noise sensitivity. The re-
cursive bisectional estimation of kIj effectively isolates er-
rorsinonepartofthe functionfrompropagatingto theother
parts. Hence the number of bisections can be extended to
the desired resolution.
3.3 Gridline Optimization
Despite the improved accuracy in the recursive bisection
method, an important source of error remains in that only
two points are used to validate each isointensity curve. A
deeper analysis of the above approach will show that many
more points can be used to validate each isointensity curve.
Nevertheless, the recursive bisection approach is useful in
obtaining a satisfactory solution with moderately low com-
putational cost, or can be used as an initial guess to the next
method described below.
Consider a set of variably placed horizontal and verti-
cal gridlines in the I1-I2 graph. Suppose the gridlines are
placed to demarcate each of the kIj, where Sj(k+1Ij) −
Sj(kIj) is constant. In other words, the gridlines are to be
arranged such that the changes in radiance resulting from
horizontalstate transitionsbetweenanypairofadjacentver-
tical gridlines is exactly the same, and also equal to that
resulting from vertical state transitions between horizontal
gridlines. This leads to yet another observation:
Observation 4 Consider the grid induced by the intersec-
tion of such horizontal and vertical gridlines, with the
bottom-leftmostintersection pointdeﬁnedas the origin. For
each set of points which have the same norm-1 distance
from the origin, as measured in units of grid links, all the
points in the set must lie on the same isointensity curve.
This is because each upwards or rightwards transition of 1
grid link unit results in the same increase in radiance.
Theisointensitysetofpointsmayalsobeintuitivelythought
of as complete chains of top-left to bottom-right diagonal
neighbors, as illustrated in ﬁgure 3.
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Figure 3: Gridline Intersections on Isointensity Curves
In the presence of measurement noise, we can formu-
late an optimization problem, in which we minimize the
4variation of camera-observed intensities within each sup-
posed set of isointensity points, with respect to the changes
in gridline placement. Suppose we have K horizontal and
K vertical gridlines, we can deﬁne the set of all gridline po-
sitions as Γ={kI1, kI2 :1≤ k ≤ K}. We can also deﬁne
a set function Ψ(m) on an integer distance m, such that the
output is a set of camera-observed intensities G(I1,I 2) at
gridline intersection points that are m norm-1 distance (in
units of grid links) away from the origin. Thus
Ψ(m)=

G(kI1, m-kI2):1 ≤ k ≤ m

, 1 ≤ m ≤ 2K-1
(8)
Based on Observation 4, the intensities within each output
set of Ψm shouldall be thesame, since theirassociated pro-
jector intensity states all lie on the same isointensity curve.
However, due to incorrect placement of the gridlines and
other noise, the intensities may differ from each other. The
optimization problem may then be expressed as
argmin
Γ

2K−1 
m=1
Var {Ψ(m)}

(9)
where Var{·} measures the variance of these intensities.
There are 2K − 1 unique isointensity sets that have more
than one element, and the goal is to minimize the sum of
variances in all the sets through adjusting kI1’s and kI2’s,
which is intuitively thought of as “shifting” the gridlines.
Oncetheoptimizationis completed,wecandeﬁnea sim-
ilar projector-to-screenintensity transferfunctionas before:
Sj(kIj)=k ∆S + Sj(0Ij),k ≥ 1 (10)
where∆S is anarbitraryvaluetodeﬁnetheincreasein radi-
ance from either a horizontal or vertical transition between
adjacent gridlines, and Sj(0Ij) correspondsto the initial but
unknown projector-contributedradiance offset.
In orderto minimize the energyfunctionin (9), gradient-
based approaches can be used. In our experiments, we have
tested using the BFGS quasi-Newton method, as well as
conjugate gradient descent. Minimization is relatively fast,
but somewhat sensitive to initialization – this is ﬁxed by us-
ing the results from the recursive bisection method as the
initial guess.
4 Further Photometric Calibration
Stages
4.1 Computing Radiance Contribution from
Binary Light Sources
Based on the earlier photometric calibration, we can com-
pute the relative radiance contribution from binary light
sources, i.e. light sources that are within our control to turn
on and off for experimentation. These sources may include
indoorlights, or more importantly,the relative radianceval-
uesof Sj(0Ij) correspondingtothe initial projectoroffsets3.
In order to determine the radiance contribution from a
binary light source, we need to extend the previous exper-
iments to scenarios with the source turned on and off. In
particular, we need to recover projector input combinations
that result in equal camera-observed intensities when the
light source is on and off. For example, if we are attempt-
ing to estimate S1(0I1), we need to match camera observed
intensities resulting from a two-projector combination, and
one with a projector 1 turned off. Based on the match, we
can express the camera-incoming radiance equality via
S2(I2α)=S1(I1β)+S2(I2γ) (11)
where I2α, etc. express different projector intensity inputs
that result in equal camera intensities. Expanding via (10),
we obtain
ˆ kα ∆S + S2(0I2)=kβ ∆S + S1(0I1)+kγ ∆S + S2(0I2)
(12)
wherekβ andkγ areknownandrelatetoa previouslyrecov-
ered projector combination on a known isointensity curve,
while ˆ kα may either be known if I2α happens to lie on a
known gridline, or needs to be computed as a non-integer
factor through interpolation otherwise. Hence the projector
offset is simply
S1(0I1)=( ˆ kα − kβ − kγ)∆S (13)
This establishes the projector offsets relative to the ∆S ra-
diance change, which is still in an arbitrary scale.
For other binary light sources such as indoor lights, a
very similar analysis applies.
4.2 Camera Calibration
In the gridline optimization method, a set of isointensity
curves were determinedthat were equidistant apart in terms
of radiance. Additionally, we can measure the actual cam-
era observed intensities at the gridline intersection points
that lie on these isointensity curves. Ideally the intensities
of points within each curve should be identical, but in prac-
tice we need to take the average of these intensities. Hence
we can recover the mapping
C−1(mˆ Z)=m∆S + M(0I1, 0I2,A) (14)
where ∆S is as in (10), M(0I1, 0I2,A) is the radiance of
the least-bright isointensity curve, and mˆ Z is the average
3In the case when 0Ij =0 , then Sj(0) corresponds to the black offset,
i.e. the light emitted from the projector when input intensity is set to zero.
5camera observedintensity of the m-th isointensity curve (in
order of brightness):
mˆ Z =
1
|Ψ(m)|

Zk∈Ψ(m)
Zk (15)
Additionally, the calibration of projector offsets and bi-
naryambientlightsourcescanaugment(14)withadditional
radiance-to-camera-intensitymapping data points.
4.3 CalibratingReﬂectance MapforMultiple
Pixels
Theprevioussectionsdescribeaframeworkforphotometric
calibration on a per-pixel basis. While it is possible to do
the calibration for all projector pixels separately, it is easier
if we are able to use the photometric calibration result for a
single pixel and apply to all pixels.
In our framework, we assume that the variation of the
combined projector-to-camera intensity transfer function is
due to different simpliﬁed reﬂectances for different pixels
on the screen, and the shape of the individual projector-to-
screen intensity transfer function and screen-to-camera in-
tensity transfer function is the same for all pixels4. We can
express this via a generalization of (3)
Mx,y =
N 
j=1
ρj(x,y)Sj (Ij(x,y)) + A(x,y) (16)
where ρj(x,y) are simpliﬁed reﬂectances associated with
each (x,y) pixel in the camera image. In this generaliza-
tion, the total radiance Mx,y, projector intensities Ij(x,y)
and the ambient light are all dependent on pixel position.
A method for calibration is to do the following:
1. Turn off all projectors and capture a camera image
Z0(x,y)=C(A(x,y)).
2. Turn on only one projector each time, setting a com-
mon intensity I to all input pixels, and capturing cam-
eras images Zj(x,y)=ρj(x,y).
3. Using a common reference camera pixel (x0,y 0) for
which photometric calibration has been done and
hence ρj(x0,y 0)=1 , then
ρj(x,y)=
C−1 (Zj(x,y)) − C−1 (Z0(x,y))
C−1 (Zj(x0,y 0)) − C−1 (Z0(x0,y 0))
(17)
This can be done for all projectors and camera-
observed pixels.
4Lens radiometry (e.g. cos4 law for thin-lens) is assumed to affect the
camera irradiance as a linear scaling factor and are not separable from the
simpliﬁed reﬂectances.
As the end of this calibration, a reﬂectance map is ob-
tained from the point of view of the camera. This allows the
photometric calibration for a single pixel to be done once
and easily extended to all pixels.
5 Experiments
5.1 Estimating Intensity Transfer Functions
First we conducted experiments to compare our modeling
of the projector-to-cameraintensity transferfunctionsto the
original raw data collected from a dual projector, single
camerasystem. The modeledfunctionsand the originalraw
data collected are speciﬁc to a single pixel on the display
surface. We obtained the camera observed intensities for all
combinationsof input to the two projectors,with each rang-
ing from 0 to 255. These intensities are plotted in the graph
shown in ﬁgure 5(a). Using a 64×64 grid in the gridline
optimizationmethod(section3.3), the projectorand camera
intensitytransferfunctionsareobtained,withlinearinterpo-
lation between gridline sample points. Figure 4 shows the
computedprojectorand camera intensity transfer functions.
The computed and observed projector-to-camera intensity
transfer functions for projector 1 are plotted together in the
bottom right graph of ﬁgure 4.
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Figure 4: Computed Projector to Camera Intensity Trans-
fer Functions. The top two graphs show the computed pro-
jector intensity to radiance responses; the bottom left one
shows the computed camera radiance to intensity response;
the bottomrightcomparesthe computedprojector1 to cam-
era response (blue) with the observed response (green).
The combined intensity transfer function for two projec-
tors to one camera is shown in ﬁgure 5(b). Figure 5(c)
shows the error plot between the computed and observed
6functions. The mean error of space modeling is 0.21027
intensity levels. However, we wish to point out that the ob-
served data does not represent error-free ground truth, due
to the presence of temporally-varying projector and cam-
era noise. We believe that the computed model provides
factorization-based noise ﬁltering for the transfer function,
and may on average be a more accurate model than the ob-
served data itself.
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Figure5: Dual Projectors to Single Camera IntensityTrans-
fer Function. Graph (a) shows the observed projector-
camera transfer function. Graph (b) shows our computed
transfer function. Graph (c) shows the differences between
the two graphs (mean error: 0.21027 intensity levels)
.
5.2 Prediction of Camera Output based on
Known Projector Input
Based on the computed transfer functions, we proceed to
predict the camera observed output image, based on known
projector input images. A reﬂectance map is computed for
each of the projectors, as discussed in section 4.3. The ﬁrst
experiment here involves predicting the camera image of
when the projectors are projecting an intensity ramp. The
observed image is shown in ﬁgure 6(a), while the predicted
image is shown in ﬁgure 6(b). The mean absolute estima-
tion error is 0.533 intensity levels, and the error map across
the display is shown in ﬁgure 6(c). Figure 6(d) shows the
camera observation of a textured image created with two
projectors simultaneouslyprojecting the same image at half
intensity, while ﬁgure 6(e) shows the predictedimage based
on our model. We are unable to adequately present an error
map in the latter case, due to fairly signiﬁcant errors in geo-
metric calibration. In our setup, we calibrated the projec-
tors and cameras using only projective transformations, and
there appears to be some amountof radial distortion present
in the camera resultingin small but noticeabledisplacement
of corresponding pixels. We will attempt to improve on the
geometric calibration in the near future.
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Figure 6: Prediction of Camera Image. Patches of size
280×210 pixels of the original 640x480 images are shown
here in close-up. Pairs of (a,b) (d,e) contain camera obser-
vations of projected images from different projectors (left),
and predicted images (right). The estimation errors for pair
(a,b) were shown in (c). See text for details.
5.3 Determining Projector Input to Create
Desired Camera Observed Images
The experiments in this section involve attempting to create
an arbitrarily speciﬁed camera observed image through the
manipulation of the projector input images, based on our
computed transfer functions.
Theﬁrst experimentinvolvedcreatingacameraobserved
image with uniform intensity. The input to one projector is
a sine wave (as observed in ﬁgure 7(a)), while the input to
the second projector is computed to “correct” for the ﬁrst
projector to create the desired uniform image. The actual
mixed output is shown in ﬁgure 7(b), and ﬁgure 7(d) shows
the differenceshown between the desired and actual output.
The mean absolute estimation error is 0.6477 pixel levels.
7Figure 7 (d) shows the result of projecting the same tex-
turedimageintwoprojectorstorecreateﬁgure6(d). Instead
of using a 1:1 projector mixing ratio as was the earlier case,
here the intensities are modiﬁed such that the radiance mix-
ing ratio is 7:3.
(a) (b)
(c) (d)
Figure 7: Computing projector input to create the desired
camera image. (a) observation of projector 1 with a sine
wave input; (b) observation after projector 2 input is com-
puted to create a uniform intensity image when mixed with
projector 1; (c) a plot of the difference between (b) and
the desired uniform intensity image; (d) recreation of ﬁg-
ure 6(d), but with a 7:3 projector intensity mixing ratio.
6 Concluding Summary
We presented a principled framework for photometric cal-
ibration of multiple overlapping projectors involving the
analysis of isointensity curves. The three calibration meth-
ods proposed were the staircase, the recursive bisection,
and the gridline optimization methods. None of these
methods require explicit parametric models for calibration
nor smoothness constraints, nor do they require expensive
equipment; an inexpensive camera with minimal controls
and a small dynamic range may be used. Results were
shown demonstrating that the recovered intensity transfer
functionsare able to accurately model the raw data, and can
beusedintwoways–predictingthecameraobservedimage
based on known projector inputs, and setting correct input
intensities to achieve a desired camera-observed image.
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