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1. Introduction. Consider the problem of non-parametric regression:
Yi = g(Zi) + Wi; i = 1;:::;n; (1)
where we wish to estimate the function g given the data under the assumption that the Wi are
independent indentically distributed Gaussian error terms and g lies inside of some function space
F. One reasonable method of doing this is to select a nite dictionary of functions ff1;:::;fMg
such that any function in F can be well approximated by sparse span of the dictionary.
In this setting it is generally assumed that M > n, and we have thus reduced the non-parametric
regression in equation 1, to the high-dimensional regression problem:
Yi =
M X
j=1
jfj(Zi) + Wi; i = 1;:::;n; (2)
Where we now simply need to estimate the vector ~ . However, since we need to estimate more pa-
rameters than we have data points, ordinary regression will not work; this is where the assumptions
that the dictionary sparsely spans the space F become useful.
For standard least squares regression, the parameter vector is dened as the minimizer of the
squared regression errors. To simplify the notation, we dene Xi;j = fj(Zi) and assume that the
dictionary functions have been choosen such that the columns of X an L2-norm of
p
n. This notation
then gives the ordinary least squares estimator of:
~ OLS = argmin
~ 

1
n

 ~ Y   X~ 

 
2
2

(3)
In our case where M > n, this clearly does not dene a unique solution. What we would like to do
is penalize ~  to force it to be both sparse and uniquely determined. This can be done by imposing
an L1 penalty on the vector ~ , yielding the so-called lasso solution:
~ L = argmin
~ 

1
n
 
~ Y   X~ 
 

2
2
+ 2r
 
~ 
 

1

(4)
The parameter r > 0 can be adjusted to set the sparsity of the resultant lasso solution. The reason
for having 2r instead of r is simply to make the calculations easier.
The lasso regression is not the only choice for doing high-dimensional regression. The Dantzig
selector can be described in a similar way:
~ D = argmin
vec

1
n
 
X 0

~ Y   X~ 
 

1
+ 2r0
 
~ 
 

1

(5)
12
We have replaced the L2 norm with the L1 norm, and constrained via the correlated residual vector
X 0 rather than the residual vector  = ~ Y  X~ . The reason for doing the latter is because without
this change, the L1 penalty would cause the problem to become non-invariant under orthonormal
transformations of the data. The more important conceptual change is the move to a supremum
norm rather than the L2-norm.
2. Lasso selector subject to non-Lagrangian form of Dantzig. Since the argument of
the lasso condition, equation 4, is convex in ~ , the argument has zero included in the subdierential
at the solution ~ . In other words:
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If we minimize jj1 subject to the last line above, we will get the non-Lagrangian form of the
Dantzig selector (see equation 5). From here onwards we will assume that the Dantzig selector has
been choosen with a non-Lagrangian parameter of r, where r is some xed parameter choosen for
the lasso selection in equation 4. Under this choice of parameters, we have a simple connection
between the Lasso and Dantzig selectors, namely: jDj1  jLj1.
3. Simple bounds on the residuals of Lasso and Dantzig estimators. As we saw in
the last section, the Lasso and Dantzig selectors have similar underlying denitions. Here we wish
to formalize this notion by showing a type of approximate equivalence between to the methods for
estimating the regressor function f with L2 loss.
We wish to rst show that the Lasso and Dantzig selectors do no produce residuals that are too
large. In order to do this we rst nd a bound for the error term ~ W being `too large':
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In the case of the Lasso, we can set  equal to r and use this result to get with probability 
1   Me
  r2n
22

, the following:
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And similarly, with the same probability, for the Dantzig selector:
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4. Approximate equivalence of Lasso and Dantzig. We saw in the last section, that with
low probability the X projection of the residuals is bounded by the parameter r. Here we wish to
show that the dierence in L2 loss for the two methods is also bounded by a function linear in the
parameter r.
We start the calculation by a simple matrix equality:
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The third line only holds with high probability, as we used the result from the last section to bound
the maximum projected residual. What we would like to do now is to rewrite the RHS such that it
no longer depends on the Lasso or Dantzig selectors. The rst step is to convert the L1 norm of the
residuals to the L2 norm of the projected residuals. We use the notation IL to be a diagonal matrix
equal to diag(jsign(~ L)j). This is basically used to determine which elements of ~ L are zero. With
this notation, we now have:
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The rst line comes from a general property of the Dantzig selector; whereas the second is just
the Cauchy-Schwartz inequality. Now that we have the L1-norm expressed as an inequality with
the L2-norm, the last thing we need to do is move from the norm of the residuals to the norm of
the projected residuals. It does not seem that this is generally easy to do; in the paper it is simply
stated as an assumption that for some constant  we get:
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Taking this assumption for granted, we can now incorporate this into the general expression to
obtain:

 ~ Y   ~ W   X~ D

 
2
2
 

 ~ Y   ~ W   X~ L

 
2
2
 8r 1p
n tr(IL)1=2

 X(~ L   ~ D)

 
2
 

 X(~ L   ~ D)

 
2
2
Which we can clean up the RHS by using the decoupling argument: 2xy  x2=b+by2 for any b > 0.
This gives:
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A nearly identical argument yields the other side of the bound:
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And, nally, this yields a bound on the dierence between the Dantzig and Lasso errors with
probability
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Notice that we have no conditions on the parameter r. We can rewrite r in terms of another
paramter A in order to clarify the notation:
r = 2A
s
2logM
n
; A > 1
Then equation 6 becomes, with probability
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5. Oracle Inequalities of Lasso and Dantzig Selector. In this section, we present the
derivations of the oracle inequalities for Lasso and Dantzig selector under Condition 1. The oracle
inequality refers to a inequalities of the following form:
(8)

  e f   f

 
2
n
 C(") inf
2M kf   fk
2
n + n;M
where C(") is a constant depending on some xed " > 0 and n;M interpreted as the price to pay
for the dimension M of the regression model.
 The value inf2M kf   fk
2
n represents the best least squares approximation of an unknown
function f at points Xi by the linear span of the columns of the design matrix. Consequently,
estimators e f satisfying oracle inequality mimic the best linear/convex least-squares approxi-
mation of f in a parametric regression framework, provided C(") > 0 is close to 1.
We rst introduce the main assumption Bickel et al. (2009) use to derive the oracle inequality of
Lasso and Dantzig selector. There are various versions of sucient conditions for oracle inequalities,
but here we are not bothered to compare them in either Lasso or Dantzig setup. Van de Geer (2009)
has a comprehensive discussion about dierent conditions of oracle inequality for Lasso solution.
 For any  2 RM, let M() =
PM
j=1 Ifj 6= 0g = jJ()j denote the number of non-zero
coordinates of , where jJj denotes the cardinality of J.
 For a vector  2 RM and a subset J  f1;:::;Mg, let J denote the vector in RM which has
the same coordinates as  on J and zero coordinates on the complement Jc of J.
Condition 1. For some integer s such that 1  s  M and a positive number c0, the following
condition holds:
(9) k(s;c0) , min
J0f1;:::;Mg
jJ0js
min
jJc
0
j1c0jJ0j1
6=0
jXj2 p
njJ0j2
> 05
 The integer s here play the role of an upper bound on the sparsity M() of a vector of
coecients .
 k(s;c0) is the so called sparsity constant, which will show in the remainder term n;M of the
oracle inequality (8).
 For the Lasso estimator, dene  = b L    and J0 = J(), where  2 RM is the coecients
of true approximating function, there is
 
Jc
0
 

1
 3jJ0j1
 For the Dantzig estimator, similarly dene  = b D  and J0 = J(), where  2 RM satises
the Dantzig constraint, there is  
Jc
0
 

1
 jJ0j1
Condition 2. (i) Let Wi be independent N(0;2) random variables with 2 > 0; (ii) the tuning
parameters r in Lasso and Dantzig selector are set as
r = A
s
logM
n
 As proved in former section, under Condition 2, denote A =
M T
j=1
fjEn[fj(X)W]j  r
2g, we have
(10) PrfAcg  M exp
 
 
nr2
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!
= 1   M1  A2
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This result is used throughout this section.
Lemma 1. Fix some integers n  1, M  2 and A > 2
p
2. Under Condition 2, with probability
at least 1   M1  A2
8 , we have (i)
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where  = b L   , J0 = J() and  2 RM; (ii)
(12) M(b L)  4max
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where max is the largest eigenvalue of XTX
n .
 It's easy to see that (11) is the starting point of deriving the oracle inequality for Lasso:
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n for some xed " > 0, then trivially we have
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which established the oracle inequality even with out the remainder term n;M. So in the
following, we focus on the event A1 = 4rjJ0j1 > "kf   fk
2
n.6
 The oracle inequality for Dantzig selector is established using the approximate equivalent
result in the former section, i.e.
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the bound for M(b L), which is established in (12) and the oracle inequality for Lasso.
Proof. Simply note that
b S(b L) + 2rjb Lj1  b S() + 2rjj1
which is equivalent to
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By (10), we can deduce that, with probability at least 1   M1  A2
8 , there is
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Adding rjb L j1 in both sides of above inequality, and note that jJc
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For the second result, note that sucient and necessary condition for b L to be the Lasso solution
is 8
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where x(j) is the j-th column of X. Now, we can deduce that with probability at least 1  M1  A2
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Theorem 2. Let Conditions 1 and 2 be satised with c0 = 3 + 4
" and x some " > 0 and
integers n  1, M  2, 1  s  M, then with probability at least 1   M1  A2
8 (A > 2
p
2), we have
(14)
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where C(") > 0 is a constant depending only on ".7
Proof. Fix an arbitrary  2 RM with M() = s. Set  = b L   , J0 = J(). On the event A,
we get, from (11), that
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where k = k(s;3 + 4
"). Combining this with (15), we 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Using inequality 2xy  x2=b + by2 with b = 1 + 2=" > 1, x = rk 1p
M() and y = jj b fL   fjjn or
kf   fkn, yields that
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n corresponds to the error rate for prediction in regression with s parameters.
The two other factors, 1
k2(s;c0) and logM can be regarded as a price to pay for the large
number of regressors.
 To get a sparsity oracle inequality similar to that of Theorem 2 for the Dantzig estimator
b fD, we will need a mild additional assumption on f. This is due to the fact that not every
 2 RM obeys the Dantzig constraint; thus, we cannot assure the key relation

 Jc
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for all  2 RM.
 We consider f satisfying the weak sparsity property relative to the dictionary ff1;:::;fMg.
That is, we assume that there exist an integer s and constant C0 < 1 such that the set
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Theorem 3. Let Condition 1 and 2 be satised with m = maxfC1(");1g and c0 = 3 + 4
" and
x some " > 0 and integers n  1, M  2 and A > 2
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for some C0 < 1 and some s such that 1  smaxfC1(");1g  M, where
C1(") = 4[(1 + ")C0 + C(")]
max
k28
and C(") is the constant in Theorem 2. Then with probability at least 1   M1  A2
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Proof. Due to the weak sparsity assumption, there exists  2 RM; M()  s such that 
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This and (13) imply
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 Note that the sparsity oracle inequality (17) of Dantzig selector is slightly weaker than the
analogous inequality (14) for the Lasso. As in the Dantzig case, we have inf2RM:M()=s in
stead of inf2RM:M()s in Lasso.
6. Application in Economics.
6.1. Penalized Quantile Regression. All over the Bickel et al. paper and Candre and Tao paper,
[3, 4] the objective function is the square risk. However, the Lasso and the Dantzig selector ap-
proaches are easily applied to other alternative loss risks. For example, the quantile regression is one
of the most popular methods in econometrics due to its robustness to outliers, wide applicability
and rich interpretation. Following we are going to show an extension by Belloni and Chernozhukov
(2009) [2] .
The parametric quantile regression model is
Qyjx(u) = x0(u); (u) 2 RM
where u is the quantile we are interested in. The population coecient is the minimizer of the
objective function
Qu () = E

u
 
y   x0

where u(t) = (u   1ft < 0g)t is the asymmetric absolute deviation function. The quantile regres-
sion estimator ^  (u) is the minimizer of ^ Qu () = 1
n
Pn
i=1 u (yi   x0
i), the sample counterpart of
the population objective function.9
The Lasso:
min
2RM
^ Qu () +

n
jj1
where  is the tuning parameter.
The Dantzig selector:
inf
2RM jj1 :

 ^ Su ()

 
1


n
where ^ Su () = 1
n
Pn
i=1 (1fyi  x0
ig   u)xi is the subgradient of ^ Qu (). It is the l1-norm of the
coecients, subject to a goodness-of-t constraint. However, because here ^ Su () is piece-wise con-
stant in the parameter, its computation is formidable, if not impossible. (cf: in the mean regression
model by Candre and Tao (2007) [4] it is reduced to a linear programming, which is easy to solve.)
An alternative Dantzig-type selector
inf
2RM jj1 :
 
 ^ Qu ()
 
  
The the Lasso estimator is exactly the solution of this problem. Therefore the authors only consider
the Lasso case.
The tuning parameter is chosen by a pivotal, data-driven method developed by the authors, to
achieve the maximal speed of convergence of the penalized estimate to the true parameter value.
6.2. International Economic Growth. The Barro-Lee dataset has 60 covariates1and 90 complete
observations. The model
GrowthRate  log(GDP) +
X
ControlV ariablej
to verify the \hypothesis of convergence" proposed by the classical Solow-Swan-Ramsey growth
model.
Model Selection Property: Under some regularity conditions, supp
   (u)

= supp(0 (u)), where
  (u) is the hard-threshold estimator and 0 (u) is the true parameter, with probability approaching
1.
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