In [4] the authors defined the CMV-algebras, an extension of MV-algebras obtained by adding a binary operation whose behaviour, with respect to the MV-algebra structure, reflects the one of composition of McNaughton functions in the single generated free MV-algebra.
Introduction
Lukasiewicz logic is a non-classical logic whose synctactic apparatus was introduced by Lukasiewicz and Tarski in [5] . A first, synctactic, proof of the completeness of Lukasiewicz's infinite-valued sentential calculus was given by Rose and Rosser in [8] . Later on -in [1, 2] -Chang introduced the class of MV-algebras and showed that the Lindenbaum algebra of Lukasiewicz logic is an MV-algebra. Since then, MV-algebras were deeply investigated by many authors and they received a great impulse from the work [6] , by Mundici, where a categorical equivalence between MV-algebras and lattice-ordered Abelian groups with strong unit was established.
We recall that an MV-algebra is a structure A = A, ⊕, * , 0 of type (2,1,0) satisfying the equations -(x ⊕ y) ⊕ z = x ⊕ (y ⊕ z), -x ⊕ y = y ⊕ x,
Composition MV-algebras
In this section we introduce the definition of CMV-algebras as a special case of composition algebras. Definition 1.1. Let f : A n −→ A be a n-ary operation on a set A and suppose that a monoid structure A, ⋄, i is defined on the same set. We say that f and the monoid structure are compatible if f (x 1 , x 2 , . . . , x n ) ⋄ y = f (x 1 ⋄ y, x 2 ⋄ y, . . . , x n ⋄ y). In the special case n = 0 we have an element a ∈ A and the condition reduces to a ⋄ y = a. Definition 1.2. Let A be an algebra of a given signature and A, ⋄, i a monoid on the same universe. If all the operations of A are compatible with the monoid structure we say that A is a composition algebra (of the corresponding type) with respect to the given monoid.
A morphism of composition algebras (of the same type) is a morphism of the same algebras that is also a morphism of the associated compatible monoid structures.
Clearly a composition algebra is an algebra itself but the previous definition is more useful for the scope of the present work.
Definition 1.3. Let Φ ⊆ A
n be an n-ary relation on A and A, ⋄, i a monoid. We say that Φ and the monoid structure are compatible if from (x 1 , x 2 , . . . , x n ) ∈ Φ follows (x 1 ⋄ y, x 2 ⋄ y, . . . , x n ⋄ y) ∈ Φ, for every y ∈ A.
An important example of composition algebras is the following. Consider a group G, + and the set of all the functions f : G −→ G equipped with the operation + defined pointwise. The composition of functions • makes the algebra G G , + a composition algebra. Note that the composition algebra G G , +, • is a near-ring (see [7] ). We already recalled the definition of MV-algebra in the introduction. MValgebra morphisms are defined in the usual way according to the signature, namely they are maps that preserve ⊕, * and 0; the same holds for congruences, i.e. a congruence over an MV-algebra is an equivalence relation that preserves the operations. Let us recall also some basic facts about MV-algebras.
First of all we observe that Boolean algebras are precisely those MV-algebras satisfying the additional equation x ⊕ x = x. Every MV-algebra contains as a subalgebra the two-element boolean algebra {0, 1}; the set B(A) of all idempotent elements of an MV-algebra A is the largest boolean algebra contained in A and is called the Boolean skeleton of A.
On every MV-algebra A we define also further (derived) operations and a structure of bounded lattice. In particular, ⊙ is the operation defined by x ⊙ y = (x * ⊕ y * ) * , 1 (i.e. 0 * ) is the neutral element for ⊙ and → is defined by x → y = x * ⊕ y; moreover we define x ⊖ y := x ⊙ y * and denote by nx the element x ⊕ . . . ⊕ x n-times and by x n the element x ⊙ . . . ⊙ x n-times . The order relation on A is defined by x ≤ y if and only if x * ⊕ y = 1. In this way we obtain a bounded lattice (with 0 as the bottom element and 1 as the top), with x∨y := x⊕(x * ⊙y) and x ∧ y := x ⊙ (x * ⊕ y). Last, the structure A, ∨, ∧, ⊙, 0, 1 is a bounded integral commutative residuated lattice and the residuum of ⊙ is →. Example 1.4.
1. The real unit interval [0, 1], equipped with operations
is an MV-algebra, often referred to as the standard MV-algebra; in this algebra the order relation is the one among real numbers. For any n ∈ N, the set L n+1 = 0, 1 n , . . . , n−1 n , 1 , equipped with the same operations, is a finite linearly ordered MV-algebra.
2. If X is any set and A is an MV-algebra, A X = A X , ⊕, * , 0 is an MValgebra with the operations defined pointwisely from those in A.
3. The set M n of all the functions from [0, 1] n to [0, 1] that are continuous, piecewise linear and such that each linear piece has integer coefficientswith the operations defined, again, pointwisely from the ones in [0, 1] -is an MV-algebra. Such functions are called McNaughton functions and the MV-algebra of McNaughton functions with n variables is known to be the free MV-algebra over n generators. Definition 1.5. Let A be an MV-algebra. An MV-ideal of A is a non-empty subset I of A such that -if x ∈ I and x ≥ y then y ∈ I,
-if x, y ∈ I then x ⊕ y ∈ I.
Let A be an MV-algebra and I ⊆ A an MV-ideal of A. The equivalence relation ∼ I defined by x ∼ I y if and only if (x⊙y * )⊕(y⊙x * ) ∈ I, is a congruence of the MV-algebra A, called the congruence generated by I. Conversely, if ∼ is a congruence of A then the set I ∼ = {x ∈ A | x ∼ 0} is an MV-ideal of A.
An ideal I is called prime if it is proper, that is I = A and, for all x, y ∈ A, either x ⊖ y ∈ I or y ⊖ x ∈ I; I is called maximal if it is proper and no proper ideal of A strictly contains I. The radical Rad(A) of A is the intersection of all maximal ideals of A and consists of 0 and all the infinitesimals of the algebra, where an element a is called an infinitesimal if a = 0 and na ≤ a * for all n ∈ N. An MV-algebra A is called perfect if A = Rad(A) ∪ Rad(A) * , where Rad(A) * := {x | x * ∈ Rad(A)}. An MV-algebra A is simple if it has only one proper ideal.
The following representation theorem holds: An important result by Mundici [6] establishes an equivalence between the category of MV-algebras and the one of lattice-ordered abelian groups (ℓ-groups) with strong unit. A standard reference for MV-algebras is [3] . Definition 1.7. A composition MV-algebra -CMV-algebra for short -is a structure A = A, ⊕, * , 0, ⋄, i such that A, ⊕, * , 0 is an MV-algebra, A, ⋄, i is a monoid and these two structures are compatible in the sense of Definition 1.2, i.e. for every x, y, z ∈ A, the following conditions hold:
Observe that (ii) and (iii) yield also 1 ⋄ x = 1. Since CMV-algebras are an equational class, they form a variety that we denote by CMV. We shall denote by A MV the MV-reduct of the CMV-algebra A, and by A M the monoid reduct of A. Further, when there is no danger of confusion, we shall denote a structure by its domain. Remark 1.8. If 0 = 1 the algebra is reduced to {0}; we call that algebra the trivial CMV-algebra. In a non trivial CMV-algebra the operation ⋄ is not commutative: 1 ⋄ 0 = 1 but 0 ⋄ 1 = 0. Lemma 1.9. [4] Let A be a non trivial CMV-algebra. Then the following properties hold: Proof. If i ≤ i * , using Proposition 1.11, we get i ⋄ i
Corollary 1.13. If A is a CMV-algebra, then the MV-reduct A MV of A is neither simple nor perfect.
Proof. It is known that simple MV-algebras are totally ordered; thus A MV cannot be simple. On the other hand, it is self-evident that i, i * / ∈ Rad(A) for any CMV-algebra A, hence A cannot be perfect. Now we come to some examples of CMV-algebras. Example 1.14.
1. Let M be any MV-algebra and let M M , •, i be the monoid of functions from M to itself, with the operation • of composition and the identity function i. M M = M M , ⊕, * , 0, 1 is an MValgebra with pointwise defined operations. It is easy to check that A = M M , ⊕, * , 0, •, i is a CMV-algebra.
2. Let B 2 = {0, 1} be the Boolean algebra with two elements. We refer to the previous example and set M = B 2 and denote by A 4 the corresponding CMV-algebra. It is easy to show that A 4 is, up to isomorphisms, the unique CMV-algebra with four elements.
3. Let L 3 = {0, 1/2, 1} be the standard MV-algebra with three elements and A be the set of functions f :
With pointwise operations and map composition, A becomes a composition MValgebra. Indeed it is a subalgebra of a CMV-algebra like in Example 1.
In general if A ⊆ B ⊆ C are MV-algebras, then the set {f | f (x) ∈ A for all x ∈ B} is the domain of a subalgebra of C C . An example of CMV-algebra of functions with more than one variable is given after Proposition 2.3.
Consider the MV-algebra
M , ⊕, * , 0, 1 is the MV-algebra obtained by M with pointwise operations and • is the composition of functions (see Example 1.14.1). Theorem 1.16 (Cayley-type theorem). All CMV-algebras are functional.
Proof. Let A = A, ⊕, * , 0, ⋄, i be a CMV-algebra, A MV its MV-reduct and let A A = A A , ⊕, * , 0, •, i be the CMV-algebra of all the functions from A to A. Consider, for any a ∈ A, the function f a ∈ A A defined by f a (x) = a ⋄ x for every x ∈ A. Then the map µ :
There is another way of considering the relation between an MV-algebra M and the CMV-algebra M M . We can identify the elements of M with the constant functions of M M . This means to consider the map τ : a ∈ M −→ c a ∈ M M , where c a are constant functions of M , i.e. c a (x) = a for all x ∈ M . It is easy to show that τ is an MV-monomorphism and so M is isomorphic to the MV-subalgebra τ never be a CMV-subalgebra of M M , although it is closed under composition (indeed τ [M] is a semigroup of "left zeros" with respect to composition). We can consider the CMV-subalgebra M generated by
With a similar argument we get
Since every function f can be written as (ii) If f : A −→ B is a morphism of CMV-algebras and a ∈ A is a constant, then f (a) ∈ B is a constant.
(iii) The set K of all the constants of the CMV-algebra A is an MV-subalgebra of A MV and an ideal of the monoid A, ⋄, i .
CMV-algebras and MV-endomorphisms
If A = A, ⊕, * , 0 is an MV-algebra, then E(A) shall denote the monoid of MV-endomorphisms with composition operation ⊡ given for every a ∈ A by (f ⊡ g)(a) = g(f (a)), and the identity map, id A , as neutral element. With the above notations we have Proof. For all x, y ∈ A we set µ y (x) = x ⋄ y. It is easy to see that for any y ∈ A, µ y is an MV-endomorphism, i.e. µ y ∈ E(A MV ). Then we can define a map µ : A M −→ E(A MV ), by setting µ(y) = µ y , for all y ∈ A. It is easy to check that µ is a homomorphism of monoids. To show that µ is injective we observe that, assuming µ(y) = µ(z), we have x ⋄ y = x ⋄ z for all x ∈ A. So, for x = i, we have y = z.
Proposition 2.2. [4]
Let A = A, ⊕, * , 0 be an MV-algebra and M A = A, ⋄, i be any monoid over A such that the map Ψ : M A −→ E(A), given by Ψ(y)(x) = x ⋄ y for all x, y ∈ A is a monoid homomorphism. Then we have:
(iv) Ψ is injective.
Proposition 2.3. [4]
Let A = A, ⊕, * , 0 be an MV-algebra such that there is a mapping Φ : A −→ E(A) satisfying the following conditions:
(iv) Φ(x)(i) = x, for any x ∈ A, where i = Φ −1 (id A ).
Then there exists a CMV-algebra B such that A = B MV .
Consider the free MV-algebra M n over n generators p 1 , . . . , p n . For any f ∈ M n let σ f : M n −→ M n be the map defined by setting σ f (p 1 ) = f and σ f (p i ) = p i for i = 2, . . . , n. Then σ f is an endomorphism of M n mapping each element g(p 1 , . . . , p n ) of M n in the element g(f, p 2 , . . . , p n ) of M n obtained by substituting each occurrence of p 1 in g with f . We will call the endomorphisms σ f partial substitutions.
The map Φ :
Hence M n can be equipped with a structure of CMV-algebra by setting f ⋄ g = σ g (f ) and i = p 1 .
3 Congruences, CMV-ideals and simple algebras Definition 3.1. An MV-ideal I of the MV-reduct A MV of a CMV-algebra A is a CMV-ideal if it is also a right ideal of the monoid A, ⋄, i and x ∼ I y implies a ⋄ x ∼ I a ⋄ y for all a, x, y ∈ A, where ∼ I is the MV-congruence generated by I (see Definition 1.5).
Alternatively, we can say that a non-empty subset of a CMV-algebra A is a CMV-ideal if the following conditions are satisfied: (i) if x ∈ I and x ≥ y then y ∈ I, (ii) if x, y ∈ I then x ⊕ y ∈ I, (iii) x ⋄ y ∈ I for all x ∈ I and y ∈ A, (iv) for all a, x, y ∈ A, if x ∼ I y then a ⋄ x ∼ I a ⋄ y.
A subset of A satisfying conditions (i-iii) is called a ⋄-ideal.
Lemma 3.2. Let A be a CMV-algebra and I a subset of A. Then I is a CMVideal if and only if the relation ∼ I is a CMV-algebra congruence.
Proof. From the definition of CMV-ideal it follows that, if x ∼ I y then a ⋄ x ∼ I a ⋄ y for all a ∈ A, hence ∼ I is a CMV-congruence.
Conversely, if ∼ I is a congruence of CMV-algebras then, for x ∈ I and y ∈ A, we have x ∼ I 0 and (x ⋄ y) ∼ I (0 ⋄ y) = 0, i.e. (x ⋄ y) ∼ I 0; hence (x ⋄ y) ∈ I. Moreover, to show that I is a CMV-ideal, assume x ∼ I y. Since ∼ I is a congruence, we have, for any a ∈ A, a ⋄ x ∼ I a ⋄ y. Hence I is a CMV-ideal.
The following result has a standard algebraic proof. Indeed, it is clear that I is an MV-ideal; now if f ∈ I and g ∈ M 1 then g[{0, 1}] ⊆ {0, 1} and therefore f • g ∈ I. It is easy to see that f ∼ I g iff f (0) = g(0) and f (1) = g(1). Then we have that h • f ∼ h • g for any h ∈ M 1 .
To get another example of CMV-ideal on M C
1 , consider the MV-ideal J 0 of the functions that are constantly equal to zero in a neighbourhood of 0 (the neighbourhood depending on the function) and the MV-ideal J 1 constructed in the same way for neighbourhoods of 1. They are prime MV-ideals. Let J be J 0 ∩ J 1 . Then J is a CMV-ideal.
Clearly J is an MV-ideal; let f ∈ J and suppose f = 0 on [0, c) ∪ (d, 1]. Take h ∈ M 1 and assume, for example, that h(0) = 0 and h(1) = 0. Since h is continuous, it is possible to find a neighbourhood U of 0 and a
The other cases are treated in the same way. Now if ∼ J is the equivalence defined by J we have that f ∼ J g iff f = g in a neighbourhood of 0 and in a neighbourhood of 1. It is obvious that, in this case, h • f ∼ J h • g for any h ∈ M 1 .
We generalize Example 3.4 as follows. Let A be a CMV-algebra and B an MV-subalgebra of A. We set S B = {a ∈ A | a⋄x ∈ B ∀x ∈ B}. It is immediate to verify that S B is a CMV-subalgebra of A. The interpretation in "functional" terms is: S B is the CMV-algebra of the functions that fix the subalgebra B. Now we set J = {a ∈ A | a ⋄ x = 0 ∀x ∈ B}. Obviously J ⊆ S B . Moreover J is a CMV-ideal of S B .
As concrete examples we can consider the CMV-algebra L Ln+1 n+1 and take the subalgebra B of the constant functions. In this case the quotient CMV-algebra S B /J can be identified with the CMV-subalgebra of L According to Universal Algebra, we define simple CMV-algebras as those algebras having {0} and the whole algebra as the only CMV-ideals. Proof. If x, y ∈ I(a) then x = f (a), y = g(a) with f, g ∈ I; f ⊕ g ∈ I so x ⊕ y = (f ⊕ g)(a) ∈ I(a) and if z ≤ f (a) then the function h : M −→ M defined by h(a) = z, h(b) = f (b) for b = a is in I and so z ∈ I(a). We have more: I(a) = f ∈I f [M ] (hence it is independent from a). This is due to the fact that, denoting by c b the function constantly equal to b, if I is a ⋄-ideal,
M is a simple CMValgebra.
Let A = A, ⊕, * , 0 be an MV-algebra and B a CMV-subalgebra of the CMV-algebra A A . The zero element of B will be denoted by f 0 . For any element f of B, we set zero(f ) = {a ∈ A | f (a) = 0} and we denote by supp(f ) the complement of zero(f ). For a ⋄-ideal I of B we set Σ(I) = f ∈I zero(f ). Let S be any subset of A, then we set Z(S) = {f ∈ B | f (s) = 0 ∀s ∈ S}. S will be called B-stable if and only if, for every f ∈ B, f [S] ⊆ S. With the above notations and definitions we have Lemma 3.7. Let S be a B-stable non-empty subset of A. Then Z(S) is a proper CMV-ideal of B.
Proof. It is easy to check that Z(S) is a proper MV-ideal. Moreover, for f ∈ Z(S) and g ∈ B we have, for every s ∈ S, g(s) ∈ S and f (g(s)) = 0. Thus Proof. Let g ∈ J, then for an arbitrary element h of B we have g ⋄ h ∈ J and, for any a ∈ Σ(J), g(h(a)) = 0. Hence h(a) ∈ zero(g). So h(a) ∈ Σ(J), i.e. h(Σ(J)) ⊆ Σ(J).
Modules
In the present section we are going to give the definition of CMV-module. The main result of the section states that every MV-algebra B is an M 
for all a, b ∈ A and x ∈ M .
If M and P are A-modules then a module morphism from M to P is a morphism of MV-algebras ϕ : M −→ P such that ϕ(ax) = aϕ(x) for all a ∈ A, x ∈ M . It is a trivial remark that A-modules and their morphisms form a category in a canonical way.
Example 4.2.
1. The MV-algebra reduct A MV = A, ⊕, * , 0 of a CMValgebra A is an A-module by setting ax = a ⋄ x.
Let M be an MV-algebra and A = M
M . We define f x = f (x) for all f ∈ A and x ∈ M . This clearly makes M an A-module. 4. An MV-algebra is an A 4 -module if and only if it is a Boolean algebra.
Indeed it is obvious that the external law can be uniquely defined and satisfies all the conditions needed.
5. Let A be a CMV-algebra and K be the MV-algebra of the constants of A (see Definition 1.19), it is easy to prove that K is an MV-subalgebra of A. Then K is, in a natural way, an A-module.
Indeed we define ak = a ⋄ k for all a ∈ A and k ∈ K; we have ak ⋄ x = (a⋄ k)⋄ x = a⋄ (k ⋄ x) = a⋄ k = ak and the definition is correct. Conditions (i-v) of Definition 4.1 are trivially satisfied.
6. If A is a CMV-subalgebra of B then B is in a canonical way an A-module.
7. By combining examples 5 and 6, if K B is the algebra of constants of B then K B is an A-module.
8. We can generalize Example 6 to the case of a morphism of CMV-algebras Φ : A −→ B and consider B as an A-module defining ab = Φ(a) ⋄ b for all a ∈ A and b ∈ B. It is easy to check conditions of Definition 4.1. Even more generally, the morphism Φ turns naturally every B-module into an A-module; this operation is functorial and may be called "restriction of scalars". 9. Let M be an A-module, X a given (non-empty) set and consider the set P of all the functions f : X −→ M . P is an MV-algebra in an obvious way (pointwise defined operations). Define af , for a ∈ A and f ∈ P , by (af )(x) = af (x), for all x ∈ X. We obtain a structure of A-module on P .
In particular the MV-algebra A n is an A-module.
10. Let M be an MV-algebra and X, P as in the previous example; let A be the CMV-algebra M M . Then P is an A-module by defining af = a • f where • is the composition of functions. If f ∈ M 1 we denote by Φ f :
Let B be any MV-algebra. If x ∈ B then there is a unique morphism of MV-algebras ϕ x : M 1 −→ B such that ϕ x (i) = x. This is due to the fact that the MV-algebra M 1 is free over the generator i, hence elements of M 1 are MV-terms modulo provable equality in i and, by the universal property of free algebras, for any x ∈ B the map ϕ x sends any MV-term τ (i) to the element τ (x) ∈ B. Denote also f x = ϕ x (f ) for all f ∈ M 1 and x ∈ B.
Proof. Elements of the free algebra M 1 are MV-polynomials in i. By the universal property of free algebras, for any x ∈ B the map ϕ x sends any polynomial 
. Now we can apply all this to i and get the result. In the light of next results, the formula α ◭ β can be thought of as the formula obtained from α by the substitution of each occurrence of the variable v with the formula β.
Interpretation of connectives of S L 
An A-valuation val is said to A-satisfy a formula α iff val(α) = 1; α is an A-tautology iff α is satisfied by all A-valuations. Formulas α and β are semantically A-equivalent iff val(α) = val(β) for all A-valuations val. The syntactic approach to many-valued logics is the same as for propositional classical logic. A set of formulas, called axioms, and a set of inference rules are fixed. In S L 1 ω we have Axioms:
Inference rules:
Arrow ◭-rule.
By ⊢ α we mean that α is a theorem of S L 1 ω , and the set of all the theorems of S L 1 ω shall be denoted by Th. Let now ∼ ◭ be the binary relation on Form defined by:
With the above notations we have:
Proof. ∼ ◭ is trivially an equivalence relation. The fact that α ∼ ◭ β implies ((α ◭ γ) ∼ ◭ (β ◭ γ)), for all γ, is as an easy application of ◭-rule, Ax 9 and Modus Ponens.
The equivalence classes of ∼ ◭ will be denoted by 
Conversely, suppose that ⊢ α and ⊢ β. Then, by Ax 1 and Modus Ponens, we get ⊢ β → α and ⊢ α → β, hence β ∼ ◭ α. Then Th ⊆| α |. Now take β ∈| α |. Then ⊢ α → β and therefore, via Modus Ponens, we get ⊢ β, which implies | α |⊆ Th. 
but (1) is precisely Ax 12 and (2) is Ax 13. To prove the distributivity of ⋄ with respect to the ⊕ operation we need to prove that
i.e. we need to show that the following hold:
⊢ (¬(α ◭ γ) → (β ◭ γ)) → ((¬α → β) ◭ γ).
Again, (3) and (4) are, respectively, Ax 10 and Ax 11. To prove that 1⋄ | α |= 1 we have to show that for some β ∈ Th we have β ∼ ◭ (β ◭ α), which is absolutely trivial, as well as the fact that i⋄ | α |=| α | and | α | ⋄i =| α |.
Last, to verify that | α | * ⋄ | β |= (| α | ⋄ | β |) * , we just need to apply Ax 14 and Ax 15.
Conclusion
In this last section we would like to stress some facts about CMV-algebras and S L 1 ω . We presented plenty of examples of CMV-algebras and we have seen that the one generated free MV-algebra is in a canonical way a CMV-algebra. Moreover, CMV-algebra have many interesting algebraic properties and connections with MV-algebras. For example, Propositions 2.2 and 2.3 tell us how to extend an MV-algebra A to a CMV-algebra A C using the endomorphism monoid of A, and Theorem 3.6 highlights a wide class of simple CMV-algebras.
On the other hand, the system S L 1 ω , introduced in Section 5, looks like the single variable fragment of some interesting -yet unknown -expansion of Lukasiewicz logic. Hence, it could be fruitful to find a suitable S L ω system (i.e. a system in a numerable set of variables) containing S L 1 ω as a fragment. So the theory of CMV-algebras is still at its initial stage, but many signs indicate that it is worth to keep on investigating such structures, their connection with logic and their possible applications (e.g. at the theory of chaotic dynamical systems, as pointed out in [4] ).
