Abstract. Given a Tychonoff space X, let A(X) be the free Abelian topological group over X in the sense of Markov. For every n ∈ N, let An(X) denote the subspace of A(X) that consists of words of reduced length at most n with respect to the free basis X. In this paper, we show that A 4 (X) is a k-space if and only if A(X) is a k-space for the non-metrizable Lašnev space X, which gives a complementary for one result of K. Yamada's. In addition, we also show that, under the assumption of ♭ = ω 1 , the subspace A 3 (X) is a k-space if and only if A(X) is a k-space for the non-metrizable Lašnev space X. However, under the assumption of ♭ > ω 1 , we provide a non-metrizable Lašnev space X such that A 3 (X) is a k-space but A(X) is not a k-space.
Introduction
In 1941, Markov [11] introduced the concept of the free Abelian topological group A(X) over a Tychonoff space X. Since then, the free Abelian topological groups have been a source of various examples and also an interesting topic of study in the theory of topological groups, see [2] . For every n ∈ N, let A n (X) denote the subspace of A(X) that consists of words of reduced length at most n with respect to the free basis X. Recently, K. Yamada has showed the following two theorems: Theorem 1.1. [16] Let X be a metrizable space. Then the following statements are equivalent.
(1) A n (X) is a k-space for each n ∈ N.
(2) A 4 (X) is a k-space. (3) either X is locally compact and the set X ′ of all non-isolated points of X is separable, or X ′ is compact.
Theorem 1.2. [17]
For the hedgehog space J(κ) of spininess κ ≥ ℵ 0 , the space A n (J(κ)) is a k-space for each n ∈ N, but A(J(κ)) is not a k-space.
For a metrizable space X, it follow from Theorems 1.1 and 1.2 that the subspace A 4 (X) with the k-space property implies each A n (X) is a k-space, and that each A n (X) is a k-space does not imply A(X) is a k-space. Therefore, it is natural to ask what the relations of subspaces A 4 (X), A n (X) and A(X) with the k-space property for a non-metrizable space X. In this paper, we obtain an unexpected result and show that for any non-metrizable Lašnev space X (i.e. a non-metrizable, closed image of a metric space), the subspace A 4 (X) is a k-space if and only if A(X) is a k-space. Moreover, we also discuss the relations of subspaces A 3 (X) and A 4 (X) with the k-space property for a non-metrizable space X. Our results give a complementary for some results of K. Yamada's in literature.
Preliminaries
In this section, we introduce the necessary notation and terminologies. First of all, let N denote the set of all positive integers. For a space X, we always denote the sets of all non-isolated points and isolated points of X by NI(X) and I(X) respectively. All spaces are Tychonoff unless stated otherwise. For undefined notation and terminologies, the reader may refer to [2] , [4] and [7] .
Let X be a topological space and A ⊆ X be a subset of X. The closure of A in X is denoted by A and the diagonal of X is denoted by ∆(X). Moreover, A is called bounded if every continuous real-valued function f defined on A is bounded. Recall that X is said to have a
If there exists a family of countably many compact subsets {K n : n ∈ N} of X such that each subset F of X is closed in X provided that F ∩ K n is closed in K n for each n ∈ N, then X is called a k ω -space. Note that every k ω -space is a k-space. A subset P of X is called a sequential neighborhood of x ∈ X, if each sequence converging to x is eventually in P . A subset U of X is called sequentially open if U is a sequential neighborhood of each of its points. The space X is called a sequential space if each sequentially open subset of X is open. The space X is said to be Fréchet-Urysohn if, for each x ∈ A ⊂ X, there exists a sequence {x n } such that {x n } converges to x and {x n : n ∈ N} ⊂ A. Let κ be an infinite cardinal. For each α ∈ κ, let T α be a sequence converging to x α ∈ T α . Let T := α∈κ (T α ∪ {x α }) be the topological sum of {T α ∪ {x α } : α ∈ κ}. Then S κ := {x} ∪ α∈κ T α is the quotient space obtained from T by identifying all the points x α ∈ T to the point x.
Let P be a family of subsets of X. Then, P is called a k-network [12] if for every compact subset K of X and an arbitrary open set U containing K in X there is a finite subfamily P ′ ⊆ P such that K ⊆ P ′ ⊆ U . Recall that a space X is an ℵ-space (resp. ℵ 0 -space) if X has a σ-locally finite (resp. countable) k-network. Recall that a topological space X is said to be Lašnev if it is the closed image of some metric space. The following two well known facts about the Lašnev spaces shall be used in this paper.
Fact 1:
A Lašnev space is metrizable if it contains no closed copy of S ω .
Fact 2:
A Lašnev space is an ℵ-space if it contains no closed copy of S ω1 .
Let X be a non-empty Tychonoff space. Throughout this paper, −X := {−x : x ∈ X}, which is just a copy of X. For every n ∈ N, A n (X) denotes the subspace of A(X) that consists of all words of reduced length at most n with respect to the free basis X. Let 0 be the neutral element of A(X) (i.e., the empty word). For every n ∈ N and an element
n . This word g is called reduced if it does not contains 0 or any pair of consecutive symbol of the form x − x. It follows that if the word g is reduced and non-empty, then it is different from the neutral element 0 of A(X). In particular, each element g ∈ A(X) distinct from the neutral element can be uniquely written in the form g = r 1 x 1 + r 2 x 2 + · · · + r n x n , where n ≥ 1, r i ∈ Z \ {0}, x i ∈ X, and x i = x j for i = j, and the support of g = r 1 x 1 + r 2 x 2 + · · · + r n x n is defined as supp(g) := {x 1 , · · · , x n }. Given a subset K of A(X), we put supp(K) := g∈K supp(g). For every n ∈ N, let
be the natural mapping defined by
main results
First, we give a characterization of a non-metrizable Lašnev space X such that A 4 (X) is a k-space, see Theorem 3.9. In order to obtain this result, we first prove some propositions and lemmas.
Proposition 3.1. If A(X) is a sequential space, then either X is a discrete space or A(X) contains a closed copy of S ω .
Proof. Assume on the contrary that X is not a discrete space. Since A(X) is sequential and X is closed in A(X), the space X is sequential, hence there are a point x ∈ X and a non-trivial sequence {x n : n ∈ N} ⊂ X \ {x} such that {x n : n ∈ N} converges to x.
Suppose L is not closed in A(X) or contains no copy of S ω . Then, since A(X) is sequential, there is a sequence {y n : n ∈ N} ⊂ L such that y n → y / ∈ L and {y n } meets infinitely many L k 's. This fact implies that there is a subsequence K ⊂ {y n : n ∈ N} such that K ∩ A n (X) is finite, hence K is discrete by [2, Corollary 7.4.3] , which is a contradiction. Therefore, L is a closed copy of S ω .
The following lemma was proved in [9] . Lemma 3.2.
[9] Suppose X is a sequential topological group, then either X contains no closed copy of S ω or every closed first-countable subspace of X is locally countably compact.
By Lemma 3.2, we can show the following proposition. Proposition 3.3. Let X be a first-countable space. If A(X) is sequential, then X is locally countably compact.
Proof. If X is discrete, then it is obvious that X is locally countably compact. Assume that X is not discrete, then it follows from Proposition 3.1 that A(X) contains a closed copy of S ω . Therefore, by Lemma 3.2, every first-countable closed subspace of A(X) is locally countably compact. Since X is first-countable and closed in A(X), the space X is locally countably compact.
By Proposition 3.3 and the following lemma, we have Corollary 3.5, which was proved in [1] . The concept of stratifiable space can be seen in [3] .
Lemma 3.4.
[13] Let X be a stratifiable space. Then A(X) is also a stratifiable space.
If X is a metrizable space and A(X) is a k-space, then X is locally compact.
Proof. Since X is metrizable, it follows from Lemma 3.4 that A(X) is stratifiable, hence it is a sequential space. By Proposition 3.3, the space X is locally countably compact, then it is locally compact since every countably compact subset of a metrizable space is compact.
Next we recall two spaces M 1 and M 3 , which were introduced in [16] . Let M 1 := {x} ∪ ( {X i : i ∈ N}) such that each X i is an infinite, countable, discrete and open subspace of M 1 and the family {V k = {x} ∪ {X i : i ≥ k} : k ∈ N} is a neighborhood base of the point x in M 1 . Let M 3 := {C α : α < ω 1 }, where, for each α < ω 1 , the set C α := {x(n, α) : n ∈ N} ∪ {x α } with x(n, α) → x α as n → ∞. Lemma 3.6. Let m 0 and n 0 be two natural numbers. If A m0 (X) contains a closed copy of S ω and A n0 (X) contains a closed copy of the space M 1 , then A m0+n0 (X) is not a sequential space.
Proof. Assume that A m0+n0 (X) is a sequential space. Let {x 0 } ∪ {x(n, m) : n, m ∈ N} be a closed copy of S ω in A m0 (X), where x(n, m) → x 0 as m → ∞ for each n ∈ N; let {y 0 } ∪ {y(n, m) : n, m ∈ N} be a closed copy of space M 1 in A n0 (X), where the set {y(n, m) : m ∈ N} is discrete and open in A n0 (X) for each n ∈ N. Put
We claim that H contains no non-trivial convergent sequence. Assume on the contrary that there exists a non-trivial sequence {x(n(k), m(k)) − y(n(k), m(k)) : k ∈ N} converging to z ∈ A m0+n0 (X). Without loss of generality, we may assume that
If there exists some p ∈ N such that {k ∈ N : n(k) = p} is an infinite set. By the assumption of the sequence, there exists a
which is a contradiction. Therefore, there does not exist p ∈ N such that {k ∈ N : n(k) = p} is an infinite set. Similar to the above proof, ones can see that there does not exist p ∈ N such that {k ∈ N : m(k) = p} is an infinite set. Therefore, we have
which is a contradiction. Thus H contains no non-trivial convergent sequence.
By the above claim, it follows that H is sequentially closed in A m0+n0 (X), then H is closed in A m0+n0 (X) since A m0+n0 (X) is a sequential space. However, it is easy to see that x 0 − y 0 ∈ H and x 0 − y 0 ∈ H, which is a contradiction. Thus A m0+n0 (X) is not a sequential space.
The following lemma was proved in [16] , which plays an important role in the proof of our main theorem.
Proof. By Fact 2, it suffices to show that X contains no any closed copy of S ω1 . Assume that X contains a closed copy of S ω1 . Then it follows from [18, Corollary 2.2] that A 2 (X) is not a sequential space. However, by Lemma 3.4, the subspace A 2 (X) is a stratifiable space, hence it has a G δ -diagonal, and then A 2 (X) is a sequential space since a k-space with a G δ -diagonal is sequential [7] .
Recall that a space is called ω 1 -compac if every uncountable subset of X has a cluster point. Now we can show one of our main theorems. Theorem 3.9. Let X be a non-metrizable Lašnev space. Then the following statements are equivalent.
(1) A(X) is a sequential space.
X is a topological sum of a space with a countable k-network consisting of compact subsets and a discrete space.
Proof. The implications of (1) Assume on the contrary that there exists a closed, discrete and uncountable subset {x α : α < ω 1 } in NI(X). Since X is paracompact and NI(X) is closed in X, there is an uncountable and discrete collection of open subsets {U α : α < ω 1 } in X such that x α ∈ U α for each α < ω 1 . Since X is Fréchet-Urysohn, for each α < ω 1 , let {x(n, α) : n ∈ N} be a non-trivial sequence converging to x α in X. For each α < ω 1 , let C α := {x(n, α) : n ∈ N} ∪ {x α } and put
Since M 3 is a closed subset of X and X is a Lašnev space, it follows from [15] that the subspace A 4 (M 3 ) is homeomorphic to a closed subset of A 4 (X), thus A 4 (M 3 ) is sequential. However, by Lemma 3.7,the subspace A 4 (M 3 ) is not sequential, which is a contradiction. Therefore, Claim 1 holds.
Since X a non-metrizable Lašnev space, the space X must contain a closed copy of S ω by Fact 1. Moreover, since A 4 (X) is a sequential space, the subspace A 2 (X) is also a sequential space. Then, by Lemma 3.6, the space X contains no closed copy of the space M 1 . In addition, X is an ℵ-space by Lemma 3.8. Hence there exists a σ-locally finite k-network P in X such that P is compact for each P ∈ P. Since every compact subset of X is metrizable in a Lašnev space [7] , the family P is a σ-locally-finite k-network consisting of separable metric subsets of X. Let P 1 := {P : P ∈ P, P ∩ NI(X) = ∅}.
By the ω 1 -compactness of NI(X), the family {P ∈ P : P ∩ NI(X) = ∅} is countable since at most countably many elements of an arbitrary locally-finite family intersect an ω 1 -compact subset. Therefore, we have |P 1 | < ω 1 . Note that |P ∩ I(X)| ≤ ω, hence P 1 ∪ {{y} : y ∈ P ∩ I(X), P ∈ P 1 } is a countable k-network of X 1 := P 1 . It is easy to prove that X 1 is sequentially open, thus it is open in X. Let X 2 := X \ X 1 . Then X 2 is an open and closed discrete subset of X, thus X = X 1 X 2 .
(5) ⇒ (2). Let X := X 1 X 2 , where X 1 is a k-space with a countable k-network consisting of compact subsets in X 1 and X 2 is a discrete space. It follows from [14] that A(X) ∼ = A(X 1 ) × A(X 2 ). Since X 1 is a k-space with a countable k-network consisting of compact subsets, the space X 1 is a k ω -space, hence it follows from [2, Theorem 7.4.1] that A(X 1 ) is a k ω -space, then A(X) is a k-space since A(X 2 ) is discrete.
It is natural to consider that if it can be replaced "A 4 (X)" with "A 3 (X) or A 2 (X)" in Theorem 3.9. Next we shall give a complete answer to this question. First, the following proposition shows that it can not be replaced "A 4 (X)" with "A 2 (X)" in Theorem 3.9. In order to prove that it can not be replaced "A 4 (X)" with "A 3 (X)" in Theorem 3.9, we must recall some concepts.
Consider ω ω, the collection of all functions from ω to ω. We define a quasi-order ≤ * on ω ω by specifying that if f, g ∈ ω ω, then f ≤ * g if f (n) ≤ g(n) for all but finitely many n ∈ ω. A subset F of ω ω is bounded if there is a g ∈ ω ω such that f ≤ * g for all f ∈ F , and is unbounded otherwise. We denote by ♭ the smallest cardinality of an unbounded family in ω ω. It is well known that ω < ♭ ≤ c, where c denotes the cardinality of the continuum.
Let U X be the universal uniformity on a space X and put P := {P ⊂ U X : |P | ≤ ω}. For each P = {U i } i∈N ∈ P ω , let
and W := {W (P ) : P ∈ P ω }.
In [16] , K. Yamada showed the following important result, which gives a neighborhood base of 0 in A(X).
Theorem 3.11. [16, Theorem 2.3] The family W is a neighborhood base of 0 in A(X).
The following theorem shows that we can replace "A 4 (X)" with "A 3 (X)" in Theorem 3.9 under the assumption of ♭ = ω 1 . Note that the following proofs contain some ideas in [6] . Theorem 3.12. Assume ♭ = ω 1 . For a non-metrizable Lašnev space X, the subspace A 3 (X) is a sequential space if and only if A(X) is a sequential space.
Proof. Clearly, it suffices to show the necessity. In order to show the sequentiality of A(X), it suffices to show that the subspace NI(X) is ω 1 -compact in X by the proof of (4) ⇒ (5) of Theorem 3.9. Next we shall show that the subspace NI(X) is ω 1 -compact in X.
Suppose that ♭ = ω 1 and A 3 (X) is a sequential space. Then there exists a collection {f α ∈ ω ω : α < ω 1 } such that if f ∈ ω ω, then there exists α < ω 1 with f α (n) > f (n) for infinitely may n ∈ ω. Since X is a non-metrizable Lašnev space, the space X contains a closed copy of S ω by Fact 1. We rewrite the copy of S ω as Y := {y}∪{y(n, m) : m, n, ∈ ω}, where y(n, m) → y as m → ∞ for each n ∈ N.
Assume on the contrary that the subspace NI(X) is not ω 1 -compact in X. Then, by viewing the proof of (3) ⇒ (4) in Theorem 3.9, we can see that X contains a closed copy of M 3 := {C α : α < ω 1 }, where, for each α ∈ ω 1 , the set C α := {x(n, α) : n ∈ ω}∪{x α } and x(n, α) → x α as n → ∞. Moreover, without loss of generality, we may assume that
Then we can define a uniform base U of the universal uniformity on Z as follows. For each α < ω 1 and k ∈ ω, let
where V f := {y} ∪ {y(n, m) : m ≥ f (n), n ∈ ω} and ∆ Z is the diagonal of Z × Z. Put
Then, the family U is a uniform base of the universal uniformity on the space Z. Put W := {W (P ) : P ∈ U ω }. Then it follows from Theorem 3.11 that W is a neighborhood base of 0 in A(Z).
For each α < ω 1 , let
. Then we have the following claim.
Proof of Claim 1. Since X is a Lašnev space and Z is closed in X, the group A(Z) is topologically homeomorphic to a closed subgroup of A(X). Therefore, it suffices to show that y ∈ H \ H in A 3 (Z). Obviously, the family {(y + U ) ∩ A 3 (Z) : U ∈ W} is a neighborhood base of y in A 3 (Z). Next we shall prove (y + U ) ∩ A 3 (Z) ∩ H = ∅ for each U ∈ W, which implies y ∈ H \ H in A 3 (Z). Fix an U ∈ W. Then there exist a sequence {h i } i∈ω in ω1 ω and a sequence {g i } i∈ω in ω ω such that
Then B ⊂ U . By the assumption, there exists α < ω 1 such that
The proof of Claim 1 is completed.
Since A 3 (X) is sequential and H is not closed in A 3 (X) by Claim 1, there is a sequence L ⊂ H such that L → z for some z ∈ A 3 (X) \ H. Then the set supp(L ∪ {z}) is bounded by [1] , then the closure of supp(L ∪ {z}) is compact since X is a Lašnev space. If L meets infinitely many H α 's, then the set supp(L ∪ {z}) contains infinitely many x α 's. This is a contradiction since {x α : α < ω 1 } is discrete in X. If L ∪ {z} is contained in the union of finitely many H α 's, then the set supp(L ∪ {z}) contains an infinite subset {y(n i , m i ) : i ∈ N} of {y(n, m) : n, m ∈ N} such that n i = n j if i = j, which is a contradiction. Therefore, the subspace NI(X) is ω 1 -compact in X.
Finally, we shall give an example to show that it can not be replaced "A 4 (X)" with "A 3 (X)" in Theorem 3.9 under the assumption of ♭ > ω 1 . First, we give a technical lemma.
Let C ⊂ M 3 be a convergent sequence with the limit point. Since the subspaces C S ω , M 3 and S ω are all P * -embedded in the space S ω M 3 respectively, it follows from [2, Problem 7.7.B.] that the following three subgroups 
are all sequential and closed in A(S ω M 3 ).
Let S(A) denote the set of all limit points of a subset A in a space X. In order to show the last theorem, we need the following technical lemma.
Lemma 3.14. Let B be a sequentially closed subset of
(c) If
Proof. (a) Let
, hence it is closed by Lemma 3.13. Since
, it is easy to see that there exists β such that
for any h ∈ ω1 ω. Then it easily obtain that y = y + x β − x β ∈ S(B) = B.
(c) Let
. By [2, Theorem 7.4.5] and Lemma 3.13, the subspace A 3 (S ω , S ω M 3 ) is closed and sequential, which implies that B 1 is closed in
Then y ∈ A, and A ⊂ B 1 . It implies that y ∈ B 1 ⊂ B.
Theorem 3.15. Assume ♭ > ω 1 . There exists a non-metrizable Lašnev space X such that A 3 (X) is a sequential space but A(X) is not a sequential space.
Proof. Let X = S ω M 3 ; then X is a non-metrizable Lašnev space. However, A(X) is not a sequential space. Indeed, assume on the contrary that A(X) is a sequential space. Since A(M 3 ) is topologically homeomorphic to a closed subset of A(X), the group A(M 3 ) is sequential, then it follows from [1, Theorem 2.11] that NI(M 3 ) is separable, which is a contradiction since NI(M 3 ) is a uncountable closed discrete subset in M 3 .
Next, we shall prove that A 3 (X) is a sequential space. Assume on the contrary that A 3 (X) is not a sequential space. Then there exists a subset H in A 3 (X) such that H is a sequentially closed subset in A 3 (X), but not closed in A 3 (X). Then there exists a point x 0 belonging to A 3 (X) such that x 0 ∈ H \ H in A 3 (X). Let H 1 := A 2 (X) ∩ H and H 2 := (A 3 (X) \ A 2 (X)) ∩ H. Since H 1 is sequentially closed and A 2 (X) is sequential, the set H 1 is closed. If x 0 ∈ H 1 , then x 0 ∈ H 1 = H 1 ⊂ H, this is a contradiction.
. Then the point x 0 belongs to H ′ , the set H ′ is sequentially closed and H ′ does not have any limit point in X ∪ (−X). Without loss of generality, we may assume H = H ′ . Since the length of each element of H is 3, the length of x 0 is 1 or 3. However, the length of x 0 can not be 3. Assume on the contrary that x 0 ∈ A 3 (X) \ A 2 (X); then let V be an open neighborhood of x 0 in A 3 (X) \ A 2 (X) such that V ⊂ A 3 (X) \ A 2 (X). Then V ∩ H is sequentially closed in the sequential subspace A 3 (X) \ A 2 (X), hence V ∩ H is closed and x 0 ∈ H, this is a contradiction. Therefore, the length of x 0 is 1. Without loss of generality, we may assume that x 0 ∈ X. In order to obtain a contradiction, we shall show that x 0 = y, but y ∈ H. We divide the proof in two claims.
Claim 2:
We have x 0 = y. Proof of Claim 2. It suffices to show that x 0 = x for each x ∈ X \ {y}. Assume on the contrary that x 0 ∈ X \ {y}. In order to obtain a contradiction, we divide the proof in three cases.
Subcase 1: For some n, m ∈ ω, we have x 0 = y(n, m). Clearly, ones can choose f ∈ ω ω such that y(n, m) / ∈ V f . Fix an arbitrary g ∈ ω1 ω, and then let P :
Then B ⊂ −x 0 + H, and it follows from x 0 ∈ H that 0 ∈ B. Moreover, it is obvious that −x 0 + H is sequentially closed in A 4 (X). Hence the set (
is a sequential space. However, since B ⊂ (−x 0 + H) ∩ A 2 (X), we have
in A 2 (X), which shows that x 0 ∈ H, this is a contradiction. Subcase 2: For some n ∈ ω and β ∈ ω 1 , we have x 0 = x(n, β). Fix arbitrary f ∈ ω ω and g ∈ ω1 ω with g(β) > n. Then (x 0 + W (P )) ∩ H = ∅, where P = (U (g, f )) ∈ U ω . Obviously, each element of (x 0 + W (P )) ∩ H has the form
. By a proof analogous to Subcase 1, we can see that x 0 ∈ H, which is a contradiction.
Subcase 3: For some β ∈ ω 1 , we have x 0 = x β . Obviously, we have x 0 ∈ (x 0 + W (P )) ∩ H for any P ∈ U ω . Fix f ∈ ω ω and g ∈ ω1 ω.
Clearly, we have A = C ∪ D. If x 0 ∈ C, then, by a proof analogous to Subcase 1, we can see that x 0 ∈ H, which is a contradiction. Hence we assume x 0 ∈ D. Let B 1 := H ∩ A 3 (C β S ω , S ω M 3 ) and
where C β := {x β } ∪ {x(n, β) : n ∈ N}. By Lemma 3.13, the sets B 1 and B 2 are sequentially closed subsets of the spaces A 3 (C β S ω , S ω M 3 ) and A 3 (M 3 , S ω M 3 )
respectively, therefore, closed in A(X). Then B 1 ∪ B 2 is closed in A(X), hence we have x 0 ∈ D ⊂ B 1 ∪ B 2 ⊂ H, which is a contradiction. Therefore, we have x 0 = y. The proof of Claim 2 is completed. Claim 3: The point y / ∈ H in A(X). proof of Claim 3. Obviously, it suffices to show that there exist two mappings h ∈ ω ω and g ∈ ω1 ω such that (y + W (P )) ∩ H = ∅, where P = (U (g, h), U (g, h), ...). Since y ∈ H, it follows from Lemma 3.14 that we have the following statements:
(a) there exists h 1 ∈ ω ω such that {y + x ′ − y ′ : (x ′ , y ′ ) ∈ V h1 × V h1 } ∩ H = ∅; (b) there exists g 1 ∈ ω1 ω such that
(c) there exist h 2 , h 3 ∈ ω ω such that
Therefore, without loss of generality, we may assume that H ⊂ {y(n, m) + x 1 − y 1 : n, m ∈ N, x 1 , y 1 ∈ C α , α < ω 1 }.
Fix an arbitrary α < ω 1 . Since y ∈ H, there exist a f α ∈ ω ω and n(α) ∈ N such that {y(n, m) + x 1 − y 1 : n, m ∈ N, m ≥ f α (n),
By the assumption of ♭ > ω 1 , there is a f ∈ ω ω such that f α ≤ * f for each α < ω 1 . For each α < ω 1 , let k(α) be the smallest natural number such that f α (k) ≤ f (k) whenever k ≥ k(α). We claim that, for each α < ω 1 , there exists n ′ (α) ∈ N with n ′ (α) ≥ n(α) such that {y(j, m) + x 1 − y 1 : j < k(α), m ∈ N, x 1 , y 1 ∈ V n ′ (α),α } ∩ H = ∅.
(⋆⋆)
Assume the converse. Then it is easy to see that there is a convergent sequence of H with the limit point in X, which is a contradiction with the above assumption. Let g ∈ ω1 ω with g(α) = n ′ (α) and P = (U (g, f ), U (g, f ), ...). It follows from (⋆) and (⋆⋆) ones can see {y(n, m) + x 1 − y 1 : y(n, m) ∈ V f , (x 1 , y 1 ) ∈ V g(α),α × V g(α),α , α < ω 1 , n, m ∈ N} ∩ H = ∅.
Then we have (y + W (P )) ∩ H = ∅. The proof of Claim 3 is completed.
By Claims 2 and 3, we obtain a contradiction. Hence A 3 (X) is not a sequential space.
