Show, Attend and Read: A Simple and Strong Baseline for Irregular Text
  Recognition by Li, Hui et al.
Show, Attend and Read:
A Simple and Strong Baseline for Irregular Text Recognition
Hui Li ∗1 Peng Wang∗2 Chunhua Shen1 Guyu Zhang2
1Australian Centre for Robotic Vision, The University of Adelaide, Australia
2School of Computer Science, Northwestern Polytechnical University, China
E-mail: hui.li02@adelaide.edu.au
Abstract
Recognizing irregular text in natural scene images is chal-
lenging due to the large variance in text appearance, such
as curvature, orientation and distortion. Most existing ap-
proaches rely heavily on sophisticated model designs and/or
extra fine-grained annotations, which, to some extent, in-
crease the difficulty in algorithm implementation and data
collection. In this work, we propose an easy-to-implement
strong baseline for irregular scene text recognition, using off-
the-shelf neural network components and only word-level an-
notations. It is composed of a 31-layer ResNet, an LSTM-
based encoder-decoder framework and a 2-dimensional at-
tention module. Despite its simplicity, the proposed method
is robust. It achieves state-of-the-art performance on irregular
text recognition benchmarks and comparable results on regu-
lar text datasets. Code is available at:
https : //tinyurl.com/ShowAttendRead
Introduction
Text information in images is of indispensable value in se-
mantic visual understanding. Reading text in natural scene,
however, compared to traditional OCR, is still a challenging
problem. One of the main reasons is the potential irregular-
ity and diversity of in text shape and layout, which can be
curved, oriented or distorted. With the application of deep
neural networks, the performance of regular (mostly hori-
zontal) text recognition has been improved rapidly. Taking
the ICDAR 2013 benchmark (Karatzas et al. 2013) as exam-
ple, the best-reported accuracy (Bai et al. 2018) has been
94.4%, to our knowledge. Nonetheless, most regular text
recognizers (Shi, Bai, and Yao 2017; Wang and Hu 2017)
treat text as horizontal lines, which makes them difficult to
be extended directly to irregular text. The performance of
existing irregular text recognizers is far from being satisfac-
tory. For instance, the current top-performing approach (Shi
et al. 2018) only achieves 76.1% accuracy on the ICDAR
2015 benchmark (Karatzas et al. 2015).
Existing irregular text recognizers can be roughly catego-
rized into three groups: rectification based (Shi et al. 2016;
2018; Liu et al. 2016; Liu, Chen, and Wong 2018), atten-
tion based (Yang et al. 2017; Cheng et al. 2017) and multi-
direction encoding based (Cheng et al. 2018) approaches.
∗The first two authors equally contributed to this work. C. Shen
is the corresponding author.
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Figure 1: The comparison of our proposed 2D attention
based and the rectification based (Shi et al. 2018) irregu-
lar text recognizers. The second column gives the predic-
tions of our approach and the heat map by aggregating at-
tention weights at all character decoding steps; the third col-
umn demonstrates the rectified images and the correspond-
ing predictions using the authors’ implementation. Rectifi-
cation based methods may encounter difficulties when the
input image is severely curved or distorted. In contrast, we
do not transform images and propose a tailored 2D atten-
tion module to localize individual characters in a weakly-
supervised manner.
The rectification based methods attempt to transform irreg-
ular text patches into regular ones and then recognize them
using regular text recognizers. However, as shown in Fig-
ure 1, severe distortions or curvatures give rise to difficul-
ties for rectification. (Yang et al. 2017) proposed an atten-
tion mechanism to select local 2D features when decoding
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individual characters. Nevertheless, it needs extra character-
level annotations to supervise the attention network and a
multi-task strategy to learn better visual features. (Cheng et
al. 2018) stated that both rectification and attention based
approaches are somewhat difficult to be directly trained on
irregular text. They designed a sophisticated framework that
needs to encode arbitrarily-oriented text in four directions.
Alternatively, we go back to the conventional attention
based encoder-decoder framework. Our proposed model is
composed of a 31-layer ResNet, an LSTM-based encoder-
decoder framework and a tailored 2-dimensional attention
module. In contrast to (Yang et al. 2017), our model only
needs word-level annotations, which enables us to make full
use of both real and synthetic data for training without using
character-level annotations. Built upon standard NN mod-
ules, the main architecture can be implemented by around
100 lines of code. Despite its simplicity, our method out-
performs previous methods on irregular text datasets by a
large margin, and achieves comparable results on regular
text. To our best knowledge, we are the first one that uses
2D attention in irregular text recognition with only word-
level annotations needed. As demonstrated in Figure 1, our
2D attention module is more flexible and robust in handling
sophisticated text layout.
For regular text, it is presented in (Lee and Osindero 2016;
Shi et al. 2016) that the 1D attention based encoder-decoder
framework is able to align between input subsequences and
decoded characters. Our approach extends this framework
by replacing 1D attention with a tailored 2D attention mech-
anism, in order to handle the complicated spatial layout of
irregular text. Inspired by the success of the Show-Attend-
and-Tell model (Xu et al. 2015) on image captioning, our
model is also based on a 2D attention based encoder-decoder
structure, which is referred to as Show-Attend-and-Read
(SAR). Note that (Xu et al. 2015) is designed for image cap-
tion, while ours is used for text recognition.
The main contributions of this work is three-fold:
1) We setup an easy-to-implement strong baseline for rec-
ognizing irregular text in natural scene images, which is
made up of off-the-shelf neural components such as CNNs,
LSTMs and attention mechanisms. The proposed model can
be trained end-to-end without pre-training. All the training
examples are synthetic or from public real data. We will re-
lease the code and data used for training.
2) Compared to existing irregular text recognizers, our
proposed approach does not rely on sophisticated designs
(including spatial transformation, hierarchical attention or
multi-directional encoding) to handle text distortions. Alter-
natively, we simply use a 2D attention mechanism to deal
with irregular text, which selects local features for individual
characters. Moreover, our proposed attention module does
not require additional pixel-level or character-level supervi-
sion information, which is weakly supervised by the cross-
entropy loss on the final predictions. The attention mecha-
nism is also tailored to consider neighborhood information
and boosts the recognition performance.
3) Note that many irregular text recognizers perform rela-
tively worse on regular text. In contrast, due to its flexibility
and robustness, the proposed approach not only significantly
outperforms existing approaches on irregular text, but also
achieves favorable performance on regular text.
Related Work
Early Work Scene text recognition has drawn lots of atten-
tions during recent years and made significant progress in
performance. Early approaches mainly work in a bottom-up
fashion (Wang, Babenko, and Belongie 2011; Mishra, Ala-
hari, and Jawahar 2012b; Phan et al. 2013; Yao et al. 2014),
in which individual characters are detected firstly via sliding
window or connected components, and then integrated into
a word by dynamic programming or graph models. Char-
acter detection or separation by itself, however, is not a
completely-solved problem due to complicated background
or cursive fonts. Alternatively, (Jaderberg et al. 2015a) con-
sidered text recognition as a multi-class classification prob-
lem, which assigned a distinct label to each word in a 90k-
sized dictionary. Apparently, it is difficult to extend the ap-
proach to words out of the dictionary.
Regular Text Recognition (He et al. 2016b) and (Shi, Bai,
and Yao 2017) considered words as one-dimensional se-
quences of varying lengths, and employed RNNs to model
the sequences without explicit character separation. A Con-
nectionist Temporal Classification (CTC) layer was adopted
to decode the sequences. (Wang and Hu 2017) proposed
a Gated Recurrent Convolutional Neural Network (GR-
CNN) with CTC for regular text recognition. Inspired by
the sequence-to-sequence framework for machine transla-
tion, (Lee and Osindero 2016) and (Shi et al. 2016) pro-
posed to recognize text using an attention-based encoder-
decoder framework. In this manner, RNNs are able to
learn the character-level language model hidden in the word
strings from the training data. A 1D soft-attention model
was adopted to select relevant local features during decod-
ing characters. The RNN+CTC and sequence-to-sequence
frameworks serve as two meta-algorithms that are widely
used by subsequent text recognition approaches. Both mod-
els can be trained end-to-end and achieve considerable im-
provements on regular text recognition. (Bai et al. 2018) ob-
served that the frame-wise maximal likelihood loss, which
is conventionally used to train the encoder-decoder frame-
work, may be confused and misled by missing or super-
fluity of characters, and thus degrade the recognition accu-
racy. To this end, they proposed “Edit Probability” to han-
dle this misalignment problem. (Liu et al. 2018) presented a
binary convolutional encoder-decoder network (B-CEDNet)
together with a bidirectional recurrent neural network (Bi-
RNN) for recognizing regular text images, and achieved sig-
nificant speed-up. The whole framework needs to be trained
in two stage, and requires pixel-level annotations. (Li, Wang,
and Shen 2017) combined a Faster-RCNN based text detec-
tor and a 1D attention based recognizer into an end-to-end
trainable system.
Irregular Text Recognition The rapid progress on regu-
lar text recognition has given rise to increasing attention
on recognizing irregular ones. (Shi et al. 2018) and (Shi
et al. 2016) rectified oriented or curved text based on Spa-
tial Transformer Network (STN) (Jaderberg et al. 2015b)
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Figure 2: Overview of the proposed framework for irregular text recognition. The input image is firstly fed into a 31-layer
ResNet, which results in a 2D feature map. Next, an LSTM model encodes the feature map column by column, and the last
hidden state is considered as a holistic feature of the input image. Another LSTM model is used to decode the holistic feature
into a sequence of characters. At each time step of decoding, an attention module computes a weighted sum of 2D features
(glimpse), depending on the current hidden state of the LSTM decoder. The irregularity of text is implicitly handled by the 2D
attention module, in a weakly supervised manner.
and then recognized it using a 1D attentional sequence-to-
sequence model. (Liu et al. 2016) also removed text distor-
tions via STN, and used the RNN + CTC framework for se-
quence recognition. Instead of rectifying the entire distorted
text image as in (Shi et al. 2018; Liu et al. 2016), (Liu, Chen,
and Wong 2018) presented a Character-Aware Neural Net-
work (Char-Net) to detect and rectify individual characters,
which, however, requires extra character-level annotations.
Moreover, a sophisticated hierarchical attention mechanism
was designed for accurate feature extraction, which consists
of a recurrent RoIWarp layer and a character-level atten-
tion layer. (Yang et al. 2017) introduced an auxiliary dense
character detection task into the encoder-decoder network to
handle the irregular text. Pixel-level character/non-character
annotations are required to train the network. (Cheng et al.
2017) asserted that there are “attention drifts” in traditional
attention model and proposed a Focusing Attention Network
(FAN) that is composed of an attention network for charac-
ter recognition and a focusing network to adjust the atten-
tion drift. This work also needs to be trained with character-
level bounding box annotations. (Cheng et al. 2018) applied
LSTMs in four directions to encode arbitrarily-oriented text.
A filtering mechanism was designed to integrate these re-
dundant features and reduce irrelevant ones.
Model
We describe the architecture of our model in this section.
As presented in Figure 2, the whole model consists of two
main parts: a ResNet CNN for feature extraction and a 2D-
attention based encoder-decoder model. It takes an image as
input and outputs a varying length sequence of characters.
ResNet CNN
The designed 31-layer ResNet (He et al. 2016a) is presented
in Table 1. For each residual block, we use the projection
shortcut (done by 1 × 1 convolutions) if the input and out-
put dimensions are different, and use the identity shortcut
Layer name Configuration
Conv 3× 3, 64
Conv 3× 3, 128
Max-pooling k:2× 2, s:2× 2
Residual block
[
Conv : 3× 3, 256
Conv : 3× 3, 256
]
× 1
Conv 3× 3, 256
Max-pooling k:2× 2, s:2× 2
Residual block
[
Conv : 3× 3, 256
Conv : 3× 3, 256
]
× 2
Conv 3× 3, 256
Max-pooling k:1× 2, s:1× 2
Residual block
[
Conv : 3× 3, 512
Conv : 3× 3, 512
]
× 5
Conv 3× 3, 512
Residual block
[
Conv : 3× 3, 512
Conv : 3× 3, 512
]
× 3
Conv 3× 3, 512
Table 1: The configuration of the 31-layer ResNet for fea-
ture extraction. “Conv” stands for Convolutional layers, with
kernel size and output channels presented. The stride and
padding for convolutional layers are all set to “1”. For Max-
pooling layers, “k” means kernel size, and “s” represents
stride. No padding for Max-pooling layers.
if they have the same dimension. All the convolutional ker-
nel size is 3 × 3. Besides two 2 × 2 max-pooling layers,
we also use a 1 × 2 max-pooling layer as in (Shi, Bai, and
Yao 2017), which reserves more information along the hor-
izontal axis and benefits the recognition of narrow shaped
characters (e.g., ‘i’, ‘l’). The resulting 2D feature maps (de-
noted as V of size H ×W ×D where D is the number of
channels) will be used: 1) to extract holistic feature for the
whole image; 2) as the context for the 2D attention network.
To keep their original aspect ratios, we resize input images
to a fixed height and a varying width. Hence, the width of
the obtained feature map, W , also varies w.r.t. aspect ratios.
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Figure 3: The structure of the LSTM encoder used in this
work. v:,i represents the ith column of the 2D feature map
V. At each time step, a column feature is firstly max pooled
along the vertical direction, and then fed into LSTM.
2D Attention based Encoder-Decoder
Sequence-to-sequence models have been widely used in
machine translation, speech recognition and text recogni-
tion (Sutskever, Vinyals, and Le 2014) (Chorowski et al.
2015) (Cheng et al. 2017). In this work, we adopt a 2D
attention based encoder-decoder network for irregular text
recognition. Without transforming original text images, the
proposed attention module is able to accommodate text of
arbitrary shape, layout and orientation.
Encoder As shown in Figure 3, the encoder is a 2-layer
LSTM model with 512 hidden state size per layer. At each
time step, the LSTM encoder receives one column of the 2D
features maps followed by max-pooling along the vertical
axis, and updates its hidden state ht. After W steps, the fi-
nal hidden state of the second LSTM layer, hW , is regarded
as a fixed-size representation (holistic feature) of the input
image, and provided for decoding.
Decoder As shown in Figure 4, the decoder is another
LSTM model with 2 layers and 512 hidden state size per
layer. The encoder and decoder do not share parameters. Ini-
tially, the holistic feature hW is fed into the decoder LSTM,
at time step 0. Then a “START” token is input into LSTM at
step 1. From step 2, the output of the previous step is fed into
LSTM until the “END” token is received. All the LSTM in-
puts are represented by one-hot vectors, followed by a linear
transformation Ψ(). During training, the inputs of decoder
LSTMs are replaced by the ground-truth character sequence.
The outputs are computed by the following transformation:
yt = ϕ(h
′
t,gt) = softmax(Wo[h
′
t;gt]) (1)
where h′t is the current hidden state and gt is the output of
the attention module. Wo is a linear transformation, which
embeds features into the output space of 94 classes, in cor-
responding to 10 digits, 52 case sensitive letters, 31 punctu-
ation characters, and an “END” token.
2D Attention Traditional 2D attention modules (Xu et al.
2015) treat each location independently, neglecting their 2D
spatial relationships. In order to take neighborhood informa-
tion into account, we propose a tailored 2D attention mech-
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Figure 4: The structure of the LSTM decoder used in this
work. The holistic feature hW , a “START” token and the
previous outputs are input into LSTM subsequently, termi-
nated by an “END” token. At each time step t, the output
yt is computed by ϕ() with the current hidden state and the
attention output as inputs.
anism as follows:
eij = tanh(Wvvij +
∑
p,q∈Nij
W˜p−i,q−j · vpq +Whh′t),
αij = softmax(w
T
e · eij),
gt =
∑
i,j
αijvij , i = 1, . . . , H, j = 1, . . . ,W.
(2)
where vij is the local feature vector at position (i, j) in
V, and Nij is the eight-neighborhood around this position;
h′t is the hidden state of decoder LSTMs at time step t, to
be used as the guidance signal; Wv , Wh and W˜s are lin-
ear transformations to be learned; αij is the attention weight
at location (i, j); and gt is the weighted sum of local fea-
tures, denoted as a glimpse. Compared to traditional atten-
tion mechanisms, we add a term
∑
p,q∈NijW˜p−i,q−j · vpq
when computing the weight of vij . We can see from Fig-
ure 5 that the computation of (2) can be accomplished by a
series of convolution operations. Hence it is easy to imple-
ment.
Experiments
In this section, we perform extensive experiments to ver-
ify the effectiveness of the proposed method. We first show
the datasets used for training and test, and then demonstrate
the implementation details. Our model is compared with
state-of-the-art methods on a number of public benchmark
datasets, including both regular and irregular text in natural
scene images. We also conduct ablation studies to analyze
the impact of model hyper-parameters and training data on
performance.
Datasets
The following datasets are used in our experiments:
Synthetic Datasets There are two public available synthetic
datasets that are widely used to train text recognizers: the
9-million synthetic data (refer to as Syn90k) released by
tile
sum
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Figure 5: The computation of the proposed 2D attention
mechanism can be simply implemented by convolutions,
where Wvvij +
∑
p,q∈NijW˜p−i,q−j · vpq is accomplished
by a 3× 3 convolution. The sizes of intermediate results are
also demonstrated. The operation “tile” duplicates the input
1× 1× d vector H ×W times.
(Jaderberg et al. 2015a) and the 8-million synthetic words
(refer to as SynthText) proposed by (Gupta, Vedaldi, and
Zisserman 2016). Images in Syn90k are generated based on
90k generic English words, while word instances in Syn-
thText are from the Newsgroup20 lexicon (Lang 1995). Al-
though they cover a huge number of word instances, the pro-
portion of special characters like punctuations is relatively
small. To compensate the lack of special characters, we
synthesize additional 1.6-million word images (denoted as
SynthAdd) using the synthetic engine proposed by (Gupta,
Vedaldi, and Zisserman 2016). Special characters are ran-
domly inserted to the words in the aforementioned two lexi-
cons.
IIIT 5K-Words (IIIT5K) (Mishra, Alahari, and Jawahar
2012a) contains 5000 word patches cropped from natural
scene images found by Google image search, 2000 for train-
ing and 3000 for test. Text instances in these images are
nearly horizontal. Each image associates with a 50-word lex-
icon and a 1000-word lexicon individually.
Street View Text (SVT) (Wang, Babenko, and Belongie
2011) consists of 647 word patches cropped from Google
Street View for test. They are nearly horizontal, but with
noise, blur and low-resolution. Each image is associated
with a 50-word lexicon.
ICDAR 2013 (IC13) (Karatzas et al. 2013) has 848 cropped
word patches for training and 1095 for test. To fairly com-
pare with previous results, we remove images that con-
tain non-alphanumeric characters, which results in 1015 test
patches. Words in this dataset are also mostly regular. No
lexicon is provided.
ICDAR 2015 (IC15) (Karatzas et al. 2015) contains word
patches cropped from incidental scene images captured un-
der arbitrary angles. Hence most word patches in this dataset
are irregular (oriented, perspective or curved). It contains
4468 patches for training and 2077 for test. No lexicon is
associated.
Street View Text Perspective (SVTP) (Phan et al. 2013)
consists of 639 word patches, which are cropped from side-
view snapshots in Google Street View and encounter severe
perspective distortions. All patches are used for test, with a
50-word lexicon and a Full lexicon for each image.
CUTE80 (CT80) (Risnumawan et al. 2014) contains 288
curved text images for test, with high resolution. No lexicon
is associated.
COCO-Text (COCO-T) (Veit et al. 2016) contains more
than 62k legible word patches cropped from COCO images,
including machine printed and handwritten, regular and ir-
regular text. There are 42618 patches for training, 9896 for
validation and 9837 for test. No lexicon is provided.
Implementation Details
The proposed model is implemented in Torch. All exper-
iments are conducted on an NVIDIA Titan X GPU with
12GB memory. We simply use the cross-entropy loss for
training. Without any pre-training, the whole network is end-
to-end trained using the ADAM optimizer (Kingma and Ba
2014). We use a batch size of 32 at training time. The learn-
ing rate is set to 10−3 initially, with a decay rate of 0.9 every
10000 iterations until it reaches 10−5.
Iteratively, we construct distinct data groups with 120k
patches randomly sampled from Syn90k, 120k from Syn-
thText, 80k from SynthAdd and approximately 50k train-
ing data from all the aforementioned public real datasets.
Each group is trained for 2 epochs, and our algorithm con-
verges after using 20 groups. In total, 2.4 million patches
from Syn90k, 2.4 million from SynthText and 1.6 million
from SynthAdd are used in the whole training process. The
height of input images is resized to 48 pixels, and the width
is calculated according to the original aspect ratio, but no
larger than 160 and no smaller than 48 pixels.
At test time, for images with height larger than width, we
will rotate the image by 90 degrees clockwise and anticlock-
wise respectively, and recognize them together with the orig-
inal image. A recognition score will be calculated by aver-
aging the output probabilities. The top-scored one will be
chosen as the final recognition result. We use beam search
for LSTM decoding, which keeps the top-k candidates with
the highest accumulative scores, where k is empirically set
to 5 in our experiments. Compared to greedy decoding that
only picks the highest scored character at each time step,
beam search brings an approximately 0.5% improvement to
the recognition accuracy, in our practice. The test speed is
15ms per patch in average.
Experimental Results
In this section, we evaluate our model on several regular
and irregular text benchmarks, and compare the performance
with other state-of-the-art methods. For datasets with lexi-
cons provided, we simply select from lexicon the one with
the minimum edit distance to the predicted word. The recog-
nition results are summarized in Table 2.
On irregular text datasets (i.e., IC15, SVTP, CT80 and
COCO-T), our approach outperforms the compared methods
by a large margin. In particular, our approach gives accuracy
Table 2: Recognition accuracy (in percentages) on public benchmarks, including both regular and irregular text. “50”, “1k”,
and “Full” are lexicon sizes, where “Full” means a combined lexicon of all images in the dataset. “None” means lexicon-free.
The approaches marked with “*” are trained with both word-level and character-level annotations. In each column, the best
performing result is shown in bold font, and the second best result is shown with underline. Our approach outperforms all the
compared methods on all irregular text benchmarks, and achieves comparable performance on regular text.
Method Regular Text Irregular Text
IIIT5K SVT IC13 IC15 SVTP CT80 COCO-T
50 1k None 50 None None None 50 Full None None None
(Wang, Babenko, and Belongie 2011) − − − 57.0 − − − 40.5 21.6 − − −
(Mishra, Alahari, and Jawahar 2012b) 64.1 57.5 − 73.2 − − − 45.7 24.7 − − −
(Phan et al. 2013) − − − 73.7 − − − 75.6 67.0 − −
(Yao et al. 2014) 80.2 69.3 − 75.9 − − − − − − −
(Jaderberg et al. 2015a) 97.1 92.7 − 95.4 80.7 90.8 − − − − 42.7
(He et al. 2016b) 94.0 91.5 − 93.5 − − − − − − −
(Lee and Osindero 2016) 96.8 94.4 78.4 96.3 80.7 90.0 − − − − −
(Wang and Hu 2017) 98.0 95.6 80.8 96.3 81.5 − − − − − −
(Shi et al. 2016) 96.2 93.8 81.9 95.5 81.9 88.6 − 91.2 77.4 71.8 59.2 −
(Liu et al. 2016) 97.7 94.5 83.3 95.5 83.6 89.1 − 94.3 83.6 73.5 −
(Shi, Bai, and Yao 2017) 97.8 95.0 81.2 97.5 82.7 89.6 − 92.6 72.6 66.8 54.9 −
(Yang et al. 2017)* 97.8 96.1 − 95.2 − − − 93.0 80.2 75.8 69.3 −
(Cheng et al. 2017)* 99.3 97.5 87.4 97.1 85.9 93.3 70.6 92.6 81.6 71.5 63.9 −
(Liu et al. 2018)* 97.0 94.1 87.0 95.2 − 92.9 − − − − −
(Liu, Chen, and Wong 2018)* − − 92.0 − 85.5 91.1 74.2 − − 78.9 − 59.3
(Bai et al. 2018)* 99.5 97.9 88.3 96.6 87.5 94.4 73.9 − − − −
(Cheng et al. 2018) 99.6 98.1 87.0 96.0 82.8 − 68.2 94.0 83.7 73.0 76.8
(Shi et al. 2018) 99.6 98.8 93.4 99.2 93.6 91.8 76.1 − − 78.5 79.5
SAR (Ours) 99.4 98.2 95.0 98.5 91.2 94.0 78.8 95.8 91.2 86.4 89.6 66.8
Table 3: Ablation studies by changing model hyper-parameters and training data. The first row shows the original proposed
model configuration. Those changed parameters are shown in bold font. The models are evaluated on benchmarks without
using any lexicon. Reducing the size of CNN and LSTM models has negative impacts on the recognition performance. Using
the traditional 2D attention or 1D attention modules, instead of our proposed attention mechanism, also degrades the accuracy.
Model Configuration
Training CNN Down-sampling Attention LSTM Hidden state IIIT5K SVT IC13 IC15 SVTP CT80 COCO-T
data channels ratio module layers size
Synth+Real
×1 1/8, 1/4 2D proposed 2 512 95.0 91.2 94.0 78.8 86.4 89.6 66.8
×1/2 1/8, 1/4 2D proposed 2 512 92.7 88.7 92.0 75.6 81.3 86.8 62.6
×1 1/16, 1/4 2D proposed 2 512 93.8 90.3 92.7 77.4 84.5 89.2 64.8
×1 1/16, 1/8 2D proposed 2 512 94.0 90.6 93.1 76.2 83.7 87.5 63.7
×1 1/8, 1/8 2D proposed 2 512 93.6 89.3 92.5 76.1 82.8 87.5 63.3
×1 1/8, 1/4 2D traditional 2 512 94.0 90.1 92.3 77.2 84.3 87.5 64.2
×1 1/8, 1/4 1D 2 512 93.0 89.9 90.2 76.6 83.6 84.7 65.4
×1 1/8, 1/4 2D proposed 1 512 89.7 87.2 87.4 70.6 76.4 80.6 60.1
×1 1/8, 1/4 2D proposed 2 256 94.0 89.3 92.8 76.8 83.7 86.5 63.8
OnlySynth ×1 1/8, 1/4 2D proposed 2 512 91.5 84.5 91.0 69.2 76.4 83.3 −
increases of 7.5% (78.9% to 86.4%) on SVTP-None and
10.1% (79.5% to 89.6%) on CT80. Note that neither SVTP
or CT80 provides training data, which lowers the chance of
over-fitting. Meanwhile, the proposed method still achieves
state-of-the-art performance on regular text datasets (i.e.,
IIIT5K, SVT and IC13). Actually, our model performs the
best or the second best on 5 of the 6 evaluated regular text
settings. The superiority of our method is more significant
when there is no lexicon, such as in IIIT5K and SVTP. It
demonstrates the practicality of our proposed approach in
realistic scenarios where lexicon is rarely provided.
Examples of 2D attention heat maps when decoding in-
dividual characters are visualized in Figure 6. Although
learned in a weakly supervised manner, the attention mod-
ule can still approximately localize characters being de-
coded, extract discriminative local features and finally help
text recognition. Note that the proposed attention module is
trained without character-level annotations.
Some failure cases are also presented in Figure 8. There
are a variety of reasons for failure, such as blurry, partial oc-
clusion, extreme distortion, uneven lighting condition, un-
common fonts, vertical text, etc. Scene text recognition still
has a long way to be completely solved.
Ablation Studies
In order to analyze the impact of different model hyper-
parameters and training data on the recognition perfor-
mance, we perform a series of ablation studies as presented
in Table 3. All the evaluated models are trained from scratch
and tested on benchmarks without lexicon.
CNN Parameters We firstly reduce by 50% the number
of channels of all convolutional layers expect the last layer,
which lowers the accuracy by 2 to 4 percentages. The down-
O P T I M U
S T A R B U
W Y N D H A
C H E V R O
R O B I N S
p l a y e d
U N I T E D
Figure 6: Visualization of 2D attention weights at individual decoding time steps, which shows that our 2D attention model can
be trained to approximately localize characters without character-level annotations. For space reasons, some of the decoding
results are truncated.
sampling ratio of the proposed ResNet is 1/8 vertically and
1/4 horizontally, which results in a feature map of maxi-
mum size 6× 40. Here we further divide the vertical and/or
horizontal down-sampling ratios by 2, and obtain worse per-
formance. These results shows that the volume of feature
maps should be sufficiently large to encode a large variety
of visual information for text recognition.
Attention Modules The proposed 2D attention model is
respectively replaced by the traditional 2D counterpart with
the term
∑
p,q∈NijW˜p−i,q−j · vpq removed from Equa-
tion (2) and a 1D attention module that considers feature
maps as 1D sequences. By aggregating neighborhood infor-
mation, the proposed 2D attention model outperforms the
traditional 2D one by 1 to 2 percentages. Both of the 2D
attention modules performs better than the 1D one in most
cases, which shows their robustness for both regular and ir-
regular text recognition. We compare the proposed and the
traditional 2D attention heat maps in Figure 7. The proposed
model presents better performance on character localization
and recognition.
LSTM Parameters By cutting down by half the hidden
state size of both encoder and decoder LSTMs, we receive
degraded recognition accuracies. The performance degrada-
tion is more serious when we use 1 layer of LSTMs, instead
of 2 layers. Relatively, the number of LSTM layers presents
a stronger impact on the performance.
Training Data The performance drops without using the
real image training data. However, because of our simple
model design, we can make full use of current public avail-
able dataset to train the model for better performance. More-
over, it should be note that a large number of methods (as
indicated with “*” in Table 2) use extra character level anno-
tations, which is another kind of additional information. The
requirement of character-level annotations prevents them
from using real data with only word-level annotations.
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Figure 7: Comparison of our proposed 2D attention model and the traditional 2D attention model. The decoded characters are
shown to the left of the corresponding attention heat maps, with incorrect ones marked in red. The proposed model shows more
accurate localization and better recognition results.
GT: TOWN
Pred: Titutt
GT: WAREHOUSE
Pred: MUCOIMUDS
GT: H
Pred: HALL
GT: D
Pred: SOT
GT: Expert
Pred:	Capert
GT: SWAROVSKI
Pred: SEAROVILI
GT: TAGHeuer
Pred: TALKEUER
GT: RAFFLES
Pred: CAFE
GT: HOT
Pred: HONDA
GT: Glaillo
Pred: GLOSFILLE
Figure 8: Failure cases of our model. “GT” stands for the
ground-truth annotation, and “Pred” is the predicted result.
Conclusion
In this work, we present a simple yet strong baseline for ir-
regular text recognition. The proposed framework is built
upon off-the-shelf neural network modules, including a
ResNet CNN, an LSTM encoder-decoder and a 2D tailored
attention module. Without any extra supervision informa-
tion, the proposed attention mechanism is capable of select
local features for decoding characters. Being robust to dif-
ferent forms of text layouts, our approach performs well for
both regular and irregular text.
As to future works, the proposed framework can be ex-
tended in several ways. Firstly, the LSTM encoder-decoder
is possible to be replaced by CNNs for sequence model-
ing, which will further ease the training process. Secondly,
the proposed 2D attention module can be seen as a special
case of graph neural networks, where edges of the graph are
defined on 8-neighborhoods. Straightforwardly, we can ap-
ply the attention mechanism on graphs with more complex
structures, to incorporate with the rich context information.
Finally, to better learn visual features and speedup the train-
ing process, we can also add a word classification head apart
from the LSTM decoder.
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