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ABSTRACT
The circumgalactic medium (CGM) of nearby star-forming galaxies shows clear indications of O VI absorp-
tion accompanied by little to no N V absorption. This unusual spectral signature, accompanied by absorption
from lower ionization state species whose columns vary by orders of magnitude along different sight lines,
indicates that the CGM must be viewed as a dynamic, multiphase medium, such as occurs in the presence of
turbulence. To explore this possibility, we carry out a series of chemodynamical simulations of a isotropic
turbulent media, using the MAIHEM package. The simulations assume a metallicity of 0.3 Z and a redshift
zero metagalatic UV background, and they track ionizations, recombinations, and species-by-species radiative
cooling for a wide range of elements. We find that turbulence with a one-dimensional (1D) velocity disper-
sion of σ1D ≈ 60 km s−1 replicates many of the observed features within the CGM, such as clumping of low
ionization-state ions and the existence of O VI at moderate ionization parameters. However, unlike observa-
tions, N V often arises in our simulations with derived column densities of a similar magnitude to those of
O VI. While higher values of σ1D lead to a thermal runaway in our isotropic simulations, this would not be the
case in stratified media, and thus we speculate that more complex models of the turbulence may well match the
absence of N V in the CGM of star-forming galaxies.
Subject headings: astrochemistry — galaxies: halos — turbulence
1. INTRODUCTION
The circumgalactic medium (CGM) is a highly ionized
plasma that resides within the dark matter halo of galaxies.
It contains the reservoir of baryons for galaxy formation and
has an important role in regulating galaxy evolution through
inflow and outflow processes, such as galactic accretion, ac-
tive galactic nuclei, and galactic winds (e.g. Lilly et al. 2013;
Voit et al. 2015; Crighton et al. 2015; Fox & Davé 2017; Mu-
ratov et al. 2017; Tumlinson et al. 2017). Its diffuse nature,
however, makes direct observation difficult.
Absorption in the spectra of background QSOs allows us to
gain insight into these diffuse systems. Steidel (1998) summa-
rized much of the earlier results that attempted to understand
the relationship between the Intergalactic Medium (IGM) and
the CGM. At the time, the newly commissioned WFPC-2 on
the Hubble Space Telescope (HST) as well as the HIRES spec-
trograph on the Keck telescopes, gave us the capability to ob-
serve these systems up to z≈ 3 with improved follow-up spec-
troscopy. The Keck Baryonic Structure Survey (KBSS; Rudie
et al. 2012) continued these efforts by targeting galaxies at the
peak of star-formation (z≈ 2−3). It is theorized that at higher
redshift there should be a high accretion rate of cold mate-
rial through filamentary structures (e.g. Birnboim & Dekel
2003; Ocvirk et al. 2008; Brooks et al. 2009; Faucher-Giguère
& Kereš 2011). They were able to map the H I distribution
around these systems as well as show an anti-correlation be-
tween H I absorbers and impact parameter.
In recent years, the Cosmic Origins Spectrograph (COS)
installed on the HST has vastly improved our sensitivity to
diffuse material that absorbs in the UV (Shull 2009). Specif-
ically, the COS-Halos survey allowed us to probe the CGM
of z . 0.5, galaxies (Tumlinson et al. 2013) by using quasar
absorption-line spectroscopy. Tumlinson et al. (2013) probe
M∗ = 109.5 − 1011.5 M galaxies out to an impact parameter,
b = 150 kpc. These observations uncovered a large amount of
O VI absorption in the CGM of star-forming galaxies and also
showed a neutral H component associated with nearly all of
the galaxies.
Werk et al. (2013) expanded upon this study by finding sig-
nificant metal-line absorption corresponding to a cool (T ≈
104 −105 K) CGM phase. This cooler phase is constrained to
the inner CGM such that column densities and detection rates
for lower ionization species decrease with increasing impact
parameter. Furthermore, in Werk et al. (2016, hereafter W16)
O VI absorption within the star-forming sample is further ex-
plored. They find O VI absorption to span the entire CGM,
while also discovering N V absorption to be absent in 35 of
the total 38 O VI components.
W16 also looked at many models to explain this phe-
nomenon; these included photoionization models such as
CLOUDY (Ferland et al. 2017), shock ionization models
(Gnat & Sternberg 2009), collisional ionization equilibrium
and non-equilibrium models (Gnat & Sternberg 2007), ra-
diative cooling flow models (Wakker et al. 2012) and more.
These models either required very high ionization from an
extra-galactic ultraviolet background (EUVB), unphysically
long path lengths for O VI, or a narrow range of parameters to
fit the data. This motivates us to explore the effects of turbu-
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lence in the CGM.
There are several CGM processes that are likely to drive
significant turbulence. Theoretical work has shown that
inflows should be distinctly colder than the surrounding
medium (Kereš et al. 2005; Dekel & Birnboim 2006; Kereš &
Hernquist 2009; Stewart et al. 2011) and there is observation
evidence of colder inflowing material around star-forming
galaxies (Rubin et al. 2012). As this colder material flows
inward, there should at least be turbulence along the bound-
aries between colder and hotter material. Also in the case of
outflows, material, momentum, and energy are injected into
the surrounding medium, which may also induce turbulence.
This leads us to theorize how various ions may change in the
presence of isotropic turbulence.
Here we present direct numerical simulations of a turbu-
lent astrophysical media exposed to an EUVB, in an effort to
determine the extent to which multiphase observations of the
CGM can be explained by the presence of sustained, isotropic
turbulence. The paper is organized as follows: in Section 2
we outline the code used to model the CGM. In Section 3 we
present our results with a focus on O VI and N V abundances
as well as compare our results to W16 and give concluding
remarks.
2. METHODS
2.1. The MAIHEM Code
To simulate an isotropic turbulent CGM, we use Models
of Agitated and Illuminated Hindering and Emitting Media
(MAIHEM1), a three-dimensional (3D) cooling and chem-
istry package built using FLASH (Version 4.3), an open-
source hydrodynamics code (Fryxell et al. 2000). MAIHEM
explicitly tracks the reaction network of 65 ions: including
hydrogen (H I and H II), helium (He I–He III), carbon (C I–
C VI), nitrogen (N I–N VII), oxygen (O I–O VIII), neon (Ne I–
Ne X), sodium (Na I–Na III), magnesium (Mg I–Mg IV), sili-
con (Si I–Si VI), sulfur (S I–S V), calcium (Ca I–Ca V), iron
(Fe I–Fe V), and electrons from an initial non-equilibrium
state to steady state. This includes solving for dielectric and
radiative recombinations, collisional ionizations with elec-
trons, charge transfer reactions, and photoionizations by a UV
background.
This package was first developed in Gray et al. (2015) and
later improved upon with the inclusion of an ionizing back-
ground in Gray & Scannapieco (2016). Most recently, in
Gray & Scannapieco (2017), several charge transfer reac-
tions, radiative recombination rates, and dielectronic recom-
bination rates from Aldrovandi & Pequignot (1973); Shull
& Van Steenberg (1982); Arnaud & Rothenflug (1985) have
been added to and updated in MAIHEM. Furthermore, the
cross sections for the photoionizing and photoheating rates are
taken from Verner & Yakovlev (1995) for the inner electron
shell transitions and Verner et al. (1996) for the outer electron
shell transitions.
The equations solved by MAIHEM are given in Gray &
Scannapieco (2016) and are invariant under the transforma-
tion x→ λx, t→ λt, ρ→ ρ/λ meaning the final steady-state
abundances depend only on the mean density multiplied by
the driving scale of turbulence, nL, the one-dimensional (1D)
velocity dispersion of the gas, σ1D, and the ionization param-
eter,U ; the ratio of number of ionizing photons to the number
1 http://maihem.asu.edu/
density of hydrogen nH, or alternatively,
U ≡ Φ
nHc
, (1)
where Φ is the total photon flux of ionizing photons, and c is
the speed of light.
Finally, we elect to model turbulence through solenoidal
modes (∇ · F = 0) and use an unsplit solver based on Lee
(2013) to solve the hydrodynamic equations. In addition to
this, we make use of a hybrid Riemann solver that utilizes the
Harten Lax and van Leer (HLL) solver (Einfeldt et al. 1991)
in places with strong shocks or rarefactions and the Harten–
Lax–van Leer–Contact (HLLC) solver (Toro et al. 1994; Toro
1999) in smoother flows to stabilize the code as turbulence
ensues. We refer the reader to Gray et al. (2015) and Gray &
Scannapieco (2016) for further details.
FIG. 1.— Comparison of fractional abundances for MAIHEM (dashed
black) and CLOUDY (solid cyan). MAIHEM was run with nLbox = 1021
cm−2 with σ1D = 1 km s−1. CLOUDY was run with a varying hydrogen den-
sity such that the resultant U was varied between −4 < log U < −1.
2.2. Abundance Test
MAIHEM has been rigorously tested over a wide parame-
ter space in Gray et al. (2015), Gray & Scannapieco (2016).
However, to confirm its accuracy under conditions similar to
those in the CGM, we carry out a series of tests at a metallic-
ity of 0.3Z, which is the median value found by Prochaska
et al. (2017) for the CGM of low-redshift galaxies.
MAIHEM abundances are compared to those given by
CLOUDY, an open-source photoionization code (Ferland
et al. 2013). Specifically, we conduct single-zone CLOUDY
runs and MAIHEM runs with nL = 1021 cm−2 and σ1D of 1
km s−1 that both use the Haardt & Madau (2012, hereafter
HM2012) EUVB. We also omit the presence of molecules in
our CLOUDY tests. Here we show some of the ion abun-
dance comparison plots in Figure 1 for ions that we will focus
on throughout the paper. Ion abundances for MAIHEM are
found using solar relative abundances from Lodders (2010).
We note that out of the abundances plotted, all of them
closely agree with CLOUDY with the exception of Si IV at
log U > −2. It seems that MAIHEM slightly overpredicts the
higher ion fractional abundance, which takes away from the
fractional abundance at high U .
2.3. Model Parameters
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FIG. 2.— log Temperature vs. log U (top row) and log NH 1 vs. log U (bottom row) for the nL = 1019 (solid blue), 1020 (dotted-dashed red), and 1021 (dashed
black) cm−2 runs. From left to right, σ1D = 26, 35, 46, 58 km s−1.
Following this abundance test, we conduct a suite of simu-
lations to see the effect of isotropic turbulence on ion abun-
dances. Our simulations force turbulence by stirring via
solenoidal modes (Pan & Scannapieco 2010) with wavenum-
bers that vary between 1 6 Lbox|k|/2pi 6 3. This ensures that
the average driving scale of turbulence is k−1 ' 2Lbox/2pi
where Lbox is set to 100 pc.
We carry out these simulations in a 1283 periodic box and
begin with a uniform density of n = 10−2 − 1 cm−3, with the
lower end corresponding to the density of the CGM (Tumlin-
son et al. 2017). These densities correspond to a driving scale
of turbulence that varies from nLbox = 1019 − 1021 cm−2. The
medium is initialized with a fractional ion abundance that cor-
responds to collisional ionization equilibrium at a temperature
of T = 105 K.
The range of σ1D that we test is varied between 26 and 60
km s−1 following estimates of the nonthermal velocity com-
ponents of line-widths measurements (W16). The box is irra-
diated with a redshift zero HM2012 EUVB whose strength is
quantified by U , such that it varies between −4< log U < −1
in a single run by progressing in increments of log U ∼ 0.2
once a steady state is reached. To determine when the box has
reached a steady state, the average global abundances were
calculated every 10 time steps. To ensure that our simula-
tions reached a steady state, we impose a cutoff value to the
change in ion abundances of 0.03 to prevent ions with small
abundances from stopping the progression of the ionization
parameter. This change in fractional abundances is found with
∆Xi
Xi
=
Xai −Xbi
Xai
, (2)
where Xi is the abundance of ion i and Xai and X
b
i are the
averaged ion abundances. Only when all fractional ion abun-
dances are below this cutoff value do we progress to higher
U . We vary the background with this range of U to match
observational data from the COS-Halos survey (Werk et al.
2014).
3. RESULTS
3.1. General Features
The CGM is traced by a cool T . 105 K phase along with a
hotter T & 106 component (Tumlinson et al. 2013; Werk et al.
2014; Werk et al. 2016; Prochaska et al. 2017). The top row of
Figure 2 shows the density-weighted temperature for all of our
runs from left to right, σ1D = 26, 35, 46, 58 km s−1. We find
that this density-weighted temperature falls within the range
of temperatures observed in the CGM of nearby galaxies. We
also look to match the large H I component observed in these
systems and show the H I column density, NH 1, in the bottom
row of Figure 2; finding that our results match the log NH 1 =
14−20 cm−2 range found in Tumlinson et al. (2013).
Figures 3 and 4 show temperature and ionic distributions
from nL = 1020 cm−2 simulations with log U = −4 and −2,
respectively. Here, Si II and Si IV, which are commonly ob-
served in the halos of low-redshift galaxies (Werk et al. 2013;
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FIG. 3.— Temperature (first row), Si II (second row), Si IV (third row), N V (fourth row), and O VI (bottom row) slices for σ1D = 26 (Low), 35 (Medium), 46
(Medium-High), and 58 (High) km s−1 at log U = −4. Each column gives slices from the aforementioned turbulence run.
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FIG. 4.— Temperature (first row), Si II (second row), Si IV (third row), N V (fourth row), and O VI (bottom row) slices for σ1D = 26 (Low), 35 (Medium), 46
(Medium-High), and 58 (High) km s−1 at log U = −2. Each column gives slices from the aforementioned turbulence run.
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FIG. 5.— log NSi II (first row), log NSi IV (second row), and log NO VI (third row) vs log U for the nL = 1019 (solid blue), 1020 (dotted-dashed red), and 1021
(dashed black) cm−2 runs. From left to right, σ1D = 26, 35, 46, 58 km s−1.
Borthakur et al. 2016; Heckman et al. 2017), are chosen to
sample low and intermediate ionization state material, respec-
tively. O VI, on the other hand, serves to sample the higher
ionization state material, commonly observed in the halos sur-
rounding L∗ galaxies (W16, Oppenheimer et al. 2016), and
likely arising from interactions between different phases as
caused by processes that inject energy and material into the
CGM (e.g. Hummels et al. 2013; Shen et al. 2013; Ford et al.
2016; Gutcke et al. 2017; Hani et al. 2018; Liang et al. 2018;
Nelson et al. 2018). Finally, N V, which has an ionization
potential slightly below O VI, is chosen because it is nearly
absent in the CGM of star-forming galaxies for reasons that
remain to be determined.
At lower turbulent velocities (σ1D < 26 km s−1), the gas is
subsonic, yielding weak shocks and small temperature gradi-
ents, which ensures that the medium is dominated by a single
ionization state material. Low ions, defined to be singly ion-
ized metals, dominate if log U = -4 while intermediate ions
dominate in the log U = -2 case. We also begin to see larger
temperature gradients as this turbulence is increased, caused
by stronger shocks, which sweep across cells carrying newly
ionized material. An example of this appears in the upper-
right corner of the Medium-High run in Figure 3, which fea-
tures a downward shock that leaves N V and O VI in its wake.
3.2. Low and Intermediate Ionization State Ions
The mean of their respective column densities of Si II, Si IV,
and O VI are shown in Figure 5. As mentioned previously,
the turbulent state of the medium and its background deter-
mine the dominant ionization state. However, sight lines of
N V and O VI in the lower background case, and Si II remains
in the higher background case with mass fractions of a few
percent, which correspond to column densities of Ncol . 1014
cm−2. Observationally, low ionization-state ions tend to be
more clumpy (Pieri et al. 2014) and congregate in the inner
halo of a galaxy (Liang & Chen 2014) while more highly
ionized metals are more abundant in the outer CGM (W16;
Johnson et al. 2015; Oppenheimer et al. 2016, 2017). This
translates to the Low and Medium runs being more compara-
ble to conditions of the inner CGM while the Medium-High
and High runs are more representative of the outer CGM.
Werk et al. (2013) find low ionization-state ions (C II, Si II,
Mg II, etc.) to have column densities that vary by orders of
magnitude, in contrast to the less variable O VI column den-
sities, suggesting a patchy CGM. This is seen in the Figure
4, as turbulence causes the low ionization-state ions, as traced
by Si II, to congregate into clumps.
To measure the ‘clumpiness’ of low ionization-state ions,
we computed a normalized standard deviation of the Si II,
Si IV, and O VI column densities for all of our runs shown in
Figure 6. We find NSiII to have the highest average normalized
standard deviation, while also having the weakest dependence
on the mean density of the medium parameterized by nL. We
further point out that this patchiness evolves as the turbulence
is increased; such that higher turbulent velocities tend to move
the low ionization-state ions into denser clumps.
The intermediate and higher ionization-state ions also tend
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FIG. 6.— log σSiII/NSiII (first row), log σSiIV/NSiIV (second row), and log σOVI/NOVI (third row) vs. log U , for σ1D = 26, 35, 46, and 58 km s−1 (from left to
right). Normalized standard deviations from the nL = 1019 cm−2 are plotted in solid blue, nL = 1020 cm−2 in dotted-dashed red, and nL = 1021 cm−2 in dashed
black. The solid gray line is shown to indicate a normalized standard deviation of one.
to evolve as the turbulence is increased, and they depend more
on the strength of the background radiation field. Specifically,
Si IV has a minimum normalized standard deviation at lower
U , at values at which the total Si IV column density is high-
est. As the ionizing background increases, these intermediate
ions congregate into filaments, as shown in Figure 4, show-
ing more patchy behavior. Finally, the normalized standard
deviation of O VI decreases monotonically as a function of
increasing turbulence.
3.3. N V and O VI
In Figure 7 we show the average N V column density, NN V
(top row), O VI column density, NO VI (middle row), and the
ratio of NN V to NO VI (bottom row) as a function of the ion-
ization parameter. Here we see that the N V column densi-
ties tend to be slightly higher than those of O VI at low U .
This trend continues until a higher turbulent state is reached
(σ1D > 46 km s−1), at which point NO VI > NN V at the lowest
U . We also see that NN V seems to increase at a slower rate
than NO VI allowing for a lower NN V to NO VI ratio at higher
U .
As the turbulence approaches supersonic speeds, both the
minimal NN V and NO VI increase for each run while even-
tually reaching a maximum at the highest U . However, at
σ1D > 58 km s−1, the nL = 1019 cm−2 run experiences a peak
in N V and O VI at log U ≈ −2. Following this, these ions
undergo a sharp decline in abundance. Turbulence seems to
lower both the NN V and NO VI gradients acrossU allowing for
larger column densities to be found at lower U .
The overall density of the gas sampled is important in de-
termining the ionization state and NO VI. This becomes even
more important as the medium becomes more turbulent. W16
find log NO VI to have a median value of 1014.5 cm−2 for nearby
star-forming galaxies. Looking at the σ1D = 58 km s−1 plot in
the middle row of Figure 7, we see that depending on the total
density of the medium, an O VI column density of 1014.5 cm−2
may be found anywhere between −3< log U < −2.
We continue to compare our results to those found in W16
by plotting the column density ratio N V/O VI as a function
U in Figure 7. As the turbulence increases, this ratio tends
to flatten while never reaching 0.1. However, W16 find their
sample to have a median value of ≈ 0.1 while noting most of
their ratios to be upper bounds due to the non-detection of N V
in the bulk of associated O VI components.
In Figure 8, we replicate Figure 12 in W16 by plotting the
log NSi IV/NO VI versus log NN V/NO VI. We have overlaid
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FIG. 7.— log NN V vs. log U (top row), log NO VI vs. log U (middle row), and log NN V/NO VI vs. log U (bottom row) for the nL = 1019 (solid blue), 1020
(dotted-dashed red), and 1021 (dashed black) cm−2 runs. From left to right, σ1D = 26, 35, 46, 58 km s−1.
our derived ratios with matched Si IV, N V, and O VI com-
ponents from W16. Here we see that turbulence moves this
curve slightly leftward toward the data but not nearly enough
to match the majority of the data, which require much lower
levels of N V.
The nonnegligible amount of N V present in isotropic turbu-
lence may be due to two reasons: electron collisional ioniza-
tion from the shocks, and the constraints imposed by isotropy.
The temperature associated with a shock within the high
turbulence run is ≈ 105 K ≈ 10 eV. At this temperature, the
recombination rate coefficient for the primary N V to N IV
reaction, N4+ + e− = N3+, is much lower than the primary O VI
to O V reaction, O5+ + e− = O4+. This means that N V survives
longer than O VI.
However, as the ionization potentials of N IV and O V are
77 and 114 eV, respectively, even in the high turbulence case
it is only the strongest shocks that are able to produce N V and
O VI, with N V being produced more efficiently than O VI. On
the other hand, the ionization potential of N V is only 98 eV,
while the ionization potential of O VI is 138 eV. This means
it is easier to covert N V into N VI than it is to convert O VI
to O VII and that the small value of NN V/NO VI observed in
star-forming galaxy halos must be caused by the production
of N VI. However, this would require even stronger shocks,
which are not sustainable in an isotropic environment.
Instead, moving to isotropic turbulence levels above σ1D ≈
60 km s−1 causes a thermal runaway. This is because the
strongest shocks in such a situation produce ions that cool
much less efficiently than those found at ≈ 105K, and this in-
efficiency of cooling increases at higher temperatures. Thus,
no steady-state condition can be achieved (Gray et al. 2015;
Gray & Scannapieco 2016).
Note however that such levels of continuous turbulence
are compatible with an overall steady state in an anisotropic
environment, as could occur if turbulence occurred within
strongly stratified medium. In this case, thermal runaway may
be avoided as hot material cycles convectively upwards in the
gravitational potential while a region of efficient cooing re-
mains near the center (e.g. Scannapieco et al. 2012; Sur et al.
2016). This remains a promising possibility for explaining the
NN V/NO VI observations, but it requires spanning a consider-
ably larger parameter space than the general isotropic case
considered in this study.
4. DISCUSSION AND SUMMARY
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FIG. 8.— log NSi IV/NO VI vs log NN V/NO VI for the nL = 1019 (solid blue), 1020 (red dotted-dashed), and 1021 (black-dashed) cm−2 runs. From left to right,
σ1D = 26, 35 km s−1 (top row) and 46, 58 km s−1 (bottom row). These are overlaid on the matched Si IV, N V, and O VI components from W16 Figure 12. Green
circles represent the “broad” type O VI absorption, orange circles are “narrow” type absorbers, and purple circles are “no-low” type absorbers. As a reference,
we plot a single-zone CLOUDY model photoionized by an HM2012 EUVB (solid cyan) with -4 < log U < -1.
Turbulence may be present in the CGM due to outflowing
and inflowing processes that inject energy, momentum, and
material into the surrounding medium. Recent observations
of the CGM’s surrounding nearby star-forming galaxies find
low ionization-state ions (C II, Si II, Mg II, etc.) with col-
umn densities that vary by orders of magnitude, substantial
O VI absorption, and very small amounts of N V. This moti-
vated us to simulate an isotropic turbulent medium exposed to
an HM2012 EUVB to see how ion abundances change under
these conditions and whether isotropic turbulence can resolve
this N V and O VI anomaly.
To test the effect of isotropic turbulence on ion abundances,
we have conducted a suite of numerical simulations of a turbu-
lent astrophysical medium exposed to an extra-galactic back-
ground using MAIHEM. We first test MAIHEM in CGM-like
conditions and find nice agreement between these tests and
CLOUDY results.
We then detail our results, finding that turbulence is effec-
tive at producing density and temperature gradients that span
nearly two orders of magnitude. Using Si II, Si IV, and O VI,
as samples for low, intermediate, and high ions, respectively,
we show that a moderate amount of turbulence (σ1D = 26
km s−1) is able to produce a medium dominated by multi-
ple ionization states. In these runs, subdominant species still
maintain sight lines with fractional abundances at the per-
cent level, low ionization-state species are congregated into
clumps, and medium and high ionization-state species are
more widespread.
We go on to investigate O VI and N V as well as compare
our results to those in W16 finding that although we are able
to produce larger O VI column densities at lower U , we also
produce N V at a level comparable to that of O VI, showing
that isotropic turbulence is not able to match all observations
of nearby star-forming CGM.
We speculate on this and conclude it to be a consequence
of the shocks present within higher turbulent runs, which
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causes a thermal runaway if the velocity dispersion is in-
creased above the values reported here. This is partially a
consequence of the assumption of an isotropic medium, which
causes shocks and the energy they carry to be spread through-
out the entire volume.
We also look at the recombination and ionization rate co-
efficients for the relevant reactions and find N V is produced
faster and lives longer than O VI. In addition to this, N V is
ionized faster than O V leading us to conclude that N V present
in the CGM of star-forming galaxies is able to quickly ionize
to N VI leaving little trace of N V.
In a future paper, we will modify MAIHEM with the ad-
dition of gravity to simulate a stratified medium. We predict
that this will allow for more effective cooling at higher veloc-
ity dispersions, a situation that may be important in resolving
the origin of the discrepancy between O VI and N V.
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