can be seen as part of E in Fig. 1 , so it will be shaped by the digital noise canceller for first order, as shown in (1), and will thereby be effectively suppressed, too.
I. INTRODUCTION
Continuous-time integrated filters need to be programmable over wide frequency ranges for several applications, e.g., in the read channel of hard disk drives. Such filters must maintain the relative shape of the frequency response indentical, irrespective of the set bandwidth, while maintaining adequate dynamic range. Approaches to the design of programmable filters are considered in this brief.
A. Time Scaling: Definition
We will discuss both linear and nonlinear networks. Since, in the latter, the term "frequency response" does not have meaning in the strict sense of the term, we will use the term "time scaling" rather than "frequency scaling" throughout this paper.
Consider an initially relaxed network N. For the time being, we consider a single input, single output network. Let an arbitrary input voltage vi(t) produce an output voltage vo(t). Further, let us assume the existence of a networkN satisfying the following condition: Any inputvi(t) = vi(t) results in an outputvo(t) = vo(t). The only restriction on is that it be positive. Then, we callN the time-scaled version of N, with a scaling factor . This is denoted in Fig. 1 . When N andN are linear, scaling in time by corresponds to scaling of the frequency response of the network by 1=. The relative shape of the magnitude response remains the same.
Throughout this paper, we discuss only (trans)conductance-capacitance networks, due to their significance in practical filter designs (for example, the disk-drive-read channel application). Extension to active-RC networks is easy and is not considered in this work. Two methods for realizing time (frequency-response) scaled networks are (Fig. 2) scaled by p while all capacitors are scaled by 1=. Only constantconductance and constant-capacitance scaling are dicussed in this work in view of their practical significance.
In Section II, we review the noise properties of scaled networks. In Section III, we extend the concept of time scaling to (trans)conductance-capacitance networks that are nonlinear. Section IV considers the distortion properties of weakly nonlinear time-scaled networks. In Section V, we prove that constant-capacitance scaling results in an optimal implementation of programmable continuous-time filters. Section VI contains the conclusions of this work.
II. NOISE PROPERTIES OF SCALED NETWORKS (A REVIEW)
In this section, we review the noise properties of constant-conductance and constant-capacitance scaled networks [2] , [3] . Similar relations have been derived for active-RC networks [4] . Here, we give the formulae for (trans)conductance-capacitance networks. This will facilitate the proof of optimality of constant-capacitance scaling in Section IV. Only white noise is considered in this paper. Let us assume that the noise of every transconductance and conductance can be represented by the models shown in Fig. 3 . k is the Boltzmann's constant and T is the absolute temperature. is the excess noise factor of the transconductor. Let H(f); S no (f ) and v 2 no be the original network's frequency response, output noise power spectral density, and output noise power, respectively.
Consider Fig. 4(a) , where we isolate a single noise source v n1 from the network. We are interested in finding its contribution to the output noise spectral density S no (f ) and the integrated output noise voltage v 2 no . We denote the transfer function from vn1 to vo as H1o(f). We can
For the constant-capacitance scaled network [ Fig. 4 (b)], the relations corresponding to (1) and (2) arê
From (1) and (3), we get
Comparing (4) and (2), we see that
Following the same reasoning as above and utilizing power spectral density superposition, it is easy to extend the results to multiple independent noise sources and conclude that the integrated output noise power of a constant-capacitance scaled network is independent of the scaling factor .
Relations for the integrated output noise and noise spectral density for constant-conductance scaled networks can be derived in an analogous manner. It can be shown that the integrated output noise power of a constant-conductance scaled network is directly proportional to the scaling factor . The noise properties of constant-capacitance and constant-conductance scaled networks are summarized in Table I .
As stated, a filter designed using constant-capacitance scaling principles will have the same root mean square (RMS) output noise irrespective of its bandwidth, whereas in the case of constant-conductance scaling, the total noise power varies with the scaling factor . We now consider a programmable filter, with settable between the values of 1 and max , where max » 1. If the design of this filter is based on constant-conductance scaling, it must be such that the filter meets the noise specification at the setting = max . As a result, the filter will be grossly overdesigned at lower settings of .
In contrast to this, if the programmable filter is designed using constant-capacitance scaling, the output noise will be independent of the scaling factor (Table I) . Thus, if the filter is designed optimally for one setting of , it will remain optimal for all other settings, and no overdesign will be needed.
It has been shown elsewhere [2] that the output noise power is inversely proportional to the total filter capacitance. Combining this fact with the above observations, it is easy to see that a constant-conductance programmable filter will need max times more capacitance than a constant-capacitance design. This is why programmable filters should be designed using constant-capacitance scaling. It can also be shown that, although the two filters will have the same total power dissipation at the most wideband setting, in the constant-capacitance case, power dissipation will decrease as is decreased, whereas in the constant-conductance case it will remain constant, independent of .
III. TIME SCALING IN NONLINEAR NETWORKS
The concepts of frequency response and transfer function do not exist in the common sense for nonlinear systems; hence, we can only talk about "time scaling." Consider the case when the (trans)conductors and capacitors are nonlinear. The input-output relations for nonlinear transconductors, conductors, and capacitors are written as shown in Fig. 5 . Consider now a general network consisting of these elements shown in Fig. 6(a) . We can use the modified nodal analysis (MNA) formulation for writing the network equations [5] . (7) and assuming that the input vi(t) is connected to node 1 v1(t) = vi(t): (8) Let us replace t in these equations by t. We obtain 
Notice that these are the equations one would get for the kth node of the network of Fig. 6(c) , where all the (trans)conductances are the same as in the original network, while all the capacitors have been scaled by the factor 1= and when the network is excited by an inputv i (t) = v i (t).
We refer to this as the "constant-conductance" scaled network. Both these networks can be solved using the MNA formulation. Since all voltages in the scaled network are time-scaled by a factor , we obtain the following, as in the linear case: if an input v i (t) to the original network produces an output vo(t), an inputvi(t) = vi(t) applied to the scaled network produces an outputv o (t) = v o (t). Note that the scaled network must have the same set of initial conditions as the unscaled network for the above to hold.
Alternatively, (9) can be rewritten as 
These equations are those that one would obtain for the network of Fig.  6(b) , where all the capacitors are the same as in the original network, while all conductors and transconductors have been scaled by the factor
. We refer to this as the "constant-capacitance" scaled network. As in the constant-conductance case, an input v i (t) to the scaled network results in an output vo(t). Fig. 7 shows two weakly nonlinear filters, with (b) the constant-capacitance scaled version of (a). The network of Fig. 7(a) is excited by a sinewave of amplitude A and frequency !o. We express the output as a Fourier series v o (t) = n A n sin(n! o t) + B n cos(n! o t):
IV. DISTORTION IN WEAKLY NONLINEAR CONSTANT-CAPACITANCE SCALED FILTERS
Since the filter of Fig. 7(b) is a scaled version with a scaling factor , its output for an excitation A sin(! o t) iŝ vo(t) = vo(t) = n An sin(n!ot) + Bn cos(n!ot): (16) Observe that the Fourier coefficients of the output remain the same for both networks. This means that if the original filter has a total harmonic distortion (THD) of x% when excited by a frequency ! o , the scaled filter will also have a THD of x% when excited by a tone of the same amplitude, but a frequency of ! o . Thus, if the original filter has a worst-case THD of x% for an input tone of frequency ! o and amplitude A, then the scaled filter will also have a worst-case THD of x% when excited by a sinewave of amplitude A, but a frequency ! o . Therefore, the worst-case distortion of a scaled filter is independent of the scaling factor.
For a more general periodic input, if vo(t) is represented as a sum of components n k n n (t), where the n are not necessarily harmonically related (they could be intermodulation components, crossmodulation components, or anything else), thenvo(t) = vo(t) = n k n n (t) forv i (t) = v i (t). Therefore, the amplitudes of the inter/cross modulation components (the k n ) remain the same for the scaled network when the input signal is time scaled.
To verify our conclusions on the harmonic distortion properties of scaled nonlinear networks, simulations were run on a device-level CMOS implementation of a constant-capacitance scaled fourth-order Butterworth low-pass filter, whose bandwidth was programmable from 60 to 350 MHz [6] . The filter bandwidth was set to 300 MHz, and the total harmonic distortion in the output waveform was plotted as a function of the input frequency. Then the bandwidth setting was changed to 174 MHz and the above procedure was repeated again.
The results are shown in Fig. 8 . In Fig. 9 , the x axis is normalized with respect to the filter bandwidth setting for both the curves shown in Fig.  8 . As predicted by the theory, the two normalized distortion curves are in very good agreement. These are device-level simulations. The absolute distortion levels are not important because they depend on the accuracy of the transistor models used. What is of great significance is that the distortion curves are nearly identical when normalized to the bandwidth. To obtain accurate results, the simulator time-step was forcibly set in inverse proportion to the bandwidth. This ensures that the simulator converges to roughly the same degree at the end of a time step regardless of the filter bandwidth.
V. DYNAMIC RANGE IN CONSTANT-CAPACITANCE SCALED FILTERS
Along with the noise properties of scaled networks discussed earlier in this brief, the observation on distortion has important consequences in filter design. If the input signal to a filter is very small, the output is masked by the internal noise of the filter. If the input signal is very large, distortion effects set in. The dynamic range of the filter is defined as the ratio of the maximum output signal level permissible (with some acceptable distortion level) to the minimum output signal (usually the root mean squared output noise). If a constant-capacitance scaled network is used to implement a programmable filter, we have shown that the integrated output noise power is constant, irrespective of the set bandwidth. From our discussion above of time scaling in nonlinear circuits, we concluded that the maximum output signal level for a given level of distortion is independent of the set bandwidth too. From the above two statements, we conclude that the dynamic range of a constant-capacitance scaled network is independent of the scaling factor. Thus, a constant-capacitance scaled filter represents a very desirable situation, summarized below.
1) The output noise power is independent of the scaling factor.
2) The worst-case distortion (and hence, the maximal signal level) is independent of the scaling factor. 3) The dynamic range is independent of the scaling factor. Notice that while there are many scaling strategies to maintain frequency response, constant-capacitance scaling keeps the dynamic range constant, irrespective of the bandwidth. Hence, no overdesign is needed. If the original filter is designed optimally in terms of white noise and distortion, then any constant-capacitance scaled version of it will also be optimal, irrespective of its frequency setting. In addition, constant-capacitance scaling lends itself to a design technique that is remarkably immune to effects of parasitic capacitances; the reader is referred elsewhere [6] where a filter chip, programmable from 60 to 350 MHz, is presented.
VI. CONCLUSION
We have discussed some properties of time-scaled electrical networks. We have shown analytically that constant-capacitance scaled filters have noise, distortion, and dynamic range independent of the scaling factor (not counting 1=f noise sources). These observations have been verified through simulation and experiments reported elsewhere [6] .
