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ABSTRACT 
This paper introduces four discrete-time analogs of different types of matrix 
stability: diagonal, simultaneous, vertex, and D-stability, the last three being defined in 
terms of a certain (associated) polytope of matrices. The diagonal stability of any 
vertex of this polytope is shown to imply its simultaneous stability and hence 
D-stability of the vertices. It is shown, by a counterexample, that D-stability, as in the 
continuous-time case, is not equivalent to diagonal stability. Several important classes 
for which this equivalence is true are identified. It is shown that sitiultaneous stability 
of the vertices is equivalent to the simultaneous stability of the whole polytope, and it 
is conjectured that this equivalence holds without the requirement of simultaneity. 
Some other conjectures relating the four types of stability are made, and it is shown 
that in the 2 X 2 case all four are equivalent. 
1. INTRODUCTION 
A real square matrix is said to be Hurwitz (Schur) stable if its spec- 
trum lies in the open left half plane (the interior of the unit disk in the 
complex plane).’ A related concept is that of D-stability: a matrix A is 
(Hun&z) D-stable if for every positive diagonal matrix D, the matrix DA 
*E-mail:na . bhaya@na- net. ornl . gov. Fax: 55 21 290 6626. 
‘Hun&z and Schur stability are often referred to as continuous-time and discrete-time 
stability, respectively, as in the title and body of the paper. 
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is (Hurwitz) stable. Ever since the introduction of the concept of D-stability 
in the context of price adjustment in economic systems in [l, 161, much has 
been written on the subject, and attempts to characterize Hurwitz D-stability 
have been successful for certain classes of matrices [7, 91. However, no 
general characterization is known to date: a comprehensive recent survey [S] 
contains many other relevant references. Another well-known and useful 
concept is that of diagonal stability: a matrix A is said to be Hurwitz 
diagonally stable if there exists a positive diagonal matrix P that makes 
A’P + PA negative definite, and A is Schur diagonally stable if there exists a 
positive diagonal P that makes ArPA - P negative definite. As noted in [l] 
and [9], Hurwitz diagonal stability is a sufficient condition for D-stability, but 
the converse is only true for certain classes of matrices (see Section 2 
and [S]). 
Despite all these results for Hurwitz D-stability, the Schur case has 
received almost no attention. In this paper, we will focus exclusively on the 
Schur case, and therefore from now on we usually drop the adjective Schur 
(discrete-time). We introduce definitions of D-stability and simultaneous 
stability that arise naturally in the modeling of certain robust stability prob- 
lems in control theory [3]. Given a matrix A E R”‘“, all the types of stability 
introduced in this paper are defined in terms of the polytope s(A) = 
{AK : K = diag(k,, . . . , k,), - 1 < ki < 1 Vi}. Thus A is D-stable iff VB E 
g(A), B is stable; z(A) is simultaneously stable if there exists a single 
positive-definite matrix P that satisfies the Liapunov equation ( BTPB - P = 
some negative-definite matrix) for all B in %‘( A); and, finally, z( A) is vertex 
stable iff all its vertices are stable. 
In Section 2, we show that diagonal stability of the single vertex A implies 
simultaneous stability of %‘( A) and so, in particular, diagonal stability is a 
sufficient condition for D-stability, as in the Hurwitz case. A counterexample 
is given to show that the converse is not true: in other words, D-stability is 
not equivalent to diagonal stability, again in analogy with the Hurwitz case. 
However, we identify, in Section 2, several important classes of matrices 
for which the equivalence holds. We conjecture that simultaneous stability 
implies diagonal stability. 
The main result of Section 3 is that simultaneous stability of the vertices 
of the polytope s( A) is equivalent to the simultaneous stability of the whole 
polytope g(A). Th e conjecture is made that this result is valid without the 
requirement of simultaneity: if true, this would provide a relatively simple 
test of D-stability. Some other equivalent conjectures are made, and it is 
shown that in the 2 x 2 case all four types of stability discussed in this paper 
are equivalent: this observation is believed to be new. Some concluding 
remarks on possible approaches to developing computational tests for the 
different kinds of stability are made in Section 4. 
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1.1. Notation and Definitions 
Uppercase Latin letters denote matrices; uppercase calligraphic letters 
(&, 9, etc.) denote sets of matrices. 
Given A = (aij> E iw nXn and a set of matrices JY’, we define: 
1 Al = (laijl), the matrix whose elements are the absolute values of the 
elements of A. 
Spec( A) = the spectrum, or set of eigenvalues, of A = {hi(A) : i = 1, . , n}. 
Spe&d) = the set of all spectra of A l l;g, i.e., {Speck A) : A EJ%‘}. 
K = diag(lc,, . . , k,) is the n X n diagonal matrix with elements 
k 1,“” k,. 
If kj > 0, Vi, K is called a positive diagonal matrix. 
Given n E N, 14 := {l, 2, . , n}. 
Given m objects (e.g., matrices, eigenvalues) Vi, their conuex huZZ 
is defined as follows: Conv{Vi}i E m := {xi E m piVi : Xi E m pi = 1, pi > 0 - - 
Vi E z). 
Throughout this paper we will use the following cla.ss 3 of diagonal 
matrices: 
DEFINITION 1.1. 
Z:= {K=diag(k,,...,k,): -1 <k, Q lVi}, (1) 
also written as {K : 1 K 1 < I}. The set of vertices of X is denoted vert(3Y) and 
defined by vert(~):={K:IKI=Z)=(K:K=diag(fl,...,~l)}. 
DEFINITION 1.2. A matrix A E Rnx” is said to be diagonally stable 
(alternatively, in class g or, simply in 9) iff there exists a positive diagonal 
matrix P such that ATPA - P is negative definite. When we wish to make 
explicit a matrix P that satisfies the above condition, we will write A E% P). 
DEFINITION 1.3. Given A E RnXn, the set of matrices 
~~A)=(AK:KE_T}, (2) 
is said to be simultaneously stable (respectively, simultaneously diagonally 
stable), abbreviated SS (SDS), if there exists a single matrix p such that 
VB E 9( A), B ET~( P), with P positive definite (positive diagonal). 
REMARK 1.4. Although the above definition makes it clear that simul- 
taneous and simultaneous diagonal stability (these nouns will henceforth also 
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be abbreviated SS and SDS) are properties of the set 9(A), from now on we 
will abuse language and say that A is SS or SDS. The concepts of SS and 
SDS could also be defined in terms of the set 
9(A) =(KA:KEX}. (3) 
The definitions are shown below to be equivalent in the context of this paper. 
The letters _Y and 9 come from left and right multiplication by K. 
Furthermore, it is easily shown that both 9(A) and 9’(A) are convex 
polytopes; e.g. 9(A) = con4 AK,), Ki E vert(ZZ), i E 2”. - 
DEFINITION 1.5. If the set of 2” vertices of the polytope 9% A), defined 
as vert(s(A))=(AK: K~vert(X)} ={AK: K = diag(fl,..., +l)l, is 
stable, we will say that &A) is vertex stable. In a similar fashion, we will use 
the word vertex to qualify SS and SDS, and by abuse of language, we will 
say that A is vertex SS, vertex SDS, etc. 
The discrete-time analog of D-stability, first defined in the continuous- 
time context of price adjustment in economic systems [l, 161, is introduced 
below: 
DEFINITION 1.6. A matrix A E RnXn is said to be (discrete-time) 
D-stable (alternatively, in cZass D or, simply in D) iff AD is stable (i.e., the 
modulus of every eigenvalue of AD is strictly less than unity) for all real 
diagonal matrices D whose elements are all less than or equal to unity in 
absolute value, i.e., 1 DI < I. In other words, A is D-stable iff the polytope 
9(A) is stable. 
2. DIAGONAL STABILITY AND SIMULTANEOUS STABILITY 
In this section, we first prove the main result that diagonal stability 
implies simultaneous stability and hence D-stability as well. In order to obtain 
a broader perspective on this result, note that every positive-definite matrix P 
defines a weighted Euclidean norm Il./I’ as follows: IIxIJ’ := (xTPx)“’ 
Vx E R”, i.e., the norm llxllp is the square root of the quadratic form. When 
P is diagonal [diag( pi,. . . , p,), pi > 0 Vi] then 1). 11’ is simply a resealing of 
the familiar Euclidean norm, 11. l12. In this context, our result states that if any 
(single) vertex A of the polytope 9?(A) h as an induced scaled 2norm less 
than unity (written, for emphasis, as 11 Alli < 11, then 11 B/l: < 1 for all B in 
9( A). 
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Since S’(A) is the convex hull of the 2” (vertex) matrices, AK,; Ki E 
vert(Z), i = 1,. . . ,2”, what we show is that diagonal stability of any one 
vertex implies stability of the whole polytope. This strengthens an early 
general result of Brayton and Tong, [5, 61 in the special case of the polytope 
9( A). Brayton and Tong showed that any convex set of matrices, ‘Z’, is stable 
iff there exists a single norm (convex but not necessarily smooth1 in which all 
the extreme matrices [vert(Z?:)] have norm less than unity. This result was 
later rederived in the context of interval matrices (which are also convex hulls 
of extreme matrices) by Mori and Kokame. In terms of these earlier results, 
our results below (Propositions 2.1, 2.2) amount to the observation that, for 
the special case of the polytope S(A) [or L??(A)], it is sufficient to check just 
one vertex instead of 2” vertices. This discussion is continued in Section 3. 
The question of whether D-stability implies diagonal stability can be 
regarded as a weak converse of Proposition 2.1. This weak converse is shown 
to be false by means of a counterexample. This maintains the analogy with 
the continuous-time case in which the corresponding question also has 
a negative answer: in words, we may say that the class of diagonally sta- 
ble matrices is strictly contained in the class of D-stable matrices in both 
the continuous- and discrete-time cases. We also identify various classes of 
diagonally stable matrices-this identification being interesting because no 
characterization of diagonal stability is known. 
The exact converse of the main result of this section is that simultaneous 
stability implies diagonal stability. Based partly on our results and partly on 
numerical experiments, we conjecture that this exact converse is true: in 
other words, the conjecture is that simultaneous stability is equivalent to 
diagonal stability. 
We now prove that diagonal stability implies simultaneous (diagonal) 
stability [for both L?(A) and .9(A)]. 
PROPOSITION 2.1[9?]. A EL&P) * AK ELS(P) VK EZ 
Proof. A E&~(P) implies that 
3P > Odiagonal s.t. ATPA - P < 0. (4) 
Since 1 K 1 < I, K may be singular, and on pre- and post-multiplying (4) by K 
( = K *) we have to consider two cases: 
1. x E kernel(K). In this case, xTKTATPAKx - xTPx is negative, since 
the first term is zero, and the second is negative. 
2. x E kernel(K). Then xT(KTATPAK - ZCPK)x can be written as 
zT(ATPA - P)z, z = ZCx # 0, which by (4), is negative. Once again, for 
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P diagonal and 1 KI < I, rTZU’& < xTPx; thus xTKTATPAZZx - xTPx is 
negative. 
In other words, we can conclude that AK E .@P) VK E X w 
COMMENTS. 
1. Proposition 2.1 may also be stated as follows. If one vertex, namely A, 
of the polytope 9(A) is diagonally stable, then the entire polytope 9’(A) is 
simultaneously diagonally stable. Thus it shows, in particular, that A l g 
implies that A is D-stable. 
2. The fact that if P is diagonal and 1 K 1 < I, then WK < P, used in 2. 
above, is also used in the next proposition. The converse is also true, i.e., if 
KPK < P, VK ~3, then P is diagonal [3], but we shall not need it. 
PROPOSITION 2.2[9]. A Ed * Z&i ES(P) VK E2E 
Proof. A E 9( P) implies that 
3P > 0, P diagonal s.t. A?‘PA - P < 0. (5) 
Adding and subtracting ATK “PKA from the left of (5) gives 
A’PA - ATKTPZZA + ATKTPZG4 - P < 0, 
or 
[ A’( P - K’PK) A] + [ A?‘K?‘PZCA - P] < 0. (6) 
Since P is diagonal and 1 K I < I, we conclude that P - K ?‘PK is positive 
semidefinite, implying that the quadratic form associated to the first term in 
[ ] in (6) is p osi lve semidefinite. Since the sum of the two terms in (6) is t’ 
negative definite, it follows that the second term (in [ 1) in (6) must be 
negative definite, i.e., 
VK diagonal, I K I < I, (ZGq’P(K4) - P < 0, 
i.e., FL4 E g( P) VK diagonal 1 K I < I. n 
COMMENT. This proposition shows that, from an algebraic point of view, 
the two definitions [based on %‘(A) and _‘F( A)] of SDS are essentially the 
same. Consequently, in what follows, we will only deal with 9% A). 
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The obvious question that arises at this point is whether there exists some 
converse of Proposition 2.1. There are two candidates for a converse: (i) 
simultaneous stability of the polytope s(A) implies diagonal stability of A; 
(ii) stability of the polytope 9(A) pl’ im ies diagonal stability of the matrix A. 
Note that (ii) is a weak form of(i) and is the exact discrete-time analog of the 
problem of whether D-stability implies diagonal stability. Not surprisingly, 
the analogous result holds: D-stability does not imply diagonal stability, and 
this is shown by the following counterexample. 
COUNTEREXAMPLE (showing that A E IED does not imply that A ~9). 
The following matrix, generated by computer programs written in MATLAB 
and Mathematics, is D-stable but not in g: 
0.97701 - 0.32047 - 0.0896 
A = 0.07282 0.66868 0.389559 E m, but A Eg. 
0.15153 - 0.27886 0.697892 
1 
In other words, g is strictly contained in the class of all D-stable 
matrices. A is vertex stable as well. 
We will formalize (i) as Conjecture 2.17 at the end of the next subsection. 
2.1. Classes of Diagonally Stable Matrices 
It is of interest to identify some classes of matrices that are diagonally 
stable, in order to understand the “gap” between L@ and D, i.e., the 
complement of G?r in ED, which has been shown by example above to be 
nonempty. Since, unlike the continuous-time case (see [I51 and references 
therein), no characterizations of diagonally stable matrices are known, this 
identification of classes of diagonally stable matrices (some well known and 
others not) is useful. The union of the various classes of matrices to be 
defined below is thus a class in which the following equivalence is true: 
D-stability 0 diagonal stability ti simultaneous stability. (7) 
PROPOSITION 2.3. {Stable symmetric matrices) ~53. 
Proof. Since A is stable and symmetric, we have ATA = A’ and 
p( A’> < 1, so that ATA - Z is negative definite, which shows that A E B(Z). 
n 
DEFINITION 2.4. We say that a matrix A is d-symmetrizable if there 
exists a nonsingular diagonal matrix T such that T-‘AT is symmetric. 
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PROPOSITION 2.5. (Stable d-symmettizable matrices) c_9. 
Proof. By the definition of d-symmetrizability, there exists a nonsingular 
diagonal matrix T such that T-‘AT is symmetric. By the proof of the 
previous proposition, this means that 
(T-'AT)~(T-~AT) - z < 0 
6 T~[ A’(T-~)‘(T-‘)A - (T-‘)I‘T-‘]T < o 
w ATPA - p < 0. 
where p = (T-l)T(T-l) = T-2, 
i.e., A @9(P), since P = T-’ is diagonal. n 
REMARK 2.6. Clearly Proposition 2.3 is a special case of Proposition 2.5. 
We also point out that all real 2 X 2 matrices A = (aij) that satisfy the 
condition al2 azl > 0 are d-symmetrizable. 
DEFINITION 2.7 [20]. A matrix A = (ai .) is said to be quasidominant iff 
3dj > 0, i = 1,. , n, such that d,la,,l > L!j,i djlaijl. 
Since the property of quasidominance is clearly invariant under postmulti- 
plication by K EX, and it is known that if Z - 1 Al is quasidominant, then A 
is stable, we conclude that {A : Z - I Al IS q uasidominant} is a subset of D. On 
the other hand, we also have: 
PROPOSITION 2.8. {A : Z - I Al is quasidominant} CLB. 
Proof. See [20]. n 
COROLLARY 2.9. {Stable triangular matrices) c ~8;. 
Proof. The argument for a 3 X 3 upper triangular matrix is readily 
generalizable to the n X n upper or lower triangular case. Hence, let 
A = (aij) E [w3x3 be upper triangular; then so is B = Z - IAl = (bij). 
We need to choose dj, i = 1,2,3, to satisfy Definition 2.7 for B. Let 
d, = 1; then any d, > lb,,l/lb,,l is clearly a viable choice. Define ml = 
max{dzlb,,I, Ib,,l). Then any d, > 2mJb,,l is easily seen to be a viable 
choice of d,. w 
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Note that, independently of Corollary 2.9, the class of stable triangular 
matrices can also be seen to be D-stable, since the absolute values of 
eigenvalues (on the diagonal) are not increased by postmultiplication by 
KE&.z 
The important class of M-matrices, which turns out to be a subclass of the 
class of quasidominant matrices, is defined below. 
DEFINITION 2.10. Let A be a square matrix whose off-diagonal entries 
are nonpositive. Then A is an M-matrix if all leading principal minors of A 
are positive. 
M-matrices were introduced by Ostrowski-see [20] for more references 
and equivalent definitions. Note that, if A has the sign pattern required of an 
M-matrix, then it is quasidominant iff it is an M-matrix. Hence: 
PROPOSITION 2.11. 
tive formulation is {A 
Proof. See [20]. 
(A : I - 1 Al is an M-matrix} CL&. A useful alterna- 
IAl stable} ~2. 
n 
REMARK 2.12. The equivalence (71, for the class of M-matrices, has been 
exploited in the context of M-matrix-structure-preserving connective stability 
of large-scale systems [24] and robust stability [13]. In this connection, it is 
interesting to point out that the equivalence of D-stability, diagonal stability, 
and simultaneous stability is not restricted to the class of M-matrices, since 




-0.75 -0.5 1 
is in g(Z), but 1 Al is not stable, so that 1 Al P.9 and Z - 1 Al is not an 
M-matrix. Note also that I - A is not an M-matrix, since it is not stable. 
DEFINITION 2.13 [2]. If there exist K,, K, ES? such that I Kil = I, 
i = 1,2 and K,AK, = 1 Al, then A is called checkerboard. The class of 
stable checkerboard matrices is defined as (A : A checkerboard and I Al 
stable}. 
REMARK 2.14. From the above definition it follows that the class of 
stable checkerboard matrices is a subset of {A : ) Al stable} so that the 
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following proposition is a special case of Proposition 2.11. We include the 
simple proof because this class of matrices, originally defined in the context 
of optimal scaling of matrices [2], interestingly enough, also crops up in 
frequency-domain robustness analysis of continuous-time systems [23]. All 
2 X 2 triangular matrices are checkerboard. Qualitatively stable matrices, 
defined in [12], are a subclass of the class of stable checkerboard matrices. 
PROPOSITION 2.15. {Stable checkerboard matrices} c 9. 
Proof. By Definition 2.13, 3K,, K, E vert(Z) such that K,AK, is a 
nonnegative stable matrix and hence in 9 by Proposition 2.11. That is, 3P 
positive diagonal s.t. 
(K,A%,)P(K,AK,) -P < 0, 
whence 
K, ATPAK, - P < 0 (since K,PK, = P for lKll = I), 
whence 
ATPA - P < 0 (pre- and postmultiply by K,) 
i.e., A E_@P). n 
PROPOSITION 2.16. A E Rzx2 is D-stable if and only if A E [w”‘” is 
diagonally stable. 
Proof. *: Proposition 2.1[G?]. 
= : Let A = (aij> be D-stable. There are three possibilities for the 
product of the off-diagonal elements: (i) ui2 u2i = 0, (ii) u12u21 > 0, or (iii) 
ai,ael < 0. If(i) holds, th en A is triangular and by Corollary 2.9, A ~9. If 
(ii) holds, then by Remark 2.6, A is d-symmetrizable; hence A l _?8. If (iii) 
holds, then either for B, = A diag(I, - 1) or for B, = -B,, it must hold that 
b,, b,, > 0. Since the D-stability of A implies that both B, and B, are 
stable, it follows that one of them is d-symmetrizable and hence in ~8, and 
now, by the proof of Proposition 2.1 [Z], A ~9. n 
Since we have shown that diagonally stable matrices are simultaneously 
stable and that the condition of simultaneous stability is more restrictive than 
that of D-stability, we are led to make: 
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CONJECTURE 2.17. Diagonal stability is equivalent to simultaneous stabil- 
ity; in other words, 9?(A) is SS if and only if A is in 8. 
Note that the “if’ part of this conjecture is Proposition 2.1, so that the 
content of the conjecture is the “only if’ part, which may be rephrased as 
follows: if there exists a single positive-definite solution to the Liapunov 
equation for all B E 9( A), th en there exists a single (common or simultane- 
ous) diagonnl solution as well. Or yet, again, we may state the conjecture 
alternatively as follows: if there exists a single (common or simultaneous) 
norm such that for all B E W( A) th’ is norm is less than unity, then there 
exists a scaled e-norm with the same property. 
3. D-STABILITY AND VERTEX STABILITY 
In this section we investigate an analog of the continuous-time prob- 
lem of characterization of D-stability that has been the subject of intense 
research-[81 is a good recent survey of the continuous-time case. From the 
previous sections, it is clear that this D-stability problem is equivalent to the 
problem of characterization of stability of the polytope of matrices 9(A) in 
terms of A: what we show is that 9(A) is simultaneously stable if and only if 
all its vertices are simultaneously stable. The question of when the stability of 
a polytope of matrices can be decided by a test of the stability of its vertices is 
one that has been the focus of much research since the landmark paper of 
Kharitonov. A comprehensive recent survey of both Kharitonov and non- 
Kharitonov approaches can be found in [lo]---in what follows, we shall only 
cite some recent work that is equivalent to our result. 
THEOREM 3.1. 9(A) is simultaneously stable if and only if 9(A) is 
vertex simultaneously stable. 
Proof. The “only if’ direction is trivial. We prove the “if’ direction. Let 
z = (z.i,. > &i - )?‘, .z E R”, K = diag(k,, . , k,) EX Since, by hypothesis, 
AK is simultaneously stable for all K that are vertices of Z, we know that 
there exists P such that (AK YPAK - P is negative definite. Let a function 
@ of n variables be defined as follows: 
+(k,, , k,) := z’( ZCATPAK - P)z. (8) 
Thus, + is negative for all vertices (I K I = I) of Z We will show that + 
achieves its maximum over 3 at a vertex, so that + is actually negative for all 
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K E% (i.e. all 1 K 1 < Z), which is what we wish to prove. Suppose that 
k* E US” maximizes I) over X We will show that if kT is not-extreme, then 
in fact r) does not depend on k, at all, and we may then set k, = k: = - 1 
(left endpoint) without affecting the value of I). We then apply the same 
argument to k,, and so on. Thus we construct a vertex k of X at which the 
maximum is achieved. Let us write C = ATPA = (cij) and note that, since C 
is positive semidefinite cii > 0, Vi. By elementary properties of deter- 
minants, Cc, is a polynomial of degree two in k, and can be written as 
e(k,,k;,...> k;) = (c&)kf + (*)k, + (**), (9) 
where (Ir) and (Irk) are expressions consisting of products of zi’s, cjj’s, and 
k,*,j=2,3... . Since the coefficient of the leading term in (9) is nonnega- 
tive, we have two cases: 
1. Cl1 = 0 or zr = 0 or both. This implies that @ is a polynomial of 
degree 1 in k 1. Hence the maximum of (9) over k,, where - 1 < k, < 1 
must occur at an endpoint, unless (9) is in fact independent of k,. In the first 
case, kT is extreme (i.e. - 1 or 1) and we set i, = kT ; in the second we may 
set k, = - 1 without affecting the value of I). 
2. cl1 > 0. By elementary calculus, I& is a parabol_a that is concave 
upwards, so that kT must be extreme and we can choose k 1 = kT . 
We must apply the same argument to k,, and so on. We have then found 
a f which achieves the maximum of 4 on X and for which each ki is 
extreme. n 
REMARK 3.2. This theorem was mentioned without proof in [21], where 
it was attributed to [4], which contains a continuous-time version of this 
result. In fact, we have followed the technique of proof of [4] closely in the 
theorem above, noting, however that there are some differences between the 
discrete- and continuous-time cases. A more general result, using a different 
technique, and giving necessary and sufficient conditions for the existence of 
a convex simultaneous norm (Liapunov function) that proves the (simulta- 
neous) stability of an arbitrary set of matrices, was given by Brayton and Tong 
[5, 61. Th y 1 p e a so ointed out that if the set of matrices is the convex hull of a 
subset of extreme matrices, then the existence of a single convex norm for 
this subset is necessary and sufficient to prove the stability of the entire set. 
By Remark 1.4, we see that this result is equivalent to Theorem 3.1. 
REMARK 3.3. It is generally not true that the stability of the vertices of 
an arbitrary polytope of matrices ensures the stability of the entire polytope. 
However, Mori and Kokame [lS] rederived the result of Brayton and Tong 
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cited above, in the context of interval matrices, showing that if, for a single 
(common) matrix norm, the norm of the vertex matrices is restricted to 
be less than unity, then the norm of any matrix in the polytope is less than 
unity-thus providing a sufficient condition for vertex stability to imply 
polytope stability. I n particular, as discussed in Section 2 above, since the 
quadratic form xrEc can be regarded as the square of the norm 11 xl]‘, we 
retrieve Theorem 3.1: this is [18, Corollary 1, p. 4831. 
REMARK 3.4. Both Mori and Kokame [18] and Soh [25] consider the 
special case of symmetric matrices and show that if 4 is a polytope of 
symmetric matrices (also called a symmetric interval matrix), then 4 is stable 
iff its vertices are. Although the polytope 9’(A) is an interval matrix (with a 
special structure), this result neither contains nor is contained in Theorem 
3.1, since 9(A) cannot, in general, be written as the convex hull of a set of 
symmetric vertex matrices-it is enough to note that for most A, most 
members AK of 9(A) will not be symmetric (unless, for example, A is 
diagonal). The natural extension of the Mori-Kokame-Soh result to the 
convex hull of a set of normal vertex matrices was given by Wang [26], and 
shown by Mota [19] t o b e a consequence of the properties of the convex field 
of values of a normal matrix. 
REMARK 3.5. Note that, since half the vertices of s(A) are negatives of 
the other half, it is only necessary to check the simultaneous stability of 2”- ’ 
of 9’(A), A E [wnx”. 
We now reinterpret a result of Mills et al. [17] to investigate further the 
relationships between D-stability and vertex stability. We need the following 
lemmas on 2 X 2 real matrices. 
LEMMA 3.6. A E Rzx2 is stable (i.e. p(A) < 1) ifand only if ITr Al < 
(1 + det Al and ldet Al < 1. 
P7z)of. Follows directly from the Schur-Cohn conditions. See [ll] for 
example. n 
LEMMA 3.7. A = (aij) E R"x2 stable and u12u21 > 0 implies that AK is 
stable, where K = dia$I, -I>. 
Proof. Follows from Lemma 3.6 and some calculation. n 
Mills et al. [17] g ave the following characterization of diagonal stability for 
2 X 2 matrices. 
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PROPOSITION 3.8. A E Rzx2 is in 9 - either Q,CZ~~ > 0 or 
1% - azz] + det A < 1. 
Proof. See [17] and Proposition 2.16. n 
In the light of Proposition 2.16 and Lemmas 3.6, 3.7, we can reformulate 
Proposition 3.8 as follows: 
PHO~OSITION 3.9. A E R’x2 is in D - 5?(A) is vertex stable. 
Proof. Follows immediately from Proposition 2.16; Lemmas 3.6, 3.7, 
which cover the cases ui2u2i < 0 and ui2u2i > 0, respectively; and Corollary 
2.9, which covers the case ur2 us1 = 0 (in which A is triangular). n 
Thus, from Propositions 2.16, 3.9 we see that vertex, diagonal, and 
D-stability are all equivalent for real 2 X 2 matrices. From Section 2, we 
know that D-stability is less restrictive than diagonal stability or simultaneous 
stability (which, in fact, have been already conjectured to be equivalent). 
Thus, we are led to state the following. 
CONJECTURE 3.10. A E R’ “’ ” is D-stable w s(A) is vertex stable. 
In other words, the conjecture is that the requirement of simultaneity in 
Theorem 3.1 can be dropped. 
Some other perspectives on this conjecture are as follows. Let Y= @YE, 
denote a set of (vertex) matrices, VJ E RnXn tlj. Let p(v) be the polytope 
built on {Vj\?=i, i.e. 9 = Conv Y, the convex hull {ET= i pjT : pj > 0, 
C;,= I pj = l}. Th en, as shown by Wang [26], if the Vj are nom1 matrices 
(i.e. vj’V$ = V$V$;‘), then 
Specp(qOrmal) C Conv{hj(y):i = l,..., n,j= l,..., m}. 
Hence, given a convex stability region, we conclude that a polytope built on 
normal vertices is stable if and only if the vertices are. In this language, 
Conjecture 3.10 would hold if W an g ‘s result were true for 5% A), i.e. 
CONJECTURE 3.11. Spec 54% A) C Conv{ h,( AK,.) : i E 12, j E 2”, 1 KjI = - 
I] = Conv{spec vert(z( A))). 
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In terms of the proof of Theorem 3.1, the effect of relaxing the require- 
ment of simultaneity is as follows. Since AK is only known to be stable 
VK E vert(Z), we know that there exists PK (dependent on K) such that 
( AK)*P, AK - PK is negative definite. Thus cii in Equation (8) is now a 
function of K, and the rest of the argument is no longer valid. However, 
the proof of Theorem 3.1 would still go through if we could show that 
@,( k 1, kg, , kz >, although no longer a polynomial of degree two, still 
attains its maxima at k, = - 1 or + 1. More precisely, for all j let us define 
&(kj) as follows: 
&(k,) := e(kf, k; ,..., kj*_,, kj, k,*,,,..., k:). (10) 
Then conjecture 3.10 would be valid if the following were true: 
CONJECTURE 3.12. Vj, &(kj) defined in (10) attains its maximum for 
kJ* = -1 or +l. 
Notice that if K * = diag(k:, . . . , kz) and z* is the eigenvector corre- 
sponding to the largest eigenvalue h,,x(K*A?‘PK, AK* - PK*), then the 
maximum value of I,!J is #( kT , . . , k:) = h,,,(K*ATP,.AK* - P,,) and is 
attained at z *. Thus we may also study the related function 
cjj(kj) := 
k ,,.... k,-yy+ I,..., k, 
{ISpec( Adiag(k,,...,k,))l}. (11) 
It is easy to see that &j is an even function (and so may be studied on the 
interval [O, 11) and we make the following: 
CONJECTUKE 3.13. Vj, & defined in (11) is quasiconvex, i.e., 
$j( Ak; + (1 - A)k;) G ma (6j(k:), $j(k?)) , 
attaining its maxima f 1 and minimum at 0. 
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We now summarize the results of Sections 2 and 3 below. 
Definition 1.5 
A is vertex SDS * A is in _9. 
A is in 53 
Proposition 2.1 
3 A is SDS 
Definition 1.3 
=a A is SS 
Definition 1.6 
=el A is D-stable. 
A is simultaneously D-stable 
Theorem 3.1 
= A is 
simultaneously vertex stable. 
2Y := ({symmetric} U { d-symmetrizable} U (quasidominant} U {2 X 2)) 
rl {stable} 
VA E %, AE~ e AE~D, CJ AisSS e AisVS. 
4. CONCLUDING REMARKS 
We have shown the sufficiency of diagonal stability of A for the simul- 
taneous stability of the polytope 9(A). The equivalence of simultaneous 
vertex and D-stability has also been shown, thus providing an easily tested 
necessary condition for diagonal stability, since diagonal stability implies 
simultaneous D-stability. 
As far as developing computable criteria for the various types of stability 
discussed in this paper is concerned, we note that [4, 141 contain several 
such criteria in the continuous-time case which should be very useful in the 
development of discrete-time counterparts. In particular, Kokame et al. [14] 
introduce “generalized quadratic simultaneous Liapunov functions” which 
they call m-Liapunov covers [a simultaneous or common quadratic form (or 
Liapunov function) is a I-Liapunov cover in this terminology] and give some 
computable stability criteria. In addition, Packard et al. [22] also introduce 
various hierarchies of stability concepts (some with computable tests) and 
relate these concepts, via linear matrix inequalities, to various important 
robust-control problems. 
Finally, this paper makes several conjectures regarding the relationships 
between the various types of stability introduced and investigated in this 
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paper. It would be of considerable theoretical and practical interest in the 
context of robustness of discrete-time linear systems subjected to nonlinear 
and time-varying perturbations (see [3]) if further progress were made with 
respect to these conjectures. 
The authors would like to thank Francisco Mota for help with computa- 
tion and useful discussions. 
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