Therefore it is natural to introduce the notion of a pseudo-polynomial which is an element F (T ) in F p [[T ] ] such that there exist an integer r ≥ 1, c 1 , · · · c r ∈ F p , a 1 , · · · , a r ∈ Z p , such that
] will be called a pseudo-rational function if it is the quotient of two pseudo-polynomials. In this paper, we prove that f (T, θ) is not a pseudo-rational function (part 1) of Theorem 4.5). This latter result suggests the following question: is f (T, θ) algebraic over F p (T )? We suspect that this is not the case but we have no evidence for it. Note that, by the result of Ferrero and Washington, we can write:
where λ(θ) ∈ N and U(T ) ∈ F p [[T ]] * . S. Rosenberg has proved that ( [6] ):
where φ is Euler's totient function. In this paper, we improve Rosenberg's bound (part 2) of Theorem 4.5):
This implies that the lambda invariant of the field Q(ζ p ) is less than 2(
(see Corollary 4.6 for the precise statement for an abelian number field).
Note that this bound is certainly far from the truth, because according to a heuristic argument due to Ferrero and Washington (see [5] ) and to Grennberg's conjecture:
λ(Q(ζ p )) = θ∈ b ∆, θ =1 and even λ(θ) ≤ Log(p) Log(Log(p)) .
The author is indebted to Warren Sinnott for communicating some of his unpublished works (note that Lemma 4.2 is due to Warren Sinnott). The author also thanks Filippo Nuccio for pointing out the work of J. Kraft and L. Washington ([4] ).
Notations
Let p be an odd prime number and let K be a finite extension of Q p . Let O K be the valuation ring of K and let π be a prime of K. We set F q = O K /πO K , it is a finite field having q elements and its characteristic is p. Let T be an indeterminate over K, we set Λ = O K [[T ] ]. Observe that Λ/πΛ ≃ F q [[T ] ]. Let F (T ) ∈ Λ \ {0}, then we can write in an unique way ( [9] , Theorem 7.3):
where
(mod π) for some integer λ(F ) ∈ N. If F (T ) = 0, we set µ(F ) = λ(F ) = ∞. An element F (T ) ∈ Λ is called a pseudopolynomial (see also [6] , Definition 2) if there exist some integer r ≥ 1, c 1 , · · · , c r ∈ O K , a 1 , · · · , a r ∈ Z p , such that:
We denote the ring of pseudo-polynomials in Λ by A. Let δ ∈ Z/(p − 1)Z and F (T ) ∈ Λ, we set:
. For all n ≥ 0, we set ω n (T ) = (1 + T ) p n − 1. Let B be a commutative and unitary ring. We denote the set of invertible elements of B by B * . We fix κ a topological generator of 1 + pZ p . Let x ∈ Z p and let n ≥ 1, we denote the unique integer k ∈ {0, · · · , p
if there exists z ∈ Q * such that y = zx. The function Log p will denote the usual p-adic logarithm. v p will denote the usual p-adic valuation on C p such that v p (p) = 1.
Let ρ be a Dirichlet character of conductor f ρ . Recall that the Bernoulli numbers B n,ρ are defined by the following identity:
where e Z = n≥0 Z n /n!. If ρ = 1, for n ≥ 2, B n,1 is the nth Bernoulli number.
Let x ∈ R. We denote the biggest integer less than or equal to x by [x]. The function Log will denote the usual logarithm.
Preliminaries
Let δ ∈ Z/(p − 1)Z. In this section, we will recall the construction of the p-adic Leopoldt transform Γ δ (see [5] , Theorem 6.2) which is a O K -linear map from Λ to Λ.
First, observe that (π n , ω n (T )) = π n Λ + ω n (T )Λ, n ≥ 1, is a basis of neighbourhood of zero in Λ :
We have:
Proof Note that assertion 1) is obvious. Assertion 2) comes from the fact:
To prove assertion 3), it is enough to prove the following:
Let's prove this latter fact by recurrence on n. Note that the result is clear if n = 0. Let's assume that it is true for n and let's prove the assertion for n + 1. Let r(T ) ∈ Z[T ] such that:
Then:
Note that there exists q(T ) ∈ Z[T ] such that:
Thus:
Thus, there exist δ
The following Lemma will be useful in the sequel (for a similar result see [6] , Lemma 5):
Proof We have:
Therefore F (T ) ≡ 0 (mod (π n , ω N +1 (T ))) if and only if we have:
n ) if and only if:
Observe that U, D, γ δ are continuous O K -linear maps by Lemma 2.1 and the following Lemma:
Proof The assertions 1) and 2) are obvious. It remains to prove 3). Observe that, by [9] , Proposition 7.2, we have:
In particular:
Thus, we have a surjective O K -linear map: Γ δ : A → A. Note that:
Proof For a ∈ Z * p , write a = ω(a) < a >, where < a >∈ 1 + pZ p . Let's write:
But recall that:
Assertion 1) follows easily. Now, let's suppose that F (T ) ≡ 0 (mod ω n (T )) for some n ≥ 1. Then:
This implies that:
There exists an unique power series Γ δ (F (T )) ∈ Λ such that:
Proof Let (F N (T )) N ≥0 be a sequence of elements in A such that:
Fix N ≥ 1. Then:
Therefore, by Lemma 2.4, we have:
This implies that the sequence (Γ δ (F N (T ))) N ≥1 converges in Λ to some power series G(T ) ∈ Λ. Observe that, since Λ is compact, we have:
Thus, applying Lemma 2.4, we get:
But:
Therfore:
The Proposition follows easily. ♦
Some properties of the p-adic Leopoldt transform
We need the following fundamental result:
Proof A similar result has been obtained by S. Rosenberg ([6] , Lemma 8).
We begin by proving that Γ δ is a continuous O K -linear map. By Lemma 2.1, this comes from the following fact: Let F (T ) ∈ Λ. Let n ≥ 1 and assume that F (T ) ≡ 0 (mod ω n (T )), then Γ δ (F (T )) ≡ 0 (mod ω n−1 (T )). Indeed, let (F N (T )) N ≥0 be a sequence of elements in A such that:
By the proof of Proposition 2.5:
Now, by Lemma 2.4:
The assertion follows. Now, since Γ δ , γ −δ , U are continuous O K -linear maps, it suffices to prove the Proposition in the case where
We get:
Now observe that:
Therefore Γ δ (F (T )) ≡ 0 (mod (π n , ω m−1 (T ))) if and only if:
Now, observe that for a ∈ {0, · · · , p m − 1}, there exists at most one η ∈ µ p−1 such that [ηx] m = a, and if such a η exists it is equal to ω(a)ω −1 (x). Therefore Γ δ (F (T )) ≡ 0 (mod (π n , ω m−1 (T ))) if and only if:
This latter property is equivalent to γ −δ U(F (T )) ≡ 0 (mod (π n , ω m (T ))). ♦ Now, we can list the basic properties of Γ δ :
4) Let κ
′ be another topological generator of 1 + pZ p and let Γ ′ δ be the p-adic Leopoldt transform associated to κ ′ and δ. Then:
) and:
Proof The assertions 1),2),3),4) come from the fact that Γ δ , γ −δ , U are continuous and that these assertions are true for pseudo-polynomials. The assertion 5) is a direct application of Proposition 3.1 . ♦ Let's recall the following remarkable result due to W. Sinnott:
and suppose that:
Proof See [8] , Proposition 1. ♦ Let's give a first application of this latter result:
2) If δis even and δ = 0, then:
Proof The case δ = 0 has already been obtained by Sinnott ([7] , Theorem 1). We prove 1), the proof of 2) is quite similar. Now, observe that 1) is a consequence of Proposition 3.2 and the following fact:
). Let's prove this fact. Let r(T ) ∈ Λ, observe that:
We can assume that F (T ) + (−1) δ F ((1 + T ) −1 − 1) = 0. Write:
where m ∈ N, and G(T ) ∈ Λ \ πΛ. Note that G(T ) ∈ K(T ). We must prove that γ −δ (G(T )) ≡ 0 (mod π). Suppose that it is not the case, i.e. γ −δ (G(T )) ≡ 0 (mod π). Then:
Furthermore, by Proposition 3.3, there exists c ∈ O K such that:
But, we must have c ≡ 0 (mod π). Observe that:
Therefore we get G(T ) ≡ 0 (mod π) which is a contradiction. ♦
Lemma 3.5 Let F (T ) ∈ F q (T )∩F q [[T ]]. Then F (T ) is a pseudo-polynomial if and only if there exists some integer
Proof Assume that F (T ) is a pseudo-polynomial. We can suppose that F (T ) = 0. Write:
where c 1 , · · · , c r ∈ F * q , a 1 , · · · a r ∈ Z p and a i = a j for i = j. Since F (T ) ∈ F q (T ) there exist m, n ∈ N \ {0}, m > Max{v p (a i − a j ), i = j}, such that:
Observe that:
Thus, by Lemma 2.2, we get:
∀i ∈ {1, · · · r}, a i + q m ∈ N.
. The Lemma follows. ♦ Let's give a second application of Proposition 3.3:
Then, there exists an integer n ≥ 0 such that:
, by Proposition 3.3, there exists η ∈ µ p−1 such that:
Therefore:
It remains to apply Lemma 3.5. ♦ Let F (T ) ∈ Λ. We say that F (T ) is a pseudo-rational function if F (T ) is the quotient of two pseudo-polynomials. For example, ∀a ∈ Z p , ∀b ∈ Z * p ,
is a pseudo-rational function. We finish this section by giving a generalization of [8] , Theorem1:
) is a pseudo-rational function if and only if there exists some integer n ≥ 0 such that:
Proof Assume that Γ δ (F (T )) is a pseudo-rational function. Then , by 3) of Proposition 3.2 and Proposition 3.1, there exist c 1 , · · · , c r ∈ F * q , a 1 , · · · , a r ∈ Z p , a i = a j for i = j, such that:
This implies, again by Proposition 3.1, that:
Set:
where x i ∈ Q * ∩Z * p , and
, we can assume that x 1 , · · · x ℓ are positives. Now, we get:
Now, by Lemma 3.5, there exists some integer N ≥ 0 such that:
Let θ be a Dirichlet character of the first kind, θ = 1 and θ even. We denote by f (T, θ) the Iwasawa power series attached to the p-adic L-function L p (s, θ) (see [9] , Theorem 7.10). Write:
where χ is of conductor d, d ≥ 1 and d ≡ 0 (mod p), and δ ∈ Z/(p − 1)Z. Set κ = 1 + pd and K = Q p (χ). We set:
Let's give the basic properties of F χ (T ) :
Proof 1), 4) and 5) are obvious.
2) For d = 1, we have:
Note that:
(mod ω 1 (T )).
Since α = 1, we get:
3) For d = 1, we have:
The Lemma follows easily. ♦
is the dth cyclotomic polynomial and the same is true for
Proof Let ζ ∈ µ d . If ζ is not a primite dth root of unity, then, by [9] , Lemma 4.7, we have:
If ζ is a primitive dth root of unity, then by [9] , Lemma 4.8, we have:
where π is any prime of
Proof We first treat the case d ≥ 2. By 3) and 4) of Lemma 4.1, Lemma 4.2 and Proposition 3.
is not a pseudo-polynomial.
is not a pseudo-polynomial. And one can conclude as in the case d ≥ 2. ♦ Lemma 4.4
Proof We treat the case d = 1, the case d ≥ 2 is quite similar. Set T = e Z −1. We get:
Thus, by [9] , Theorem 5.11, we get:
But, by Proposition 2.5,we have for s ∈ Z p :
The Lemma follows. ♦ We can now state and prove our main result:
, where φ is Euler's totient function.
Proof 1) Assume the contrary, i.e. f (T, θ) is a pseudo-rational function. Then f (
1+T
− 1, θ) is also a pseudo-rational function. Thus Γ δ γ −δ U (F χ (T )) is a pseudo-rational function. We first treat the case d ≥ 2. By Theorem 3.7, there exists an integer n ≥ 0 such that ( 
. This is a contradiction by 3) and 4) of Lemma 4.1 and Lemma 4.2. . Then , by Proposition 3.2, Γ δ γ −δ U ( F χ (T )) is a pseudo-rational function. We get a contradiction as in the case d ≥ 2. 2) Our proof is inspired by a method introduced by S. Rosenberg ([6] ). We first treat the case d = 1. Note that we can assume that λ(f (T, θ)) ≥ 1. Now, by Lemma 4.3: µ(γ −δ (F χ (T ))) = 0.
Futhermore, we have:
Therefore, by 3) of Lemma 4.1, we get:
λ(γ −δ U(F χ (T ))) = λ(γ −δ (F χ (T ))).
Therefore we have to evaluate λ(γ −δ (F χ (T ))). Set F (T ) =
−1 T
. Since δ is odd, we have:
γ −δ (F χ (T )) = γ −δ (F (T )).
Observe that F ((1 + T ) −1 − 1) = 1 − F (T ). Let S ⊂ µ p−1 be a set of representatives of µ p−1 /{1, −1}. We have: + λ(γ −δ (F (T ))). For S ′ ⊂ S, write t(S ′ ) = x∈S ′ x. We can write:
where a S ′ ∈ O K . Set:
It is clear that:
But, by Lemma 2.2, we have:
Thus, by Propositon 3.2, we get:
Now, we treat the general case, i.e. d ≥ 2. Again we can assume that λ(f (T, θ)) ≥ 1. Thus as in the case d = 1, we get:
λ(γ −δ U(F χ (T ))) = λ(γ −δ (F χ (T ))). Now, by Lemma 4.2, we can write: 
