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Summary
Speech separation by machines has been extensively studied for many decades and several algorithms
and systems have been proposed. Since the speech separation task for machines is often likened
to the speech separation task performed (remarkably well) by the human auditory system several
analogies can be found in the proposed systems. This thesis takes a localised view on a few of the
aspects of the speech separation task and explores some of the analogies from a machine audition
perspective.
The first part of the thesis presents algorithms for binaural localisation and separation of speech
sources based solely on analysis of the Interaural Phase Difference (IPD) cue. The IPD cue encodes
time delay information between two microphones which can be used to establish spatial locations
of the sources in the mixture. One well known problem with processing the IPD cue is its periodic
nature. This means that a single IPD value can represent several spatial locations of the corre-
sponding source. The phase ambiguity problem has been studied for human auditory processing as
well for machines, however, mostly from source localisation perspective. Relatively little attention
has been given to phase ambiguity which relates to interaction of the IPDs between the sources
present in the mixture. Investigations presented in the thesis explore the use of the IPDs by ma-
chines for robust source localisation and separation. Firstly, an algorithm for source localisation is
introduced. The algorithm combines the Maximum Likelihood Sample Consensus (MLESAC) based
search of line patterns which correspond to speech sources. The search is performed using Cross-
phasogram representation of IPDs. Next, the study on the impact of phase ambiguity on separation
performance is presented. A source separation algorithm called Localisation based Mask for Source
Separation (LOCUS) is introduced. The LOCUS algorithm models the IPDs using Gaussian Mixture
Model (GMM). The analysis of the IPDs interaction between different sources is shown to improve
initialisation of the GMM and in consequence provided performance gains over the state-of-the art
binaural separation methods.
The second part of this thesis focuses on using the harmonicity cue for speech separation. The
harmonicity is a feature of voiced speech therefore intuitively seems a powerful cue that could
enhance separation of speech sources. However, in a multi-speaker scenario segregation of harmonic
components is not trivial as it relies heavily on the underlying multi-source pitch determination
algorithm. The proposed system uses an approach where speech sources are firstly reconstructed
using the LOCUS algorithm and fed into single-source pitch determination algorithm. This gives the
opportunity to use well-established single-source pitch determination algorithms which have been
known for good robustness and accuracy of provided pitch trajectories. Based on this approach
the Pitch based Harmonicity Mask for Source Separation (PRIMUS) algorithm is introduced. The
approach is analogous to other separation systems that can be found in the literature however there
has been little formal validation of some of the algorithmic choices that need to be considered for
such approach. Therefore a detailed review followed by experimental studies of all the stages of the
algorithm, from reconstruction of speech sources to calculation of corresponding separation masks,
are presented. The final evaluation is done for the PRIMUS and the JANUS (Joint Localisation
and Harmonicity Mask for Source Separation) algorithms where the JANUS algorithm computes a
set of joint separation masks combining outputs of the LOCUS and the PRIMUS algorithms. The
experimental results showed improvements in separation performance that were achieved over the
state-of-the art binaural separation methods.
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ture Model, harmonicity, CASA, BSS, ASA
Email: l.litwic@surrey.ac.uk
WWW: http://www.eps.surrey.ac.uk/
Acknowledgements
There have been many people that have helped me and been alongside this quite a long journey of
preparing this dissertation. First and foremost, I would like to thank my supervisor, Philip Jackson,
for the guidance, stimulating discussions and the immense support that I have received throughout
all those years. I would also like to thank Mark Every for starting me in this project and the support
in my first months at the CVSSP and in the UK, to Krystian Mikolajczyk and Wenwu Wang for
their support during the transition phase and to all administrative staff at CVSSP. Last but not
least, I would like to thank to all the researchers who made their code and test sets available to the
public domain so it could be reused to generate results in this thesis.
There are several people (given the time lapse of this project) that have inspired and encouraged
me on this way and to whom I would like to thank: to Michal Mielnik and to colleagues at Radio
Gdansk for teaching me about the sound, to Przemyslaw Maziewski and colleagues at Multimedia
Systems Department in Gdansk for kick-starting my interest in research, to Piotr Krakowiak for
discussions on keeping faith in the sense of one’s academic development, Axel Petzold for sharing
his most inspiring attitude to life, to Wojciech Kaminski for being a great companion my family and
to Tomasz Miszczuk for beering a great friend.
I would like to thank to my parents Aleksandra and Andrzej, my brother Sebastian their support
since I can ever remember.
I would like to give special thanks to my parents in law Barbara and Krzysztof for the great support
to my family during those years without which this dissertation would have not been completed.
My greatest gratitude goes to my wife Anna for her everyday love, support and my greatest inspira-
tion in all those years. There have been many difficult moments during the time of the project and
I owe it completely to Anna that I have been able to get through those moments. Lastly I would
like to give the gigantic thanks to our kids, Zofia and Bernard, for filling me with joy and pride that
kept me going.
vi
Contents
1 Introduction 1
1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 The case for the machine audition . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 ASA, CASA and perceptually motivated engineering approach . . . . . . . . 2
1.2 This thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Research questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Experimental framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2 Review and evaluation of source separation systems 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Review of source separation systems . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 The source separation framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.1 Signals in source separation systems . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2 Time-frequency representation and separation masks . . . . . . . . . . . . . 11
2.4 Separation performance evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.1 Mean-squared Error based metrics . . . . . . . . . . . . . . . . . . . . . . . 13
2.4.2 Perceptual Metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4.3 Oracle estimators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.4 Auxiliary performance metrics . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Experimental framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.1 Speech corpus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.2 Room impulse responses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5.3 Separation test set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.5.4 Localisation test set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5.5 Time-frequency representation parameters . . . . . . . . . . . . . . . . . . . 21
2.6 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.6.1 Evaluation of objective metrics using oracle estimators . . . . . . . . . . . . 21
2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
vii
viii Contents
3 Localisation of sound sources 27
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Sound Source Localisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.1 Spatial location . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2.2 Time delay in stereo and binaural systems . . . . . . . . . . . . . . . . . . . 29
3.3 Algorithms for Source Localisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.3.1 Source localisation using the generalised cross-correlation . . . . . . . . . . . 30
3.3.2 Localisation using phase data . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.3.3 Phase ambiguity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Algorithm for source localisation with IPD data . . . . . . . . . . . . . . . . . . . . 39
3.4.1 Single frame time-delay estimation using phase data . . . . . . . . . . . . . 39
3.4.2 Cross-phasogram . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.3 Using Maximum Likelihood Estimation Sample Consensus (MLESAC) for
time delay estimation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4.4 Hypothesis selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4.5 Comparison with other methods . . . . . . . . . . . . . . . . . . . . . . . . 43
3.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5.1 Experimental framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.5.2 Experiment 1: Localisation performance . . . . . . . . . . . . . . . . . . . . 46
3.5.3 Experiment 2: Guided vs. deterministic search . . . . . . . . . . . . . . . . . 48
3.5.4 Experiment 3: Localisation performance vs. frequency support . . . . . . . . 48
3.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4 Separation of speech sources with IPD data 53
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.2 Review of separation methods using binaural cues . . . . . . . . . . . . . . . . . . . 54
4.3 Localisation-based Mask for Source Separation (LOCUS) . . . . . . . . . . . . . . . 56
4.3.1 Probabilistic framework for calculation of separation masks . . . . . . . . . 56
4.3.2 Gaussian Mixture Model for the IPD data . . . . . . . . . . . . . . . . . . . 57
4.3.3 Baseline Expectation-Maximisation (EM) algorithm . . . . . . . . . . . . . . 58
4.3.4 Comparison with other systems . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4 EM algorithm extensions for IPD mask calculation . . . . . . . . . . . . . . . . . . . 60
4.4.1 EM algorithm initialisation . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.2 Phase ambiguity in separation masks . . . . . . . . . . . . . . . . . . . . . . 60
4.4.3 Improved initialisation of variance parameter . . . . . . . . . . . . . . . . . . 63
4.4.4 Constrained EM algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Contents ix
4.4.5 LOCUS-FAST and LOCUS-CEM algorithms . . . . . . . . . . . . . . . . . . 64
4.5 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.5.1 Test data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.5.2 Algorithms description and settings . . . . . . . . . . . . . . . . . . . . . . . 66
4.5.3 LOCUS algorithms settings . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.5.4 Performance metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5.5 Performance of the MESSL system . . . . . . . . . . . . . . . . . . . . . . . 70
4.5.6 Performance of the LOCUS system . . . . . . . . . . . . . . . . . . . . . . . 72
4.5.7 Separation performance as function of separation angle . . . . . . . . . . . . 77
4.5.8 Separation Masks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5 Using Harmonicity for Source Separation 85
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Harmonicity in source separation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2.1 Harmonicity, pitch and fundamental frequency . . . . . . . . . . . . . . . . . 85
5.2.2 Primitive based grouping vs. pitch based grouping . . . . . . . . . . . . . . 86
5.2.3 Review of systems using harmonicity . . . . . . . . . . . . . . . . . . . . . . 89
5.3 Pitch based Harmonicity Mask for Source Separation (PRIMUS) . . . . . . . . . . . 92
5.3.1 Comparison with other systems . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3.2 Separation mask selection for signal reconstruction . . . . . . . . . . . . . . 94
5.3.3 Reconstructed signal selection for mono pitch determination . . . . . . . . . 95
5.3.4 Pitch based Simultaneous Grouping . . . . . . . . . . . . . . . . . . . . . . 98
5.3.5 Separation Mask calculation using PSHF . . . . . . . . . . . . . . . . . . . . 101
5.3.6 Joint Localisation and Harmonicity Mask for Source Separation (JANUS) . . 102
5.4 Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.4.1 Experiment 1: Single source pitch determination for reverberant signals . . . 103
5.4.2 Experiment 2: Simultaneous segregation performance . . . . . . . . . . . . . 106
5.4.3 Experiment 3: Reference pitch trajectories . . . . . . . . . . . . . . . . . . . 107
5.4.4 Experiment 4: Reconstructed signal conditioning for single source pitch de-
termination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.4.5 Experiment 5: Harmonicity based speech separation . . . . . . . . . . . . . . 111
5.4.6 Experiment 6: Final separation performance evaluation . . . . . . . . . . . . 116
5.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
x Contents
6 Conclusions 127
6.1 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.2 Research questions and contributions . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.2.1 Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
6.3 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.3.1 Evaluation framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.3.2 Source localisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.3.3 Source separation based on IPDs . . . . . . . . . . . . . . . . . . . . . . . . 131
6.3.4 Harmonicity based separation . . . . . . . . . . . . . . . . . . . . . . . . . . 131
A Superposition of same frequency components 133
Bibliography 135
List of Figures
1.1 Walking and Talking demonstration by Alan Blumlein and the EMI engineers. . . . . 2
2.1 Data flow showing mixture generation and source separation process. . . . . . . . . 11
2.2 Performance of oracle estimators for SDR and PESQ metrics. . . . . . . . . . . . . . 22
2.3 Comparison of reconstructed signals using Ideal Binary Mask and Ideal Ratio Mask. . 23
2.4 Performance of oracle estimators for SIR and ISR metrics. . . . . . . . . . . . . . . 24
2.5 Performance of oracle estimators for SAR metric. . . . . . . . . . . . . . . . . . . . 25
3.1 Coordinate system for spatial hearing. . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.2 A view on the sound source localisation system using two microphones. . . . . . . . 29
3.3 Binaural source localisation system. . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.4 Example of the Cross-phasogram representation. . . . . . . . . . . . . . . . . . . . . 41
3.5 Example of the Cross-phasogram with detected line models and accompanying the
MLESAC search function used for models detection. . . . . . . . . . . . . . . . . . . 43
3.6 Illustration of guided sampling for a three speaker mixture. . . . . . . . . . . . . . . 44
3.7 Localisation performance results for the RMS error and Gross localisation error. . . . 47
3.8 RMS localisation error and Gross localisation error plotted for different number of
speakers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.9 Localisation performance results for different hypothesis selection strategies. . . . . . 50
3.10 Localisation performance results for different frequency ranges of IPD data. . . . . . 51
4.1 Block diagram of the LOCUS separation system. . . . . . . . . . . . . . . . . . . . 56
4.2 Effect of distance between means µ of the Gaussians on the probability density function. 61
4.3 Effect of variance σ in the Gaussian Mixture Model on separation masks. . . . . . . 62
4.4 Effect of variance σ in the GMM on probability density function. . . . . . . . . . . . 62
4.5 Cross-phasogram overlayed with Gaussian means trajectories. . . . . . . . . . . . . . 65
4.6 Estimated probability density function for the GMM. . . . . . . . . . . . . . . . . . 65
4.7 SDR performance for the evaluated MESSL modes. . . . . . . . . . . . . . . . . . . 70
4.8 SDR separation results for 2 and 3 speaker mixtures. . . . . . . . . . . . . . . . . . 74
4.9 PESQ separation results for 2 and 3 speaker mixtures. . . . . . . . . . . . . . . . . 75
xi
xii List of Figures
4.10 Overall separation results SIR. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.11 Total separation performance as a function of separation angle. . . . . . . . . . . . . 79
4.12 Reverberant separation performance as a function of separation angle. . . . . . . . . 80
4.13 P-values from paired T-test between MESSL-R4 and LOCUS-CEM as a function of
separation angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.14 Comparison of separation masks between MESSL and LOCUS systems. . . . . . . . 82
5.1 Comparison of two approaches for harmonicity cue calculation: sinusoidal modeling
based grouping vs. pitch based grouping. . . . . . . . . . . . . . . . . . . . . . . . 89
5.2 Block diagram of the separation system (JANUS) using joint IPD (LOCUS) and
harmonicity cues (PRIMUS). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.3 Examples of spectrograms for the naive and the phase aligned stereo to mono con-
version. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4 Spectrograms of voiced and residual signals after PSHF decomposition. . . . . . . . 100
5.5 Separation performance for PRIMUS algorithm fed with tested pitch determination
algorithms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.6 Performance of pitch based simultaneous segregation algorithms. . . . . . . . . . . . 107
5.7 Separation performance for ground truth pitch trajectories. . . . . . . . . . . . . . . 109
5.8 Separation performance results (SDR) for different signal combination and recon-
struction methods for single pitch determination. . . . . . . . . . . . . . . . . . . . 110
5.9 Pitch determination performance results (FPE and VDE) for different signal combi-
nation and reconstruction methods for single pitch determination. . . . . . . . . . . 112
5.10 Pitch determination performance results (Gross Error) for different signal reconstruc-
tion methods prior to single pitch determination. . . . . . . . . . . . . . . . . . . . 113
5.11 SDR separation performance for different pitch determination strategies. . . . . . . . 114
5.12 Pitch determination performance results (FPE and VDE) for mixture signals. . . . . 115
5.13 Pitch determination performance results (GE) for mixture signals. . . . . . . . . . . 116
5.14 Final SDR separation results for 2 and 3 speaker mixtures. . . . . . . . . . . . . . . 118
5.15 Final PESQ separation results for 2 and 3 speaker mixtures. . . . . . . . . . . . . . 119
5.16 Final SIR separation results for 2 and 3 speaker mixtures. . . . . . . . . . . . . . . . 119
5.17 Final total separation results shown as a function of separation angle. . . . . . . . . 124
5.18 Final reverberant separation results shown as a function of separation angle. . . . . . 125
5.19 Paired T-test results between JANUS and LOCUS systems. . . . . . . . . . . . . . . 126
List of Tables
2.1 Acoustical properties of rooms used for BRIRs recordings. . . . . . . . . . . . . . . . 20
4.1 Best scoring MESSL Modes (in order from (Mandel, 2010, table 5.1)) . . . . . . . . 67
4.2 MESSL modes used in experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.3 MESSL system SDR separation performance for 2 speaker mixtures. Modes are
ranked according to the Average Reverberant score. . . . . . . . . . . . . . . . . . 71
4.4 MESSL system SDR performance for 3 speaker mixtures. . . . . . . . . . . . . . . . 71
4.5 SDR separation performance for 2 speaker mixtures. . . . . . . . . . . . . . . . . . . 73
4.6 SDR separation performance for 3 speaker mixtures . . . . . . . . . . . . . . . . . . 75
4.7 PESQ separation performance for 2 speaker mixtures . . . . . . . . . . . . . . . . . 76
4.8 PESQ separation performance for 3 speaker mixtures . . . . . . . . . . . . . . . . . 77
4.9 SIR separation performance for 2 speaker mixtures . . . . . . . . . . . . . . . . . . 83
4.10 SIR separation performance for 3 speaker mixtures . . . . . . . . . . . . . . . . . . 84
5.1 Final SDR separation performance for 2 speaker mixtures . . . . . . . . . . . . . . . 118
5.2 Final SDR separation performance for 3 speaker mixtures . . . . . . . . . . . . . . . 120
5.3 Final PESQ separation performance for 2 speaker mixtures . . . . . . . . . . . . . . 121
5.4 Final PESQ separation performance for 3 speaker mixtures . . . . . . . . . . . . . . 122
5.5 Final SIR separation performance for 2 speaker mixtures . . . . . . . . . . . . . . . 122
5.6 Final SIR separation performance for 3 speaker mixtures . . . . . . . . . . . . . . . 123
5.7 SNR separation performance for 2 and 3 speaker mixtures as reported in (Woodruff
and Wang, 2013). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
xiii
xiv List of Tables
Chapter 1
Introduction
1.1 Motivation
In 1931 a British engineer called Alan Blumlein demonstrated a sound recording and reproduction
system using a pair of microphones and a pair of loudspeakers (Blumlein, 1958). The system was
able to capture and reproduce what Blumlein called binaural sound which was to enhance the viewing
experience of movies. This was achieved by creating the illusion of sound arriving from the direction
of an actor. In the Walking and Talking demonstration which is available in (Blumlein, 2014),
Blumlein accompanied by two other EMI engineers moved in turns across the stage while talking.
After that, all three took positions at the left, centre and right position on the stage and started
talking simultaneously. When one listens to the demonstration with headphones on it is possible to
focus one’s attention on one of the speakers and follow what is being said 1. This demonstrates
the remarkable ability of the human auditory system which allows us to operate in environments
abundant with complex mixtures of sounds and to switch our attention to sounds that seem most
relevant at a time. For the last few decades scientists and engineers have studied the properties
of the human auditory system in order not only for its better understanding but also to develop
algorithms and systems so that machines are able to perform the same tasks.
1.1.1 The case for the machine audition
It is a good convention to ask why before commencing one’s efforts to answer how. What would
be gained by having machines that can automatically separate sound sources? Historically the case
for machine source separation has been made with the practical applications such as improving
1Separation of speakers was not the original purpose of the demonstration.
2 Chapter 1. Introduction
Figure 1.1: Walking and Talking demonstration by Alan Blumlein and the EMI engineers.
binaural hearing aids or Automatic Speech Recognition (ASR). The improvement to those particular
applications would be achieved by the reduction of unwanted signals and extraction and enhancement
of the target signal. The case for improving performance of those applications is still valid today
but there are possibly far more use cases on the horizon. It may be useful to remind the scale the
invasion of the machines into our daily lives. The industry forecasts predict the existence of 50 billion
connected devices including 15 billion media enabled devices (Cisco, 2014; Ericsson, 2014). This
potentially creates a vast platform of machines with significant processing capabilities (significant
enough to process real-time multimedia) which may transform machine source separation from a
fairly niche to a ubiquitous technology used for example to enhance true user experience or real-
time monitoring of (house-bound) people or environments and more intelligent media consumption
to name a few examples.
1.1.2 ASA, CASA and perceptually motivated engineering approach
In his investigations Blumlein associated the binaural phenomenon with binaural cues: Interaural
Time Difference (ITD) (related to IPD - Interaural Phase Difference) and Interaural Intensity Dif-
ference (IID) (or ILD from Interaural Level Difference). The ITD cue is derived from difference in
time that takes for a sound wave to reach both ears. The ILD cue is derived from the shadowing
effect of the human head which can attenuate the energy of a sound wave traveling to the further
ear. The cues were introduced in (Strutt, 1907) by Lord Rayleigh and underpinned the Duplex
Theory of hearing. The principles of the theory, with some modern extensions (Macpherson and
Middlebrooks, 2002), remain valid (Stern et al., 2006), state that the two cues are dominant in
determination of a sound source and work in a complementary fashion. Specifically, ITDs are found
to be reliable in the low frequency range while IIDs are more pronounced in the high frequency range.
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The contribution of the binaural cues was further explored in the famous Cocktail Party problem
paper in (Cherry, 1953). This and subsequent investigations into the auditory processing of sounds
were subsequently organised into the field of Auditory Scene Analysis (ASA) (Bregman, 1990). For
experimental simulations of the ASA theories a spin-off research field emerged known as Compu-
tational Auditory Scene Analysis (CASA). The third field that could be identified (Hummersone,
2011) is the engineering approach which does not model the auditory system as rigorously as the
CASA systems but selectively uses some of the aspects of the ASA and CASA research to provide
perceptually motivated justification for the algorithmic choices made in those systems. While in
some cases those choices will make perfect sense, it is worth revisiting whether machines always
benefit from the perceptually motivated approach. One example that will be used in this thesis is
the problem of phase ambiguity. Since the the Duplex theory fits well with explaining the difficulty
in processing phase data therefore it can be excessively used to justify the algorithmic choices made
for the machine source separation. For example, the need to use IIDs which can have an impact
on the complexity of the separation system. Therefore the first part of this thesis explores whether
machines can deal with the phase ambiguity problem in localisation and separation using the IPD
cue only and and not having to rely on the IID cue.
The second part of this thesis is dedicated to harmonicity based separation. One of the first
speech separation systems presented in (Parsons, 1976) used harmonicity to separate a mix of two
simultaneous speakers. This was based on an observation that pitch of the two speakers is likely to
differ. Therefore it can be used to assign spectral components which are multiples of pitch frequency
to a corresponding speaker. The system employed a pitch determination and tracking algorithm and
used the Fast Fourier Transform (FFT) to resolve harmonic components. A decade later, a similar,
though more advanced, separation system was presented in (Weintraub, 1984). It also used pitch
determination to establish a fundamental frequency from which harmonic components could be
found. One of the differences with the former system described in (Parsons, 1976) was the use of
correlogram representation which had been based on Licklider’s pitch perception theory (Licklider,
1951). This work is considered to be the first real attempt to build separation system based on
CASA principles (Slaney, 2005).
Both (Parsons, 1976) and (Weintraub, 1984) demonstrated that harmonicity could be used to
separate speech signals from two talker mixtures although with a constraint that it could segregate
voiced speech only. However, the use of the harmonicity property of speech signal was directly
related to pitch determination. Furthermore, both systems employed their own proprietary pitch
determination and tracking algorithm which coupled harmonicity based separation mechanism with
underlying pitch determination performance. The review of those methods in the context of CASA
in (Bregman, 1990, page 571) found the approach of pitch based segregation practical and plausible
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but not scalable to mixtures with more speakers, or in more realistic scenarios. The reason for this
was the assumed difficulty of pitch determination for multi-source mixtures. Instead, it argued that
use of true CASA features such as harmonicity or common fate cues should be explored rather than
efforts aimed at improving pitch determination algorithms. The second part of this thesis reviews the
dilemma stated in (Bregman, 1990), of whether it is worth improving existing pitch determination
methods in order exploit harmonicity based separation of speech sources from the real-life mixtures.
1.2 This thesis
1.2.1 Research questions
The two main threads of this thesis are centred around the two following research questions:
1. What is the impact of phase ambiguity on machine source separation? For this research
question we study the how the machine audition system discussed in this thesis is impacted
by the ambiguity in phase data. It is shown that several other systems can generally deal with
the problem of phase ambiguity. However, in this thesis we explore how understanding of the
problem of phase ambiguity can shape design decisions about the machine audition system.
For example, if human auditory system is known to use only a range of frequencies to localise
sound based on phase data, is the same true for a machine audition system? Apart from the
impact on localisation performance which has been given more attention, we also study how
phase ambiguity affects separation performance of the methods based on machine learning
approach.
2. Can pitch-based harmonicity provide gains over the state of the art binaural separation algo-
rithms? This research question aims to answer whether the pitch-based harmonicity separation
method, that does not have access to any ground truth pitch information, can improve over
the state of the art binaural separation method? Several separation systems are reviewed in
the thesis but we found it less than straightforward to understand how much gain can actually
be achieved by employing the harmonicity cue on top of the state of the art binaural separation
system.
1.2.2 Experimental framework
The two different research questions addressed in this thesis are linked by the common experimental
framework. The separation system introduced in this thesis was designed in a modular fashion
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to be able to determine the performance gains relative to other parts of the system. The IPD
based separation sub-system, which relates to the first research question, is called LOCalisation-
based mask for soUrce Separation (LOCUS). The harmonicity part, which relates to the second
research question, constitutes the other sub-system called Pitch-based haRmonIcity Mask for soUrce
Separation (PRIMUS). Both sub-systems are combined in the Joint locAlisation and harmoNicity
mask for SoUrce Separation (JANUS) separation system. The JANUS system can be modified to
incorporate other state of the art systems. For example, the JANUS system is shown to provide
gains with the LOCUS sub-system as well as with another binaural separation system such as MESSL
(Mandel et al., 2010). This is an important feature that allows to verify that the observed gains
could be generalised across other separation systems.
1.2.3 Limitations
The work presented in this thesis is subject to the following limitations. The evaluation framework
used in the thesis was based on a selected experimental data. We only used speech sources therefore
we cannot infer what level of performance would be achieved against other types of sources. In
addition, the evaluation framework only considered reverberation noise and no other additive or
ambient noise. The sources were fixed in their location throughout duration of analysed segment.
The first part of the thesis, localisation and separation of sources based on IPD data, is more general
an in principle should work the same for any kind of broadband signal. The second part of the thesis
is targeted at speech sources though could be generalised to other harmonic sources such as music
audio.
Another limitation of the evaluation framework was the performance evaluation which was reduced
to objective metrics only. Although ASR has been presented as one potential application for this
work, no evaluation in the context of ASR is provided in this thesis, therefore it is not possible to
make any statement about potential improvement of ASR with the proposed system on its front-end.
1.3 Outline
This thesis is organised as follows. In the ”Review and Evaluation of Source Separation Systems”
chapter a brief review of different approaches to source separation is presented. This is followed by
more detailed outline of the evaluation strategies adopted in this thesis. The chapter ”Localisation of
sound sources” addresses the problem of source localisation using IPD data only. The chapter reviews
different localisation approaches in particular reviews different ways of resolving phase ambiguity in
source localisation systems. In the second part of the chapter a novel algorithm for source localisation
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based in IPDs is introduced. The chapter ”Separation of speech sources with IPD data” takes the
investigation on phase ambiguity into the context of model-based source separation. The LOCUS
algorithm for source separation is introduced which is based on the Gaussian Mixture Model (GMM).
Three different variants of setting and learning model parameters are presented. The chapter ”Using
Harmonicity for Source Separation” investigates computation of harmonicity based mask by applying
pitch determination algorithms to sources reconstructed with the LOCUS algorithm. Different
algorithmic choices for the whole chain of operations are studied and experimental results for the
PRIMUS sub-system are provided. The final evaluation of the JANUS system is performed. The
chapter ”Conclusions” provides the summary of the thesis and outlines some future work ideas.
Chapter 2
Review and evaluation of source
separation systems
2.1 Introduction
This chapter presents an evaluation framework for the proposed source separation system. The chap-
ter starts with a brief overview of separation methods 2.2. In section 2.3 the evaluation framework is
presented. This section discusses a mixing model adopted in the framework, a time-frequency rep-
resentation and the underlying idea behind time-frequency separation masks. Section 2.4 presents
objective metrics for source separation evaluation including four oracle estimators. In addition other
performance metrics for evaluation of the performance of source localisation and pitch determination
systems, are discussed. In section 2.5 details regarding the test data for experiments in the thesis
are presented. In the final section of the chapter, 2.6, an experiment investigating the performance
of the oracle estimator is presented.
2.2 Review of source separation systems
This section aims to give a brief overview of existing source separation system approaches. At the
beginning of this very concise review it is worth pointing to much more thorough reviews available
in the literature. The existing approaches are traditionally classified in the following sub-fields:
• CASA - Computational Auditory Scene Analysis
• BSS - Blind Source Separation
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• ICA - Independent Component Analysis (ICA)
• Beamforming - Microphone Arrays
The distinction between the methods is largely historical. CASA methods originated from the psycho-
physical research of the human auditory system. Blind Source Separation spans a whole family of
methods for separation of any type of multi-dimensional mixtures. The term Blind emphasises the
lack of prior knowledge about the mixing system or mixture signals available to such separation
system. In this sense both CASA and some of the Beamforming methods could be considered
part of the BSS category. The Independent Component Analysis (ICA) is one of the frameworks
for BSS where separation of sources is based on the assumption of their statistical independence.
Microphone arrays, on the other hand use the properties of spatial filtering to direct the sensitivity
pattern of a microphone array at the targeted location while shaping the response to reduce unwanted
interference from other spatial locations. All those main approaches have had excellent reviews.
A comprehensive overview of CASA based systems and algorithms can be found in (Wang and
Brown, 2006; Divenyi, 2005). The machine audition review in (Wang, 2010) covers different aspects
of CASA, BSS and ICA. The review in (Naik and Wang, 2014) targets specifically the BSS systems.
The seminal reviews on ICA and on the microphone arrays can be found in (Bell and Sejnowski,
1995; Hyvrinen et al., 2001) and (Brandstein and Ward, 2001) respectively.
One type of classification of separation techniques is based on classification of mixture types: under-
determined vs. over-determined. The difference is in number of available channels (microphones)
compared to number of sources in a mixture. For the under-determined case the number of the
sources present in the mixture is higher than number of channels. This represents a typical cocktail
party scenario. Traditional beamforming and ICA techniques were not designed to deal with the
under-determined case. On the other hand, time-frequency masking used in the CASA and BSS
methods can separate a number of sources from a single channel signal.
Another type of classification of separation system can be based on the number of processed channels
of a mixture signal. Binaural methods, which are covered in this thesis, use signals from two
microphones and separate signals based on spatial cues by comparing signals between the two
microphones. Monaural methods rely on decomposing a single channel mixture. The three main
approaches would include the use of the monaural CASA cues (Hu and Wang, 2004; Jin and
Wang, 2009), factorial hidden Markov models (Roweis, 2000) and spectral decomposition for which
examples include Non-negative Matrix Factorisation, which is especially popular for polyphonic music
(Abdallah and Plumbley, 2004; Smaragdis and Brown, 2003). Given complementary properties of
some of the methods there have been attempts to create hybrid methods as in (Alinaghi et al.,
2011; Pedersen et al., 2005).
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The traditional application for source separation has been improvement of the Automatic Speech
Recognition (ASR) task. While some of the previously mentioned methods could be used as a
front-end to ASR, the missing data approach investigated speech recognition performance from
incomplete data (Cooke et al., 2001; Barker et al., 2005).
All of the mentioned techniques use signal features for separating sources. An alternative approach
was researched where the bottom-up approach of low level signal features was combined with the
schema-driven approach using learnt speech source models as in (Weiss et al., 2011; Hershey et al.,
2010). Another approach was to combine audio and visual analysis for the enhanced separation in
the presence of noise (Liu et al., 2013).
2.3 The source separation framework
In order to be able to make a statement about the performance of a proposed system there needs
to be a well-grounded evaluation framework from which meaningful results can be produced. The
evaluation framework considered in this thesis comprises three components: test signals, evaluation
metrics and benchmark algorithms. Within the two research communities which have driven source
separation development, CASA and BSS, there has been a lot of effort in developing such frameworks
which enable more straightforward and meaningful comparison of prospective systems.
From the three components, most focus has been on evaluation metrics. As in other media pro-
cessing fields, there are two main thrusts of evaluation that could be applied to source separation
systems: subjective assessment and objective measurement. A good example is evaluation of a
speech separation processor which separates target speech to improve its intelligibility. One could
argue that the most conclusive answer regarding performance of such system is to evaluate it by
human subjects. The process of subjective assessment is often standardised to ensure best practice.
But such evaluation is very costly both in time and resources as it usually requires employing be-
tween twelve to twenty subjects, preparing an appropriate evaluation environment, conducting test
and analysing results in order to mitigate all kinds of anomalies such as subjects giving random
scores or simply getting tired when proceeding through the assessment. On the other hand one can
employ a computer program which can calculate several distortion metrics on hundreds of signals.
This kind of evaluation is first and foremost repeatable, given the same stimuli and test scenario, as a
computer program will always return the same answer. Furthermore it is less costly (only computing
resources), it is fast (real-time or faster than real-time) and can be shared with other researchers
for comparison purposes. For that reason performance metrics based on numerical calculations are
called objective metrics.
Significant effort has been made in order to derive such metrics which can reliably predict subjective
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scores. This is a complex task and often involves modeling of human auditory processes. Such
perceptual metrics can achieve higher correlation against responses from human subjects than energy
based metrics. On the other hand, the latter may be preferred for their simplicity and straightforward
interpretation. Not all applications require evaluation framework to model human perception. Going
back to the example of the ASR task, speech segregation system can be applied at the front-end of an
ASR system in order to reduce interference to a target signal. In this case the improvement provided
by the separation algorithm can be measured as a decrease in Word Error Rate (WER) compared
to the case where mixture is fed directly into the ASR system (Cooke et al., 2001; Palomaki et al.,
2004; Soundararajan et al., 2006).
2.3.1 Signals in source separation systems
A typical evaluation framework for a binaural source separation system is shown in figure 2.1. This
diagram presents several stages of mixture signal generation and reconstruction. The first two stages
represent the path from a signal source (speaker) to the receivers (microphones). During this path
a monoaural source signal ai (t) is firstly convolved with a binaural room impulse response which
generates a two channel spatial image signal si (t). Depending on the selected impulse responses,
the signal is positioned laterally between −90◦ and 90◦ azimuths. Convolution with a room impulse
response will also add reverberation noise to the spatial image signal (if the room impulse response
was captured in a reverberant environment as opposed to an anechoic one). This stage is equivalent
to recording individual sources played from loudspeakers one by one. In the second stage, all spatial
images are mixed together to generate a binaural mixture signal x(t). This is equivalent to recording
all the sources played from loudspeakers at the same time. The third stage is the separation system
under test. Outputs of this stage are reconstructed spatial images of source signals (binaural). The
last stage of the framework is a down-mix process to mono signals. This is required if comparison
with the original monophonic source signals is intended.
In the presented framework two main evaluation approaches could be taken. The first one is referred
to in this thesis as the end-to-end measurement. The second approach is referred to as separation
performance measurement. In the end-to-end measurement the reference signal is represented by a
mono channel signal of a source speaker a(t). The test signal is an estimated source signal a(t) after
separation and down-mixing to mono. In the separation performance measurement the reference is
a binaural spatial image signal s(t). The test signal is a binaural reconstruction of the spatial image
signal.
There is a major difference between the two approaches which relates to measuring reverbera-
tion artefacts. In the end-to-end measurement the reference signal is reverberation-free. There-
fore, this measurement expresses the quality of the separation as well as amount of reverberation
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noise in the estimated signal. In the separation measurement, the reference signal already con-
tains reverberation, therefore, any removal of it during the separation stage is likely to down-
grade scores rather than improve them. Furthermore, the end-to-end measurement also cap-
tures the quality of the down-mixing process to mono signal. The details of the last stage are
rarely included in description. For experiments where the evaluation concerns only the target
signal located at the median plane (0◦ azimuth) this is not so relevant. However, for sources
with lateral deviation from the median plane simple average of left and right channels will in-
troduce phase distortions which may impact the distortion measurement (also see section 5.3.3).
Separation 
Algorithm
Downmix to 
mono
MixerSpatialise
ai(t)
aj(t)
sli(t)
hl(t)
hr(t)
xl(t)
xr(t)
ŝli(t)
ŝlj(t)
ŝri(t)
ŝrj(t)
âi(t)
âj(t)
Separation performance measurement
End-to-end measurement
slj(t)
sri(t)
srj(t)
Figure 2.1: Data flow showing mixture generation and source separation process.
Based on the presented framework the mixing model is defined as:
x l (t) =
J∑
j=1
hl (t) ∗ aj (t)
x r (t) =
J∑
j=1
hr (t) ∗ aj (t) (2.1)
where, aj (t) is the source signal generated at the source j , h
l (t) and hr (t) is a pair of room impulse
responses, x l (t) and x l (t) are the resulting mixture signals captured at the left and right microphone
respectively. J represents the number of all the sources in the mixture and ∗ denotes the convolution
operation.
2.3.2 Time-frequency representation and separation masks
Typically the processing of audio signals is performed in the time-frequency domain. A popular
approach is to use the Short-time Fourier Transform (STFT). For a discrete time domain signal s(t)
the SFTF representation is derived as follows:
X l (ω, tp) =
N−1∑
n=0
w(n)s l (n + tpFs − N/2)e(
−jωn
N ) (2.2)
where, X l (ω, tp) is the complex spectrum at time-frequency bin (ω, tp), s is the transformed signal
centred on a sample corresponding to time tp for a given sampling frequency Fs , and N is the length
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of the analysis frame, and consequently the size of the Discrete Fourier Transform (DFT) that is
applied on each frame. In order to avoid discontinuities on frame boundaries after reconstruction
back to the time domain, frames are overlapped such that 0 < tp+1Fs − tpFs < N. Usually, overlap
ratios between N2 or
3N
4 are used. The time-frequency representation of the mixing model is given
by:
X l (ω, t) =
J∑
j=1
H l (ω, t)Aj (ω, t) (2.3)
=
J∑
j=1
S lj (ω, t) (2.4)
where, S lj is a spatial image of source Aj for a given transfer function H
l (e.g. room impulse
response).
Other time-frequency representations such as the Modified Discrete Cosine Transform (MDCT)
have been in audio processing (Baumgarte and Faller, 2003; Nesbit et al., 2007). In some CASA
systems an auditory filterbank based on the cochleagram was used (Lyon, 1983). The key property
of any time-frequency representation in the context of the source separation problem is its sparseness
(Plumbley et al., 2006). This means that most of the energy of the analysed signal is carried by just
few non-zero coefficients in the frequency domain. In the W-disjoint (window-disjoint) orthogonality
of speech signals in (Jourjine et al., 2000; Yilmaz and Rickard, 2004), it is further assumed that the
sets which are formed from the non-zero coefficients are mutually exclusive between the underlying
sources:
Sˆkj (ω, t)Sˆ
k
i (ω, t) = 0 ∀i 6=j . (2.5)
Based on this principle the underlying sources can be reconstructed from the mixture signal by
applying time-frequency masks The time-frequency mask is defined as an operator which reconstructs
a spatial image Sˆ lj from X
l :
Sˆ lj (ω, t) = M
l
j (ω, t)X
l (ω, t). (2.6)
By inverting the transform on the reconstructed spatial image Sˆ lj the reconstructed waveform sˆj (t)
is obtained. Time-frequency mask values meet the following constraints:
Mi (ω, t) ∈ [0, 1] (2.7)
J∑
j
Mi (ω, t) = 1. (2.8)
A special case of the time-frequency mask which takes only binary values Mi (ω, t) = {0, 1} is
called the binary mask which relates directly to the assumption of disjoint orthogonality of sources
expressed in equation 2.5. In (Yilmaz and Rickard, 2004) a quantitative measure of the disjoint
orthogonality was introduced and reported for anechoic speech mixtures. In a study in (Schulz
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and Herfet, 2008) it was shown that disjoint orthogonality decreases due to the smearing of energy
across time-frequency bins when the reverberation noise is considered. Furthermore, the assumption
of disjoint orthogonality is not expected to hold for multiple simultaneous speakers or other more
complex types of mixtures such as audio mixtures.
In summary, time-frequency separation masks have been widely used for the task of source separation.
In contrast to other separation methods such as beamforming, their main application can be found
for the underdetermined mixtures i.e. such mixtures for which the number of available channels is
smaller than the number of the underlying sources in mixture.
2.4 Separation performance evaluation
Objective metrics can be divided into three groups: full-reference (FR), reduced reference (RR)
and no-reference (NR). This distinction is related to availability of a reference signal to which an
estimated signal is compared. Usually reference signals are not available for real world applications.
When capturing an auditory scene one would have to capture each source independently of the
other sources. This is only plausible in specially designed experiments. RR and NR metrics can be
applied in real life systems but their accuracy is expected to be lower than FR metrics due to lack of
reference signal. In a controlled source separation system one has access to reference and estimate
signals at all stages of processing.
2.4.1 Mean-squared Error based metrics
Signal-to-noise Ratio
The most common way to evaluate the performance of time-frequency masks is to measure the
amount of energy of the target signal si (t) retained in the reconstructed signal sˆi (t). This is usually
done by calculating the Signal to Noise Ratio (SNR):
SNR = 10log10
( ∑
t si (t)∑
t [sˆi (t)− si (t)]
)
(dB). (2.9)
Blind Audio Source Separation (BASS) metrics
Expansion of the SNR metric into four objective metrics targeting different types of distortion was
proposed in (Vincent et al., 2006) and has been used in separation community (Vincent et al., 2007b,
2009). The set of metrics, further referred to as BASS metrics, are calculated on the basis of splitting
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the distortion |sˆki − ski | into separate components for the target signal distortion component etargetij ,
the interference component e interfij and the artifacts component e
artif
ij of individual error terms:
sˆij (t) = sij (t) + e
target
ij + e
interf
ij + e
artif
ij (2.10)
Overall the distortion metric, Signal Distortion Ratio (SDR), is equivalent to the SNR metric:
SDRj = 10log10
∑
i
∑
t |sij (t)|2
|sˆij (t)− sij (t)|2 . (2.11)
The three remaining metrics aim to measure specific kinds of distortion that can be introduced
during separation of audio signals. Image to Spatial Distortion Ratio (ISR) is defined as:
ISRj = 10log10
∑
i
∑
t |sij (t)|2
|etargetij (t)|2
. (2.12)
Signal to Interference Ratio (SIR) measures the amount of other sources’ energy as well as interfer-
ence signals in the reconstructed signal:
SIRj = 10log10
∑
i
∑
t |sij (t) + etargetij (t)|2
|e interfij (t)|2
. (2.13)
The last metric, Signal to Artifact Ratio SAR, measures the amount of remaining artifacts such as
musical noise (Araki et al., 2005):
SARj = 10log10
∑
i
∑
t |sij (t) + etargetij (t) + e interfij (t)|2
|eartifij (t)|2
. (2.14)
SDR, similarly to other MSE derived metrics, has a precise physical meaning: how much of the
target signal energy remains in the separated signal. However, it is widely recognised that MSE
based metrics do not correlate well with the subjective quality of reconstructed signals (Hu and
Loizou, 2008; Nesbit et al., 2007). For example, MSE metrics do not include concepts such as
frequency dependent loudness weighting or spectral masking. The other three metrics, ISR, SIR and
SAR, are dependent on the implementation and the accuracy of projection of reconstructed signal
into different components.
2.4.2 Perceptual Metrics
PEASS
PEASS (Perceptual Evaluation Methods for Audio Source Separation) is a group of perceptual met-
rics which are an extension of BASS metrics (Emiya et al., 2011). The components of distortion
signal: target signal component etargetij , interference signal component e
interf
ij and artifact compo-
nent eartifij are subtracted from the estimated source signal s
k
i to form component residual signals.
Subsequently the Perceptual Similarity Measure (PSM) from the PEMO-Q auditory model (Huber
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and Kollmeier, 2006) is used to estimate the salience of each component. In addition to the three
distortion component,s the same process is applied between the test and the reference signals in
order to obtain the overall distortion salience. In the next step, a non-linear mapping is applied
to obtain final measures: Overall Perceptual Score (OPS), Target-related Perceptual Score (TPS),
Interference-related Perceptual Score (IPS) and Artifacts-related Perceptual Score (APS).
PESQ
PESQ (Perceptual Evaluation of Speech Quality) is a standardised objective metric and originates
from the work on predicting subjective quality of speech signals in telecommunications channels
(ITU-T, 2001). The reference algorithm compares the time aligned test and the reference mono-
phonic signals. Comparison of the two signals is done after the signals are transformed using
psychophysical transformations analogous to human auditory system: perceptual frequency (Bark
scale) and loudness (Sone scale). The algorithm differentiates between minor, steady-state varia-
tions (due to local gain or linear filtering) and more severe effects such as rapid variations. The
former are compensated for and as a result have little effect on overall score. Thus the final score is
determined mostly by the severe disturbances. More details on algorithms behind the PESQ metric
can be found in (Beerends and Stemerdink, 1994; Beerends, 1995; Hollier et al., 1994; Rix et al.,
1999).
The result of PESQ measure is a number in a range (−0.5, 4.5). It is often more meaningful to
translate metrics into a standard rating scale. Mean Opinion Score (MOS) scale is often used to
report subjective results concerning the perceived quality of signals. A mapping function from the
PESQ raw score to the MOS scale was defined in (ITU-T, 2003). The mapping was derived against
a database of subjective scores for applications involving speech transmission in IP and fixed line
networks.
The PESQ metric was not originally designed to be used for evaluation of speech signals in the
context of speech separation algorithms. Nevertheless, the metric was used for evaluation of source
separation systems and was found to accurately predict the quality of separated speech signals (Hu
and Loizou, 2008) and the performance of ASR (Di Persia et al., 2008). It was subsequently used
for evaluation of speech separation systems (Mandel et al., 2010).
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2.4.3 Oracle estimators
Oracle separation masks
The evaluation framework discussed in section 2.3.1 assumes that reconstruction of separated signals
is performed by using time-frequency separation masks as expressed in equation 2.6. With the
constraint that all evaluated algorithms are restricted to use time-frequency separation masks as
a mechanism for generation of separated signals, the best performance will be achieved by those
algorithms which estimate the ideal separation mask most closely. The prediction of the ideal mask
performance allows to estimate the upper bound of the performance which can be achieved with
time-frequency separation masks. In the same way it is useful to predict what is the performance
when a naive time-frequency separation mask is used. These oracle masks are studied in the next
paragraph.
Ideal Masks
Since the time-frequency masking is a non-linear filtering operation it is possible to define the ideal
time-frequency mask via optimal filter. Assuming that source signals are statistically independent
and zero-mean an optimal Signal-to-Noise ratio Wiener filter has the following frequency response
(Wiener, 1964; Trees, 2001):
Ht(e
jω) =
PSDt(e
jω)
PSDt(e jω) + PSDi (e jω)
(2.15)
where, PSDt and PSDi are Power Spectral Densities of the target signal and the interference signal
respectively. Given premixed spatial images of speech sources are available, the Wiener-inspired
Ideal Ratio Mask (IRM) can be defined as (Li and Wang, 2008):
M<IRM>ki (ω, t) =
|Ski (ω, t)|2
|Ski (ω, t)|2 + |
∑
j 6=i S
k
j (ω, t)|2
(2.16)
where,
∑
j 6=i S
k
j (ω, t) represents energy from other sources present in a mixture. The formulation
of the mask in equation 2.16 meets the constraints for separation masks expressed in equations 2.8.
A different approach based on the assumption of W-disjoint orthogonality of speech signals was taken
for constructing the Ideal Binary Mask (IBM). The calculation of the IBM is based on knowledge
of spatial images of individual sources prior to mixing (Wang, 2005):
M<IBM>ki (ω, t) =
 1 10log10
Ski (ω,t)∑
j 6=i S
k
j (ω,t)
> LC
0 otherwise
(2.17)
where, LC is SNR criterion. Usually LC is set to 0 dB.
2.4. Separation performance evaluation 17
Naive masks
In the same way we are seeking to define the estimators which allow to establish how much better
systems under test perform compared to naive separation systems. In (Mandel et al., 2010) the
Random Mask (RM) was included:
M<RM>ki (ω, t) = νi
(
rand[0,1]
)
(2.18)
where, rand[0,1] is a random number generator in the range [0, 1]. νi enforces the unitary sum
constraint on the random mask such that:
∑
iMRMi (ω, t) = 1, where J is the number of sources
present in the mixture. In our view one potential shortfall of RM is that it represents a faulty
separation system rather than a naive separation system. One could expect a separation system to
result in generating pseudo-random masks when, for example, reading from an uninitialised memory
or registers. However, in the situation when the system simply does not know how to proceed
with providing good separation mask, it is rather unlikely the system would default in a controlled
way to generation of random data. One, more likely possibility, would be for such a system to
simply distribute the energy of a mixture equally between all the underlying sources. Based on this
assumption we introduced the Uniform Mask (UM) defined as:
M<UM>ki (ω, t) =
1
J
(2.19)
where, J is the number of sources present in a mixture. We also note that the uniform mask would
most likely be a starting point for a probabilistically motivated system, provided no other prior
information was available.
2.4.4 Auxiliary performance metrics
While the main evaluation is centred on the source separation performance of the proposed system,
there are vital components of the system which perform other functions such as source localisation
and pitch determination. In order to assess the impact of those algorithms on the overall separation
performance, they were evaluated with their relevant metrics.
Localisation performance
The proposed system works on the assumption that number of sources in a mixture is known ahead
of the localisation and separation process. Therefore the localisation performance was evaluated only
in terms of how well the algorithm located position of the sources. The performance of localisation
algorithms is usually expressed via time-delay estimation error or azimuth estimation error, and the
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latter is used in this thesis. In both cases, the two types of error are usually reported (Wilson,
2006): a local error and a gross error. The local error, represented by Root Mean Squared Error
(RSME), describes the accuracy of location estimates. The gross error, usually represented as the
percentage of anomalous detections, describes the robustness of location estimates. A location
estimate is classified as anomalous if it the distance to the true location (in azimuth domain) is
larger than a set threshold. Anomalus estimates are not included in the RSM error calculation.
In (Wilson, 2006) the threshold was set as the inverse of signal’s bandwidth (half of the sampling
frequency) i.e. 2/(Fs) (s) which was derived from the work on performance bounds for local and
gross error (Ianniello, 1982). This however does not take into account the scenario of multi-source
mixtures and how anomalous estimates may affect error readings for other sources. Therefore a
different approach for setting the threshold was used in this thesis. where the threshold was set by
the following formula:
τgross = min(
2
Fs
, τθmin ) (2.20)
where, Fs is the sampling frequency and τθmin is a time delay corresponding to the minimum spatial
distance between the most closely spaced sources.
Pitch determination performance
The pitch determination performance is organised around the same rationale as the localisation
performance i.e. the error is split into local error and gross error. Two measures that capture gross
pitch detection error are often used (Babacan et al., 2013):
• Voicing Decision Error (VDE) - is defined as the ratio of frames for which incorrect voiced or
unvoiced decision was made (Chu and Alwan, 2009).
• Gross Pitch Error (GPE) - is defined as the ratio of frames, detected as voiced frames by both
reference and tested pitch tracker, for which the estimated pitch differs from the reference
pitch by the threshold C (Rabiner et al., 1976):
GEi =
1
NV
NV∑
n=1
δ
(
F i0(n), Fˆ
i
0(n)
)
(2.21)
where, δ(·, ·) is usually defined as:
δ(F0, Fˆ0) =
 1
|F0−Fˆ0|
F0
> C
0 otherwise
(2.22)
where, C represents the maximum deviation threshold from the ground truth pitch. The choice of
the value for the threshold C was not clear. In (Hess, 2008) the choice of the threshold was discussed
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in the context of a perceptual impact of perceived speech quality. It considered more complex δ(·, ·)
function, where the normalised difference between the estimated pitch and the ground truth pitch
was weighted by the energy ratio between the current frame and maximum energy for a whole
utterance. However, in most of the recent studies, including (Babacan et al., 2013; Drugman and
Alwan, 2011; Chu and Alwan, 2009), the value of 20% has been used but without a clear rationale.
For the purpose of this thesis, the pitch based metric are used as auxiliary metrics to help understand
differences in the source separation performance and not used for system evaluation. Therefore in
the absence of any other strong candidate we decided to follow with the value of C = 0.2 (20%).
The local error, called Fine Pitch Error (FPE) is defined as the standard deviation of errors for
frames which are classified as neither VDE nor GPE frames. All errors are reported as the average
taken across all sources.
2.5 Experimental framework
2.5.1 Speech corpus
For the unmixed source signals Pitch Tracking Database from Graz University of Technology (PTDB-
TUG) (Pirker et al., 2011) was used. This corpus comprises 20 (10 male and 10 female) native
English speakers. The database consists of utterances from the TIMIT corpus. To process the source
signals we aligned end points between all signals and truncated each utterance to the maximum of
four seconds long. All audio clips were normalised to −3 dBFS peak value prior to mixing, where
dBFS stands for dB full scale. This process was applied in order avoid potential clipping artefacts
where mixing two, three or four speakers together. However, it did not ensure that loudness between
different speakers was equalized. All audio signals were subsampled to 16000 Hz sampling frequency
Fs . Before the subsampling, an anti-aliasing low pass filter with cut-off frequency of 7000 Hz was
applied.
For localisation experiments in chapter 3 the GRID corpus (Cooke et al., 2006) was used. All
selected audio clips from the GRID corpus were subject to the same processing as the clips from the
PTDB-TUG corpus.
2.5.2 Room impulse responses
For simulating real-life reverberation found in typical acoustic environments, Binaural Room Impulse
Responses (BRIR) recorded at the Institute of Sound Recording at University of Surrey were used
(Hummersone, 2014). The BRIRs were recorded using a head and torso simulator (HATS) in four
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different rooms with different acoustic properties. Those rooms are further referred to as rooms:
A, B, C, and D. In addition to the fours sets of BRIRs from reverberant environments, an anechoic
set was created by truncating the BRIRs to before first reflection (Hummersone et al., 2011). It is
further referred to as room X. Acoustic properties of all five rooms are listed in table 2.1.
Table 2.1: Acoustical properties of rooms used for BRIRs recordings.
Room RT60 (s) DRR (dB) C50 (dB)
A 0.32 6.09 16.5
B 0.47 5.31 11.4
C 0.68 8.82 17.4
D 0.89 6.12 9.43
X 0 ∞ ∞
The symbols used in table 2.1 are described next. RT60 (3382-2:2008, 2008) represents time for
energy of a sound to decay by 60 dB compared to the energy of a direct sound. C50 is the speech
clarity index defined in (3382-1:2009, 2009). C50 represents the ratio of early to late sound energy in
a room impulse response. The 50 subscript in C50 stands for 50ms boundary between early and late
energy. DRR stands for the direct-to-reverberant ratio which was calculated from the recorded room
impulse responses (Hummersone, 2011). In (Hummersone, 2011) DRR was found to be related to
the distance from a source to the recording microphones.
2.5.3 Separation test set
A separation mixture set was created using greaco-roman lattice design. We created two subsets: a
two speaker mixture set and a three speaker mixture set. For the former, the total of 121 mixtures for
each RT60 environment were created. This involved mixing 11 unique utterances from 11 speakers,
from which 6 were female and 5 were male speakers. One set of 11 unique positions was permuted
to provide optimal coverage. The smallest azimuth separation between the speakers was 20◦. For
two speaker mixtures we set one speaker on the median plane (0◦ azimuth) and varied position of
the other speaker between −90◦ and −20◦. For the three-speaker set the test set included 112
signals per room. In this case one speaker was always centred at 0◦, the second speaker was set
at fixed location of 60◦ azimuth while the third speaker was varied between −90◦ and −20◦ in the
same fashion as for two speaker mixture set. It should be noted that the position of one speaker in
every mixture was always set to 0◦ azimuth. Therefore this particular position was over-represented
in the data set compared to other spatial positions. In total 1165 mixtures were generated.
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2.5.4 Localisation test set
Localisation mixture was created from source presented in the GRID corpus (see section 2.5.1).
Number of speakers was varied between two and four. Ten, five seconds long utterances for each
of the speakers were chosen. Five of the speakers were male and five were female. Utterances were
selected manually with the intention to maximise the phonetic coverage though the coverage had
not been measured in any systematic way. The endpoints were aligned so there were no silence
gaps other than those naturally occurring within utterances. For the impulse responses, we used
the BRIR responses. For two and three source mixtures one source was always set randomly within
−15◦ to 15◦ position while the other ones were set randomly outside of this region. In case of three
source mixtures one source was located at negative azimuths and the other at positive ones. For
four source mixtures the median plane was partitioned into 4 overlapping regions in which sources
where given random location. Smallest spatial distance between the sources was set to 10◦. Total
of 900 test signals were generated.
2.5.5 Time-frequency representation parameters
All algorithms used the same settings as far as possible. Hann window was used and the overlap
between time frames were set the same across all algorithms and equated to 1024 samples with
768 sample overlap from previous time frame. The choice of the window length 64 ms was the
compromise between some settings proposed in the literature. Typically, for processing speech
data window length is set to 20 − 30 ms due to the assumed quasi-stationarity of speech signals
(Brandstein et al., 1995). However, some studies on sparseness of time-frequency representations
showed that longer window lengths such as 55 ms (Vincent et al., 2007a) or even 128 ms (Kirbiz
and Gunsel, 2013) can be more optimal for speech signals.
2.6 Experiments
2.6.1 Evaluation of objective metrics using oracle estimators
SDR & PESQ
The performance of oracle estimators for SDR and PESQ metrics is shown in figure 2.2. For SDR
metric both IBM and IRM scored similar values with the latter mask achieving higher performance
on average between 0.2−0.5 dB. Both masks scored lower SDR values with increasing reverberation.
There was a drop of 2.5 dB for both masks when the number of sources in the mixtures was equal
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Figure 2.2: Performance of oracle estimators for SDR (top) and PESQ (bottom) metrics.
2.6. Experiments 23
Time (s)
Fr
e
qu
e
n
cy
 (H
z)
Ideal Binary Mask
0 1 2 3
0
1000
2000
3000
4000
5000
6000
7000
8000
Time (s)
Fr
e
qu
e
n
cy
 (H
z)
Ideal Ratio Mask
 
 
0 1 2 3
0
1000
2000
3000
4000
5000
6000
7000
8000
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
Figure 2.3: Comparison of reconstructed signals using Ideal Binary Mask and Ideal Ratio Mask.
to three. Looking at the lower bound performance the UM scored slightly higher than the RM, on
average 0.2 dB for 2 source mixtures and 0.15 for 3 source mixtures. There was about 1 dB drop
in the performance between 2 and 3 source mixtures for both masks. Interestingly, the performance
was constant for all reverberation times.
For the PESQ metric results were different. Most interesting is the difference between the IRM and
the IBM with the latter yielding scores inferior the PESQ scores by 0.5 MOS grade on average.
On average, this gap increased further for 3 source mixtures to 0.8 MOS grade. For estimating
the lower bound performance, scores from the RM and the UM were virtually the same. Another
interesting observation is that the average PESQ scores for both high and low bounds increased
with reverberation.
We made an informal attempt to assess subjectively the difference in quality between IBM and IRM
separated signals and found that IBM separated signals suffered from audible artefacts. Figure 2.3
shows an example of a reconstructed source using the IBM and the IRM masks. The suspected
difference that caused the artefact can be seen for high frequencies around 1s. In this case the
artefact was caused by the excessive damping of the target signal and unequal loudness level that
resulted from this.
ISR & SIR
Performance of oracle estimators for the ISR and the SIR metrics is shown in figure 2.4. For both
metrics the trend of the performance curves is very similar and for both metrics it was the IBM that
yielded highest scores. The margin over the IRM was on average up to 1 dB. The difference existed
in average scores for the UM and the RM where the ISR metrics scored 6 dB and 3.5 dB for 2 and
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Figure 2.4: Performance of oracle estimators for SIR (top) and ISR (bottom) metrics.
3 speaker mixtures respectively. For the UM and the RM the SIR metrics scored on average 0.2 dB
and −3 dB.
SAR
The performance of oracle estimators for the SAR metric is shown in figure 2.5. Results differ
significantly from the results obtained with other metrics. Firstly, for the UM, the SAR performance
was by far the best. This could be explained by the fact that the UM mask is in fact a pass-through
mask i.e. it simply allocates a fixed portion of energy of a mixture to each of the constituent sources.
For that reason UM results were excluded from further analysis using the SAR metric. The analysis
of the results for the remaining estimators showed that the difference between the highest scoring
(excluding the UM) IRM mask and the RM was only about 4.5 dB for anechoic conditions and
further dropped sharply to 1.2 dB for the highest reverberation conditions.
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Figure 2.5: Performance of oracle estimators for SAR metric.
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Discussion
The experiments showed a few interesting findings. Firstly, for the mixtures used in the test the
IRM scores better for the SDR and the PESQ metrics, but worse for the ISR and the SIR metrics
(statistical significance is not reported). The difference in the performance was most dramatic for
the PESQ metric and the difference in the quality of the reconstructed signals was confirmed in the
informal listening evaluation. Those results suggest that the IRM performs better than the IBM
in terms of quality of separation. This is an interesting finding that has also been confirmed in
other reported studies (Hummersone et al., 2014). The estimation of the IBM has been promoted,
by some parts of CASA community, as the goal of CASA (Wang, 2005) but the evidence suggests
that the IRM is more suited as the oracle estimator for the source separation performance task.
That being said, the IBM has some interesting properties when it comes to suppressing interference,
which was reflected in the IBM scores on average being higher than the IRM scores for ISR and SIR
metric.
One rationale for the experiment was to select candidate performance metrics for reporting of results
throughout this thesis. Three metrics have been chosen: SDR, PESQ and SIR. The SAR metric was
discounted given it did not provide a clear indication of good and poor performance for the oracle
estimators. Between the SIR and the ISR metrics, the results obtained for the oracle estimators
were very similar but the SIR metric was selected. Firstly, the SIR metric has a clear rationale
since it reports how well a separation system reduced interference from other sources (or noise).
Secondly, the metric (or its variants) has been widely used to report speech enhancement task for
BSS (Sawada et al., 2007a) and beamforming methods (Parra and Alvino, 2002).
2.7 Summary
This chapter provides a brief overview of the available source separation methods and a detailed
review of the evaluation framework. For speech separation evaluation the oracle estimators such
as the Ideal Random Mask, the Ideal Binary Mask and the Random Mask were discussed. An
additional naive estimator, called the Uniform Mask was introduced in this thesis as an alternative
to the Random Mask estimator. The review also included the performance metrics for localisation
and pitch determination. Finally, the experimental framework, describing signals and test conditions
used in this thesis was presented.
In the experiment, the separation performance metrics were evaluated using the oracle estimators.
It was found that the IBM estimator could lead to suboptimal separation performance compared
with the IRM estimator.
Chapter 3
Localisation of sound sources
3.1 Introduction
This chapter presents the problem of localisation of sound sources based on the IPD only. A new
algorithm for source localisation based processing IPD data is presented and evaluated. The chapter
is organised as follows. Section 3.2 presents the sound the source localisation problem. In section
3.3 methods for localisation of sound sources are reviewed. The section describes methods based
on cross-correlation as well as methods based in IPD data processing. Several approaches that
deal with phase ambiguity are also reviewed. In section 3.4 the algorithm for source localisation is
presented. Along with the algorithm, a novel representation of IPD data called Cross-phasogram
is introduced. Section 3.5 presents experiments and results from the comparison of the proposed
method to reference localisation methods. Section 3.6 concludes the chapter.
3.2 Sound Source Localisation
3.2.1 Spatial location
The position of a sound source relative to the listener can be described in a three-dimensional
coordinate system defined by the three imaginary planes: median plane, horizontal plane and frontal
plane (Blauert, 1996) (see figure 3.1). The median plane intersects the centre of the listener’s head
from front to back. A source located on the median plane is perceived to be directly in the front
(or at the back) of the listener which is due to equal distance of the source to both ears. A source
which is not located on the median plane is perceived from the left or right direction depending on
its position. The horizontal plane intersects across the head at the level of the listener’s ears. A
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Figure 3.1: Coordinate system for spatial hearing.
source located on the horizontal plane is perceived to be located at the same level as the listener
head. A source which is not located on the horizontal plane will be perceived as being higher or
lower than the listener’s head. The frontal plane intersects the listener’s head between the ears and
divides it into front and back. In such coordinate system the position of a sound source is defined by
the vector comprising of three values: azimuth, elevation and distance. The azimuth θ represents
the angle of incidence between the median plane and the plane wave direction. It is measured as
the angle between the median plane and the distance vector projected onto the horizontal plane.
The azimuth takes values from 0◦ to 360◦ or −90◦ to 90◦ when only sources located on one side
of the frontal plane are considered. In the latter case the values of −90◦ and 90◦ correspond to
the source being located directly in front of the left and the right ear respectively. The elevation
ϕ represents the displacement of the sound source relative to the horizontal plane. It is measured
as the angle between the horizontal plane and the distance vector projected onto the median plane.
The elevation ranges from −90◦ and 90◦ which corresponds to a situation where the sound source
is directly below or above the listener’s head.
The accuracy of the human auditory system to determine the azimuth and the elevation of an
auditory event is not uniform and depends on several factors (Blauert, 1996). The term used to
express the spatial resolution of the human auditory system is called localisation blur. Localisation
blur relates to the minimum changes in attributes of the auditory event (not just its spatial position)
that are sufficient to alter its perceived location (Blauert, 1996). Several experiments that measured
the localisation blur resulted in a range of values - see (Mandel, 2010, chapter 3) for a summary. For
example, for sources located on the median plane the localisation blur was found to vary between 1◦
and 3.1◦ but increased to nearly 7.5◦ when source was horizontally displaced at 75◦. For elevation
angles the localisation blur was found to be generally higher than for azimuth angles and varied
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Figure 3.2: A view on the sound source localisation system using two microphones. The symbol r denotes
the radius of the microphone array. θ denotes the azimuth.
between 3.5◦ for sources on the horizontal plane to 10◦ for higher elevation angles (Blauert, 1996).
3.2.2 Time delay in stereo and binaural systems
From the machine audition perspective a stereo (two microphone) system arranged on the horizontal
plane is sufficient for determining the azimuthal location of a sound source. By capturing the source
signal with two separated microphones, the azimuth of the source can be determined from the
difference in travel time of the sound to the two microphones. This scenario is shown in figure
3.2 where ∆d corresponds to the difference in distance the sound travels to the more distant
microphone. r represents the radius of the microphone array such that the distance between the
microphones equals 2r . Assuming ∆d is measured between the two imaginary lines ml and mr
which are perpendicular to the incident plane wave the azimuth θ can be derived as:
sin(θ) =
|∆d |
2r
. (3.1)
By rearranging, the time delay can be calculated as:
τ =
2r
c
sin(θ) (3.2)
where, c is the speed of sound.
30 Chapter 3. Localisation of sound sources
In case of binaural hearing, an additional consideration needs to be taken into account since a
human’s head and torso become a baﬄe (see figure 3.3). This means that the sound wave will
not reach the distant microphone (ear) via a direct path. Since sound is a collection of waves,
the shadowing effect of head and torso will have a different impact on waves depending on their
wavelength. For those waves having shorter wavelengths (which correspond to high frequencies)
the size of a human’s head is significantly larger causing reflection of the waves. For the reflected
waves this may result in energy loss for high frequency components of as much as 25 dB (Stern
et al., 2006, chapter 5). The difference in energy between the two ears (microphones) corresponds
to the Interaural Intensity Difference (IID) cue. For waves characterised by frequencies ≤ 2500 Hz
the wavelength becomes comparable to size of a human’s head. In this case, according to diffraction
theory, the waves will bend around the head and reach the distant ear with relatively little loss in
energy. This is why IIDs are less pronounced for the low frequency components. The relationship
between the azimuth θ and the time delay τ for the binaural model was studied in (Kuhn, 1977).
For low frequencies (below 500 Hz) according to the diffraction theory equation 3.2 is modified to:
τ =
3r
c
sin(θ). (3.3)
For high frequencies (above 2000Hz) the relationship was modelled as:
τ =
r
c
(θ + sin(θ)). (3.4)
3.3 Algorithms for Source Localisation
3.3.1 Source localisation using the generalised cross-correlation
This section presents the most widely used framework for source localisation based on time delay
estimation via a cross-correlation function. Section 2.3.1 introduced the mixing model that defined
the relationship between the individual sources, environment and resulting mixtures. For the source
signal ai (t) generated at the source i the two corresponding signals x
l (t) and x r (t) are received at
left and right microphones:
x li (t) = h
l (t) ∗ ai (t) + nl (t)
x ri (t) = h
r (t) ∗ ai (t) + nr (t) (3.5)
where, hl (t) and hr (t) are the transfer functions (referred to as impulse responses) that represent
the signal path from the source to each of the microphones receivers and nl (t) and nr (t) represent
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Figure 3.3: Binaural source localisation system. The symbol r denotes the radius of the human/manikin
head.
ambient noise captured at the receivers. For the following analysis we simplify the case to a single
source and drop the i index. Therefore we rewrite equation 3.5 as:
x l (t) = hl (t) ∗ a(t) + nl (t)
x r (t) = hr (t) ∗ a(t) + nr (t). (3.6)
For anechoic environments the impulse response consists of the direct path impulse delayed by the
propagation time from the source to the receiver:
hldirect(t) = δ(t − τ l0)
hrdirect(t) = δ(t − τ r0 ). (3.7)
where, δ is the delta signal defined as:
δ(t) =
 1 t = 00 t 6= 0. (3.8)
For a reverberant environment such as a room or a concert hall the response captured by the receiving
microphone consists of the direct path impulse and its many delayed replicas which represent non-
direct traveling paths from the source to the microphones. The non-direct propagations result from
reflective properties of the environment, mainly its enclosing walls, ceiling and floor, but also smaller
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objects present inside (Allen and Berkley, 1979). The room impulse response for the reverberant
environment can be represented:
hlreverb(t) = δ(t − τ l0) +
∑
p=1
gpδ(t − τ lp)
hrreverb(t) = δ(t − τ r0 ) +
∑
p=1
gpδ(t − τ rp )
where, gp represents the attenuation of the impulse for pth propagation path. The convolution
process of a source signal by an impulse responses adds reverberation noise to the source signal and
spatialises it i.e. the source’s spatial location is encoded by the time delay differences between the
two received signals:
x l (t) = s l (t) + nl (t)
x r (t) = s r (t) + nr (t) (3.9)
where, s l (t) and s r (t) are the spatial images of the source signal a(t). Time delay difference is
encoded by the difference between direct path propagation delays τ0 = τ
r
0 − τ l0. The time delay
τ0 can be estimated as the value of τ which maximizes the cross-correlation function (Knapp and
Carter, 1976):
Rx l x r (τ) =
∑
ω
Gx l x r (ω)e
jωτdω (3.10)
where, Gx l x r (ω) = X
l (ω)X r∗(ω) is the cross-power spectrum. For the anechoic environment defined
in equation 3.7 we rewrite the mixture model in equation 3.9 as:
x l (t) = s(t) + nl (t)
x r (t) = s(t − τ0) + nr (t). (3.11)
Hence the Gx l x r (ω) can be factorised into the following:
Gx l x r (ω) = Gss(ω)e
jωτ0 + Gnl nr (ω) (3.12)
where, Gss(ω)e
jωτ0 is the auto-correlation function of the spatial image signal s(t) and Gnl nr (ω) is
the autocorrelation of the noise signals. Assuming the ambient noise signals nl (t) and nr (t) are
statistically independent, the cross-correlation function in the time domain can be represented as:
Rx l x r (τ) = Rss(τ) ∗ δ(t − τ0) (3.13)
which represents the smearing of the δ(t − τ0) by the spectrum of the source signal. For the
single path model the spreading results in broadening of the peak of the cross-correlation function.
However, if the multi path propagation model is considered the spreading may coincide between
different peaks leading to erroneous time delay estimates:
Rx l x r (τ) = Rss(τ) ∗
∑
k
δ(t − τk ). (3.14)
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Generalised Cross-Correlation Framework
Generalised Cross-Correlation (GCC) framework was introduced in (Knapp and Carter, 1976). In
the framework a frequency weighting function is applied to the received signals in order to optimize
the shape of Rx l x r (τ) hence result in better time delay estimates. Equation 3.10 is updated with
the generalised frequency weighting function ΨML(ω) as:
Rx l x r (τ) =
∑
ω
Ψ(ω)Gx l x r (ω)e
jωτdω. (3.15)
It was observed in (Knapp and Carter, 1976) that the choice of the ideal weighting is not straight-
forward and is subject to a compromise between the resolution of the time delay estimate and its
stability. The former could be obtained by a weighting function optimised to induce sharp peaks.
On the other hand, in low SNR case, a sharp peak may be more susceptible to errors due to finite
observation length (e.g. via the STFT). Therefore a weighting that ensured the stability of the
estimates could be applied. Two weighting functions are reviewed next.
The first weighting function is the Maximum Likelihood estimator (ML) of a time delay. The ML
weighting is defined as the value of τ which maximises the following cross-correlation function:
RMLx l x r (τ) =
∑
ω
ΨML(ω)Gx l x r (ω)e
jωτdω (3.16)
where, the ΨML(ω) weighting was defined as (Knapp and Carter, 1976):
ΨML(ω) =
1
|Gx l x r (ω)|
|γlr (ω)|2
1− |γlr (ω)|2 . (3.17)
γlr (ω) is a coherence function defined as (Carter et al., 1973; Carter, 1987):
γlr (ω) =
Gx l x r (ω)√
Gx l x l (ω)Gx2x2 (ω)
. (3.18)
In a real-life system the estimate of the coherence function, called the Magnitude Squared Coherence
(MSC) can be calculated as (Carter et al., 1973):
Gx l x l (ω) =
1
TN
∑
t
|X l (ω, t)|2
Gx r x r (ω) =
1
TN
∑
t
|X r (ω, t)|2
Gx l x r (ω) =
1
TN
∑
t
X l (ω, t)X r
∗
(ω, t) (3.19)
where, T is the integration time over time frames of N samples length. The accuracy of statistics
of the MSC estimate as defined in equation 3.19 depends on the choice of the integration time (for
the stability of estimates) and the frame length (for the frequency resolution of the MSC function).
The second weighting function is called Phase Transform (PHAT). The PHAT weighting is defined
as:
ΨPHAT (ω) =
1
|Gx1x2(ω)|
. (3.20)
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The PHAT weighting pre-whitens the received signals before the correlation is applied. Although
it was introduced as an ad-hoc technique (Knapp and Carter, 1976), it became one of the most
widely used algorithms for source localisation. This has been mainly due to its simplicity but also
due to its robust performance in reverberant environments with high SNRs (DiBiase et al., 2001;
Omologo and Svaizer, 1997). The PHAT weighting function was also applied in microphone array
based localisation systems and is known as SRP-PHAT (Steered Power Response PHAT)(DiBiase
et al., 2001). It was shown that the PHAT weighting for the SRP system is optimal in ML sense
for low noise (high SNR) and high reverberation environments (Zhang et al., 2008). The ability to
control the localisation performance of the GCC by the choice of the weighting function is a very
attractive property. Several new weighting functions fitting the GCC framework have been proposed
and some selected examples are reviewed next.
In (Wilson and Darrell, 2006), a weighting function based on the mapping of spectrograms of the
reverberant signal to localisation precision maps. The mapping, and thus the weighting function,
which was shown to be consistent with the psychological precedence effect, improved the localisa-
tion performance over the GCC-PHAT in simulated reverberant environments. Another proposal,
introduced in (Chen et al., 2006), used the Average Magnitude Difference Function (AMDF), which
is an alternative time-delay estimation method to the GCC framework. A weighting function, called
Weighted Cross Correlation (WCC) was based on the reciprocal of the AMDF and was reported to
sharpen peaks of the cross-correlation function. The final example is a weighting function based on
sources pitch information (Brandstein, 1999).
Generalisation across time
The previous section 3.3.1 describes the localisation framework based on time-delay estimation. The
source separation framework described in section 2.3 processes data in short-time frames. In this
context the process of estimating time-delays described in the previous section is applied on each
time-frame independently. For the scenario of moving sources frequent updates of the time-delay
estimates may be required. However, for slowly moving or static sources the estimates may be
aggregated over several time frames leading to more reliable estimates. For example the estimation
of the magnitude squared coherence in equation 3.19 requires long-term averaging of over 2s to be
equivalent to the maximum-likelihood estimate (Brandstein et al., 1995).
In (Aarabi, 2002), two main approaches for increasing the robustness of the localisation estimates
in the GCC framework were considered. The first approach, called GCC-Histogram, accumulated
time-delay estimates in a histogram and used peaks of the histogram as the most probable estimates.
A similar approach was used in (Strobel and Rabenstein, 1999), where Maximum Likelihood and
histogram matching classifications were based on trained histograms of the most probable locations.
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The second approach called GCC-Sum, calculated the average cross-correlation function across
pooled time-frames and used the maxima of the averaged cross-correlation function as the time
delay estimates. Such scheme was used in (Chen et al., 2006) and (Mandel, 2010). In (Mandel,
2010) the scheme was also expressed in a probabilistic framework. Experiments in (Mandel, 2010)
showed that the biggest improvement in localisation performance was obtained when the aggregation
time was set between 100 ms to about 250ms.
Cross-correlation in binaural systems
Most methods for binaural sound localisation use cross-correlogram which is based on the coincidence-
detection model introduced in (Jeffress, 1948). The Jeffress model is built from neural internal delay
units and correlators. Two signals (for both ears) are fed into the model using two independent
channels. In each channel, the signal is transmitted through lines containing internal delay units.
This processing is replicated across multiple frequency bands. Outputs of the delay units from both
channels are correlated. Units which score the highest correlation determine interchannel time de-
lay. This estimation process is expressed by the following cross-correlogram equation (Hummersone,
2011):
C (t, τ) =
∑
ω
N−1∑
n=0
ql (ω, t − n)qr (ω, t − n − τ)w(n) (3.21)
where, τ is a lag for which cross-correlogram is computed, and ql and qr are simulated auditory
nerve activities. t is discrete time index, N length of the time frame, w(n) is the analysis window.
Time-delay is estimated as a lag τ for which equation (3.21) takes the maximal value:
ITD = arg maxτC (τ). (3.22)
Prior to calculation of cross-correlogram input signals are processed by a filterbank. Binaural meth-
ods usually use a perceptually motivated filterbank, called Auditory (or Cochlear) Filter Bank. It is
built from gammatone filters (Cooke, 1993) in order to provide a similar frequency decomposition
as human auditory system. Centre frequencies of the filters are placed on the equivalent rectangular
bandwidth (ERB) scale. An alternative was proposed in (Baumgarte and Faller, 2003) where the
filter bank was implemented by means of the FFT. To provide appropriate time resolution, outputs of
the filters were divided into short time segments using a windowing process. Hence cross-correlogram
was computed for the output of each channel in the filterbank and updated for every time segment.
The first system that is known to use the binaural cross-correlogram for source localisation was
reported in (Lyon, 1983), where multi-source localisation was performed by peak picking in the cross-
correlogram. An extension of the system was proposed in (Bodden, 1993) where more systematic
study of localisation performance was provided. One problem found with the system in (Bodden,
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1993) was that for closely spaced sources the cross-correlogram exhibited misleading peaks due to
interaction between sources.
In a similar way to GCC weighting functions (see section 3.3.1), an interchannel coherence function
was proposed in (Faller and Merimaa, 2004). The method used cross-correlogram based computation
of the ITDs and the IIDs which were analysed in a 2-D histogram. The interaural coherence (IC)
cue was calculated in order to determine which of the time-frequency bins provide most coherent
localization information. Contribution of each time-frequency bins was assessed where the bins with
the IC value higher than a given threshold were included in histogram calculation and the remaining
time-frequency bins which had low IC scores were discarded. The authors reported the sharpening
of the histogram which resulted in more reliable estimates of the ITDs and the IIDs. Another system
that used a joint IPD and ILD histogram calculation was proposed in (Nix and Hohmann, 2006).
The system employed Bayesian estimation of statistics of the interaural parameters learnt from the
histogram for various noise conditions. The system was able to localise sources both in the azimuth
and the elevation domains.
3.3.2 Localisation using phase data
An alternative to the GCC framework is the calculation of time-delay estimates directly from phase
data. From equation 3.13 it can be noticed that the peak of the cross-correlation function occurs
at the time delay:
τ0 =
|∆d |
c
(3.23)
where, c is speed of sound and ∆d is the extra distance between two microphones. The time
delay τ0 can be expressed as a phase function (3.12. Assuming a non-dispersive environment
c(ω) = const ∀ω phase is a linear function of frequency proportional to the time delay τ0:
φ(ω) = ωτ0 + (ω) (3.24)
where, (ω) represents the noise term. Then it is possible to use the least squares estimator to find
the estimate of τ0 (Piersol, 1981):
τˆ0 =
∑
ω∈Ω ωφ(ω)∑
ω∈Ω ω2
(3.25)
where, Ω represents all frequency bands. This least squares solution makes use of an a priori
information that the regression line goes through zero intercept. Similarly to the GCC framework,
weighting functions were employed in(Chan et al., 1978):
τˆ0 =
∑
ω∈Ω ΨMSC (ω)ωφ(ω)∑
ω∈Ω ΨMSC (ω)ω2
(3.26)
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where, the estimator uses the Magnitude Squared Coherence weighting as defined in equation 3.17.
Although the least squares estimation based on the IPDs was shown to have the same asymptotic
performance as the GCC ML estimator it has not been widely used. One practical problem with this
method, is operating on IPD data which is wrapped into [−pi,pi) range. However, equation 3.24
and the resulting least squares formula expect φ(ω) to change linearly as a function of ω. Therefore,
a phase unwrapping algorithm, such as (Tribolet, 1977), must be performed before equation 3.25 is
applied. In (Brandstein et al., 1995) the unwrapping algorithm was extended to perform an iterative
fit using equation 3.26 in which an intermediate slope was calculated for ωk . A prediction for ωk+1
was made using the calculated slope and the true phase data value was wrapped around the predicted
one. The least squares procedure was repeated using the newly unwrapped phase data. Finally, a
second pass was performed in order to correct the erroneous estimates due to local variations in the
intermediate slope calculations.
3.3.3 Phase ambiguity
Previous section highlighted potential problems when dealing with IPD data due it its circular nature.
However, the problem does not only affect methods directly operating on phase data. The phase
ambiguity phenomenon occurs when the wavelength of an arriving sound wave is shorter than a
quarter of the distance between the microphones. In this case, the sound wave received at more
distant microphone is delayed by a number of periods when compared to the corresponding sound
wave received at the other microphone at the same time instant. Hence the phase ambiguity range
depends on the distance between receivers and the location of the sound source. For humans phase
ambiguity was found to start at about 1000 Hz to 1500 Hz (Wightman and Kistler, 1992) which is
related to the size of a human’s head and the maximum possible time delay.
The phase ambiguity is a physical phenomenon that does affect all source separation methods using
spatial location of the sources. For beamforming techniques this is known as spatial aliasing problem
(Dmochowski et al., 2009). For the ICA methods the phase ambiguity can affect the permutation
alignment (Sawada et al., 2011). For cross-correlation based methods, phase ambiguity reveals
multiple peaks at higher frequencies. For methods based on phase data, the IPD values are wrapped
into [pi,pi) range leading to a noisy histogram representation. In result, erroneous peaks may be
selected as ITD estimates giving invalid localisation estimation.
A somewhat crude approach to alleviate the problem of phase ambiguity is to estimate time-delay
only for low frequencies where IPD data is unambiguous (Yilmaz and Rickard, 2004). This approach
can be a practical work around for mixtures captured using microphone arrays, where the distance
between the microphones is relatively small (< 5 cm). In such conditions the phase ambiguity will
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only affect high frequency components. Several other methods tried to solve the problem by search-
ing for a consistency in time-delay estimates across the frequency range. In the study motivated
by research in auditory processing (Stern and Trahiotis, 1991) a model of binaural hearing with a
feature called the straightness weighting was proposed. The underlying idea of the straightness
weighting is that time-delay estimates which are consistent over a range of frequency channels are
more likely to be the true time-delay estimates. This idea was taken further and adopted in other
approaches.
For methods based on the cross-correlogram approach the phase ambiguity results with spurious
peaks for high frequency channels. Additionally, when more than one source is present, the peaks
corresponding to different sources may interact with each other and in result create another group
of erroneous peaks. The approach proposed in (Roman et al., 2003) was based on the observation
that the width of peaks can be too large to resolve the differences between the adjacent peaks. To
overcome this issue a notion of a skeleton cross-correlogram was introduced. The skeleton cross-
correlogram was created by replacing the original peaks in the cross-correlogram with Gaussians
having a small width of the main lobe. Subsequently, a pooled cross-correlogram was created
by integrating the skeleton cross-correlogram over all frequency channels. Thus, according to the
consistency assumption, the pooled cross-correlogram should have distinct peaks corresponding to
the true (consistent) time-delay estimates.
Another method of resolving phase ambiguity for the cross-correlogram using this assumption was
proposed for stereo mixtures in (Liu et al., 2000). The method explored the coincidence patterns in
the cross-correlogram and found that time-delay information is represented by two kinds of traces.
The first, a vertical trace, exhibits a constant ITD across all frequencies and is called a primary trace.
The second, referred to as secondary traces, is represented by curved traces for the frequencies which
are expected to be in the phase ambiguity range. The stencil filter method was proposed to utilize
both primary and secondary traces in order to enhance ITD localization.
An approach to deal with the circular nature of IPD was presented in (Smaragdis and Boufounos,
2005) where a circular distribution, based on Gaussian distribution, was used to model IPDs. In
a similar fashion the method in (Mandel et al., 2006) also used the probabilistic modeling. The
difference compared to the method in (Smaragdis and Boufounos, 2005) was that (Mandel et al.,
2006) did not model the IPD data but the difference signal between IPDs and the phase data that
corresponded to a time-delay candidate. Such top-down approach was further used as the basis
for development of the MESSL separation system in (Mandel and Ellis, 2007; Mandel et al., 2010)
(also see chapter 4). For the least-squares localisation a similar approach was used in (Brandstein
and Silverman, 1997) where a least squares cost function was minimised over candidate time-delay
estimates.
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3.4 Algorithm for source localisation with IPD data
This section presents a new localisation algorithm based on IPD data. The method follows the
top-down approach of mapping time-delay hypothesis to the underlying IPD data. This is based
on the assumption that for the given time delay the corresponding unwrapped IPD data is a linear
function of frequency. The same rationale was the basis of several methods presented in section
3.3.2 that used the least squares method to estimate time-delay as the gradient of the IPD data.
Two new proposals to the way IPD data is used for localisation are introduced. The first, called
Cross-phasogram (CPG) relates to the aggregation of IPD data across multiple time-frames in a
similar fashion to the GCC-Sum variant (see section 3.3.1). The second extension proposes the
use of the MLESAC (Maximum Likelihood Sample Consensus) framework introduced in (Torr and
Zisserman, 2000) to perform the search for time-delay estimates.
3.4.1 Single frame time-delay estimation using phase data
The description of the algorithm starts with the baseline, single frame, time-delay estimation which
follows the original methods which also used IPD data (Piersol, 1981; Brandstein and Silverman,
1997). The relationship between the time delay τ and the observed interchannel phase difference
φ(ω, t) at the frequency bin (ω, t) can be expressed as:
φ(ω, t) =
[
τ(t)ω(k) + 
]pi
−pi
(3.27)
where, φ ∈ [−pi,pi), ω(k) is an angular frequency and  is the error term. The error term represents
diversions from the true time delay due to ambient noise, reverberation or interference from other
sources. Operation
[
·
]pi
−pi
represents phase wrapping to the range [−pi,pi). For a given time-delay
hypothesis τi ∈ I , where I is set of all time-delay candidates in time frame t , the phase error can
be calculated as:
φe(ω, t, τi ) =
[
τi (t)ω − φ(ω, t)
]pi
−pi
. (3.28)
The time delay estimate τˆ0 is found via minimising a generalised cost function from (Brandstein and
Silverman, 1997):
τˆ0(t) = arg min
τi∈I
∑
ω
ρ
( (φe(ω, t, τh))
V (ω)
)
(3.29)
where, ρ is a cost function used for regression, V (ω) is a generalised scaling function and the
minimisation is performed over the space of realisable time-delays. The τˆ0(t) that minimises equation
3.29 is chosen as the the time delay estimate for the time frame t. The order of set I determines
the number of search iterations.
The cost function in equation 3.29 is preferred over more traditional least-squares approaches pre-
sented in 3.3.2 as it does not require the unwrapped IPD values. This is also similar to the approach
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taken in (Mandel et al., 2006). In (Brandstein and Silverman, 1997) ρ is based on Tukey’s Biweight
redescending M-estimator:
ρ(x) =

−(1−x2)3
6 if |x | ≤ 1
0 if |x | > 1.
(3.30)
The scaling function V (ω) can be used to shape the distribution of the error within the range
[−pi,pi).
3.4.2 Cross-phasogram
In this paragraph we introduce the notion of Cross-phasogram which is the representation of IPD
data calculated over a range of frequencies Ω and time frames T . Cross-phasogram is a collection
of IPD histograms calculated separately for each frequency band ω:
CPG (φk ,ω) =
1
ΩT
∑
t∈T
∑
k∈K
H(φ(ω, t),φk , K )W (ω, t) ∀ω ∈ Ω (3.31)
where, φk represents centres of historam bins calculated as:
φk = −pi + pi
K
+ k
2pi
K
. (3.32)
K is the number of uniformly spread histogram bins in the range [−pi,pi), and k = 0, 1, .., K − 1.
H is the kernel function defined as:
H(φ(ω, t),φk , K ) =
 1 if −piK ≤ (φ(ω, t)− φk ) < piK0 otherwise. (3.33)
W (ω, t) in equation 3.31 is a generalised weighting function, where W (ω, t) ∈ [0, 1]. The purpose of
the weighting is to provide an adaptive scaling of the contribution of each time-frequency bin (ω, t)
in order to enhance the robustness and the accuracy of the estimates. For example, the contributions
across time-frames could be scaled appropriately to predicted direct sound to reverberant sound ratio
based on the precedence effect (Wilson and Darrell, 2006) or the inter-channel coherence (Faller and
Merimaa, 2004). This thesis does not cover further investigations on the choice of the weighting
function.
Each band of the Cross-phasogram is an independent histogram of IPD data. The calculation of
histograms follows non-parametric (kernel based) density estimation where the kernel in equation
3.33 is referred to as the Parzen window (Duda et al., 2000).
3.4.3 Using Maximum Likelihood Estimation Sample Consensus (MLE-
SAC) for time delay estimation
The problem of sound source localisation can be presented as fitting line models to the CPG
representation. In this way the problem is similar to the line detection and matching problem in
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Figure 3.4: Example of the Cross-phasogram representation. Visible traces correspond to line models of
present sources. Left plot shows Cross-phasogram with all hypothetical IPD data. Right plots shows Cross-
phasogram with values restricted to (−90◦, 90◦) azimuth range.
the field of computer vision. Random Sample Consensus (RANSAC) was introduced by Fishler and
Bolles in (Fischler and Bolles, 1981) as an efficient and robust estimator of line models. Unlike least-
squares estimators, where whole data set is included in model estimation, the RANSAC approach
required only two points selected from data in order to formulate a hypothesis line model. In a
single iteration, RANSAC performs two steps: hypothesis model selection based on minimal data
set, and test for a goodness of fit for the selected model. In the original approach, the hypothesis
model selection was done using random sample selection. A cost function was applied to each data
point, and each data point was weighed differently depending on being classified as an inlier or an
outlier. One example of such cost function is given as:
ρ(x) =
 x2 for x2 ≤ D2tD2t otherwise (3.34)
where, e2 is the squared perpendicular distance to the model and D2t is a predefined threshold. The
best model is found by minimising the cost function over whole data as in equation 3.29. The cost
function in equation 3.34 is effectively the same as the cost function already introduced in equation
3.30. It relies on the definition of the threshold for inliers and outliers. In a similar way, the cost
function in equation 3.30 achieves the classification via selection of the scaling function V (ω). One
difficulty is in deciding the value of the threshold or the scaling function needs to be selected in
order to balance the accuracy and the robustness of the estimator.
An alternative to such binary classification of data, whether to inlier or outlier set, is to express
the probability of the error as a mixture of a zero-mean Gaussian and a uniform distribution. Such
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an approach was proposed in the Maximum Likelihood Estimation Sample Consensus (MLESAC)
extension to the RANSAC framework (Torr and Zisserman, 2000):
P(φei (ω, t)) = γN (φei (ω, t),σ2) + (1− γ)
1
υ
(3.35)
where, γ is a mixing parameter, σ2 is a parameter of a Gaussian and 1υ is the probability density
function of uniform distribution. In case of IPD data υ = 2pi. In (Torr and Zisserman, 2000) all
parameters of the mixture model given by equation (3.35) Θ = {σ, γ} were found through the
Expectation-Maximization (EM) algorithm. In the presented algorithm we treat γ as a confidence
parameter for each data point in Cross-phasogram. Before γ is set, we normalise data in Cross-
phasogram independently in each frequency band such that:
CPGnorm(φk ,ω) =
CPG (φk ,ω)
arg maxk∈K (CPG (φk ,ω)
. (3.36)
The normalisation sets γ for the maximum values of CPG (in each frequency band) close to 1. This
corresponds to setting high confidence for the peaks of CPG. Therefore the best model is found by
minimising the negative log-likelihood over whole data:
−L(τi ) = −
∑
k∈K
∑
ω∈Ω
log
(
γ(φk ,ω)N ((φk − τiω),σ2) + (1− γ(φk ,ω)) 1
υ
)
(3.37)
where, γ(φk ,ω) = CPGnorm(φk ,ω) and τi ∈ I represents the i th time delay hypothesis. For multiple
sources the minima of the negative log-likelihood function are selected. An example of the negative
log-likelihood function with three detected sources is shown in figure 3.4.
3.4.4 Hypothesis selection
The standard approach is to perform the search using a range of time-delay hypothesis which cover
the whole range of realisable time-delays (related to the azimuths from −90◦ to 90◦). In order
to achieve 1◦ resolution between the estimated azimuths (about 10 ms time delay for the binaural
system with microphones separated by 17 cm) an algorithm requires 181 search iterations to cover
the whole range. In the RANSAC approach the sampling procedure which results in a reduced set
of hypothesis is at the core of the algorithm. In the original approach a hypothesis were selected
randomly from the set of all available candidates. A further extension to the RANSAC framework
called Guided Sampling, which proposed a different paradigm for choosing hypothesis, was presented
in (Tordoff and Murray, 2002).
In Guided Sampling the candidates are shortlisted based their likelihood of being a good hypothesis.
For the problem of source localisation the attractive feature of such guided search would be to
reduce the number of required searches while maintaining the localisation performance. In the most
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Figure 3.5: Example of the Cross-phasogram with detected line models and accompanying the MLESAC
search function used for models detection. Left plot shows an example of negative log-likelihood function
calculated during MLESAC search. Main modes are selected as the best matching time delay estimates.
Right plot shows an example of Cross-Phasogram representation with detected time-delay models (red line).
The example is taken for a three speaker mixture with room reverberation RT60 = 0.89 s. Sources were
located at: 80◦, 10◦ and −25◦.
extreme case, in case high confidence candidate estimates were available, only one search per each
source would be required. Such scenario could be applied when processing a new data segment (a
collection of time frames in which sources are assumed to be at fixed locations). In this case the
final estimates from the previous segment could be used as the candidate estimates for the current
(new) segment. An additional search would only be performed when the cost for the candidate
estimates was higher than a predefined threshold.
3.4.5 Comparison with other methods
The proposed method is similar in certain aspects to the existing methods. The idea of using a linear
model to represent the relationship between IPDs and time-delay was used in several least-squares
based methods. The most similar approach was used in (Brandstein and Silverman, 1997), where the
phase error between IPD data and a set of time delay hypothesis was minimised using M-redescending
estimator. The novel aspect of the proposed method is to extend this approach to processing IPD
data across several time frames using Cross-phasogram representation. A similar representation
to the Cross-phasogram was provided in (Silverman and Sachar, 2005). The representation called
Time-Delay Graph was mostly considered for visualisation purposes and not incorporated in any
source localisation methods known to the author.
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Figure 3.6: Illustration of guided sampling for a three speaker mixture. The green line models represent
most probable hypothesis for time-delay estimates.
Independently, a similar approach was considered in (Mandel et al., 2006; Mandel, 2010), where a
probabilistic model of the phase error across an arbitrary region of time-frequency representation
was developed. The model also used a top-down approach of matching IPD data with a set of time
delay hypothesis. Although CPG is a non-parametric density estimation it can also be constructed
with the use of time-frequency weighting function in order to boost the most reliable IPDs.
The two novel aspects in comparison to other localisation algorithms, are the use of the costing
function that does not require hard thresholding of IPD data into inlier or outlier sets and the use
of guided sampling. It should be noted though that those two concepts were not original to this
thesis in the sense that they had been previously used to solve problems in other applications
3.5 Experiments
3.5.1 Experimental framework
Test data
The test data used in the experiment is described in section 2.5.4. Test signals consisted of mixtures
with two, three and four simultaneous speakers. Five different environments were used for testing the
algorithms against reverberation noise. In total, each algorithm was tested with 900 test mixtures.
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Reference Algorithms
The following algorithms were used in the experiment. For the reference algorithms based on the
GCC framework, two variants were used. The first variant, PHAT-Histogram (PHAT-H), was based
on the GCC-PHAT algorithm that was used to determine a single time-delay estimate in each time-
frame independently. The estimates from all time frames were aggregated in a histogram. The
final estimates were generated from the peaks of the histogram. The second variant, (PHAT-S)
was based on the GCC-PHAT algorithm where the cross-correlation function was taken across time-
frames. The final time-delay estimates were taken as the maxima of the cross-correlation function.
For both variants, PHAT-S and PHAT-H, the algorithm did not detect the number of sources (which
are assumed to be known to the system), therefore, the first J ranked maxima were selected.
For the least-squares reference method, referred to as LS-H, the algorithm from (Brandstein and
Silverman, 1997) was implemented. For each time frame, 360 time-delay candidates were tested
using the cost function in equation 3.30. The time-delays candidates were selected from spatial
location positions spread uniformly between −90◦ and 90◦ azimuths which provided 0.5◦ search
resolution. For each time-frame, one time-delay that minimised the cost function was selected and
placed in a histogram. In terms of the processing operations this algorithm is equivalent to PHAT-H
method. The final estimates were selected from the ranked maximas of the histogram.
For all three algorithms the final estimates were refined with the Brent’s parabolic interpolation
algorithm (Brent, 1973, chapter 5).
Test Algorithm
Two variants of the test algorithm were investigated. The main variant, referred to as ML-
A (MLESAC-Azimuth), used the MLESAC cost function in equation 3.37 applied to the Cross-
phasogram representation. The final estimates were chosen from the minimas of the cost function.
A deterministic search on a predefined grid of azimuths was applied (such as for LS-H method).
The resolution of the search grid was determined by the number of the iterations. The default value
used in all experiments was set to 360, which corresponded to 0.5◦ resolution. In experiment 3.5.3
other values were also tested. When this was the case, the algorithm name reflects the number of
iterations: ML-A-360, ML-A-180 and ML-A-90. If ML-A description was used it implicitly referred
to the ML-A-360 variant.
The other variant, referred to as ML-G (MLESAC-Guided), used guided selection of hypothesis (see
section 3.4.4). The pre-selection of time-delay seeds started from low frequency CPG values and
used only the values for which CPG values were higher than the preselected threshold (0.99). In
the same way as for the ML-A algorithm, the number of iterations was set by default to 360, but
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other values were also used. This is reflected in the name of the algorithm: ML-G-360, ML-G-180,
ML-G-90, represent 360, 180 and 90 search iterations respectively. It should be noted that for the
ML-G algorithm, the number of iterations does not guarantee a fixed resolution.
Performance metrics
For measuring the performance, the Root Mean Squared (RMS) error and the Gross localisation
error defined in section 2.4.4 were used . The results were converted from the time-delay estimates
to the spatial azimuth domain using equation 3.2. For each test signal there was only one set of
azimuth results. Therefore, the errors and the accompanying statistics (e.g. confidence intervals)
were calculated across all test signals. As explained in section 2.4.4, the RMS error was calculated
only for the errors which were smaller than the set threshold value. The threshold value was set
to 5◦ since the smallest separation angle between two adjacent sources was 10◦. For the test
sequences exhibiting such a separation angle, the errors larger than 5◦ could result in false positive
detection. The Gross localisation error was calculated as a cumulative value across all test signals
in the defined category i.e. speakers count or for a single RT60 value. Therefore, it does not have
associated statistics such as the confidence intervals.
3.5.2 Experiment 1: Localisation performance
Overall localisation performance
In the first experiment an overall localisation performance was measured. Figure 3.7 shows the RMS
and Gross localisation errors. The lowest Gross localisation error was scored by the PHAT-S method
then followed by the ML-A method. Comparison of the Gross localisation error results shows that
the histogram based methods, PHAT-H and LS-H, were less robust than the PHAT-S and ML-A
methods. This suggests that aggregation of data prior to the estimation increases the robustness of
final results compared to the aggregation of estimates from individual time frames. Both PHAT-H
and and LS-H, had a substantial increase in the error rate between the anechoic and reverberant
conditions. The ML-A method had a fairly constant Gross localisation error rate compared with
the PHAT-S method for which the Gross localisation error had an increasing trend with increasing
reverberation time. The gap between the error rates was 7.5% for RT60 = 0 s and reduced to 0.5%
for RT60 = 0.87 s. An interesting observation is that for the ML-A method the Gross localisation
error was higher for anechoic conditions than for RT60 = 0.32 s and in the same range as for
RT60 = 0.89 s.
For the RMS error, the lowest rate was recorded for the ML-A method. Comparison with PHAT-
S shows that ML-A scored better (lower) error rates than PHAT-S especially for the reverberant
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Figure 3.7: Localisation performance results for the RMS error and Gross localisation error. Left plot shows
RMS error. The error bars represent 95% confidence intervals. The errors were plot with horizontal offset
for convenience. Right plot shows Gross localisation error. Gross localisation error threshold was set to 5◦.
conditions and for RT60 = 0.48 s the difference was significant. The error rate between PHAT-S
and LS-S was not significantly different.
Localisation performance per number of speakers in a mixture
Figure 3.8 shows a breakdown of the results for different number of speakers in a mixture. The trend
of the results was similar to the trend of overall results but a few interesting observations can be
made. The ML-A method, unlike all three reference methods, did not perform best in the anechoic
conditions. Instead, the lowest gross error was achieved for RT60 = 0.32 s with the exception of
the four speakers case where the anechoic results was marginally better. For the two speaker case,
for ML-A, the Gross localisation error was comparable to LS-H method. For the three speaker case
both PHAT-H and LS-H achieved a similar Gross localisation error rate as the ML-A method. For
the four speaker case ML-A achieved marginally lower Gross localisation error rate than PHAT-S for
RT60 = 0.89 s and comparable for RT60 = 0.48 s. Between the LS-H and PHAT-H methods, the
former achieved consistently lower Gross localisation error rate for the two speaker case (with the
exception of RT60 = 0.89s). For the three and four speaker cases the trend in the Gross localisation
error rate between the PHAT-H and LS-H methods was fairly similar.
For the RMS error the lowest error rate was achieved for the ML-A method. For the two speakers
case the RMS error was not significantly lower than for any other method. For the three speakers case
the ML-A method was significantly better than LS-H for three out of five reverberant conditions
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but only once for PHAT-H (Room BRT60 = 0.48 s). Against PHAT-S, the ML-A method had
significantly lower RMS error for anechoic conditions and RT60 = 0.48 s. For RT60 = 0.32 s and
RT60 = 0.89 s the confidence intervals overlapped only marginally. For the four speaker case no
method scored significantly better compared with other methods.
3.5.3 Experiment 2: Guided vs. deterministic search
In this experiment two variants of the MLESAC algorithm were compared. The default variant
ML-A, and the ML-G variant, which used guided hypothesis pre-selection. In the experiment the
number of search iterations was dropped from 360 iterations down to 180 and 90. For ML-A this
was simply translated to theloss of search resolution from 0.5◦ to 1◦ and 2◦ respectively. For the
ML-G algorithm the drop in resolution did not directly translate to the loss of spatial resolution and
is dependent on the pre-selection stage.
The results presented in figure 3.9 show that the pre-selection strategy used in ML-G algorithm
did not prevent the performance drop when the number of iterations was reduced. However, for
90 iterations case the Gross localisation error rate for ML-G was consistently lower than for ML-A,
though not larger than few percentage points. Moreover, the overall Gross localisation error rate
was substantially higher than for the reference PHAT-S method using 360 iterations.
3.5.4 Experiment 3: Localisation performance vs. frequency support
In the final experiment the investigations concerned the required frequency range of IPD values
to achieve the best localisation performance. The primary motivation for the experiment was to
observe whether this example of machine audition system could benefit from the whole range of IPD
values. For human audition several studies have shown that for the localisation in azimuth, IPDs
(time differences) play a major role only at low frequency range (< 1500 Hz) (see section3.3.3).
If this was also the case for machine audition, it could have major consequences on the design of
such a system, where reducing computational resources would be possible. For the experiment,
three frequency sub-bands were chosen. The low range, between 0 Hz and 3000 Hz, the mid range
from 2000 Hz to 5000 Hz and the high range from 4000 Hz to 7000Hz. The fourth case, is the
whole frequency range from 0 Hz to 7000 Hz. The test signals were sampled at 16000 Hz but an
anti-aliasing filter had a cut-off frequency of 7000 Hz - see section 2.5.1. The bands were selected
to represent the frequency ranges having an equal number of frequency components i.e. the same
amount of underlying data. This rationale was somewhat simplistic, as it did not take into account
the non-linearities of the human auditory system. The ML-A-360 variant of the MLESAC algorithm
was used in this experiment.
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Figure 3.8: RMS localisation error and Gross localisation error plotted for different number of speakers.
Plots on the left side show the RMS error. The errors were plot with horizontal offset for convenience.
Plots on the right side show Gross localisation error. Gross localisation error threshold was set to 5◦. Note
different scale used for Gross error for different number of speakers.
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Figure 3.9: Localisation performance results for different hypothesis selection strategies. Left plot shows
RMS error. Error bars represent 95% confidence intervals. The errors were plot with horizontal offset for
convenience. Right plot shows Gross localisation error.
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Figure 3.10: Localisation performance results for different frequency ranges of IPD data. Left plot shows
the RMS error. Error bars represent 95% confidence intervals. The errors were plot with horizontal offset
for convenience. Right plot shows Gross localisation error.
The results presented in figure 3.10 show that the best performance was achieved when the whole
frequency range was used. Reducing to using IPD data from just one sub-band resulted in substantial
(over 10%) increase in the Gross localisation error rate. Interestingly, the same performance drop
was found for the low and the mid frequency ranges. The biggest drop in the performance (about
35% compared to the whole range case) was recorded when IPD data restricted to the high frequency
band were used.
3.6 Conclusions
In this chapter localisation of sources based on IPD data was discussed. A new algorithm for
localising multiple sources using IPD data was presented. The algorithm was based on the Cross-
phasogram representation, which was used to aggregate IPD data across multiple time frames. Two
novel aspects were proposed. The first was the MLESAC based cost function was applied to search
for line models (equivalent of time-delay estimates) in the Cross-phasogram representation. The
MLESAC cost function did not relied on a hard threshold distinguish between inliers and outliers
IPD data. Instead the cost function used a mixture model of the Gaussian distribution and the
Uniform distribution to model the support of IPDs for each of the tested hypothesis. The second
novel aspect is the adoption of the guided sampling approach where candidate time delays were
selected from the most probable candidates rather than from a fixed grid of candidates.
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The algorithm was compared with reference methods which were organised to represent an approach
where time-delay estimates are performed on each frame and pooled over several time frames with
the use of histogram. This approach was used for the LS-H (LS-Histogram) and PHAT-H (PHAT-
Histogram) methods. An alternative approach used the aggregation of data across time-frames
and calculated time-delay estimates from the pooled data. The reference method for the GCC
framework was PHAT-S (PHAT-Sum). The proposed methods, ML-A (MLESAC Azimuth) and
ML-G (MLESAC Guided) also used this approach but with the Cross-phasogram representation.
The results showed that the aggregation of data prior to estimation provides much more robust
estimates. The results also showed that PHAT-S was the most robust method with ML-A achieving
similar Gross localisation error rate for the highest reverberant conditions or the number of speakers.
In less extreme conditions ML-A was less robust, however, more accurate scores than the PHAT-S
method.
The comparison between deterministic sampling (ML-A) and guided sampling (ML-G) showed that
the ML-G method had only slightly more robust performance than the ML-A method. This was found
for the case when the number of search iterations was heavily reduced but the overall performance
drop was much more significant.
The final experiment investigated the role of the underlying frequency range for the best locali-
sation performance using the proposed algorithm. The results showed that the best localisation
performance was obtained when the whole frequency range of IPD data was available for source
localisation. When the range was reduced, this was found to have an impact on the localisation
performance. The impact was the highest when the low frequency range was removed from the
search. Conversely, the impact was the smallest, but still significant, when the high frequency range
was removed. This result contrasts with the findings for the human auditory system which state
that IPDs contribute to localisation of sound sources only up to 1500Hz (Wightman and Kistler,
1992, 1997). It should be noted that those results were obtained for wide-band speech signals (with
the cut-off frequency of 7000 Hz). Narrow band signals or other types of audio signals were not
tested.
Chapter 4
Separation of speech sources with
IPD data
4.1 Introduction
This chapter describes a new speech separation system called Localisation-based Mask for Source
Separation (LOCUS). The LOCUS system separates sound sources from two channel mixtures. The
system separates the sources based on their spatial position, which is provided by a localisation
system such those presented in chapter 3.
The core of the LOCUS system is a probabilistic framework which is used to calculate separation
masks. The Gaussian Mixture Model (GMM) is used to model IPD data, and a baseline Expectation-
Maximisation (LOCUS-EM) algorithm for calculating the GMM parameters is presented. The frame-
work, the GMM model, and the baseline EM algorithm are described in section 4.3. In section 4.4
two extensions to the LOCUS system are presented. The first, LOCUS-FAST, provides an im-
proved initialisation of the GMM. The second, LOCUS-CEM combines the learning aspect of the
LOCUS-EM algorithm and the improved initialisation of the LOCUS-FAST algorithm
The LOCUS system follows other systems where probabilistic models of binaural data were used
for separation of the sources. A review of the most relevant separation systems is presented in
section 4.2. The novelty of the LOCUS system is that it exploits the periodic nature of IPD data
and spatial location of source, in order to improve GMM parameter estimation. It is shown how
the IPD interactions between the sources can be predicted, such that the parameters of the GMM
can be initialised using more reliable estimates. Special focus is given to initialisation of the GMM
variance parameter which has received relatively less attention than initialisation of the GMM means
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parameter.
Section 4.5 presents the experiments and results, where the LOCUS system is tested against the
state of the art separation systems using simulated mixtures of two and three speakers in reverberant
conditions. The results from the LOCUS system showed improved separation performance over the
state of the art methods. In addition, the LOCUS system can offer potential savings in computational
complexity compared to more complex machine learning approaches while maintaining the same or
better separation performance. The chapter is concluded in section 4.6.
4.2 Review of separation methods using binaural cues
Binaural and inter-channel signal dependencies have been one of the most widely used cues in both
CASA motivated and Blind Source Separation (BSS) systems. Those systems, further referred to
as binaural separation systems, gained an interest due to their relative simplicity and effectiveness.
Unlike other methods based on microphone beamforming or on Independent Component Analysis
(ICA), promising separation performance results were obtained for the under-determined cases i.e.
for mixtures where number of sources exceeds number of receivers (microphones). This was possible
by combining the two concepts: the time-frequency masking and the binaural cues. The former
enables separation of multiple sources from a single channel signal (assuming sources sparseness) in a
given time-frequency domain (see section 2.3.2). Binaural cues such as the IPDs can be calculated
for each constituent time-frequency bin. Therefore time-frequency masks can be calculated by
clustering time-frequency bins yielding similar binaural cues.
One of the first reported CASA systems that was based on this framework was the binaural processor
introduced in (Lyon, 1983). The system used cross-correlogram as a time-frequency representation,
and employed Wiener filtering in order to extract the estimated sources. A more advanced approach
was further presented in (Bodden, 1993). Among the non-CASA systems this approach was used
in the DUET algorithm proposed in (Jourjine et al., 2000; Yilmaz and Rickard, 2004). The DUET
used two dimensional clustering of relative time delay (ITD) and symmetric attenuation (ILD)
cues calculated between the two channels. Models used to calculate the cues were defined for
instantaneous mixtures, and reverberation noise was not considered. The algorithm used a fairly
simplistic approach for clustering data by using smoothed a 2D histogram of data in a joint ITD-ILD
space and found the centre of clusters by peak picking in the histogram. The algorithm compromised
handling of phase ambiguity, and was able to resolve phases only for low frequencies for which
ambiguity-free phase data was expected. The algorithm has been widely used as a benchmark
algorithm for several methods and used as a basis of other methods for source separation (Han and
Pardo, 2009; Woodruff and Pardo, 2007).
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The issue of IPD ambiguity and joint IPD-ILD processing was the focus of several separation systems.
In (Viste and Evangelista, 2003) only 1D histogram of IPD data was used and ILD values were
used to correct the IPD values at higher frequencies to alleviate phase ambiguity problem. The
relationship between the ILDs and the IPDs was learned from analysis of Head-Related Transfer
Responses (HRTFs). This relationship was further reused in the separation system presented in
(Mouba, 2010). The system in (Palomaki et al., 2004), which was used as a binaural processor for
missing data speech recognition, used both ILD and IPD cues. ILDs were checked for consistency
with the azimuth estimates. The algorithm used the notion of a skeleton cross-correlogram after
(Roman et al., 2003) in order to find the robust azimuth estimate across the frequency range. Finally,
the MESSL (Model Based Expectation-Maximisation Source Separation and Localisation) system
in (Mandel et al., 2010) was based on ILD and IPD cues, and employed a model based learning to
estimate separation masks. The system was reported to achieve a good separation performance for
reverberant mixtures and has been widely adopted as the state-of-the art reference system.
THe MESSL model included several extensions such as garbage source and mask warping. When
the garbage source is used, the underlying mixture model is extended by an additional component
which captures parts of the mixture signal affected by high reverberation noise. This is to allow
the other components to capture as much of the direct path signals while channeling the energy of
reverberation noise to the garbage source component. This effectively acts as a dereverberation filter.
Mask warping is an extension of MESSL where non-linear processing is applied to calculated time-
frequency separation mask. Mask warping was intended to boost separation results by compressing
weights in separation masks to act more like a binary mask.
Further extensions to MESSL system were presented in (Alinaghi et al., 2011) and (Alinaghi et al.,
2013). In (Alinaghi et al., 2011) binaural cues were integrated with the statistical BSS cues.
In (Alinaghi et al., 2013) interaural coherence cue was combined with binaural cues to improve
segregation in reverberant environments. Another extension of the MESSL was proposed in (Weiss
et al., 2011), where speech source models were combined with the binaural cues.
Automatic detection of number of active sources was investigated in (Araki et al., 2009a,b) which
used Dirichlet priors as GMM mixture weights. Source counting was performed by selecting those
components for which mixture weights and variance parameters met specified criteria. The system
presented in (Mouba, 2010) detected the number of sources using the Minimum Description Length
criterion.
Other relevant methods that used a similar approach for source separation were proposed in (Brown
et al., 2006; Roman et al., 2001; Harding et al., 2006; Izumi et al., 2007).
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Figure 4.1: Block diagram of the LOCUS separation system.
4.3 Localisation-based Mask for Source Separation (LOCUS)
This section introduces the Localisation-based Mask for Source Separation (LOCUS) system and its
main components. A block diagram of the system is shown in figure 4.1. At the front-end of the
system are two channel inputs which are transformed with the Short-term Fourier Transform (STFT).
The inverse of this process is applied at the back-end where masked time-frequency representations of
each source are transformed back to time-domain. Three main stages of the system are: localisation,
described in 3 and IPD separation and separation described in this chapter.
The LOCUS system has two key assumptions. Firstly, the number of sources present in a mixture
and their spatial position are expected to be fixed for the whole duration of a single processing
segment. Secondly, the number of the sources is known to the system prior to any processing of
data. The impact of the first limitation on the system can be controlled by the choice of processing
segment length. The impact of the second limitation is more critical as it assumes that the LOCUS
system is provided with 100% accurate estimates of the number of sources present in any given
mixture, which is not likely to be met in real-life.
Since source separation based on IPD data has been widely used method, the LOCUS system has
some similarities with other available systems. The basis of the system is a probabilistic model
which is used to calculate probabilistic separation masks. The model uses the Gaussian Mixture
Model (GMM) with the number of components representing the underlying sources. This is similar
to methods such as the MESSL system (Mandel et al., 2010) or the MOSPALOSEP (Mouba, 2009,
2010). Furthermore, the parameters of the model are calculated via the expectation-maximisation
(EM) algorithm. The differences against other methods concern initialisation of the GMM. We also
investigate a constrained EM algorithm that uses the concept of a prior model. For the prior model
the LOCUS system uses informed intialisation of GMM parameters.
4.3.1 Probabilistic framework for calculation of separation masks
In section 2.4.3 the Ideal Ratio Mask (equation 2.16 ) is calculated from the energy ratio of pre-
mixed signals. In the case of the LOCUS system, as in most real-life systems, separation mask can
be calculated only from observed data. In the case of the LOCUS algorithm this is the IPD value
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that can be calculated for each time-frequency bin φ(ω, t), where ω denotes frequency and t time.
The task is to identify to which source the energy from each time-frequency bin should be allocated.
Similarly to other methods reviewed in section 4.2, the approach taken in LOCUS system is to apply
a clustering algorithm to group together those time-frequency bins which have similar IPD values
and therefore are expected to originate from the same spatial location. The algorithm requires
information about the number of sources present in a mixture and their spatial position. Then,
for each time-frequency bin it needs to decide to which cluster the time-frequency bin should be
assigned. A following probabilistic framework for estimating time-frequency mask based on the IPD
is used. Denoting the probability density function of observing IPD data in the time-frequency bin
(ω, t) as p(φ(ω, t)) the marginal density can be written as:
p(φ(ω, t)) =
J∑
j
p(j)p(φ(ω, t)|j) (4.1)
where, p(j) is the prior probability of selecting source j and p(φ(ω, t)|j) represents density of IPD
data given it originates from source j and J is the number of sources present in the mixture. The
probability of each time-frequency bin originating in a given source conditioned on the observed IPD
data is required for the separation mask calculation. Using Bayes’ theorem the following posterior
probabilities can be obtained (Bishop, 2006):
p(i |φ(ω, t)) = p(i)p(φ(ω, t)|i)∑
j p(j)p(φ(ω, t)|j)
. (4.2)
The posterior probabilities represent the probabilities that the energy in a given time-frequency bin
originated from a particular source given the observed IPD data. The probabilities sum to 1 and
therefore can be used directly to initialise the probabilistic separation mask:
Mratioi (ω, t) = p(i |φ(ω, t)). (4.3)
Given that the mask is calculated directly from the probabilities it meets the requirements set out
for values of a separation mask being real-valued in the range of [0, 1]. The binary mask can be
obtained via a simple clustering rule:
Mbinaryi (ω, t) =
 1 p(i |φ(ω, t)) >
∑
j 6=i p(j |φ(ω, t))
0 otherwise.
(4.4)
4.3.2 Gaussian Mixture Model for the IPD data
In LOCUS system we follow other separation systems such as (Mouba, 2010; Araki et al., 2009b;
Mandel et al., 2010),where the Gaussian Mixture Model (GMM) was applied. A finite univariate
GMM is used to model the IPD error data in a mixture:
p(φu(ω, t)) =
J∑
j=1
(gj (ω, t) · N (µj (ω)),σ2j (ω)). (4.5)
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The mixture model consists of J Gaussian components where each Gaussian represents IPD data
from a single source:
N (φu(ω, t)|µj ,σj ) = 1√
2piσ2j (ω)
exp
− 1
2σ2
j
(ω)
(φu(ω,t)−µj (ω))2
. (4.6)
The means of components µj (ω) represent frequency dependent IPDs, which directly relate to ITDs:
µj (ω) = ωτj + ω (4.7)
where, µj (ω) is an unwrapped phase value. That is to say that µj (ω) is not constrained to its
principal value i.e. [−pi,pi) interval. σ2j (ω) represents frequency dependent variance, and gj (ω, t)
represents mixing coefficients such that:
0 ≤ gj ≤ 1 (4.8)
as well as:
J∑
j
gj (ω, t) = 1. (4.9)
The complete GMM is described by the parameter vector θ = {µ,σ, g}. By rewriting equation 4.2,
the posterior probabilities of the source i being responsible for generating the IPD value in a given
time-frequency bin can be obtained:
γi (φ(ω, t)) =
gi (ω, t)N (φ(ω, t)|µi (ω, t),σ2i (ω, t))∑
j gj (ω, t)N (φ(ω, t)|µj (ω, t),σ2j (ω, t))
. (4.10)
Different levels of variability of the parameters are allowed in the presented model. Both µ and
σ are allowed to vary as a function of ω. This is to match one of the assumptions made for the
LOCUS system: that a source’s location is fixed and that a source’s statistical properties do not
change within the analysed time segment. For µ there is the explicit dependency on frequency
expressed in equation 4.7. The error term ω represents all variations such as ambient noise at
the receiving microphones or interferences from reflections. For σ frequency variability is allowed.
Mixture weights g can vary both in time and frequency. By allowing the weights to adapt in time,
the model reflects the varying nature of sources activity in different time frames.
4.3.3 Baseline Expectation-Maximisation (EM) algorithm
A standard approach with find the parameters of GMM is to use the Expectation-Maximisation
(EM) algorithm (Dempster et al., 1977). The goal of the EM algorithm is to maximise the likelihood
function with regards to model parameters. Most practical to use is the log-likelihood function:
logp(Φ|g ,µ,σ) =
∑
ω,t
log
(
I∑
i=1
gi (ω, t)N (φ(ω, t)|µi (ω, t)σ2i (ω, t))
)
. (4.11)
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The EM algorithm works in an iterative fashion and updates parameters and checks log-likelihood
function for convergence. It consists of the two steps. In the E (estimation) step posterior proba-
bilities are calculated for current parameter set:
γi (φ(ω, t)) =
gi (ω, t)N (φ(ω, t)|µi (ω, t),σ2i (ω, t))∑
j gj (ω, t)N (φ(ω, t)|µj (ω, t),σ2j (ω, t))
. (4.12)
In the M (maximisation) step, new values for the parameter set are found. Mixing weights are
updated as follows:
gˆi (ω, t) =
1
ΩT
∑
ω,t
γi (φ(ω, t)) (4.13)
where, ΩT is total number of time-frequency bins. Update formula for the means of the Gaussians:
µˆi (ω, t) =
∑
ω,t γi (φ(ω, t))φ(ω, t)∑
ω,t γi (φ(ω, t))
. (4.14)
New values for variances are calculated as:
σˆ2i (ω, t) =
∑
ω,t γi (φ(ω, t))(φ(ω, t)− µˆi (ω, t))2∑
ω,t γi (φ(ω, t))
. (4.15)
The baseline system is further referred as LOCUS-EM.
4.3.4 Comparison with other systems
The proposed baseline algorithm follows other methods (e.g. (Araki et al., 2009b; Mandel et al.,
2010)) that also used probabilistic framework to calculate separation masks based on IPD data.
There are also some differences. The MESSL model presented in (Mandel et al., 2010) operates
in the time-delay domain. As a result of this, the model integrates over two dimensions: present
sources and time-delays. In addition, the model provides an extension where a garbage component
can be used to capture reverberation noise rather than distribute it across source components. The
model also provides an ILD component, where parameter estimation is performed jointly for the
IPD and the ILD parameters. The model proposed in (Mouba, 2010) operates in spatial azimuth
domain. Means of Gaussian components are set from detected azimuths. The means are frequency
invariant. Another model that also operates in azimuth domain was presented in (Araki et al.,
2009b). The model uses Maximum a Posteriori (MAP) estimation based on the EM algorithm using
Dirichlet priors. The equivalent model is presented in (Araki et al., 2009a) with a difference to
(Araki et al., 2009b) in that it models Phase Difference of Arrival (PDOA). In both cases means of
Gaussian components are frequency invariant. Unlike (Mandel et al., 2010) and the LOCUS system,
both (Mouba, 2010) and (Araki et al., 2009a,b) also estimate number of components in the GMM
(number of sources). The next section introduces the two novel extensions to the LOCUS system.
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4.4 EM algorithm extensions for IPD mask calculation
4.4.1 EM algorithm initialisation
One of the well-known characteristics of the EM algorithm is that its performance depends heavily on
initialisation values (Dasgupta and Schulman, 2007). Poor initialisation can lead to long convergence
time but also convergence to local minimas, or to failure due to singularities e.g. some of its
components could converge to a single maximum. There are several existing approaches for good
initialisation of the EM algorithm. One standard approach is to apply a simpler clustering method
(such as k-means) which is run prior to the main EM algorithm in order to find initial GMM
parameters (Bishop, 2006). In separation systems this task is usually done by source detection and
a localisation algorithm, such as the PHAT in (Mandel et al., 2010), or histogram based localisation
in (Mouba, 2010).
The results of the localisation stage are used to initialise component means µ which can represent
either spatial azimuths or time-delays. The assumption for the system is that the number of active
sources is known the mixing weights g can be initialised with equal probability. If the number of
sources is part of the EM algorithm, then J is set to a value which corresponds to maximum number
of sources that the system can process. Given that good localisation performance is vital to achieve
good separation performance (Mandel et al., 2010), there has been a lot of focus on the accuracy
of source localisation algorithms and µ initialisation. In contrast, there has been less attention
on initialisation of the variance parameter in the GMM, σ. In (Mouba, 2010), σ was initialised
by calculating variance of all IPD data. In (Mandel et al., 2010) one sample delay (time-delay)
was used to initialise σ parameter. The next paragraph presents extensions to the baseline EM
algorithm which use more informed σ initialisation. It is also shown that σ plays an important role
in determining the existence of phase ambiguity bands in separation masks.
4.4.2 Phase ambiguity in separation masks
Phase ambiguity phenomenon, also known as spatial aliasing, is usually referred to originate purely
from circular nature of phase data which results in values being wrapping around [−pi,pi). It
was shown in the previous chapter that the phase ambiguity problem for a single source can be
simply resolved by using unwrapped phase representation (Cross-phasogram) and utilising the linear
relationship between time delay and the IPD. A similar top-down approach was also used in (Mandel
et al., 2010; Araki et al., 2009a; Smaragdis and Boufounos, 2005).
There is also another kind of the phase ambiguity that is considered in this section. It stems
from the interaction of the mixture model components representing IPDs of different sources. So
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Figure 4.2: Effect of the distance between means of the Gaussians on the probability density function. The
plot shows estimated probability function for the three frequency bands: 1300 Hz,1700 Hz and 2000 Hz.
far this kind of ambiguity has not been given much attention. This phenomenon originates from
circular periodicity of phase data, but the scale and impact of it on separation mask (and therefore
on separation performance) is related to the separability of the Gaussian components. Figure 4.2
shows schematic representation of the problem, which is analysed next. For sources off the median
plane, the means of the GMM will vary in a linear fashion as a function of frequency (as per equation
3.27). Since phase component principal domain is [−pi,pi) components will wrap around the range
and continue shifting across the IPD range until eventually, for a certain frequency channel, the
means of the two Gaussians will take the same IPD value. At this point the GMM will not be able
to cluster the IPD data for this frequency channel with any confidence and will assign the same
share of probability to the two components.
From a separation point of view this is suboptimal but not critical, as false positive or false negative
decision is avoided 1 This effect, however, is not constrained to happen only for a single frequency
channel. In practice, the Gaussian components will start overlapping before they reach the same IPD
due to Gaussian lobe width. The amount of overlap and the spread across frequency channels will be
determined by the two factors: the position of the sources and the Gaussian parameters. The relative
position of the sources determines how fast the components travel towards each other. For sources
having higher lateral displacement, IPD changes between the adjacent frequency channels are larger
than for sources located near the median plane. The biggest factor, however, is the variance of
the Gaussian component, which controls the lobe width. If an algorithm is allowed to control and
modify variance parameters, the width of lobes can be changed as the Gaussian components come
closer to each other. In this case, the conundrum is how to control variance parameter so that it
follows the distribution of the underlying data, but on the other hand, reduces the overlap between
the Gaussian components to a minimum. If the variances are set too large the Gaussian components
1This is likely to be more critical if binary mask was used. Then small fluctuations in IPD values could lead to
toggling or assigning the whole channel to one source only.
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Figure 4.3: Effect of variance σ in the Gaussian Mixture Model on separation masks. The plot shows
separation masks for different values of σ: 0.1 (left), 0.4 (centre) and 0.8 (right). There are visible ambiguity
bands where mask values drop down to 0.5. The example was generated for an anechoic mixture of two
speakers.
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Figure 4.4: Effect of variance σ in the GMM on probability density function. The plot shows probability
density of GMM for two sources for the three values of σ: 0.1 (left), 0.4 (centre) and 0.8 (right). The
example was generated for an anechoic mixture of two speakers.
may overlap and probabilities from the GMM will tend to uniform values leading to poor separation
performance. If the variance parameters are set too low relative to the underlying data then, a
significant amount of the IPD values will be modeled by the tails of the Gaussians, which may tend
to equalise probabilities for all sources.
Figure 4.3 shows example of separation masks for one source generated from a mixture of two
sources using fixed GMM i.e. with no EM learning applied. The GMM parameters were initialised
with σ set to 0.1, 0.4 and 0.8 respectively. Figure 4.4 shows corresponding GMM probability density
functions used to generate separation masks.
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4.4.3 Improved initialisation of variance parameter
In this section, a new method to initialise the variance for the GMM is proposed. The analysis in the
previous section (section 4.4.2) showed how separation masks depend on the choice of appropriate
variance parameters for the GMM components. The method proposed in this sections is based on
the notion of separability of GMM components which is defined for a pair of Gaussian components
and varies with frequency. In order to assess the separability of the two Gaussian components i and
j , one can examine the distance between their means (Dasgupta and Schulman, 2007):
dij (ω, t) =
[∣∣∣µi (ω, t)− µj (ω, t)∣∣∣]pi−pi ∀j 6=i (4.16)
where,
[
·
]pi
−pi
denotes phase wrapping operation into the range [−pi,pi). The distance can be used
for initialisation of the variances in the following fashion:
σi (ω, t)
2 =
1
2
minj 6=i
∥∥∥∥[dij (ω, t)]pi−pi
∥∥∥∥2 . (4.17)
This means that for the i th component, its variance parameter is initialised with the half of the
distance to the next closest component. Shift of phase data from [−pi,pi) range to [0, 2pi) range is
required to avoid the variance parameter resulting in negative values. The initialisation in equation
4.17 may be considered simplified, as it does not take into account the actual shape of IPD dis-
tribution, but depends solely on the distance between the means of the neighbouring components.
We follow the observation in (Mandel, 2010, figure 3.5) that for a single source, the shape of the
IPD distribution changed with the amount of reverberation but the variance of IPD data was found
constant across frequency. Therefore, depending on the environment in which the system is applied,
a scaling factor δ for the variance values may be used:
σi (ω, t)
2 =
1
δ
minj 6=i
∥∥∥∥[dij (ω, t)]pi−pi
∥∥∥∥2 . (4.18)
Tuning the scaling factor allows to adjust the settings for low and high reverberation environments.
The final values of the variance are clipped in the range σi (ω, t)
2 ∈ (σfloor ,σceil ) in order to avoid
extreme values. Lower bound clipping is necessary to avoid σi (ω, t)
2 = 0.
4.4.4 Constrained EM algorithm
In the previous section (section 4.4.3) we showed how variance parameters of the GMM can be
set based on means of the GMM. Following the assumptions made for the LOCUS system (see
section 4.3), the means are initialised based on the preceding localisation algorithm and the number
of components is fixed and known (provided either by the localisation stage or as an input to the
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system). This means that the parameter vector calculated from the results of the localisation stage,
can be treated as the parameter vector for the prior model:
g pi (ω, t) =
1
J
(4.19)
µpi (ω, t) = 2pif τi (4.20)
σpi (ω, t) =
1
δ
minj 6=i
∥∥∥∥[dij (ω, t)]pi−pi
∥∥∥∥2 . (4.21)
The prior model can be used to initialise the EM parameter algorithm (section 4.3.3). Another
possibility is to incorporate the prior model into the parameter estimation. Such an approach
fits into the maximum a posteriori (MAP) estimation framework. In the MAP framework, the
parameters of the GMM are modeled using conjugate distributions such as the Wishart distribution
for the means, and the Dirichlet distribution for the mixing coefficients (Bishop, 2006). In the case
of the LOCUS system, the prior model is represented by the Gaussian distribution which is also the
case for the posterior distribution. A similar approach was taken in a speaker verification system
decribed in (Reynolds et al., 2000) where a Gaussian prior model was learnt from training data and
the posterior probability was updated with new available data. The general update rule for the
parameter vector θ = {µ,σ, g} was adopted (Vuuren, 1999, chapter 4):
θˆ = αθp + (1− α)θe (4.22)
where, α is the mixing coefficient, θe is the parameter vector that is updated based on available
data and θp is the prior model parameter vector. Following (Reynolds et al., 2000; Vuuren, 1999)
the updates for the GMM parameters are given as:
gˆi (ω, t) =
[
αpg pi (ω, t) + (1− αp)
1
ΩT
∑
ω,t
γi (φ(ω, t))
]
η (4.23)
µˆi (ω, t) = α
mµpi (ω, t) + (1− αm)
∑
ω,t γi (φ(ω, t))φ(ω, t)∑
ω,t γi (φ(ω, t))
(4.24)
σˆi (ω, t) = α
v (σpi (ω, t) + µ
p
i (ω, t)µ
p
i (ω, t))
+ (1− αv )
(∑
ω,t γi (φ(ω, t))(φ(ω, t))
2∑
ω,t γi (φ(ω, t))
)
− µˆi (ω, t)µˆi (ω, t) (4.25)
where, η is the normalisation parameter such that
∑
i gi (ω, t) = 1. The mixing parameters α
p,αm
and αv control the contribution of the prior model vs. the updates from data in the final estimates.
4.4.5 LOCUS-FAST and LOCUS-CEM algorithms
This paragraph introduces the two extensions to the LOCUS system: LOCUS-FAST and LOCUS-
CEM. The LOCUS-FAST algorithm uses the informed initialisation of the GMM and is intended for
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Figure 4.5: Cross-phasogram overlayed with Gaussian means trajectories. The left plot shows Gaussian
means trajectories from the LOCUS-EM algorithm. The centre plot shows Gaussian means trajectories for
the LOCUS-FAST. The right plot shows Gaussian means trajectories from the LOCUS-CEM.
Figure 4.6: Estimated probability density function for the GMM. The left plot was generated for the LOCUS-
EM. The centre plot was generated for the LOCUS-FAST. The right plot was generated for the LOCUS-CEM.
fast calculation of separation masks. The means of the Gaussians are initialised from equation 4.14,
where τi originates from the localisation stage. The variances are initialised according to equation
4.18 and the mixing weights g are initially set according to:
gi (ω, t) =
1
J
(4.26)
where, J is number of sources. Separation masks are calculated directly from the posterior probabil-
ities according to equation 4.12. Given the availability of the posterior probabilities, the algorithm
refines the mixing weights according to equation 4.13.
The LOCUS-CEM algorithm performs the Constrained EM learning, as described in section 4.4.4.
Comparison of the three approaches for calculating the GMM parameters is shown in figure 4.5
and figure 4.6. It can be seen on the plots that the LOCUS-EM tracked IPD data but resulted in
noisy estimates due to converging to local minima for different frequency bands. The LOCUS-FAST
achieved a robust fit for data but was not able to track some of the local variations of IPD data due
to the lack of the learning phase. The LOCUS-CEM was able to fit IPD data, and avoided noisy
fluctuations as seen for the LOCUS-EM algorithm.
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4.5 Experiments
4.5.1 Test data
For test data, we used the test set described in 2.5.3.
4.5.2 Algorithms description and settings
DUET
The first reference algorithm used was the DUET algorithm which was presented in (Jourjine et al.,
2000; Yilmaz and Rickard, 2004). The algorithm is based on clustering ITD-ILD data by using
a smoothed 2D histogram of ITD-ILD data, and finds centre of clusters by peak picking in the
histogram. The DUET algorithm requires one input, which is the number of sources in a mixture.
The algorithm compromises handling of the phase ambiguity; it is able to resolve phases only up to
a certain frequency. Historically, DUET was one of the most popular reference algorithms. While
its performance was expected to be relatively low, it provided a useful benchmark given its wide use
as reference method. For this experiment MATLAB R© source provided by the author in (Rickard,
2007) was used.
DUONG
The second reference algorithm used in the experiment was method presented in (Duong et al., 2010),
further referred to as DUONG. This BSS method is based on iterative EM learning of parameters of a
spatial covariance model. The algorithm estimates the parameters independently for each frequency
band. Ordering of the estimates across frequency bands (permutation alignment) is performed using
the algorithm presented in (Sawada et al., 2007b). The separation of sources is performed using
Wiener filter. The algorithm was evaluated against selection of methods reported in (Vincent et al.,
2009) and it was found to outperform other BSS type algorithms such as (Araki et al., 2009a). The
algorithm was used as the reference method in (Woodruff and Wang, 2013), where it was found
that the permutation alignment algorithm had suboptimal performance for mixtures captured with
microphone arrays corresponding to binaural systems (i.e. the distance between microphones is
around 18cm). For the experiment, MATLAB R© source available in (Duong and Vincent, 2011) was
used.
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MESSL
Model Based Expectation-Maximisation Source Separation and Localisation (MESSL) algorithm
proposed in (Mandel et al., 2010) is also based on ILD and IPD cues but employs model based
learning to estimate separation masks. The MESSL algorithm can operate in several modes which
determine how model parameters are updated. Table 4.1 summarises the main modes of the MESSL
algorithm.
Table 4.1: Best scoring MESSL Modes (in order from (Mandel, 2010, table 5.1))
Configuration ILD mode IPD mode
Θ11 freq independent freq independent
ΘΩΩ freq dependent freq dependent
Θ10 freq independent fixed
ΘΩ0 freq dependent fixed
Θ0Ω fixed freq dependent
Θ01 fixed freq independent
Θ00 fixed fixed
The configurations in table 4.1 relate to the way how the model parameters are updated. THe
subscript 0 represents the mode where the MESSL model parameters are set to initial values and
fixed. The subscript 1 represents the mode where MESSL parameters are updated but with a single
value across all frequencies. The subscript Ω represents the model where parameters are updated
and allowed to vary as a function of frequency. The order of modes in table 4.1 shows that the top
performers were the modes with both IPD and ILD models having their parameters updated.
In addition to the modes presented in table 4.1 our informal tests showed that other combinations
of the MESSL modes had better performance. In order to choose the best performing variant of
MESSL system the following eight variants were investigated: Modes R5 to R8 do not use the
ILD model which makes them more aligned with the LOCUS system which does not use ILD data.
Comparison of R5 with R1 and R3 as well as R6 with R2 and R4 modes may help establish how
much contribution to the overall performance comes from the ILD model. The R7 mode used the
garbage source extension and mode R8 used the warped mask extension (for details see 4.2).
In the experiments a MATLAB R© implementation of the model presented in (Mandel, 2011) was
used. All modes were run with the same time-frequency decomposition settings which were 64
ms length window (1024 samples) and 16 ms hop length (256 samples). All variants of MESSL
algorithm were initialised with a known number of speakers in mixtures. The EM algorithm used in
the MESSL was initialised with time delay values using the PHAT-SUM algorithm (see 3.3.1). The
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Table 4.2: MESSL modes used in experiments
Name Configuration ILD mode IPD mode Other
R1 ΘΩ1 freq dependent freq independent none
R2 ΘΩΩ freq dependent freq dependent none
R3 Θ11 freq independent freq independent none
R4 Θ1Ω freq independent freq dependent none
R5 ΘIPD1 none freq independent none
R6 ΘIPDΩ none freq dependent none
R7 ΘIPDGΩ none freq dependent garbage source
R8 ΘIPDWΩ none freq dependent warped mask
EM algorithm was set to 16 iterations which was the default parameter set in the reference software
configuration. In informal tests, 16 iterations for the EM algorithm were found the best compromise
between run-time and the separation performance. Since the LOCUS algorithm uses only IPD data
some of the tested modes used only IPD data in order to establish contribution of the ILD cues to
the overall MESSL performance. In total 8 modes were tested for separation performance.
4.5.3 LOCUS algorithms settings
All LOCUS algorithms were set using the same common settings. The localisation algorithm used in
the LOCUS system was PHAT-SUM method (see section 3.3.1). The same method was also used
for initialising MESSL algorithm. This was to restrict comparison purely to separation performance.
In the same way as MESSL, all proposed algorithms were set up with information about the number
of sources present in a mixture. In addition, the LOCUS system can be configured with a handful
of settings which are described below. The values selected for the settings were chosen based on
informal, manual tests on a development set of 30 mixtures while the test set consisted of 1160
mixtures. This development set was constructed in the same way as the main test set used in
the experiments. The mixtures were generated using the same impulse responses, and speakers
from the same database were used. Given the overlap with the main test set there is a possibility
that some of the settings may have been tuned to the properties of the particular test set used in
the experiments. Four configurable parameters were used in LOCUS: the initial value for variance
parameters for GMM in the LOCUS-EM variant, σfloor and σceil for LOCUS-FAST and the mixing
coefficients αg ,αm,αv (tied to the same value) for LOCUS-CEM.
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LOCUS-EM algorithm
The EM algorithm was set to run with the fixed number of 16 iterations (the same number of
iterations as used in MESSL system). The GMM means µi were initialised from time delay estimates
provided by the localisation stage. The GMM variances were initialised with the fixed value of 0.1
for all the sources and all the frequencies. This value does not have a well grounded rationale, but
was find to work best in informal tests. The mixing weights were equal to ensure no preferential
treatment for any of the sources, and were initialised with the fixed value of 1J , where J is the
number of sources.
LOCUS-FAST algorithm
The LOCUS-Fast algorithm uses time delay estimates from localisation stage to set up GMM means.
Variances of GMM were set up adaptively using equation 4.18. The clipping value σfloor was fixed
and set to 0.2. The other clipping value σceil was adaptive based on number of sources present
in a mixture. For two source mixtures it was set to 2.5 while for three source mixtures it was set
to 0.4. The rationale for the setting of σfloor was to avoid generating Guassians with too narrow
lobes which would increase the dependency on means. This in turn could lead to overfitting. In a
similar way, the corresponding clipping value σceil was set to 2.5 to avoid Gaussians with too wide
lobes. For three source mixtures, the lower value was set, 0.4, given the interactions between the
components would occur more often than for two source mixtures. Mixing weights were initialised
with a fixed value of 1J , where J is the number of sources.
LOCUS-CEM algorithm
The C-EM algorithm consists of the two components: the prior (fixed) and the EM component,
combined together using mixing factors. The prior component was set up exactly the same as the
FAST algorithm. The EM component was set up exactly the same as the EM algorithm. The number
of iterations was set to 16. All three mixing factors were set to the same value: αg = αm = αv = c
where c = 0.4 for the two source mixtures and c = 0.2 for the three source mixtures.
4.5.4 Performance metrics
Three objective performance metrics were used: SDR, PESQ and SIR (see section 2.4). Two
variants of aggregate results are reported: the average total represents the average score across
all reverberant environments (Rooms A,B,C and D) plus the anechoic environment (Room X). The
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Figure 4.7: SDR performance for the evaluated MESSL modes.
average reverberant represents the average score across the reverberant environments (rooms A,B,C
and D) only.
4.5.5 Performance of the MESSL system
In total 8 MESSL modes were tested in order to select the best scoring mode. The selection was
done purely on SDR performance. SDR results are shown in figure 4.7 and in table 4.3 and table
4.4.
SDR separation performance for 2 speakers mixtures
SDR results are presented in figure 4.7. A breakdown of results for different environments is shown
in table 4.3. The results in table 4.3 are ranked according to the highest average reverberant score.
The best scores on average, both total and reverberant, were recorded for the R6 mode which only
used IPD data. The second best for reverberant conditions was R4 mode, which had only slightly
better average score than R5 and R8 methods. The R8 method scored best for Room X (simulated
anechoic environment) and for Room C (RT60 = 0.68s). For the remaining environments (rooms A,
B and D), the R6 method scored best on average. One trend across the results is that the variants
that used frequency dependent IPD mode scored always better than the corresponding modes with
IPD model parameter set to be frequency invariant i.e. R2 vs. R1, R4 vs. R3 and R6 vs. R5.
Another observation is that IPD only modes scored better than the joint ILD-IPD modes. Overall,
the MESSL system performance depended on the settings. The biggest difference was for Room X
and Room C where 3 dB and 2dB difference was recorded between modes R8 and R1 (in favour of
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the former). For Room A the biggest difference was almost 1 dB (between modes R6 and R1). For
rooms B and D the difference dropped to approximately 0.5 dB and 0.4.
Table 4.3: MESSL system SDR separation performance for 2 speaker mixtures. Modes are ranked according
to the Average Reverberant score.
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
R6 13.46 6.04 5.29 6.73 4.71 7.25 5.69
R4 12.38 5.95 5.27 6.34 4.66 6.92 5.55
R8 13.56 5.77 5.13 7.03 4.20 7.13 5.53
R5 12.87 5.95 5.14 6.41 4.64 7.02 5.53
R7 13.24 5.78 5.08 6.54 4.55 7.03 5.48
R3 12.08 5.85 5.13 5.85 4.60 6.71 5.35
R2 11.27 5.39 4.99 5.86 4.51 6.40 5.18
R1 10.34 5.16 4.81 5.08 4.35 5.94 4.85
SDR separation performance for 3 speaker mixtures
SDR results are presented in figure 4.7. A breakdown of results for different environments is shown
in table 4.4. For the three speaker mixtures the trend of the results was different compared to the
Table 4.4: MESSL system SDR performance for 3 speaker mixtures.
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
R4 7.41 3.97 3.39 4.50 2.97 4.44 3.71
R2 6.94 3.71 3.38 4.34 2.85 4.24 3.57
R5 7.81 3.69 3.18 4.39 2.90 4.39 3.54
R6 8.03 3.59 3.26 4.45 2.83 4.43 3.53
R3 7.12 3.59 3.17 3.92 2.72 4.10 3.35
R1 6.30 3.35 3.13 3.65 2.58 3.80 3.17
R7 7.96 3.54 3.19 4.31 2.83 3.97 3.15
R8 7.90 3.08 2.71 4.32 2.20 4.04 3.07
two speaker mixture results. The best performance for reverberant conditions was obtained by R4
mode. The second best mode for the reverberant conditions was R3 mode only then followed by
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modes R5 and R6. The biggest swing in performance was found for mode R8 which was ranked
last with the loss of about 0.6dB to the best mode R4. The biggest difference between the modes
was about 1.7 dB for anechoic conditions (between R6 and R1). For reverberant conditions the
difference was from 0.9 dB for room A down to 0.7 dB for rooms B and D.
MESSL performance - summary
Mode R4 scored best on average in the performed test. The first observation is that the joint
IPD-ILD model did not provide substantial gains over the IPD only model. This may be due to
the fact that MESSL was developed (and reported) for mixtures generated using near-field binaural
impulse responses (Shinn-Cunningham et al., 2005), where we expect ILDs to be more pronounced
than for the binaural impulse responses used in this experiment. Another aspect that could have
impact on contribution of the ILD model was that in the mixtures used in the experiments there
was always one source located at 0◦ azimuth. Another interesting observation is that mode R7
which used the garbage source did not perform particularly well. The reason for poor scores maybe
be due to the fact that, provided the algorithm worked as intended, the garabage source would
collect reverberation noise but in the evaluation framework (see section 2.3.1), the reference signals
contain reverberation noise. So if reconstructed signals do not contain reverberation noise, which
may provide better overall quality, that would impact the performance scores negatively. Mode R4
scored most consistently in the pilot test, therefore it is used in further evaluation.
4.5.6 Performance of the LOCUS system
This section presents the separation performance results for the three proposed LOCUS algorithms:
LOCUS-EM, LOCUS-FAST and LOCUS-CEM are compared with the the best scoring reference
algorithm MESSL R4 and other reference methods.
SDR performance for 2 speaker mixtures
SDR results are presented in figure 4.8. Detailed results for different environments are shown
in table 4.5 and table 4.6. The lowest performance was obtained by the DUET system which
for the reverberant conditions was not better than separation obtained with the Random Mask
(see table 4.5). The second lowest scoring algorithm was the DUONG system, which achieved
1 dB improvement over the Random Mask (see table 4.5) for the reverberant conditions. Both
algorithms exhibited significant difference in performance between the anechoic and the reverberant
environments. The DUONG algorithm scored on average 0.5 dB higher than MESSL-R4 for the
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Table 4.5: SDR separation performance for 2 speaker mixtures.
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
DUET 7.06 2.50 2.01 3.13 2.09 3.36 2.43
DUONG 12.98 3.93 2.99 4.57 2.84 5.46 3.58
MESSL-R4 12.38 5.95 5.27 6.34 4.66 6.92 5.55
LOC-EM 10.31 6.83 5.55 5.22 4.63 6.5 5.55
LOC-FAST 12.89 6.85 5.44 6.98 4.98 7.42 6.06
LOC-CEM 13.26 7.27 5.84 7.05 5.11 7.70 6.31
IRM 15.19 15.05 14.16 13.81 12.92 14.22 13.98
IBM 14.89 14.72 13.84 13.54 12.58 13.92 13.67
RM 2.48 2.55 2.55 2.54 2.53 2.53 2.54
UM 2.72 2.77 2.80 2.77 2.77 2.77 2.78
anechoic conditions 2. In (Woodruff and Wang, 2013) relatively low performance of the DUONG
algorithm was explained by the fact that the algorithm had not been designed for larger spacing
between the microphones which were used for binaural simulations . This however does not explain
the significant difference between the results for the anechoic and the reverberant conditions.
In the experiment, three variants of the LOCUS algorithm were tested. The first variant, LOCUS-EM
on average scored equally to MESSL-R4 for the reverberant conditions, but yielded lower performance
when the anechoic conditions were taken into account. From the results in table 4.5 it can be
seen that LOCUS-EM had overall better separation performance in the reverberant conditions but
markedly worse performance for Room X as well as for Room C. The second variant, LOCUS-FAST
yielded higher performance than MESSL-R4 for both anechoic and reverberant conditions. The
gain over MESSL-R4 was 0.5 dB on average for both total and reverberant average scores. In
comparison to the LOCUS-EM variant, LOCUS-FAST achieved high scores particularly for Room
X and Room C. The final algorithm, LOCUS-CEM, achieved on average 0.8 dB improvement in
separation performance over MESSL-R4 and 0.3 dB improvement over the LOCUS-FAST variant.
The highest improvement over the MESSL-R4 algorithm was obtained for Room A and was over
1.2 dB. The smallest gain, 0.45 dB, over MESSL-R4 was recorded for Room D.
2The highest scoring variant of the MESSL in the anechoic environment was R8 which achieved higher score than
the DUONG algorithm
74 Chapter 4. Separation of speech sources with IPD data
DUET DUONG MESSL-R4 LOC-EM LOC-FAST LOC-CEM
0
1
2
3
4
5
6
7
8
Algorithm
SD
R
 
(dB
)
2 speakers
DUET DUONG MESSL-R4 LOC-EM LOC-FAST LOC-CEM
0
1
2
3
4
5
6
Algorithm
SD
R
 
(dB
)
3 speakers
 
 
Reverberant Total
Figure 4.8: SDR separation results for 2 and 3 speaker mixtures. The left plot shows separation results for
2 speaker mixtures. The right plot show separation results for 3 speaker mixtures. The error bars represent
95% confidence intervals. The dashed lines represent average scores for the MESSL-R4 algorithm.
SDR performance for 3 speaker mixtures
Results for the three speaker mixtures are shown in table 4.6 and figure 4.8. The trend of results
is similar to those for the two speaker mixtures, but smaller differences are recorded between the
algorithms. The three speaker mixture proved challenging for both DUET and DUONG methods,
which scored on par with the Random Mask. for the Room X condition the DUONG method scored
significantly higher than DUET method. The MESSL-R4 and LOCUS algorithms scored significantly
better than the DUET and DUONG methods. The difference was more than 2 dB compared to
DUONG and more than 3 dB compared to DUET. Between the MESSL-R4 and LOCUS methods
similar scores (with overlapping confidence intervals) were obtained by LOCUS-EM, MESSL-R4 and
LOCUS-FAST in the order from the lowest to the highest score. LOCUS-CEM scored on average
0.45 dB higher than MESSL-R4 with non-overlapping confidence intervals.
PESQ
Results for the PESQ metric are shown in figure 4.9. Detailed results for different environments
are shown in table 4.7 (for two speakers mixtures) and table 4.8 (for three speakers mixtures).
For the two speaker mixtures, the trend of results is generally similar to the SDR results. The
DUET and DUONG methods scored the lowest results. The DUET method performance was on
the same level as the Random Mask. The DUONG method scored significantly better than DUET,
but did not match the performance of MESSL-R4 or any of the LOCUS algorithms. The difference
in the average PESQ scores between the MESSL-R4 and LOCUS methods was very small. For
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Table 4.6: SDR separation performance for 3 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
DUET 1.02 0.34 0.25 1.00 0.26 0.57 0.46
DUONG 4.12 1.47 1.24 2.07 1.05 1.99 1.46
MESSL-R4 7.41 3.97 3.39 4.50 2.97 4.44 3.71
LOC-EM 6.98 4.23 3.54 4.00 2.73 4.29 3.62
LOC-FAST 8.26 4.22 3.27 4.96 3.06 4.75 3.87
LOC-CEM 8.54 4.59 3.70 5.29 3.07 5.04 4.16
IRM 12.3 12.06 11.25 10.98 10.45 11.41 11.18
IBM 12.01 11.75 10.92 10.68 9.68 11.01 10.76
RM 1.33 1.35 1.387 1.38 1.38 1.37 1.37
UM 1.48 1.51 1.53 1.54 1.53 1.52 1.53
the average total score, the confidence intervals between MESSL-R4, LOCUS-FAST and LOCUS-
CEM overlapped; LOCUS-EM scored significantly lower results. For the average reverberant score,
LOCUS-CEM scored best on average, with LOCUS-FAST being second best (confidence intervals
overlapped) and MESSL-R4 scoring third (non-overlapping confidence intervals between MESSL-R4
and LOCUS-CEM). On average, LOCUS-CEM outperformed MESSL-R4 in all reverberant rooms,
while for the anechoic room (Room X) it achieved the same average performance.
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Figure 4.9: PESQ separation results. The left plot shows separation results for 2 speaker mixtures. The
right plot show separation results for 3 speaker mixutres.
The trend of results for the three speaker mixtures is broadly similar to the trend for two speaker
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mixtures. Some differences are observed. Firstly, the DUET method scored lower than the Random
Mask while the DUONG method scored on par with the Random Mask, apart from Room X where
it achieved better performance by 0.2 MOS points. Secondly, MESSL-R4, LOCUS-EM and LOCUS-
FAST yielded virtually the same performance. The main difference is that LOCUS-FAST achieved
better scores in low reverberation conditions, while MESSL-R4 scored better in Rooms B and D
which exhibited higher reverberation. Thirdly, LOCUS-CEM achieved significantly better average
total and average reverberant scores compared to the three methods (MESSL-R4, LOCUS-EM
and LOCUS-FAST). The difference was biggest for Room X, Room A and Room C. LOCUS-CEM
outperformed MESSL-R4 in all conditions apart from Room D where it scored lower on average.
Table 4.7: PESQ separation performance for 2 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
DUET 2.21 1.62 1.55 1.60 1.55 1.71 1.58
DUONG 2.89 1.77 1.69 1.87 1.73 1.99 1.76
MESSL-R4 2.92 2.00 1.94 2.08 1.92 2.17 1.98
LOC-EM 2.50 2.04 1.92 1.92 1.87 2.05 1.93
LOC-FAST 2.75 2.07 1.93 2.14 1.90 2.19 2.02
LOC-CEM 2.92 2.11 1.97 2.12 1.93 2.20 2.03
IRM 3.37 3.62 3.69 3.64 3.72 3.61 3.66
IBM 2.94 3.16 3.22 3.20 3.21 3.14 3.20
RM 1.48 1.57 1.61 1.63 1.65 1.59 1.62
UM 1.49 1.59 1.63 1.65 1.68 1.61 1.64
SIR
The results for the SIR metric are shown in figure 4.10. Detailed results for different environments
are shown in table 4.9 and table 4.10. The performance gap between the reference and LOCUS
algorithms was found to be significantly larger for the SIR results than it was for SDR and PESQ. The
rank of algorithms was the same, with DUET scoring lowest, followed by DUONG and MESSL-R4.
The difference between DUONG and MESSL-R4 was about 1.5 dB for the two speaker mixtures, and
increased to over 3 dB for the three speaker mixtures. For the latter case, the DUONG algorithm
had significantly lower performance than for the two speaker case. Between the LOCUS algorithms,
the LOCUS-EM variant scored the lowest in the two speaker case while LOCUS-FAST in the three
speaker case. The trend across the rooms was the same as for other results, with LOCUS-FAST
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Table 4.8: PESQ separation performance for 3 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
DUET 1.34 1.29 1.29 1.31 1.29 1.30 1.30
DUONG 1.57 1.37 1.38 1.45 1.39 1.43 1.39
MESSL-R4 1.89 1.58 1.56 1.67 1.56 1.65 1.59
LOC-EM 1.87 1.61 1.56 1.63 1.51 1.63 1.57
LOC-FAST 1.93 1.60 1.55 1.68 1.53 1.65 1.59
LOC-CEM 2.05 1.64 1.58 1.73 1.54 1.71 1.62
IRM 2.97 3.20 3.27 3.23 3.27 3.19 3.24
IBM 2.25 2.38 2.38 2.43 2.29 2.35 2.37
RM 1.29 1.33 1.36 1.39 1.40 1.35 1.37
UM 1.29 1.34 1.38 1.40 1.41 1.36 1.38
scoring well in low reverberation rooms and LOCUS-EM in high reverberation rooms. LOCUS-
CEM almost in all cases outperformed all the algorithms apart from Rooms A and B for the three
speaker mixtures, where LOCUS-EM was marginally better. Difference in the performance between
MESSL-R4 and LOCUS-CEM was about 2.5 dB for the two speaker mixtures, and 3 dB for the
three speaker.
4.5.7 Separation performance as function of separation angle
The results for separation performance as the function of separation angle are shown in figure 4.11
and figure 4.12 for Total and Reverberant performance respectively. The plots show the mean scores
and 95% confidence intervals calculated for the two speakers. One of the speaker was fixed at the
0◦ azimuth position while position of the other speakers was varied between −20◦ and −90◦. In
the case of three speaker mixtures the third source was not included in this analysis as its position
was fixed at the 60◦ azimuth.
The results show that the significant increase in performance between LOCUS-CEM and MESSL-R4
across all the separation angles was obtained for the SDR and SIR metrics. The gap was smaller
for the PESQ metric. Additional analysis of the paired T test (see figure 4.13) showed that for
some separation angles p-values were significantly larger than 0.05. This was the case for the two
speaker mixtures and for the anechoic conditions. For the three speaker mixtures most of p-values
were found below the significance threshold apart from one at the the separation angle 50◦.
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Figure 4.10: Overall separation results SIR.
Comparison of results across all algorithms showed that the separation performance of MESSL-R4
and LOCUS-CEM algorithms depended strongly on the separation angle 3 The DUONG algorithm
on the other hand, was less affected by the separation angle and its performance was more constant.
For the smallest separation angle, which was set to 20◦ the DUONG algorithm obtained the best
PESQ score.
4.5.8 Separation Masks
Figure 4.14 shows examples of the separation mask generated by MESSL-R4, LOCUS-FAST and
LOCUS-CEM. The biggest difference between the masks is the distribution of values. In masks
generated by the MESSL-R mask, the values were largely concentrated in the range between 0.2−0.6.
Values higher than 0.8 were only present in the mask for two speaker mixture. In contrast, values of
the masks for LOCUS-FAST and LOCUS-EM were largely concentrated at the extreme ends of the
range [0, 1] and resemble binary masks. This comparison could explain the difference seen in the
SIR metric performance as the LOCUS algorithms were able to reduce values for the bins originating
from interfering sources with higher confidence than the MESSL-R4 algorithm.
4.6 Conclusions
In this chapter, algorithms for source separation based on IPD data were presented. The algorithms
were presented in the LOCUS system which was introduced in section 4.3. The system calculates
separation masks using the probabilistic framework based where mixture is modeled by the Gaussian
3This is very likely to be true for general behaviour of MESSL and LOCUS systems.
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Figure 4.11: Total separation performance as a function of separation angle. The error bars represent 95%
confidence intervals.
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Figure 4.12: Reverberant separation performance as a function of separation angle. The error bars represent
95% confidence intervals.
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Figure 4.13: P-values from paired T-test between MESSL-R4 and LOCUS-CEM as a function of separation
angle.
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Figure 4.14: Comparison of separation masks between MESSL and LOCUS systems. The top left and
top right masks were generated with MESSL-R4 algorithm. The centre left and the centre right masks
were generated with LOCUS-FAST algorithm. The bottom left and the bottom right were generated with
LOCUS-CEM algorithm. All masks were generated for Room B conditions.
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Table 4.9: SIR separation performance for 2 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
DUET 11.24 3.88 3.15 5.51 3.3 5.41 3.96
DUONG 18.54 5.92 4.25 6.94 4.07 7.94 5.29
MESSL-R4 19.30 7.82 6.25 7.78 5.49 9.33 6.84
LOC-EM 17.60 10.87 8.53 8.35 7.36 10.54 8.78
LOC-FAST 19.67 10.52 8.03 10.51 7.73 11.32 9.24
LOC-CEM 20.50 11.12 8.59 10.74 7.87 11.76 9.58
IRM 23.17 22.70 21.56 21.07 19.94 21.68 21.31
IBM 24.18 23.60 23.71 22.28 21.33 23.02 22.73
RM 0.18 0.24 0.18 0.19 0.21 0.2 0.21
UM 0.19 0.20 0.20 0.19 0.20 0.20 0.20
Mixture Model. The system builds on the line models introduced in chapter 3 which represent
sources using the linear relationship of IPDs across the frequency. It was shown that the relationship
between the line models corresponding to different sources, which are present in a mixture, can be
used to effectively initialise both the means and the variances of the GMM used for estimation of
separation masks. Three algorithms were presented: LOCUS-EM, LOCUS-FAST and LOCUS-CEM.
LOCUS-EM is the baseline Expectation-Maximisation algorithm that learns parameters of the GMM
using the standard EM algorithm. LOCUS-FAST is the algorithm which initialises the variances of
the GMM by utilising the relationship between the detected line models. The algorithm does not
require any further learning of the GMM parameters. The last algorithm LOCUS-CEM combines
the two algorithms: the learning aspect of LOCUS-EM algorithm and the initialisation provided by
LOCUS-FAST.
Evaluation of separation performance was done for the LOCUS system against reference methods.
The results showed that LOCUS-CEM achieved better performance than the best reference method
(MESSL) selected for the evaluation. The biggest difference was for the SIR metric. The smallest
difference was for the PESQ metric where for the two speaker mixtures the difference was not sta-
tistically significant. The second algorithm, LOCUS-FAST achieved the same or better performance
than the best reference method (MESSL). The advantage of LOCUS-FAST algorithm is that it can
achieve comparable performance at fraction of time required for calculations as it does not perform
learning of the parameters. Instead the algorithm uses initialisation method which is motivated by
relationship of IPD data and frequency.
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Table 4.10: SIR separation performance for 3 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
DUET −0.44 −0.82 −0.88 1.02 −1.05 −0.43 −0.43
DUONG 6.45 1.28 0.72 2.47 0.32 2.25 1.20
MESSL-R4 11.40 4.39 3.33 5.53 2.57 5.44 3.96
LOC-EM 12.85 7.77 6.33 7.56 4.87 7.87 6.63
LOC-FAST 12.99 6.65 5.09 8.19 4.89 7.56 6.21
LOC-CEM 14.49 7.70 6.19 9.16 5.27 8.56 7.08
IRM 20.36 19.86 18.95 18.56 17.51 19.43 18.72
IBM 21.17 20.63 19.88 19.61 18.78 20.01 19.73
RM −2.99 −2.95 −2.93 −2.92 −2.90 −2.94 −2.93
UM −2.99 −2.94 −2.91 −2.907 −2.91 −2.94 −2.91
Chapter 5
Using Harmonicity for Source
Separation
5.1 Introduction
This chapter describes the separation system Joint locAlisation and harmoNicity mask for SoUrce
Separation (JANUS). The system is based on the two sub-systems. The first sub-system, LOCUS
is based on spatial localisation cues and was presented in chapter 4. The second sub-system is a
separation algorithm based on harmonicity cue. The system, called Pitch-based haRmonIcity Mask
for soUrce Separation (PRIMUS) is presented in this chapter. This chapter is organised as follows. In
section 5.2 separation systems using harmonicity are reviewed. In section 5.3 PRIMUS and JANUS
systems for separation using harmonicity are presented. In section 5.4 experiments and results are
presented where the separation performance for PRIMUS and JANUS systems is evaluated. Section
5.5 concludes the chapter.
5.2 Harmonicity in source separation
5.2.1 Harmonicity, pitch and fundamental frequency
Harmonicity is a feature of most of natural sounds and is one of the main characteristic of the human
speech. This results from how the speech signal is generated. In a simplified speech generation
model voiced and unvoiced speech is distinguished based on the excitation signal which can be either
periodic or random. For the voiced speech generation noise-like excitation is expelled from the lungs
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and passed through the glottal folds which, by repeated opening and closing, break it into a series
of periodic pulses. The periodicity of the glottal folds opening and closing (between 3 and 12.5 ms
for a human adult) determines the pitch of a human voice and the fundamental frequency of a pulse
(Rabiner and Juang, 1993).
Pitch and fundamental frequency are often used interchangeably. In most cases this often seems
valid as both are expressed in terms of frequency and in most cases they are equal. However,
there is a difference between the two. The pitch is a sensation that is perceived when we listen
to speech sounds. The fundamental frequency is one of the spectral components of a speech
signal which contributes to the pitch perception. The other components, called harmonics, are in
harmonic relation to the fundamental frequency i.e. their frequencies are equal to integer multiples
of the fundamental frequency. The presence of the harmonics means that the existence of the
fundamental frequency component is not required for pitch perception. Studies into the missing
fundamental effect resulted in several demonstrations which showed that subjects were still being able
to perceive the pitch even when the fundamental frequency was missing or was severely attenuated
(Bregman, 1990). One practical example was the traditional analog telephony where a bandwidth
filter attenuated the frequencies below 300 Hz, a typical location for male speech fundamental
frequency.
The difference between the two is also reflected in the way they are derived computationally. Pitch
frequency is established through a Pitch Determination Algorithm (PDA). The fundamental fre-
quency can be found by analysis of a narrow-band spectrogram of a speech signal. Another way
of referring to the fundamental frequency, used in speech processing related literature, is F0. This
notation is used to distinguish the fundamental frequency from formants. Formants (usually labeled
as F1, F2 etc.) are the resonant frequencies of the human vocal tract which shape the spectral
envelope by boosting energy for those harmonics which coincide with formant frequencies (Rabiner
and Juang, 1993). Formants are not widely used in speech separation systems.
5.2.2 Primitive based grouping vs. pitch based grouping
In this section we consider two approaches for harmonicity cue calculation. The first approach
uses the bottom-up approach of detecting and grouping of primitives as presented by the CASA
framework in (Bregman, 1990). The second approach uses pitch determination followed by grouping
of harmonic components.
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Sinusoidal Modeling
The CASA framework in (Bregman, 1990) describes a bottom-up approach for combining primitives
i.e. spatio-temporal components into auditory streams. Several bottom-up systems were proposed
that implemented the primitive based grouping (Cooke, 1993; Brown and Cooke, 1994; Ellis, 1996)
but none of the systems became a template which would be reused in other methods. In lieu
of the template for the source separation method originating from CASA, another framework for
analysing signal as a series of spectral components gained popularity in some systems for source
separation. The Sinusoidal Modeling, originally proposed in (McAulay and Quatieri, 1986; Serra
and Smith, 1990), decomposed the signal into a series of components representing harmonic parts
of the analysed signal and the residual part which captures aperiodic parts and ambient noise:
x(t) =
∑
c
sc (t) + e(t) (5.1)
where, the sinusoidal components are represented by the partials that can span across different
frequency bands:
sc (t) = w(t)
Mc∑
m=1
acmcos(2pimfc t + φcm). (5.2)
Formation of partials is done by detecting peaks in the spectrum of each frame and by applying a
tracking algorithm which joins the peaks across the successive time frames. The task of the tracking
algorithm is to decide whether the two peaks belong to the same harmonic component or constitute
two different components. One of the most common principles for the tracking algorithms is the
frequency proximity, which adds a peak to an existing frequency track if the frequency difference is
smaller than a set threshold. Once the generation of the partials is complete, they can be described
by different CASA features such as onset and offset time, amplitude and frequency trajectory.
In the case of harmonicity rule, the grouping involves comparing frequency values of two partials
to seek for the harmonic relationship. In addition to the harmonicity, the partials need also to
be co-located in time, which requires exercising the onset and offset rules. The harmonicity of a
partial can be checked against a seed partial, which could be the fundamental frequency (Cooke,
1993; Ellis, 1996; Every and Szymanski, 2006), or against any other partial. In the former case, the
expected relationship between the frequencies of the partials is expressed by an integer number. In
addition, the methods in (Every and Szymanski, 2006; Every and Litwic, 2007) provisioned that the
harmonic relationship can be expressed as a fractional number. This caters for the two cases: firstly,
when none of the detected partials corresponds to the underlying fundamental frequency. Secondly,
if between the two partials one partial is an odd harmonic and the other is an even one.
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Pitch based analysis
The pitch determination problem can be separated into three levels (Duan et al., 2014). The first
level is the generation of pitch estimates for each time frame. In the ideal case, an algorithm
should generate pitch estimates for all active sources per each frame. However, some of the present
algorithms (Wu et al., 2003; Jin and Wang, 2011b) generate only up to two pitch estimates per
frame, even if the number of sources in a mixture is larger than two. According to (Duan et al.,
2014), there are not many available methods that generate three or more concurrent pitches. The
next level is phoneme tracking where the pitch estimates are joined together for the duration of
a phoneme. The third level is segregation of the pitch tracks from the individual phonemes but
generated from the same source into a single pitch trajectory capturing all pitch information from
the source.
The final pitch trajectory can be described by the CASA cues: onsets and offsets, or frequency
and amplitude modulation (those cues can be only related to the voiced part of a speech signal).
The availability of the final pitch trajectory can simplify segregation of the harmonic components,
which are assumed to be located at the integer multiples of the fundamental frequency. This simple
rule incorporates three of the mentioned CASA cues: onset, offset and frequency modulation.
The first two mean that higher harmonic components are only extracted in time frames where
the pitch trajectory is defined. The frequency modulation rule means that for any variation in
the instantaneous frequency of the pitch the same amount of variation (compounded by harmonic
number) is expected for higher harmonics. Most of the systems employing simultaneous segregation
based on harmonicity such as (Woodruff and Pardo, 2007; Hu and Wang, 2004; Han and Pardo,
2009) were confined to this rule. In (Jin and Wang, 2011a) the amplitude modulation cue, measured
between the pitch trajectory and high frequency channels (unresolved harmonics), was found to
contribute an additional gain to the separation performance.
Discussion
Figure 5.1 illustrates the result of the sinusoidal analysis and pitch determination approach for a
three speaker mixture in a reverberant environment. The plot on the left shows the spectrogram
with overlays of the detected primitives. She sinusoidal modeling algorithm in(Ellis, 2011) was used.
The plot on the right shows the spectrogram with overlays of the pitch trajectories calculated using
the PRAAT pitch determination algorithm (Boersma, 2000a). This informal comparison gives some
indication into the complexity and the differences between the two approaches.
For the sinusoidal modeling approach the determination of sinusoidal components follows a relatively
straightforward process described in section 5.2.2. However, the following step of grouping the
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Figure 5.1: Comparison of two approaches for harmonicity cue calculation: sinusoidal modeling based
grouping (left plot) vs. pitch based grouping (right plot). The example is generated from a three speaker
mixture in reverberant conditions.
components would require very robust algorithm exercisingthe CASA grouping principles that could
sift through hundreds of sinusoidal components. For the pitch based approach the complexity is
inverted when comparing with the sinusoidal modeling. Arriving with a reliable pitch trajectories
from a mixture signal is a complex task. However, the process that follows, establishing harmonic
components based on pitch trajectory, seems more straightforward.
5.2.3 Review of systems using harmonicity
Methods using harmonicity for source localisation and separation
The following review discusses some of the relevant harmonicity based separation methods. In order
to establish the common denominators for the presented methods the first part of the review is
centred on two main stages of segregation: sequential and simultaneous grouping. The sequential
grouping is used in the context of this review to describe processes involved in generating a set of
pitch trajectories (or groups of primitives) where each trajectory (or group of primitives) is assumed
to originate from the same source signal. The simultaneous grouping is used to describe processes
involved in labeling and extracting the frequency components which are believed to originate from
the same source signal.
Localisation and pitch tracking
The system proposed in (Brandstein, 1999) used pitch based weighting function in the GCC frame-
work (see 3.3.1) to enhance time delay estimates . The system was presented and evaluated in the
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context of a single source localisation. The system proposed in (Christensen et al., 2007) used pitch
based speech fragment generation. Integration of binaural cues over speech fragments was found
to provide more consistent estimates of sources locations. The system used the pitch determination
and speech fragment generation algorithms presented in (Ma et al., 2006). The algorithm was
presented and evaluated using two-source mixtures and the increase in the accuracy of frame based
location estimates was reported.
The system proposed in (Woodruff and Wang, 2010a,b) combined monoaural and binaural process-
ing to enhance localisation and sequential segregation of sources in reverberant environments. The
TANDEM algorithm proposed in (Hu and Wang, 2004) was used for monoaural segregation. Im-
provement in the localisation accuracy over the state of the art methods for reverberant conditions
was reported. The system was further extended in (Woodruff and Wang, 2012a) and comprised of
independent binaural and monoaural processing paths. The former generated azimuth candidates
and the latter combined time-frequency bins which were thought to originate from the same source.
In the final stage the two paths were combined to yield improved location estimates. The system
used the multi-source pitch determination algorithm presented in (Jin and Wang, 2011b). Similarly
to (Woodruff and Wang, 2010b), the evaluation was performed for the localisation accuracy though
no improvement over (Woodruff and Wang, 2010b) was not reported. The system proposed in
(Kepesi et al., 2007) used a decomposition of the cross-correlation function into a joint position-
pitch space. This was based on the observation that the cross-correlation calculated for a stereo
signal encodes cross-channel delay as well as periodicity lag. The method provided the multi-source
pitch determination as well as location estimation algorithms but no experimental results were made
available.
Outside of the CASA related work, similar approaches to perform joint source localisation and
multi-source pitch determination in the context subspace search methods and optimal filtering were
presented in (Zhang et al., 2012) and (Zhou et al., 2013) respectively. However evaluation of the
methods was relatively limited and involved synthetic sources in anechoic simulations.
Segregation based on harmonicity
The system proposed in (Every and Szymanski, 2006) used multi-pitch detection to guide the
separation of harmonic signals by filtering spectral peaks. Dedicated filters were used to handle
overlapping harmonic components. The TANDEM algorithm (Hu and Wang, 2004) used iterative
estimation of target pitch and target source binary mask. It was based on assumption that only
a part of the speech signal was required to estimate the pitch therefore that it was possible to
segregate the target speech with imperfect pitch trajectory.
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Separation using joint harmonicity and IPD
The system proposed in (Woods et al., 1996) used periodicity and binaural (spatial) cues to segregate
target speech. This system employed algorithms for periodicity and spatial cues independently and
combined the output using confidence measures in an iterative fashion. One of the characteristics
of the system was that it could (in principle) employ any algorithm for processing periodicity and
binaural cues. The algorithm was developed in the context of a hearing aid processing therefore one
limitation of the system was that it assumed the frontal position of the target signal.
The system proposed in (Nakatani et al., 1996) estimated the harmonic structure along with the
binaural cues (IID and IPD). The system did not employ pitch determination stage but instead
estimated fundamental frequency by analysing harmonic structure. Spatial cues were used to arbi-
trage the conflicting energy allocation between the competing harmonic components and conversely,
directional information about sources was refined by applying constraints on harmonic structure of
sounds. The system worked in a Residue Driven Architecture (Nakatani et al., 1996) where iterative
estimation and extraction of sources continues until all target sources are segregated.
The system proposed in (Shamsoddini and Denbigh, 2001) used cross-correlation between two
channels to determine the dominant signal at each time instance. The target and interference
signals were estimated by the use of a beamforming method. Pitch determination was performed on
estimated signals to enhance the resulting harmonics in the estimated signals. System was evaluated
in reverberant conditions and a significant improvement in word recognition rate was reported. The
system proposed in (Woodruff and Pardo, 2007) used a staged approach to employ location, pitch
and amplitude cues in order to segregate musical signals in anechoic mixtures. The system estimated
individual sources with the DUET algorithm (Yilmaz and Rickard, 2004), which were subsequently
used for the single source pitch determination using the algorithm in (Boersma, 2000a). The system
was evaluated on mixtures with up to 4 sources and SDR improvement over DUET separation was
reported. A variant of this method was further extended in (Han and Pardo, 2009) to allow iterative
improvement of source estimates (via the DUET algorithm) and harmonic mask (via improved pitch
estimates).
The system proposed in (Woodruff and Pardo, 2007) employed joint pitch and localisation by using
a two-dimensional recurrent timing neural network. In analogy to (Kepesi et al., 2007) pitch and
location were simultaneously analysed in a 2D space. Separation evaluation was performed using
two-source anechoic mixtures. The system proposed in (Woodruff and Wang, 2012b, 2013) used
the Hidden Markov Model framework to track the location and pitch of active sources (arbitrary
number). The system used two kinds of trained Multi-Layer Perceptrons (MLPs) to label time-
frequency bins to sources. The binaural MLP was trained on the IPDs and the ILDs, while the
joint MLP was trained on both mono- and binaural features. The former is used when the source
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is detected unvoiced and the latter otherwise. The system used the multi-pitch detection algorithm
presented in (Jin and Wang, 2011b). The system was evaluated using two and three speaker
reverberant mixtures and the performance gains over other state of the art systems were reported.
Discussion
The review above presents a wide selection of methods employing harmonicity for variety of ap-
plications: pitch estimation, source localisation and source separation. Most of the methods were
reported to yield improved performance over selected benchmarks and provided evidence for the claim
that harmonicity can be used to improve separation in conjunction with spatial cues (Woodruff and
Wang, 2013). What most of the reviewed systems have in common is that the reported results
rarely included any intermediate results. While the end performance is what matters most, it would
be also interesting to understand what was the relative contribution of the added features, especially
in the case of pitch base segregation, given relatively good performance of the binaural methods.
For example, one of the most recent systems (Woodruff and Wang, 2013) reported significant gains
(2 dB) in the separation performance over one of the MESSL systems (Mandel et al., 2010). How-
ever, it did not directly report the separation performance of the individual binaural and pitch based
separation modules or how the latter depended on the quality of determined pitch trajectories. 1
5.3 Pitch based Harmonicity Mask for Source Separation (PRIMUS)
In this section the Pitch based haRmonIcity Mask for soUrce Separation (PRIMUS) system intro-
duced. The proposed system uses an alternative approach to calculate harmonicity cue. Instead
of running a multi-source pitch determination algorithm on a mixture signal, it is proposed to use
a single source pitch determination algorithm on source signals reconstructed from the preceding
binaural separation algorithm. The motivation behind this approach is to reuse available pitch deter-
mination algorithms as well as pitch based harmonic grouping algorithms. The pitch determination
is performed on the reconstructed sources which in this thesis is done, but not limited to the LOCUS
algorithm (experiments were also performed with the MESSL system). For that purpose, the process
of conditioning reconstructed sources for the optimal pitch determination accuracy was investigated.
Given the pitch is found for all assumed sources, the separation mask calculation is performed in
two stages. Firstly, a mixture signal is decomposed into harmonic and residual parts for each of
the underlying sources a mixture. For this task the Pitch Scaled Harmonic Filter (PSHF), which
1Results using Hit-FA metric (difference between hit rate and false alarms - counted correctly vs. incorrectly
labelled T-F units compared to the IBM) were reported which showed that using both pitch and azimuth information
gave 11% improvement over just azimuth.
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Figure 5.2: Block diagram of the separation system (JANUS) using joint IPD (LOCUS) and harmonicity
cues (PRIMUS).
adapts the time-frequency scale to extract the exact harmonic components at their true frequency
as opposed to the frequency defined by the underlying time-frequency resolution. Secondly, the
decomposed signals are used to determine separation masks in a given time-frequency scale.
The block diagram in figure 5.2 shows the components of the extended separation system. The
output of the IPD separation stage, namely posterior based separation masks, is fed into the re-
construction block. The reconstructed signal conditioning block combines a stereo reconstructed
signal into a mono signal which is then fed into the F0 estimation module. This is done for all
sources reconstructed from a mixture. With F0 tracks available pitch based grouping is performed
by PSHF on original mixture signal. Outputs of PSHF are transformed into spatial domain and
processed to obtain the posterior probabilities that can be used to generate separation masks. For
the PRIMUS system harmonicity based mask can be used directly to separate sources. The output
of PRIMUS and LOCUS are combined in the JANUS (see section 5.3.6) system which takes IPD
and harmonicity based separation masks and combines them into the final separation mask which
is then used to reconstruct sources.
5.3.1 Comparison with other systems
The PRIMUS system has some similarities with other systems. The underlying idea to couple
a binaural separation system in order to reuse the reconstructed sources for single channel pitch
determination was used in (Woodruff and Pardo, 2007; Han and Pardo, 2009). The PRIMUS
system differs in a few aspects. Firstly, the systems in (Woodruff and Pardo, 2007; Han and Pardo,
2009) were based on the DUET system, which was shown to have poor performance for reverberant
mixtures (see chapter 4). In this chapter the PRIMUS system is shown to work with the LOCUS
system as well as with the state of the art separation system, MESSL. Secondly, the PRIMUS system
uses a different approach to generate harmonicity based mask. In (Woodruff and Pardo, 2007; Han
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and Pardo, 2009) a simple binary mask for frequencies being the multiples of pitch trajectory was
used. In the PRIMUS system, a probabilistic framework for mask calculation is introduced. The
framework works on decomposed harmonic and inharmonic signals generated by the Pitch-scaled
Harmonic Filter (PSHF).
There is also a feature which is not supported in the PRIMUS system and was used in (Han
and Pardo, 2009). It is an iterative improvement of binaural separation and harmoncity based
separation. In the PRIMUS system its output mask is combined with the LOCUS separation mask,
but no iterative refinement is supported. Last but not least, the reliance of the binaural system to
provide reconstructed signals for single source pitch determination restricts its use to binaural/stereo
mixtures (though PRIMUS could still be run on its own given pitch trajectories were provided).
5.3.2 Separation mask selection for signal reconstruction
The main goal of the reconstruction loop is to provide the best reconstructed signal for the single
source pitch determination stage that follows. One can expect that in majority of the cases the
separated and reconstructed signals will not be free from interference and some residual energy
from other sources will leak to the reconstructed signal due to the inadequacies of the preceding
separation process. In the case the binaural separation works reasonably well, the energy of the
interference signal can be assumed to be low compared to the target signal energy. Therefore this
may have little effect on the pitch determination accuracy. On the other hand, the interference
signal may increase the noise floor and make it harder for the pitch determination algorithm to
distinguish between voiced, unvoiced or no activity of the target signal. Furthermore, it was shown
in chapter 4 that the performance of the IPD based reconstruction can vary between algorithms in
terms of interference suppression depending, for example, on how they handle the IPD ambiguity at
the crossing frequencies.
Unlike in the final reconstruction stage in the LOCUS system, the choice between the soft and binary
mask in the may not be obvious. Soft masks produce better quality reconstruction of the target
source but this may adversely impact the reduction of interference from other sources if the values
are compressed around 0.5 level rather than spanning the whole [0, 1] range (see section 4.5.8). This
is because soft masks tend to assign low, but non-zero, values to interfering sources. On the other
hand, the hard threshold-based assignment used in the binary mask computation inherently results
in zero-valued masks for interfering sources. This is shown in section 2.6.1 where the IRM scores
slightly higher in SDR performance than the IBM but the rank is exactly opposite for the SIR metric
with the IBM scoring higher than the IRM. Better interference suppression might indicate that the
binary mask is more optimal than the soft mask for the task of single source pitch determination.
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The IBM was found useful in suppressing noise in experiments reported in (Brungart et al., 2006;
Li and Wang, 2008) however those reports did not include evaluation of other types of separation
masks.
In a practical environment the choice between the binary and soft masks for reconstruction may also
depend on the signal to noise ratio achieved in the reconstruction process, the amount of interfering
sources or the amount of reverberation present in the environment. A method for separation mask
post-processing was proposed in (Mandel et al., 2010). The method, allows the transition from soft
to binary separation mask to be controlled in the adaptive fashion:
f (m) =
1
1 + exp(−β(m − α)) (5.3)
where, m is the original mask value and α and β are the sigmoid function parameters.
5.3.3 Reconstructed signal selection for mono pitch determination
The separation system is based on processing of the two channels in order to use the interchannel
information. Harmonicity is strictly a feature of a mono channel signal. Therefore in a binaural
separation system harmonicity mask calculation can be derived: on both channels in isolation, on
one of the channels or by using the combination of the two channels. In each of the cases this may
impact the separation performance and computational complexity of the system. Those options are
reviewed next.
Stereo to mono downmix
The most straightforward approach to downmix a stereo signal to a mono channel signal is to take
the average across both channels. This approach was used in (Christensen et al., 2007) prior to
pitch determination:
SF 0(ω, t) =
(
Sˆ l (ω, t) + Sˆ r (ω, t)
)
2
(5.4)
where, Sˆ l (ω, t) and Sˆ r (ω, t) are left and right channels of the reconstructed spatial image of a
source. This approach could be considered suboptimal in the sense that it disregards the effect of
the phase difference between the two channels in the case in which the source is not located on
the median plane. A similar consideration can be taken for downmixing and encoding applications
(Samsudin et al., 2006). A single frequency component at both receivers is considered:
S l (ω, t) =
∣∣S l (ω, t)∣∣e−j(ωt+φl (ω,t)) (5.5)
S r (ω, t) =
∣∣S r (ω, t)∣∣e−j(ωt+φr (ω,t)). (5.6)
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The instantaneous power of the average of the two channels is given by (see appendix A for deriva-
tion):
∣∣SF 0(ω, t)∣∣2 = ∣∣∣∣∣ Sˆ l (ω, t) + Sˆ r (ω, t)2
∣∣∣∣∣
2
(5.7)
=
|S l |2 + |S r |2 + 2|S l ||S r |cos(φr (ω, t)− φl (ω, t)
4
. (5.8)
Equation 5.8 shows that the instantaneous power is determined by the amplitude of both signals
and the cross-term which is modulated by the phase difference between the two channels. This
phase difference is in fact the IPD and the value of the cross-term is determined by the location of
the sources and changes with frequency. Therefore, such naive combination of both channel signals
works best only for sources located on the median plane. For sources with lateral displacement from
the median plane this nonzero delay will result in the attenuation or amplification (coloration) of
the frequencies where the phase difference equals to pi and 0 respectively.
In the ideal separation case the reconstructed signal in both channels is the same signal but time-
shifted. Averaging of the time shifted signals is a core task of microphone array beamforming
algorithms. One of the simplest type of beamforming algorithm, the Delay-And-Sum uses the
average delayed signals to boost the target signal from a given location (azimuth) and to attenuate
masker signals arriving from different locations (Brandstein and Ward, 2001). In order to achieve the
best Signal to Masker Ratio (SMR), beamforming algorithms typically operate on multi-microphone
arrays. In case of a binaural signal (two microphone array), the reduction of unwanted masker
signal will be minimal but maximisation of the cross-term from equation 5.8 will at the very least
not degrade the target signal. To align one of the channels, the property of the Fourier transform,
where a delay in the time domain is equivalent to the phase shift in the spatial domain, can be used:
X l (ω, t) = X r (ω, t) exp−iωτd . (5.9)
In this way the time delay in one of the channels, τd can be compensated and both phased alligned
channels can be downmixed to give the mono signal:
X m(ω, t) =
1
2
(
X l (ω, t) + X r (ω, t) expiωτd
)
. (5.10)
Figure 5.3 shows example of the spectrograms of a source signal located at −90◦ azimuth after
downmixing to mono using the naive and the phase aligned downmix. There is visible cancellation
of the energy for frequencies between 2000 Hz and 2500 Hz for the naive downmix.
Better ear signal selection
Alternative to employing both channels is to choose the one which has better quality of the recon-
structed target signal. It is possible to make such a prediction based on the analogy to the better-ear
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Figure 5.3: Examples of spectrograms for the naive (left) and the phase aligned (right) stereo to mono
conversion.
listening phenomenon . The better-ear listening describes a situation where competing sources, if
they originate from different locations, have higher SMR in one of the ears. The increase in SMR
is a result of the head shadowing effect which depends on spatial location of the sources as well
as their distance (Shinn-Cunningham et al., 2005). Selective attention to the better-ear was found
to have an important role in human speech segregation and is complementary to binaural listening
which takes advantage of spatial redundancy of a signal (Brungart and Simpson, 2002). The effect
is emphasized when the distance between source and listener is relatively small.
This rationale was used in (Hu and Wang, 2004) on pre-mixed signals to determine which of the
channels should be processed for monoaural features extraction. However, in a real life system there
is no access to the reference signal therefore it is not straightforward to determine which channel
has better quality of separation and reconstruction. A simple better-ear selection algorithm that is
based on the estimated location of a sound source is proposed:
sF 0k (t) =
 sˆ lk (t) θˆk ≤ 0sˆ lk (t) θˆk > 0 (5.11)
where, sˆ lk (t) and sˆ
l
k (t) are left and right channels of the estimated spatial image of source sk and
θˆk is the estimated azimuth of that source signal.
Using both channels
The last variant presented in this section is to perform independent pitch determination on both
channels. This gives an option to generate independent separation masks for the left and the right
channels. It is assumed that this variant should not outperform the better ear variant since one
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of the channels will have exactly the same performance as in the better-ear variant. The cost of
this variant is mainly in computational resources as it requires twice as much resources (due to two
channels for processing) to generate the two separation masks.
5.3.4 Pitch based Simultaneous Grouping
Generation of a pitch trajectory for a source can be interpreted as a form of sequential (time
dimension) grouping. The grouping involves only one frequency component per source i.e. the
fundamental frequency. For frames where the pitch trajectory is not defined the source is assumed
to be either unvoiced or silent. In order to generate separation mask, time-frequency bins need to be
assigned to one or more of the sources present in the mixture. This is done through a simultaneous
grouping stage (across frequency dimension), where a measure of harmonic relationship between
time-frequency bins and the fundamental frequency is calculated. The key assumption underlying
this process is that the frequencies of the harmonic components originating from the same source
are multiples of its fundamental frequency (pitch). In (Woodruff and Pardo, 2007; Han and Pardo,
2009) harmonicity based separation mask is calculated using the following formula:
MASEj (ω, t) =
 1 ∃ωk |ωk − ωF 0(t)| < δF 00 otherwise (5.12)
where, δF 0 is a predetermined threshold. Similarly for the correlogram based methods (Roman and
Wang, 2005; Jin and Wang, 2009, 2011a) labeling of time-frequency bins involves measuring the
response from the time-frequency bin for a given periodicity. Both of the methods rely on hard
thresholds which control how many adjacent frequency components are extracted. In (Woodruff
and Pardo, 2007) the threshold was set to 1.5 times frequency resolution. This meant that three
spectral components for each harmonic frequency were extracted. In (Roman and Wang, 2005; Jin
and Wang, 2009) the threshold was set to 0.85 (derived through training).
Allowing some tolerance when matching frequency components against the pitch may be required in
the following situations. Firstly, there is a discrepancy between the frequency resolution of the time-
frequency representation, through which harmonic components are represented and the frequency
resolution of a pitch trajectory. For typical settings there is at least one order of magnitude difference
between the two. This means that the centre frequency of a harmonic component may not match
a multiple of a fundamental frequency. In methods based on the sinusoidal analysis this is usually
resolved by improving the frequency resolution of partials through interpolation techniques (Every
and Szymanski, 2006).
Secondly, frequency of the harmonic components may deviate from the assumed harmonic relation-
ship with the fundamental frequency. This deviation is well established for musical instruments,
5.3. Pitch based Harmonicity Mask for Source Separation (PRIMUS) 99
notably for piano (Every and Szymanski, 2006) though less prevalent for the human speech. How-
ever, reverberation can cause energy smearing of the frequency components and some results were
shown where employing additional measures of harmonic concordance improved segregation over
the simple integer multiple rule (Jin and Wang, 2009). Thirdly, there is a practical reason for wider
windowing of harmonic components. When the estimated pitch is not expected to be accurate, the
integer multiple rule will compound error for higher harmonics resulting in inaccurate extraction.
However, in any of these cases a widening window may have an adverse effect on quality of separated
signal by allowing energy leakage from other sources. The PRIMUS system addresses the first of
the problems: the mismatch between finite resolutions of time-frequency representation and that
of fundamental frequency. Next paragraph introduces the Pitch-Scaled Harmonic Filter (PSHF)
decomposition technique which is employed for harmonicity mask calculation.
Pitch Scaled Harmonic Filter (PSHF)
For grouping of harmonic components we use Pitch-Scaled Harmonic Filter (PSHF) proposed in
(Jackson and Shadle, 2001). PSHF is a decomposition technique that separates periodic and ape-
riodic components of a speech signal. The underlying idea behind PSHF is the Harmonic-to-Noise
Ratio (HNR) measure which represents relative contribution of periodic and aperiodic components
in the signal. HNR is calculated using the pitch-adjusted Hann window which at time tp is defined
as:
w(n) =
1
2(1− cos2pin) n = {0, 1, .., Ntp − 1}. (5.13)
The choice of the analysis window is important due to its spectral leakage properties. Spectral
leakage results in energy from a frequency component spreading across to adjacent bins. With
a good choice of the window, which reduces the spectral leakage, harmonic components will be
concentrated at frequency bins which are integer multiples of b, where b is an integer number of
pitch periods T such that:
N = bTtp . (5.14)
Since choice of b determines the length of the analysis window it will therefore impact the trade-off
between the temporal and spectral resolutions of the decomposition. For a window w(n) at time tp
the DFT spectrum is calculated as:
X (ω, tp) =
N−1∑
n=0
w(n)s(n + tpFs − N/2)e(
−jωn
N ) (5.15)
where, energy from harmonic part is concentrated at coefficients ω ∈ ΩB ,
where ΩB = {Fs bN , Fs 2bN , ..., Fs b(N−1)N }. The harmonic part is the extracted from X (ω, tp) by simply
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Figure 5.4: Spectrograms of voiced and residual signals after PSHF decomposition. The two sources are
segregated from a two speaker mixture.
assigning energy at the coefficients:
X v (ω, tp) =
 2 ∗ X (ω, tp) for ω ∈ ΩB0 otherwise. (5.16)
The inharmonic residual is subtracted from the spectrum of the original signal
X u(ω, tp) =
 Xω, tp)− 2X v (ω, tp) for ω ∈ ΩBX (ω, tp) otherwise. (5.17)
The reconstruction of signals back into the time domain estimate of harmonic signal is obtained
by the inverse transform and windowing. PSHF requires pitch trajectory information to control the
pitch-adjusted window. This means that PSHF operation has to be run independently for each of
the sources in a mixture. Figure 5.4 shows examples of spectrograms for harmonic and inharmonic
parts of two sources. Silence gaps in harmonic signals spectrograms are directly controlled by the
input pitch.
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5.3.5 Separation Mask calculation using PSHF
Harmonic signal which is the output of PSHF could be used on its own as a separated signal.
However, the separation quality of such signal may be suboptimal. Firstly, the signal only contains
harmonic components of the target source while the unvoiced components of the target are streamed
to the residual signal. While the importance of the voiced phonemes for speech intelligibility is far
more significant than the importance of the unvoiced phonemes, the latter account for about 20%
of all phonemes that exist in phonetically balanced utterances in English language (Hu and Wang,
2008). Therefore, the lack of them in a separated signal may sound unnatural. Secondly, audible
artefacts in the reconstructed signal may be the result of abrupt energy level changes due to hard
voiced/unvoiced decisions conveyed in pitch input vector (as shown in figure 5.4). Thirdly, since
PSHF is applied to each target signal in isolation there is no mechanism to deal with overlapping
harmonics.
In this paragraph a method to calculate time-frequency harmonicity separation mask based on PSHF
outputs is introduced. The resolution of time-frequency masks is the same as for the IPD based
mask which allows straightforward masks combination. This means that outputs of PSHF are
transformed back to the time-frequency representation. This operation may reintroduce spectral
leakage which has been removed during by PSHF in the first place. On the other hand, the
availability of decomposed signals for all estimated sources may lend itself to solve, at least partially,
some of the problems mentioned for the PSHF output signals. Given the pitch trajectory for the
source i PSHF decomposes a mono mixture signal into two components: voiced signal from the
target source X vi and the residual signal X
r
i :
X (ω, t) = X vi (ω, t) + X
r
i (ω, t). (5.18)
The residual signal X ri (ω, t) is comprised of voiced parts of the remaining sources and unvoiced
parts of all of the sources (including the target source):
X ri (ω, t) =
∑
i
X ui (ω, t) +
∑
j 6=i
X vj (ω, t). (5.19)
PSHF is performed for all known sources and these results with sets of decompositions containing
different combinations of the same underlying signals. For convenience, the binary indicator variable
zi (ω, t) which can take one of the values {0, 1} is introduced. An assumption is made that in a
given time-frequency bin a source can be either voiced or unvoiced. The latter one also represents
source during stages when it is not active. The two states of unvoiced but active speech and silence
are combined together as the only determination of a source’s state concerns voiced activity via
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pitch. This is expressed by the variable zi (ω, t) which is set:
zi (ω, t) =
 1 F 0i (ω, t) 6= 0 ∀ω0 otherwise (5.20)
where, F 0i (ω, t) is the pitch trajectory vector for source i . Since zi (ω, t) is controlled by the pitch
vector it is fixed for all frequencies at the given time frequency frame. Incorporating the indicator
variable results in:
X (ω, t) = zi (ω, t)X
v
i (ω, t) + X
r
i (ω, t) (5.21)
= zi (ω, t)X
v
i (ω, t) +
∑
i
zi (ω, t)X
u
i (ω, t) +
∑
j 6=i
(1− zi (ω, t))X vj (ω, t). (5.22)
In order to compute separation mask contributions of voiced and unvoiced parts for estimated sources
need to be combined. The likelihood that time-frequency bin (ω, t) originates from the source i is
given by:
p(i |X (ω, t)) = zi (t)p(i |X v (ω, t),ω, t) + (1− zi (t))p(i |X u(ω, t),ω, t). (5.23)
Estimation of the likelihood for the voiced part is trivial as it comes directly from the decomposed
signal X vi :
p(i |X v (ω, t)) = X
v
i (ω, t)
X (ω, t)
(5.24)
and
p(i |X u(ω, t)) = 1
Ju(ω, t)
|X (ω, t)−∑i X vi (ω, t)|
|X (ω, t)| (5.25)
where, Ju(ω, t) is number of sources for with zi (t) = 0. Finally, the posterior probability is obtained:
p(X (ω, t|i) = p(i |X (ω, t)∑
i p(i |X (ω, t)
. (5.26)
The final separation mask is created from the posterior probabilities:
MPRIMUSi (ω, t) = p(X (ω, t|i)
=
p(i |X (ω, t)∑
i p(i |X (ω, t)
. (5.27)
5.3.6 Joint Localisation and Harmonicity Mask for Source Separation (JANUS)
The final stage of the system is to combine separation masks generated by LOCUS and PRIMUS
systems. The motivation for combining the outputs is the assumption embedded in Auditory Scene
Analysis principles which stated that source separation task can be performed by humans thanks to
plurality of auditory cues rather than few dominant ones (Bregman, 1990). The role of the final
algorithm, named JANUS (Joint locAlisation and harmoNicity mask for soUrce Separation), is to
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provide the combined output mask. In (Kittler et al., 1998) several ways of combining classifiers
were reviewed. The product rule between the mask generated by PRIMUS sub-system and the mask
generated by the LOCUS sub-system is given as:
MJANUSi (ω, t) = η
(
MLOCUSi (ω, t) · MPRIMUSi (ω, t)
)
(5.28)
where, η is a scaling that ensures that MJANUSi (ω, t) is appropriately scaled in the range [0, 1].
The product rule assumes that the representations used are statistically independent. In the case of
the PRIMUS mask this is not guaranteed given it is calculated based on signals reconstructed using
the LOCUS system. We have tried other classifiers such as the sum rule, which in (Kittler et al.,
1998) was found to outperform other rules, including the product rule. The product rule was found
to suffer more from estimation errors that were present in one of the classifiers that the sum rule.
In the JANUS system, given the expected dependency between LOCUS and PRIMUS masks, the
amount of independent estimation errors in one mask only could be smaller than in case both masks
were derived in a more independent fashion. On the other hand, the dependency may limit how
much performance gain can be achieved by combining the two masks in such fashion. However, the
statistical dependency between LOCUS and PRIMUS masks was not studied in this thesis.
5.4 Experiments
Test Data
All experiments used the test data from the separation test set described in section 2.5.3.
Performance metrics
For the separation performance the SDR, PESQ and SIR metrics were used (see section 2.4).
In addition, some of the presented experiments report the accuracy of pitch determination tasks.
Voicing Decision Error (VDE), Gross Pitch Error (GPE) and Fine Pitch Error (FPE) as defined in
section 2.4.4 were used.
5.4.1 Experiment 1: Single source pitch determination for reverberant sig-
nals
Experiment description
In the experiment some of the well known single source pitch determination algorithms were tested:
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• PRAAT - PRAAT is a popular speech processing software which is used for speech research.
It provides three pitch determination algorithms: cross-correlation (cc), auto-correlation (ac)
(Boersma, 2000a) and subharmonic summation (shs) method in (Hermes, 1988). For the
experiment we used the ac and shs methods. Command line arguments for the PRAAT exe-
cutable were used (Boersma, 2000b). For the ac pitch determination the following command
was used:
To Pitch (ac)... 0.0 75.0 15 off 0.03 0.45 0.01 0.35 0.14 600.0
For the shs method we used the following command:
To Pitch (shs)... 0.01 50.0 15 1250.0 15 0.84 600.0 48
Both commands were the default recommended parameters described in (Boersma and Weenink,
2003a) and (Boersma and Weenink, 2003b) respectively.
• RAPT - Robust Algorithm for Pitch Tracking (RAPT) proposed in (Talkin, 1995). It is based
on the Normalised Cross-Correlation Function (NCCF) and the dynamic programming. We
used the implementation from the VOICEBOX MATLAB R© toolbox (Brooke, 2003)
• YAAPT - Yet Another Algorithm for Pitch Tracking (YAAPT) is the extension of RAPT
based on NCCF with attempt to improve the robustness of the algorithm for noisy speech.
The version used in the experiment was presented in (Zahorian and Hongbing, 2008). For
the experiment the MATLAB R© implementation of the algorithm available at (Zahorian and
Hongbing, 2014) was used.
• SRH - Summation of Residual Harmonics (SRH) proposed in (Drugman and Alwan, 2011)
employs harmonicity of a residual excitation signal. The algorithm is designed to deal with
additive noise. The GLOAT MATLAB R© toolbox was used in the experiment (Drugman, 2014).
The impact of the algorithm on performance of the PRIMUS system was evaluated for the different
reverberation conditions. The aim of the experiment was to test the resilience to reverberation noise
rather than to the separation noise. Therefore, the test signals used in this experiment were the
spatial images of all of the sources from the test two-source mixtures (see experiment 5.4.3) prior
to the mixing. The pitch determination was performed on a single channel. The better-ear rule
(see section 5.3.3) was used for selection of the channel with higher SNR of the target signal as
in (Hu and Wang, 2004). Since all algorithms were run on clean signals, apart from reverberation
noise, this was equivalent to generation of the reference trajectories as in experiment 5.4.3 and
testing against the reference trajectory generated with one of the tested algorithms would not be
informative. Instead the separation performance was evaluated using the PRIMUS system in the
same way as different approaches for reference trajectories were tested in (see experiment 5.4.3).
5.4. Experiments 105
0 0.2 0.4 0.6 0.8 1
4
4.5
5
5.5
6
6.5
7
RT60 (s)
SD
R
 
(dB
)
2 speakers
 
 
0 0.2 0.4 0.6 0.8 1
1.6
1.65
1.7
1.75
1.8
1.85
1.9
1.95
2
RT60 (s)
PE
SQ
 
(M
O
S)
2 speakers
 
 
PRAAT-AC
PRAAT-SHS
RAPT
YAAPT
SRH
Figure 5.5: Separation performance for PRIMUS algorithm fed with tested pitch determination algorithms.
Left plot shows SDR performance. Right plot shows PESQ performance. Pitch determination was performed
on pre-mixed signals. PRIMUS separation algorithm was run on two speaker mixtures.
Results
The separation results are shown in figure 5.5. All algorithms exhibited similar trend in separation
results where best performance was achieved for RT60 = 0.68 s rather than for anechoic conditions.
The rank in performance was generally the same for the SDR and PESQ metrics with the exception
for YAAPT and SRH methods. YAAPT outperformed SRH in SDR performance but achieved the
same PESQ performance. The best scoring method was RAPT followed by PRAAT-AC then YAAPT
and SRH. The difference in the SDR scores between RAPT and PRAAT-AC was relatively small and
mostly pronounced for the anechoic conditions. For the PESQ metric the performance gap between
the two best scoring methods was constant. The best performing algorithm was RAPT and achieved
about 0.5 dB SDR increase over the SRH method. The worst performing method was PRAAT-SHS
which scored significantly lower than all the other tested methods.
Discussion
The results showed that the choice of pitch determination algorithm with regards to its robustness to
reverberation noise plays a significant role in achieving good separation performance. The obtained
results are consistent with the results reported in (Babacan et al., 2013), where the performance
rank of pitch determination algorithms was found the same (between RAPT, PRAAT-AC and SRH).
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5.4.2 Experiment 2: Simultaneous segregation performance
Experiment description
The second experiment investigated the performance of the pitch based simultaneous segregation
method introduced in the PRIMUS algorithm (section 5.3.5). The method under test, (PSHF-M),
represents the proposed method for separation mask generation based on the PSHF decomposition
of signals (section 5.3.5). The separation mask is calculated from PSHF decomposed signals using
equation 5.27. The following benchmark methods were considered:
• SHF - (Simple Harmonic Filter) segregation of voiced speech presented in (Han and Pardo,
2009) and described in section 5.3.4. The separation performance was measured on harmonic
signals generated with the use of the binary separation mask.
• PSHF - (Pitch-Scaled Harmonic Filter) segregation of voiced speech presented in (Jackson
and Shadle, 2001) and described in section 5.3.4. The separation performance was measured
on harmonic signals generated directly by PSHF.
• JIN - segregation method introduced in (Jin and Wang, 2011a). The method used a multi-
pitch tracking which combined with the trained speech and non-speech models to construct
time-frequency mask. The implementation provided by authors in (Jin, 2011) was used.
The aim of the experiment was to evaluate the quality of separated signals. All methods were set up
using the reference pitch trajectories in order to establish the best possible performance of methods.
The experiment was run for two speaker mixtures.
Results
Separation results are shown in figure 5.6, where separate plots show the SDR, SIR and PESQ
performance scores. In terms of SDR the best performance was achieved by the PSHF-M algorithm.
The gap between the next best scoring method, PSHF, was to 1 dB on average. The difference
between PSHF and SHF was between 0.3 dB and 0.5 dB on average with non-overlapping confidence
intervals. For the SIR metric it was PSHF that scored best among all algorithms. The increase
in performance over the next scoring algorithm, SHF was in range of 2 dB. PSHF-M algorithm
achieved lower performance than both PSHF and SHF. However, for high reverberation conditions
its performance converged with SHF. For the PESQ metric, PSHF-M achieved the best performance
by a significant margin over the other methods. SHF and PSHF achieved very low scores with the
latter one being slightly better. JIN method scored poor results for SDR and SIR (specifically) but
second best for PESQ.
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Figure 5.6: Performance of pitch based simultaneous segregation algorithms. Left plot shows SDR perfor-
mance. Centre plot shows SIR performance. Right plot shows PESQ performance.
Discussion
This experiment showed that the method of mask estimation based on PSHF signals achieved signif-
icantly better separation performance (SDR and PESQ) for multi-source mixtures. The advantage
over SHF and PSHF is that the PSHF-M algorithm generates time-frequency mask for a whole
signal, and not just for its harmonic parts. Due to the limitations in modeling of the unvoiced signal
the algorithm achieved lower SIR score which means that the reduction of interfering sources was
weaker. This could be explained by the fact that a significant amount of energy from interfering
sources was passed through the mask in parts of the signal where the algorithm tried to guess
contributions from the unvoiced parts of the target signal compared to other sources. The second
conclusion from this experiment is that there is an advantage in adjusting the resolution of the
harmonic filter to the pitch of the target signal. The significant difference, 2 dB in SIR performance
over SHF suggests that PSHF managed to reduce the energy leaking arising from the finite time-
frequency resolution. Lower than expected performance for the JIN algorithm, for SDR and SIR
metrics in particular, may be due to the incorrect configuration of the algorithm. In the informal
listening test, the JIN algorithm was found to perform virtually no separation which could explain
the difference in the metrics.
5.4.3 Experiment 3: Reference pitch trajectories
The measurement of the pitch determination error is not straightforward when reverberation noise
is taken into account. The difficulty is to establish the relevant reference pitch trajectories (Jin
and Wang, 2011b). Figure 5.7 shows the separation performance results (SDR and PESQ) as a
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function of the reverberation time. The results are shown for three pitch trajectories: the pitch
trajectory calculated on laryngograph using the RAPT algorithm (denoted as GLOT) from (Pirker
et al., 2011), the pitch trajectory calculated on a recorder signal (close-mic capture) using the
PRAAT-AC algorithm (denoted as MIC) and the pitch trajectory calculated using the spatial image
signal with the PRAAT-AC algorithm (denoted as IMAGE). All trajectories were used independently
as the input to the PRIMUS separation algorithm (see chapter 5).
The motivation of the experiment was to establish which one of the trajectories provides the best
separation performance thus is the most relevant for reverberant sources separation evaluation. The
experiment was suboptimal in the sense that different pitch determination algorithm was used to
generate the GLOT trajectories (since provided by authors of the database). Therefore one possible
difference in the performance between GLOT and MIC may have been caused by a different behaviour
of pitch detection algorithms. However, this was not verified. Another observation which relates to
the experiment presented in 5.4.1 is that the RAPT algorithm yielded better separation performance
(via the PRIMUS system) compared with the PRAAT-AC algorithm. Therefore the difference in the
performance in figure 5.7 seems to be caused by the properties of the underlying signal rather than
by the difference in pitch determination algorithm.
Most interesting observation is the separation performance obtained with the reference pitch tra-
jectory calculated on the spatial image signal. Initially at low reverberation environments it yielded
inferior performance compared to the one yielded by MIC trajectory. But when reverberation noise
increases the spatial image trajectory outperformed the other two. This is especially stark for Room
D conditions (RT60 = 0.89 s) where the gap in the SDR results was over 1dB. This was also reflected
in PESQ scores where for Room D (RT60 = 0.89 s) there was a sharp decrease in the performance
from GLOT and MIC trajectories while only minor drop for IMAGE trajectory.
5.4.4 Experiment 4: Reconstructed signal conditioning for single source
pitch determination
Experiment description
This experiment addressed the signal conditioning operations that are applied to the reconstructed
signal before a single source pitch determination algorithm can be run. Two such operations are: the
type of separation mask for the reconstruction of estimated sources prior to pitch determination (see
section 5.3.3) and the type of signal combination or selection for a single source pitch determination
(see section 5.3.2). Three types of separation masks were tested: the Binary mask defined in
equation 4.4, the Soft mask defined in equation 4.3 and the Soft-Warped which used Soft masks
post-processed by the sigmoid function defined in equation 5.3 using α = 0.5 and β = 12. Finally,
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Figure 5.7: Separation performance measurement using ground truth pitch trajectories with SDR (right
plot) and PESQ (metric).
the three choices of signal selection were tested: Better-ear defined in equation 5.11, DAS (Delay
and Sum) defined in equation 5.10 and Naive defined in equation 5.4. All those variants were run
using the LOCUS-FAST algorithm for generating the reconstructed sources. Pitch estimation was
done using the PRAAT-AC algorithm and the PRIMUS system performed the source separation.
Results
Results are shown in figures: 5.8, 5.9 and 5.10. Figure 5.8 shows the impact of the algorithms on the
final SDR separation performance of the PRIMUS algorithm. In the two speaker mixture case signal
selection did not make much difference on the final separation performance as all methods achieved
virtually the same scores. For the three speaker mixtures bigger differences were presented. The
best SDR performance was obtained by the Naive method, followed by the DAS and the Better-ear
scoring lowest. The maximum difference between the best and the worst method was 0.2 dB for
some separation angles only. The confidence intervals overlapped for all methods.
Selection of the reconstruction mask resulted in even more varied results than for the signal com-
bination. In the two speakers mixture case the best separation was achieved by the Binary mask
reconstruction, followed by the Warped mask and the Soft mask achieved the worst performance.
The maximum difference between the best and the worst scoring method was 0.3 dB. For the
three speaker mixtures the rank of the methods was the same but the absolute difference between
the final separation performance halved to maximum of 0.15 dB. Figure 5.9 shows pitch detection
performance, the FPE and VDE metrics , for the tested method. The results are shown for the
three speaker mixtures only. In addition figure 5.10 shows the GPE metric for the tested source
reconstruction methods. For the signal selection methods the pitch detection performance metrics
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Figure 5.8: Separation performance results (SDR) for different signal combination and reconstruction meth-
ods for single pitch determination. Top left and top right plots show SDR performance for 2 and 3 speaker
mixtures generated with different signal combination methods for single source pitch determination. Bottom
left and bottom right plots show SDR performance for 2 and 3 speaker mixtures generated with different
signal reconstruction masks prior to single source pitch determination. The SDR performance was calculated
as the average for all sources is showed as a function of separation angle which was taken between position
of source 1 and source 2 (fixed at 0◦). Error bars represent 95% confidence intervals.
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(see section 2.4.4) coincided with the separation performance results. The lowest accuracy was
achieved by the Better-ear method. DAS and Naive achieved similar FPE performance though the
latter outperformed DAS method for the VDE metric. For reconstruction masks, the FPE and VDE
metrics did not show any difference 2. The difference in performance can be seen on the GPE results
for the two speakers case but less so for the three speakers case.
Discussion
The experiment showed interesting results, some of which were not originally expected. Overall the
impact of reconstruction operations, when considered in isolation, can be considered relatively minor.
However, if the performance penalty was additive, which was not tested in this experiment, the
impact could be up to 0.5 dB in the worst case which would not be insignificant. The evidence from
the experiment suggests that the best mask for reconstruction of sources prior to pitch estimation is
the Binary mask. This could be explained by better interference suppression. Interestingly, the Soft
mask was always inferior to the Binary mask although we expected that for better quality separation
conditions i.e. less reverberation noise the soft masks would score better. Since this was not the
case and there was no cross-over point between performance curves for Soft and Binary masks the
performance of Warped metric only emulated the performance of Binary mask.
For the signal selection the results were again not as expected. The best performance was obtained
by the Naive combination of both channels which could be considered theoretically suboptimal. The
evidence suggests that combining two channels prior to the pitch determination is better than using
just one channel signal. This could be explained by a relatively small impact of ILDs and effectively
the lack of the head shadowing effect in the mixtures used in the experiment. Analysis of VDE from
figure 5.9 shows that the error is larger for rooms with low DRR score (Room A (RT60 = 0.32 s),
B (RT60 = 0.47 s) and D (RT60 = 0.89 s)) where ITDs may not be as strongly pronounced as for
environments with low reverberation or high DRR score (Room X (anechoic) and C (RT60 = 0.68
s).
5.4.5 Experiment 5: Harmonicity based speech separation
Experiment description
In this experiment the performance of thePRIMUS system was evaluated. The aim of the experiment
was to compare the approach of using reconstructed signals for single pitch determination (as
supported in the PRIMUS system) with the approach of using multi-pitch source determination
2Note that values for different methods are horizontally shifted for better visibility.
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Figure 5.9: Pitch determination performance results (FPE and VDE) for different signal combination and
reconstruction methods for single pitch determination. Top left and top right plots show FPE and VDE
performance for 3 speaker mixtures generated with different signal combination methods for single source
pitch determination. Bottom left and bottom right plots show FPE and VDE performance for 3 speaker
mixtures generated with different signal reconstruction masks prior to single source pitch determination.
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Figure 5.10: Pitch determination performance results (Gross Error) for different signal reconstruction meth-
ods prior to single pitch determination.
directly on mixtures. Four IPD based separation algorithms were tested: three variants of LOCUS
(LOCUS-EM, LOCUS-FAST and LOCUS-CEM) as well as MESSL-R4. The use of different IPD
separation algorithms was necessary to establish whether the approach in the PRIMUS system could
be generalised to any binaural separation algorithm. In addition the IBM oracle mask was used to
provide ground truth reconstructed signals in order to establish how well the PRIMUS system could
perform if had access to a good quality reconstructed signals or pitch trajectories.
For the benchmark multi-pitch detection algorithm the Multi-Pitch Estimation and Streaming algo-
rithm presented in (Duan et al., 2014) (referred to as DUAN) was selected. The algorithm consists
of two parts: the multi-pitch estimation stage (Duan et al., 2010) and the multi-pitch streaming
stage. The multi-pitch estimation stage generates a number of pitch estimates for each time frame.
The estimates are independent between the frames i.e. at this stage the estimates do not constitute
pitch trajectories. This task is done in the second stage where the time-frame estimates are streamed
into pitch trajectories. The algorithm requires as input the number of sources present in mixtures
in order to stream out the correct number of pitch trajectories. The same limitation applies to the
LOCUS and PRIMUS systems.
In the preliminary tests other reference multi-pitch algorithms such as (Wu et al., 2003; Jin and
Wang, 2011b) were tried. Although the algorithms were executed in their original implementations
(Wu, 2004; Jin, 2011) using the suggested parameters, it was not straightforward to achieve a
reliable and robust behaviour of the algorithms. The advantage of the DUAN algorithm was that it
can incorporate other multi-pitch estimation algorithms, including (Wu et al., 2003; Jin and Wang,
2011b). Results in (Duan et al., 2014) showed that the DUAN system achieved a comparable pitch
estimation accuracy as other state-of-the art algorithms (Hu and Wang, 2013). It should be noted
though that the results are not directly transferable as the experiment framework did not consider
114 Chapter 5. Using Harmonicity for Source Separation
DUAN MESSL-R4 LOC-EM LOC-FAST LOC-CEM IBM
0
1
2
3
4
5
6
7
Algorithm
SD
R
 
(dB
)
2 speakers
DUAN MESSL-R4 LOC-EM LOC-FAST LOC-CEM IBM
0
0.5
1
1.5
2
2.5
3
3.5
4
4.5
5
Algorithm
SD
R
 
(dB
)
3 speakers
 
 
Reverberant Total
Figure 5.11: SDR separation performance for different pitch determination strategies. Left plot shows
performance for 2 speaker mixtures. Right plot shows results for 3 speaker mixtures. All algorithms used the
same separation framework (PRIMUS). DUAN used multi-pitch determination directly on mixture signal.
MESSL-R4 and LOCUS algorithms used pitch determination on reconstructed signals. IBM algorithm used
oracle IBM mask for source reconstruction prior to pitch determination.
reverberation noise 3.
Results
Results are shown in figures 5.11, 5.12 and 5.13. Figure 5.11 shows the SDR separation performance
for different pitch estimation strategies. The lowest score was achieved by DUAN which used pitch
estimation directly on mixture signals. Next was MESSL-R4 which on average scored at least 1 dB
better than the DUAN method. LOCUS-EM achieved better performance than MESSL-R4 and was
outperformed by LOCUS-FAST and LOCUS-CEM. The latter two algorithms achieved virtually the
same performance. LOCUS-CEM was marginally better for the three speaker mixtures case. The
difference between LOCUS-CEM and DUAN was about 2 dB for two speaker mixtures and about
1.75 dB for three speaker mixtures. The gap between LOCUS-CEM and IBM was less than 1 dB.
Pitch determination performance metrics are shown in figures 5.12 (FPE and VDE) and 5.13 (GPE).
Compared with other methods used in the experiment, the DUAN algorithm exhibited inferior pitch
determination performance as is shown by all reported metrics. The performance gap was bigger
for three speaker mixtures. The difference between MESSL-R4 and LOCUS-CEM was found for
the VDE and GPE metrics where LOCUS-CEM achieved better performance. The FPE scores for
MESSL-R4 and LOCUS-CEM were similar.
3The same test corpus was used
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Figure 5.12: Pitch determination performance results (FPE and VDE) for mixture signals. Top left and top
right plots show FPE and VDE performance for 2 speaker mixtures. Bottom left and bottom right plots
show FPE and VDE performance for 3 speaker mixtures.
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Figure 5.13: Pitch determination performance results (GE) for two speaker mixtures (left) and three speaker
mixtures (right).
Discussion
The main conclusion from this experiment is that the use of reconstructed signals and single source
pitch determination achieved better performance than multi-source pitch determination on mixtures.
The performance gap was found to be significant for the pitch determination accuracy for the
separation performance. The experiment showed that the framework proposed in the PRIMUS
system can work with different separation algorithms such as MESSL-R4.
5.4.6 Experiment 6: Final separation performance evaluation
Experiment description
In the final experiment the performance of the JANUS system, combining LOCUS (IPD based sep-
aration) and PRIMUS (pitch based separation) was evaluated. The processing behind the PRIMUS
sub-system could only be justified if it contributed to the overall separation gain and made per-
formance of the whole system better than the performance of LOCUS system on its own. This is
because LOCUS sub-system provides reconstructed sources to the PRIMUS sub-system which on
its own could not achieve better performance than LOCUS system in the first place. Therefore, the
main goal of the experiment was to test whether such contribution is provided. The results for the
PRIMUS algorithm were generated using the LOCUS-CEM algorithm. The Binary mask was used
for sources reconstruction. Channels were selected based on the Better-ear rule.
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The secondary goal was to establish how the system compared with other state-the-art systems which
used combined spatial and pitch based separation. The most relevant system that was evaluated
in a similar framework was (Woodruff and Wang, 2013). The system used two types of multi-layer
perceptrons: one for binaural cues and one for harmonicity cue in order to estimate IBM. The most
probable path was found using Hidden Markov Modeling. Pitch estimates for each time frame were
provided by (Jin and Wang, 2011b). The algorithm was reported to work with a variable number
of sources but the results were reported for the fixed number of static sources.
The comparison was done indirectly by analysing the results reported in (Woodruff and Wang, 2013).
The evaluation was done with the same BRIRs for two and three speaker mixtures and two the same
reference methods were used: MESSL (not stated in (Woodruff and Wang, 2013) which mode was
used) and DUONG. The reported results are shown in table 5.7 and were calculated for the whole
system. There are no results reported for the binaural or harmonicity MLP so contribution of each
part cannot be evaluated in separation.
Lastly, the results generated with ground truth information were used in order to assess how much
gain could be provided by the PRIMUS system in case the perfect pitch estimation was possible.
This was simulated with IBM used for reconstruction of the sources prior to pitch determination.
Results
A complete set of results is provided. Results used for comparison for MESSL-R4, LOCUS-CEM
were taken from the evaluation presented in chapter 4. The SDR, PESQ and SIR results are
presented in figures 5.14, 5.15 and 5.16 respectively. A detailed breakdown of the results for
different reverberation conditions is provided in tables 5.1 and 5.2 for the SDR results for two and
three speaker mixtures; in tables 5.3 and 5.4 for the PESQ results for two and three speaker mixtures;
and in tables 5.5 and 5.6 for SIR results for two and three speaker mixtures. The SDR performance
increase provided by the JANUS system was on average about 0.5 dB for two speaker mixtures
and 0.4 dB for three speaker mixtures. The performance gain for the SIR metric was about 1 dB
for two speaker mixtures and 0.8 dB for three speaker mixtures. For the reverberant results the
confidence intervals between LOCUS-CEM and JANUS did not overlap across the three metrics.
Further analysis of the performance gap as the function of the separation angle is shown in figures
5.17 and 5.18 for total and reverberant cases respectively. The pvalue calculated from the paired
T-test is shown in figure 5.19. In all cases values were lower than the pvalue of 0.05. Contribution
from the PRIMUS sub-system also resulted in performance increase of JANUS system compared
to MESSL-R4 system. The final difference for SDR metric was equal to 1.3 dB for two speaker
mixture and 0.8 dB for three speaker mixtures (1 dB including Room X (anechoic)). There was
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Figure 5.14: Final SDR separation results. Left plot shows separation results for 2 speaker mixtures. Right
plot show separation results for 3 speaker mixtures. Horizontal lines mark upper bounds for LOCUS-CEM
performance.
further improvement in the SIR performance where the difference between JANUS and MESSL-R4
equated to 2.3 dB for the two speaker mixtures and 4 dB for the three speaker mixtures.
Table 5.1: Final SDR separation performance for 2 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
PRIM 5.88 5.09 4.60 5.50 4.26 5.07 4.86
MESSL-R4 12.38 5.95 5.27 6.34 4.66 6.92 5.55
LOC-CEM 13.26 7.27 5.84 7.05 5.11 7.70 6.31
JAN 13.28 7.95 6.29 7.66 5.46 8.13 6.84
PRIM-IBM 5.89 5.74 5.64 6.52 5.12 5.78 5.75
JAN-IBM 13.35 8.88 7.51 8.94 6.45 9.03 7.95
IRM 15.19 15.05 14.16 13.81 12.92 14.22 13.98
IBM 14.89 14.72 13.84 13.54 12.58 13.92 13.67
RM 2.48 2.55 2.55 2.54 2.53 2.53 2.54
UM 2.72 2.77 2.80 2.77 2.77 2.77 2.78
Comparison with system in (Woodruff and Wang, 2013)
The comparison of the results with the system proposed in (Woodruff and Wang, 2013) is given
in table 5.7. In absolute terms, the reference system achieved a higher performance increase over
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Figure 5.15: Final PESQ separation results. Left plot shows separation results for 2 speaker mixtures. Right
plot show separation results for 3 speaker mixtures. Horizontal lines mark upper bounds for LOCUS-CEM
performance.
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Figure 5.16: Final SIR separation results. Left plot shows separation results for 2 speaker mixtures. Right
plot show separation results for 3 speaker mixtures.Horizontal lines mark upper bounds for LOCUS-CEM
performance.
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Table 5.2: Final SDR separation performance for 3 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
PRIM 4.11 3.34 2.97 4.06 2.61 3.41 3.24
MESSL-R4 7.41 3.97 3.39 4.50 2.97 4.44 3.71
LOC-CEM 8.54 4.59 3.70 5.29 3.07 5.04 4.16
JAN 8.90 5.08 3.98 5.87 3.28 5.42 4.55
PRIM-IBM 4.29 4.21 4.07 4.77 3.68 4.20 4.18
JAN-IBM 9.43 6.24 5.21 6.92 4.32 6.42 5.66
IRM 12.3 12.06 11.25 10.98 10.45 11.41 11.18
IBM 12.01 11.75 10.92 10.68 9.68 11.01 10.76
RM 1.33 1.35 1.387 1.38 1.38 1.37 1.37
UM 1.48 1.51 1.53 1.54 1.53 1.52 1.53
MESSL than then the JANUS system. This was 2.1 dB on average for the reference system compared
with 1.1 dB for the JANUS system. Comparison of other results seems to suggest though that tests
were run for slightly different conditions. For example, the scores achieved by the DUONG and
MESSL methods were higher than reported in this thesis. On the other hand performance of IBM
was significantly lower than IRM performance reported in this thesis. Another difference was that
the performance increase between MESSL and DUONG was 2.5 dB compared to 2.1 dB reported
in this thesis.
Analysis of results reported in (Woodruff and Wang, 2013) showed that the reference system had
much bigger gap over the MESSL method for small separation angles i.e. smaller than 20 degrees.
In the experiments reported in this thesis the smallest separation angle was set to 20 degrees. This
is most likely the most significant discrepancy between the two experiments. From the results it
can be seen that, for small separation angles, the JANUS method did not provide better separation
performance but rather converged to the performance of MESSL-R4. On the other hand, the results
in (Woodruff and Wang, 2013) showed that performance increase of the reference method dropped
for the larger separation errors.
5.5 Conclusions
In this chapter the PRIMUS system for separation of sound sources based on harmonicity was
presented. The system extended the LOCUS system by reusing the reconstructed sources for a
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Table 5.3: Final PESQ separation performance for 2 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
PRIM 1.75 1.79 1.80 1.84 1.80 1.80 1.81
MESSL-R4 2.92 2.00 1.94 2.08 1.92 2.17 1.98
LOC-CEM 2.92 2.11 1.97 2.12 1.93 2.20 2.03
JAN 2.91 2.20 2.03 2.18 1.98 2.26 2.10
PRIM-IBM 1.75 1.84 1.90 1.94 1.91 1.87 1.89
JAN-IBM 2.92 2.30 2.18 2.33 2.13 2.37 2.23
IRM 3.37 3.62 3.69 3.64 3.72 3.61 3.66
IBM 2.94 3.16 3.22 3.20 3.21 3.14 3.20
RM 1.48 1.57 1.61 1.63 1.65 1.59 1.62
UM 1.49 1.59 1.63 1.65 1.68 1.61 1.64
single pitch determination. Analysis of reconstruction path for the most optimal pitch determination
accuracy was presented as well as the review of the performance for the well-known single source pitch
determination algorithms. The PRIMUS system used Pitch-scaled Harmonic Filter to reduce the
impact of mismatch between resolution of estimated pitch trajectories and the resolution of the time-
frequency representation. Finally, the system provides a probabilistic calculation of the separation
mask using the decomposed signals generated from PSHF. For joint IPD and harmonicity separation
the LOCUS and PRIMUS sub-systems were combined as the JANUS system. The system is built
in modular way and allows pluging other algorithms i.e. results for the PRIMUS system combined
with the MESSL algorithms were presented.
The separation performance as well as the pitch determination accuracy were evaluated against the
selected reference methods. The results showed that pitch determination on reconstructed signals
achieves better accuracy than the state of the art multi-pitch detection algorithm on the original
mixture signals. The difference in performance was found to impact the subsequent separation
performance. Separation results showed that using harmonicity combined with the IPD can improve
the separation performance over the IPD only based separation.
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Table 5.4: Final PESQ separation performance for 3 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
MESSL-R4 1.89 1.58 1.56 1.67 1.56 1.65 1.59
LOC-CEM 2.05 1.64 1.58 1.73 1.54 1.71 1.62
PRIM 1.47 1.46 1.48 1.56 1.48 1.49 1.50
JAN 2.10 1.67 1.60 1.76 1.56 1.73 1.65
PRIM-IBM 1.48 1.54 1.58 1.63 1.61 1.56 1.58
JAN-IBM 2.15 1.78 1.71 1.86 1.67 1.83 1.75
IRM 2.97 3.20 3.27 3.23 3.27 3.19 3.24
IBM 2.25 2.38 2.38 2.43 2.29 2.35 2.37
RM 1.29 1.33 1.36 1.39 1.40 1.35 1.37
UM 1.29 1.34 1.38 1.40 1.41 1.36 1.38
Table 5.5: Final SIR separation performance for 2 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
PRIM 7.68 6.25 5.35 6.96 5.05 6.26 5.90
MESSL-R4 19.30 7.82 6.25 7.78 5.49 9.33 6.84
LOC-CEM 20.50 11.12 8.59 10.74 7.87 11.76 9.58
JAN 20.87 12.34 9.56 11.89 8.73 12.68 10.63
PRIM-IBM 7.73 7.65 7.60 9.03 6.90 7.78 7.79
JAN-IBM 20.98 13.58 11.35 13.65 10.16 13.94 12.18
IRM 23.17 22.70 21.56 21.07 19.94 21.68 21.31
IBM 24.18 23.60 23.71 22.28 21.33 23.02 22.73
RM 0.18 0.24 0.18 0.19 0.21 0.2 0.21
UM 0.19 0.20 0.20 0.19 0.20 0.20 0.20
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Table 5.6: Final SIR separation performance for 3 speaker mixtures
Room X Room A Room B Room C Room D Average
RT60 0 s 0.32 s 0.47 s 0.68 s 0.89 s Total Reverberant
PRIM 5.33 3.68 2.88 5.28 2.24 3.88 3.52
MESSL-R4 11.40 4.39 3.33 5.53 2.57 5.44 3.96
LOC-CEM 14.49 7.70 6.19 9.16 5.27 8.56 7.08
JAN 15.29 8.62 6.84 10.30 5.87 9.38 7.91
PRIM-IBM 5.74 5.74 5.54 6.85 4.86 5.74 5.74
JAN-IBM 16.12 10.40 8.83 11.89 7.63 10.97 9.68
IRM 20.36 19.86 18.95 18.56 17.51 19.43 18.72
IBM 21.17 20.63 19.88 19.61 18.78 20.01 19.73
RM −2.99 −2.95 −2.93 −2.92 −2.90 −2.94 −2.93
UM −2.99 −2.94 −2.91 −2.907 −2.91 −2.94 −2.91
Table 5.7: SNR separation performance for 2 and 3 speaker mixtures as reported in (Woodruff and Wang,
2013).
Room A Room B Room C Room D Average
RT60 0.32 s 0.47 s 0.68 s 0.89 s
Results from (Woodruff and Wang, 2013)
DUONG 3.5 3.1 3.9 3.5 3.5
MESSL 5.8 5.3 6.6 6.4 6.0
Woodruff 8.8 7.6 8.9 6.9 8.1
IBM 11.3 10.0 10.8 9.6 10.4
Results from table 5.1 and 5.2
DUONG 2.7 2.11 3.32 1.94 2.5
MESSL 4.96 4.33 5.42 3.81 4.6
JANUS 6.51 5.14 6.77 4.37 5.7
IRM 13.55 12.71 12.39 11.68 12.5
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Figure 5.17: Final total separation results shown as a function of separation angle.
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Figure 5.18: Final reverberant separation results shown as a function of separation angle.
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Figure 5.19: Paired T-test results between JANUS and LOCUS systems.
Chapter 6
Conclusions
6.1 Summary
This thesis explored the following aspects of the binaural source separation: the impact of phase
ambiguity on localisation and separation performance and evaluation of performance gains provided
by the harmonicity cue over the state of the art binaural separation system. In Chapter 2 the
evaluation framework for the proposed system was reviewed. The selected performance metrics
were investigated on the oracle estimators. It was found that the widely used oracle estimator, the
Ideal Binary Mask had a suboptimal performance when tested with the PESQ metric. The informal
subjective test highlighted the problem in separation quality when compared to another oracle
estimator, the Ideal Ratio Mask. This is an interesting finding which could be further explored in
order to validate the widely adopted claim on the optimality of the IBM.
In Chapter 3 the localisation algorithm based on IPD data was introduced. The algorithm combined
the Cross-phasogram representation with the robust MLESAC based search for the line models
corresponding to sources present in a mixture. The algorithm was evaluated against the reference
algorithms and was found to outperform the other IPD based method which used the LS estimator
but was outperformed by the popular PHAT-S algorithm. The experiment demonstrated that IPD
data can be successfully used for source localisation. In a separate experiment it was shown that the
algorithm benefited from operating on the whole range of IPD data. When limited to low frequency
range the performance of the algorithm dropped significantly. On the other hand the results showed
that the localisation performance depended mostly on the IPDs from the low frequency range.
In Chapter 4 the LOCUS separation system was introduced. The effect of phase ambiguity that arises
from the interaction of IPDs between the sources was studied. It was found that the model based
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mask separation can be improved if parameters of the model are set to minimise the effect of the
ambiguity. The LOCUS-FAST variant was shown to achieve the same or better performance than the
reference algorithms with significantly reduced amount of calculations required. The performance
was further improved in the LOCUS-CEM variant which combined the intitialisation of the model
with the EM learning.
In Chapter 5 the separation system was extended to use the harmonicity. Firstly, the PRIMUS
separation sub-system was introduced. The adopted approach was to reuse reconstructed sources
from the LOCUS sub-system and use standard single pitch determination methods in order to
find the pitch of each of the sources. This is in contrast to the approach where a multi-source
pitch determination algorithm is required to run on the original mixture signal. The approach was
evaluated for a number of well known pitch determination algorithms and was shown to provide
more accurate pitch trajectories than the multi-source pitch detection approach. The construction
of harmonicity based mask was investigated. For that purpose, the Pitch-scaled Harmonic Filter was
employed. The experiments showed that it provided better performance than the simple harmonic
filter used in other approaches. The outputs of the PSHF were used for the calculation of probabilistic
separation masks. For the final separation performance the LOCUS and the PRIMUS subsystems
where combined together in the JANUS system. The system was evaluated against the LOCUS
system and the reference binaural separation system MESSL. The JANUS system outperformed
the two systems in separation performance but the gains were under 1 dB. It was shown that
improvement in the accuracy of pitch trajectories can translate into improvements provided by the
system.
6.2 Research questions and contributions
The thesis has provided evidence sufficient to answer the following research questions.
1. What is the impact of phase ambiguity on machine source separation?
2. Can pitch-based harmonicity provide gains over the state of the art binaural separation algo-
rithms?
For the first question it was established that phase ambiguity can be resolved for the localisation
of sources with IPD data only. The analysis is Chapter 4 showed that phase ambiguity may have
a bigger impact on the separation performance especially when a mixture model is used. Previous
studies showed that some separation algorithms exhibit what was called ambiguity masks (Mandel
et al., 2010). In (Mandel et al., 2010) the problem was partly resolved with the use of the ILDs that
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provided complementary information to the IPDs. Separately the review of the parametric methods
for calculating probabilistic separation masks showed that more attention is given to initialisation of
the means of the components while variance is usually initialised by a constant. The analysis showed
that the learning algorithms, such as EM, will tend to assign uniform values to all components in the
mixture model for those frequency bands where IPD values from different sources tend to align due
to phase wrapping. The proposed approach showed that the improved initialisation of the variance
in the mixture model combined with prediction of the phase ambiguity bands can optimise mask
calculation and provide performance gains. The conclusion for this research question is that it is
possible to significantly reduce the impact of phase ambiguity problem in source separation systems
with the use of IPD data only.
For the second question the evidence shown in the thesis supports the claim that pitch-based
harmonicity can provide gain over the state of the art binaural method. There has been however
some limitations in this approach which need to be taken into account. The system presented in
the thesis relied on the separation performance by the preceding binaural separation system due to
quality of the reconstructed sources. This approach can be only applied in the binaural systems and
this conclusion does not apply to the monaural separation systems.
6.2.1 Contributions
The work presented in the thesis is novel in the following areas:
1. Introduction of the localisation algorithm based on line models search using the Cross-phasogram
representation. Cross-phasogram is a novel representation that aggregates phase differences
over several time frames and provides a view on all possible hypothesis for unwrapped IPD
data. The introduction of MLESAC framework for finding the line models in the Cross-
phasogram representation improves robustness of estimates compared to previously proposed
Least-squares search methods.
2. Introduction of the LOCUS system which models IPD data in a mixture using a probabilistic
framework. The contribution of this thesis is the LOCUS-FAST scheme for initialisation of
the GMM which takes into account the frequency dependent interactions between the models
corresponding to the sources. The resulting algorithm provides a fast calculation and achieved
the same or better performance than state-of-the art methods at the fraction of required
resources.
3. Introduction of the LOCUS-CEM (Constrained Expectation Maximisation) scheme which com-
bines prior initialisation from the LOCUS-FAST and the Expectation Maximisation learning
algorithm. The method is found to outperform selected state of the art methods.
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4. Introduction of the PRIMUS system. The system uses signal reconstruction from a binaural
separation system and combines it with a single pitch determination methods. The system is
shown to outperform multi-pitch determination systems for two and three speaker reverberant
mixtures.
5. Application of the Pitch-scaled processing for simultaneous segregation which aims to reduce
the leakage otherwise present due to finite time-frequency representation. This resulted in
improved segregation performance over the standard harmonic filters.
6. Introduction of the JANUS system which combines separation systems based on IPDs and
harmonicity. The system was evaluated and is shown to outperform the state-of-the art IPD
based systems.
6.3 Future Work
Some ideas for future work are presented in the following paragraphs.
6.3.1 Evaluation framework
One aspect of future work could involve extending the evaluation framework into different condi-
tions. Firstly, using more varied audio signals would provide better understanding of the system’s
separation performance for a general source separation problem. Secondly, other types of room
impulse responses could be used where near-field source conditions such as strong reflection from
walls could be simulated. Another extension would be to simulate moving sources which is more
representative of the real-life scenarios. Finally, a simulation of natural, ambient noise sources would
also help to generalise the results.
The second aspect that could be investigated, would be to use the system as the front-end to the
ASR system.
6.3.2 Source localisation
It was a bit disappointing that the proposed source localisation algorithm did not perform better
than the reference GCC-PHAT algorithm. One interesting experiment could be to investigate why
the MLESAC localisation performed quite well for difficult conditions but relatively poor for the ane-
choic conditions. Answering this question may help to establish whether the general performance
can be improved. Another idea could involve the weighting function in the Cross-phasogram repre-
sentation. Similar ideas have been tried where a weighting derived from the inter-aural consistency
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or based on the precedence effect was used to increase the robustness or the accuracy of time delay
estimates. Finally, for the moving sources scenario the extension of the guided sampling idea could
be investigated.
6.3.3 Source separation based on IPDs
One interesting extension of the LOCUS system would be to provide a mechanism for the model to
learn how many active sources are present. At the moment the model relies on the prior knowledge
which is a serious limitation compared to other available systems.
6.3.4 Harmonicity based separation
Investigations presented in this thesis showed that for some cues (harmonicity in the case of this
thesis) it is beneficial to work with the reconstructed signal rather than with the original mixture
signal. Further work could involve exploring this idea further. One direction would be to extend
the probabilistic framework to enable the iterative refinement of the cues and of the reconstructed
signal. Such algorithms have been already explored in (Han and Pardo, 2009) but it is not clear how
the iterative system refines the estimates if the first iteration provides already relatively high quality
reconstruction. The second direction would be to extend the framework into other monaural cues,
preferably unvoiced cues, that could benefit in the same way as harmonicity estimation and would
complement the existing harmonic part of the system.
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Appendix A
Superposition of same frequency
components
Two oscillator signals having the same frequency but different phases are given as:
S l (ω, t) =
∣∣S l (ω, t)∣∣e−j(ωt+φl (ω,t)) (A.1)
S r (ω, t) =
∣∣S r (ω, t)∣∣e−j(ωt+φr (ω,t)) (A.2)
where |.| is the modulus operation, ∣∣S l (ω, t)∣∣ and ∣∣S r (ω, t)∣∣ are amplitudes of left and right channels,
φl (ω, t) and φr (ω, t) are the phases for the left and the right channel signals at time-frequency bin
(ω, t). We write φr (ω, t) as:
φr (ω, t) = φl (ω, t) + ∆ (A.3)
where ∆ = φr (ω, t)− φl (ω, t). The instantaneous power of the average of the two signals is given
as: ∣∣S lr (ω, t)∣∣2 = ∣∣S l (ω, t) + S r (ω, t)∣∣2
2
. (A.4)
The numerator can is represented as:
|S l (ω, t) + S r (ω, t)|2 = (A.5)
= |e−j(ωt)|2|S l + S r e−j(∆)|2 (A.6)
= |S l + S r cos(∆) + jS r sin(∆)|2 (A.7)
= |S l |2 + 2|S l ||S r |cos(∆) + |S r |2cos2(∆) + |S r |2sin2(∆) (A.8)
= |S l |2 + |S r |2 + 2|S l ||S r |cos(∆) (A.9)
= |S l |2 + |S r |2 + 2|S l ||S r |cos(φr (ω, t)− φl (ω, t)). (A.10)
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