Density differences are one of the main features users perceive in 2D scatter plots. However, because of pixels' collisions, some areas become saturated and such differences are lost. To solve this problem, several proposals rely on sampling the dataset before visualizing it. Some of these introduce precise measures to understand the image degradation and use numerical differences in pixels to estimate density differences. It is our opinion that this issue deserves a deeper analysis, taking into account perceptual issues. In this paper we describe a study we conducted to understand the relationship between numerical pixel density and the perceived density. The results obtained were used to refine a sampling technique we developed to preserve relative densities in the context of 2D scatter plots.
INTRODUCTION
Visualizing data on 2D representations that permit graphical elements to overlap, often results in cluttered images where many pixels become over plotted and, consequently, relevant features are hidden or distorted. In this paper we focus on bi-dimensional scatter plots that are one of the most widely adopted visual technique and that are heavily affected by this problem.
Some proposals coping with this issue exist. The main techniques consist in either rearranging the pixels on the screen 1 or introducing some form of sampling, to reduce the number of pixels on the screen. 2, 3 Recently, we proposed a formal frameworks to estimate the amount of degradation resulting from a given visualization, measuring the visual clues that are hidden from the user and sampling the data to enhance the representation.
We proposed a quality metric able to count the density differences that are lost because of pixel over-plotting. Such a quality metric is based on the idea of comparing the number of active pixels (i.e., turned on pixels) in order to estimate density differences and to guide an automatic sampling technique. In this paper this result is extended, introducing the point of view (literally) of the user through a user study, assessing the real pixel differences necessary to produce a visual clue of density difference. The results we obtained from the user study have been included in our formal framework, tuning our algorithms and producing more readable images.
The contribution of the paper is twofold:
1. it presents a user study that allows for understanding, in a numeric way, the user perception of relative density and 2. it incorporates in a formal model such results, providing a framework to rescue relative densities from crowded 2D scatter plots.
The paper is structured as follows: Section 2 analyzes related works, Section 3 introduces the formal framework we use to characterize clutter and density, the quality metric we use to estimate the image degradation, and our sampling technique, Section 4 describes the user study, Section 5 analyzes the study results and discusses its impact on our algorithms, and, finally, Section 6 presents some conclusions, open problems, and future work.
RELATED WORK
Our work focuses on measuring some quantities associated with the actual visualization of some pieces of information, in order to detect flaws in the representation and to perform corrective actions. To this aim, we devised some metrics based on a formal framework and we performed a user study, which permits to tune the involved parameters.
The fact that the field of Information Visualization needs metrics to provide precise indications on how effectively a visualization presents data is well known 4 and a definitive and strong set of methodologies/tools is still lacking.
First attempts towards this direction come from Tufte that in his "The Visual Display of Quantitative Information"
5 proposes an interesting set of measures to estimate the "graphical integrity" of bi-dimensional representations of static data. Measures like the lie factor, that is the ratio between the size of an effect, as shown graphically, to its size in the data, or yet, the data density that takes into account the size of the graphic in relation to the number of data displayed, are examples of his attempt to systematically provide indications about the quality of the displayed image. Tufte's work, however, applies to paper based 2D visualizations and is expressed more in form of guidelines than in form of precise formulas to use in practice. Brath, starting from the Tufte's proposal, defines new metrics for static digital 3D images. 6 He proposes metrics such as data density (number of data points/number of pixels) that recall Tufte's approach. He provides metrics aiming at measuring the visual image complexity like the occlusion percentage, that is the number of the elements occluded in the visual space (having interesting connections with our work), or the number of identifiable points, that is the number of visible data points whose position is identifiable in relation to every other visible data point. These metrics are interesting and are more appropriate for characterizing digital images. However, as stated by the author, they are still immature and, unfortunately, they have not been further developed, so we still lack for a good and strong set of metrics.
Using benchmarks to evaluate the effectiveness of visualization systems is a widely accepted practice. Grinstein proposes some benchmarks to run against predefined datasets in order to evaluate and compare different techniques. 7 However, these benchmarks are generally aimed at measuring their effectiveness with respect to human performance in carrying on some tasks. Instead, our aim is to measure the accuracy of the visualization while representing the data characteristics w.r.t. some visual insight (e.g., data density). As a consequence, our techniques operate at a lower level, dealing with pixels and data points, to provide measures that can be directly exploited to apply corrective actions. It is worth to note that, on the contrary of the above proposals, we will show how the suggested metrics can be exploited in practice to take quantitative decisions about corrective actions to enhance the current visualization.
Since measuring in this context means measuring the perception of visual features, perceptual studies play a key role. Many perceptual studies have been conducted in the past to increase the effectiveness of visual systems and to avoid distortions. Results coming from color theory have been applied in practice in the context of data visualization to select color scales that appropriately reflect the properties of underlying data 8 . 9 Preattentive features (visual features detected by the human eye without cognitive workload) have been exploited in the visualization of multivariate data to allow the users for efficiently detecting visual patterns. Healey, in various proposals, inspected the effectiveness of preattentive features analyzing the interferences among them. 10 Another interesting proposal is that of the "Semantic Depth of Field", 11 where the authors propose to exploit the depth of field as a visual feature to present objects at different levels of detail, allowing some objects to pop out in the presented image.
Here we present a perceptual study aiming at inspecting the perception of relative densities in a 2D scatter plot. In particular, as will be further explained in section 4, it is aimed at detecting the threshold values beyond which differences in density are perceived.
MODELING VISUAL DENSITY AND CLUTTER
In this section we recall our formal framework 3 that aims at modeling the clutter produced by over-plotting data. Here we report a synthesis of the original proposal, while in Section 5 we show how this framework is affected by the user study results. We consider a 2D space in which we plot points by associating a pixel to each data element, mapping two data attributes on the spatial coordinates. As an example, Figure 1 shows about 160,000 mail parcels plotted on the X-Y plane according to their weight (X axis) and volume (Y axis). It is worth noting that, even if the number of plotted items is small, the area close to the origin is very crowded (usually parcels are very light and little), so a great number of collisions are present in that area: the most crowded zone contains more than 50,000 parcels (about 30 % of the whole dataset) compressed in less than 1 % of the whole screen.
We derived a function that estimates the amount of colliding points using a probabilistic model based on the following parameters:
• n is the number of points we want to plot;
• p is the number of available pixels;
• k is the number of collisions;
• d is the number of free pixels.
The probability of having exactly k collisions plotting n points on an area of p pixels, P r(k, n, p), is given by the following function:
PERM stands for permutations
The basic idea of the formula is to calculate, given p pixels and n plotted points, the ratio between the number of possible cases showing exactly k collisions and the total number of configurations. The latter is computed considering all the ways in which it is possible to choose n points among p pixels, i.e., dispositions with repetitions: p n .
To compute the number of configurations with exactly k collisions, we first calculate all the possible ways of selecting n − k non colliding points from p pixels, i.e., combinations without repetitions: p n−k . After that, for each of such combinations, we calculate all the possible ways of hitting k times one or more of the n − k non colliding points in order to obtain exactly k collisions, i.e., combinations with repetitions:
. Finally, we count the permutations (PERM) of these combinations.
Note that the above formula is computed under the assumption that the probability of hitting a pixel is the same for all pixels (i.e., 1 p ). While real data do not follow this hypothesis (as the parcels example demonstrates), we can relay on such assumption when considering very small screen areas (see the following subsection).
¿From the above expression we derived, through a C program, a series of functions (see Figure 2) showing the behavior of the observed area as the number of plotted points grows. The behavior of the functions is quite intuitive: as the number of plotted points n increases the percentage of collisions increases as well while the free space decreases; roughly speaking, we can say that plotting four times the number of the pixels available in the observed zone results in a totally saturated area (1.6% of free space).
We exploit such functions to apply corrective actions, in order to improve the image readability. As an example, assume that we are plotting n points on the area A 1 turning on p 1 pixels and 2n points on the area A 2 turning on p 2 pixels. In principle, the user should perceive area A 2 as containing more (i.e., twice as many) points as area A 1 . Because of collisions, p 2 ≤ 2p 1 and as n increases the user initially loses the information that area A 2 contains twice as many points as A 1 and, for greater values of n, s/he is not able to grasp any difference between A 1 and A 2 . As a numerical example, if we plot 64 and 128 points on two 8 × 8 areas, the pixels turned on in the two areas will be 41 and 55, so the ratio of displayed pixels is only 1.36. In order to preserve the visual impression that area A 2 contains twice as many points as A 1 accepting a degradation of 20 per cent we have to sample the data (64 and 128 points) as much as 50 per cent resulting in 32 and 64 points that, once plotted, turn on 25 and 41 pixels, i.e., a ratio of 1.6 (20 per cent of degradation).
This example permits to explain the reasons that motivated us to perform the user study. In the above discussion we were trying to present the user with a pixel ratio that resembles, as much as possible, the original data densities and we presented some associated figures. To asses the usefulness of our analysis we should establish how much such numerical differences are perceived as density differences by a user. Therefore, to attack such a problem, we investigated what is the minimum difference in active pixels that still produces a perception of density difference. The idea will be described in detail in Section 4.
Density and quality metric
The above formal framework gives us a way to control and measure the number of colliding elements; here we give a formal characterization of density and we introduce a quality metric to estimate the degradation of an image.
We assume the data are displayed on a rectangular screen (measured in inches) and that small squares of area A divide the space in m × n sample areas (SA) where density is measured. Actual figures depends on monitor resolution and size. In the following we assume we are using a monitor of 1280x1024 pixels and size of 13"x10.5" (100 dpi).
Using these figures we have 1,310,720 pixels and if we choose SA of side l = 0, 08 inch, the area is covered by 20.480 (128x160) sample areas whose dimension in pixel is 8 × 8. We consider small areas because it makes the probabilistic assumption used in Section 3 quite realistic.
For each SA i,j , where 1 ≤ i ≤ m and 1 ≤ j ≤ n, we calculate two different densities : real data density (or, shorter, data density) and represented density.
Data density is defined as
A where n i,j is the number of data points that fall into the sample area A i,j . For a given visualization, the set of data densities is finite and discrete.
Represented density is defined as rd i,j = pi,j A where p i,j is the number of distinct active pixels that fall into SA i,j . The number of different represented densities values a sample area can assume depend on its size. If we adopt sample areas of 8x8 pixels, as described before, the number of different not null represented densities is 64. Thus, we can represent at most 64 different represented density values. Because of collisions the following relation holds:
Using the above definitions we devised an effective set of quality metrics whose complete discussion, however, is outside the scope of this paper (for more details, see
3 ). Here we report a metric, CRSD, (Correctly Represented Sample area Differences) which is directly connected with our user study, i.e., a metric comparing the data density differences with the ones that are available on the final image.
The metric is based on the idea of comparing pairs of sample areas checking whether their relative data density (D) is correctly represented by their represented density (RD) (value that can be easily estimated exploiting the results shown in Figure 2 ). More precisely we check whether for any given pair of sample areas SA i,j and SA k,l one of the following rules holds:
Introducing the Dif f (x, y) function defined as:
Moreover, in order to take into account the relevance of a comparison between two sample areas, we weight each comparison using the number of points falling in the two considered sample areas. Then, dividing the number of matching pairs by the weighted total number of pairs, we obtain a normalized weighted percentage of matching sample areas ranging between 0 and 1 (the greater the better). Roughly speaking we can say that, as an example, a CRSD value equal to 0.7 implies that 70 per cent of the data is represented preserving density differences.
The CRSD metric gives a general quality overview of the image and can be used, interactively, to make evident where are the most distorted areas; moreover, after having fixed a threshold value say ∆CRSD, we can exploit it in two different automatic image optimizations: 2. given a data set it is possible to compute the minimum display area size preserving the threshold value, allowing the system to optimize the screen usage.
The above metric, together with the statistical results, gives us the means to devise the automatic sampling technique described in the next section.
Optimal data sampling
Sampling is an effective technique to deal with cluttered 2D scatter plots; however, we need a guide to select the "optimal" amount of sampling. If the user is allowed for manually sampling the data, s/he is responsible to select the right factor and s/he does not have any indication about how her/his intervention improves the current image.
Exploiting the quality metric introduced above we can measure, for a given sampling factor, the quality of the generated image and then we can compute the optimum amount of sampling to apply. The idea is to find the sampling factor s that maximizes the CRSD metric.
Even if the problem is defined with continuous values of s, since very small differences in the amount of sampling do not produce perceptible visual differences, we devised an algorithm that runs with a fixed number of s values (i.e., 0.001, . . . , 0.999, 1.000), obtaining a reasonable approximation of the optimal sampling factor. This approach is not free of drawbacks. The problem is that the Dif f (x, y) function relies on the exact number of active pixels, and consequently, as an example, when comparing two sample areas with 50 and 49 active pixels (that look the same to the end user) the function returns the perceptually wrong information that the former is denser than the latter. Figure 3 makes it clear. The image contains 100 sample areas, 97 of them sharing the same density (25 pixels) and 3 denser ones (38 pixels) highlighted in the picture (the areas at a higher density, in the left side of the figure, correspond the locations indicated by filled squares in right side). The difference is almost impossible to perceive and, consequently, it makes no sense to consider it.
These considerations convinced us to go into details on this aspect and to conduct the user study described in the next section.
THE USER STUDY
We devised a perceptual user study in order to answer a precise question: what is the minimum difference in active pixels between two sample areas that allows a user to perceive a density difference? In order to answer this question we asked the subjects to identify on a uniform background few denser areas.
We involved thirteen people in the user study (9 males and 4 females, ranging between 25 to 46) and, since the goal was to test exclusively perceptual issues, we did not classify them w.r.t. their skills and knowledge (we only asked the subject needing glasses to wear them). The involved people were undergraduate students, PhD students, and professors. According to the task, we presented the participants with the image shown on Figure 4 . The image contains 100 sample areas, 97 of which filled randomly with the same number of active pixels (basis) while the remaining 3 are filled with extra pixels (δ). In the example the 97 sample areas are filled at 20% (basis=20) of their capacity and the 3 densest contain 150% more pixels than the basis (δ = 150); in the figure the user identified and selected the uppermost densest sample area. A preliminary pilot study showed us that the δ value we were looking for depends on the basis and, in order to cope with this issue, we arranged the experiment as follows. All the users were presented (i.e., we performed a within subjects experiment) with 9 steps, corresponding to having the 97 equal sample areas progressively filled at 10%, . . . , 90%. For each step, 5 substeps were performed, each of them showing 3 denser sample areas characterized by 5 increasing δ i . The users were asked to select, for each substep, the 3 densest areas and the program recorded attempts and errors. We chose the 3 out of 100 percentage in order to have the tests completed in less than ten minutes, so avoiding to strain the subjects' eyes. Moreover, the pilot study allowed us to figure out reasonable values to assign to the δ i values for each basis.
The results are collected in the table shown in Figure 5 . The table shows per each row a different basis (10, . . . , 90) and the five different increment steps (δ) adopted along the test (D1, . . . , D5); for each increment the table shows the corresponding recognition percentage (RP1, . . . , RP5) as well. As an example, the first row tells us that, while evaluating a basis of 10%, we asked the user to identify sample areas containing 55%, 65%, 75%, 85%, and 95% extra pixels and that the recognition rate was 62%, 77%, 82%, 92%, and 97%, respectively. We performed a single factor ANOVA test for each basis, confirming the significance of our figures (we obtained the worst result for the 50% basis: F=4.79, F-crit=2.52, and P-value=0.002). The last column shows, for each basis, the minimum increment we have to choose to guarantee that 70 out of 100 end users will perceive the density difference. Using such a column we can interpolate a function minimumδ(RD i,j ) returning the minimum increment a sample area SA k,l must show to be perceived as denser than SA i,j .
It is worth noting that such a function works only for represented densities because it uses increment percentages w.r.t. the pixels that belong to a sample area. If we consider, instead, data densities, we cannot compute the minimumδ(D i,j ) function because data densities are computed in a pure metric space in which there is not any notion of pixel and resolution. In such a case, however, another restriction limiting the performance of our space can be considered: the human visual (point) acuity.
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It is a well known fact that the human eye is not able to distinguish two points below the angle of 1'. This implies that, looking at a squared sample area of l = 0, 08 inches from a typical distance of 20 inches, a human cannot distinguish two points closer than 20 × tan(1 ) = 0, 0057 inches. That corresponds to, approximately, an area of 14 × 14 virtual pixels. Under this assumption, we could extend the notion of collision to the metric space, being the collisions due to the human eye limitations. In this way we could reuse the statistical model described in Section 3 considering virtual pixels and extending the results to an hypothetical screen made of sample areas of l = 0, 08 inches and containing 14 × 14 (172 DPI). By the way, this idea still needs further investigation and we will not report additional details about it in this paper.
The experiment results have been used to improve the accuracy of our algorithm, introducing the P Diff(x, y) (Perceptual Diff) function as a modification of the Dif f (x, y) function introduced in Section 3.1:
In this way the quality metric deals with user perceptible vs numeric density differences. It is worth noting that the new P Diff(x, y) function returns a lower number of differences than the Dif f (x, y) function, allowing the optimization algorithm to focus only on what really matters: the user point of view.
DISCUSSION
In this section we discuss the effect of the changes the user study induced on our formal environment.
Before that, we would like to discuss the user study results. The figures we obtained ( Figure 5 ) are quite interesting and show, in our opinion, a non intuitive trend: the more a sample area is crowded, the lower the required δ to appreciate a density difference. The delta values range from 65% of increment, for very sparse areas (10% used area), to 6% for very crowded areas (90% used area).
As regards our environment, we tuned our algorithms using the new P Diff(x, y) function that affects both the overall CRSD quality metric and the calculation of the optimal sample ratio. We applied our algorithms against the postal parcel visualization. The image comes from a tool specifically developed for our purposes whose functionalities can be seen in Figure 7 . It is a Java based application that permits to inspect several characteristics of the displayed image such as: the data density and the represented density of each sample area, a zoomed representation of the selected sample area showing where pixels overlap, a histogram of data densities and represented densities, some quality metrics, and the number of overlapping pixels. It is also possible to compute and apply the optimal data sampling using both the Dif f (x, y) and P Diff(x, y) functions.
SPIE-IS&T/ Vol. 5669 165 Figure 7 . The original data set. Figure 6 shows the application of different values of sampling suggested by applying the Dif f (x, y) function and the P Diff(X, Y ) function, respectively. The original image (with no sampling) presents a CRSD value of 0.89 and, using the Dif f (x, y) function, an optimal sample ratio of 12% (88% of the data has been removed) is suggested, producing a new CRSD equal to 0.95. The Dif f (x, y) function deals with 58,591 numerical data density differences. On Figure 6 (b), we show the result coming from the P Diff(x, y) function. In this case, the algorithm detects 46,096 perceptual differences, 22% less than before, that is the number of differences that can really be perceived. Having less constraints to satisfy, the new algorithm produces a more effective optimal factor of 23% shown in the picture. An advantage of this new value is that the very sparse areas (right uppermost points) are still visible in the picture while the 12% sampling factor quite destroys them. Moreover, the user has a numeric feedback about how well the current image represents what is inside data or, in other words, s/he has an indication about to what extent s/he can trust what s/he sees.
CONCLUSIONS AND FUTURE WORK
In this paper we presented a user study aiming at understanding the way in which differences in densities are perceived by the users. The results we obtained from this study have been used to tune a formal framework able to preserve in an automatic way relative densities. Such an integration showed that a better understanding of human perception of density can improve the image optimization processing.
Several open issues rise from this work:
• the issue of visual perception deserves a deeper analysis. Even if the results are interesting and improved our understandings, during the user study we had a lot of intuitions about how to extend our framework. First of all, we discovered that several more factors can influence the users' perception, like the sample area dimension and the presence of patterns. Moreover some issues, intentionally not covered by our study, like colors, saturation, contrast, could be included in the test.
• quality metrics. We tackled the relationship existing between device limitation (i.e., pixels) and human eye limitation (i.e., visual acuity) but the overall picture is not totally clear. It is our intention to study the matter in depth, obtaining an overall quality metric framework, considering all the involved parameters and limitations.
We are actually extending the prototype functionalities to apply and verify our ideas. We want to implement a dataset generator to conduct controlled tests. The dataset generator will permit to generate artificial distributions, giving the possibility to control specific parameters, that will be used to create specific cases considered critical or interesting.
