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EXPERIMENTAL INVESTIGATION OF TURBULENT FLOW 
INDUCED BY NEW-GENERATION WIND FENCES WITH MULTI-
SCALE FRACTAL STRUCTURE                                                                                                     
SARAH MCCLURE                                                                                                 
ABSTRACT
     Understanding and controlling atmospheric boundary-layer flows with engineered 
structures, such as porous wind fences or windbreaks, has been of great interest to the fluid 
mechanics and wind engineering community. Previous studies found that the regular 
mono-scale grid fence of 50% porosity and a bottom gap of 10% of the fence height are 
considered to be optimal over a flat surface. Significant differences in turbulent flow 
structure have recently been noted behind multi-scale fractal wind fences, even with the 
same porosity. In this study, wind-tunnel tests on the turbulent flow and the turbulence 
kinetic energy transport of 1D and 2D multi-scale fractal fences under an atmospheric 
boundary-layer flow condition were conducted. Velocity fields around the fractal fences 
were systematically measured using PIV to explore the turbulent flow around the fences at 
the Reynolds number of approximately 3.6x104 based on the free-stream speed and the 
fence height. The turbulent flow structures induced by specific 1D/2D multi-scale fractal 
wind fences were compared to those of a 2D conventional mono-scale grid fence. In 
addition, each wind fences performance on wind speed reduction and sheltering effect were 
evaluated to determine the effectiveness of the fractal versus mono-scale grid geometries. 
Among the three wind fences, leeward of the fence, the 2D fractal fence is the most 
effective in reducing the incoming wind speed showing a maximum wind speed reduction 
coefficient of 0.90. Also, the 2D fractal reveals the most impressive shelter zone consisting 
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of a magnitude of 0.40 ranging from x = 1.5H to 4.5H. Near the surface, the Reynolds shear 
stresses are very high for the conventional and 2D fractal fence, which is an indicator of 
potential particle remobilization.  In contrast, the 1D fractal fence has the lowest Reynolds 
shear stress near the surface, which suggests the 1D fractal fence may be better in 
preventing particle remobilization from excessive turbulent stresses. The present results 
can contribute to optimizing the design for new-generation wind fences to reduce 
oncoming wind velocities and help snow/sand particle deposition on critical infrastructure 
such as roads and bridges.  
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NOMENCLATURE 
 1D/2D     one dimensional/two dimensional 
 α   Power-law exponent or attack angle 
 ABL                 Atmospheric boundary layer 
 B Number of fractal pattern iterations 
 Df Fractal dimension 
 dt Time interval between two frames 
 η  Porosity 
 fps  Frames per second 
 H  Height of fence or height of wind tunnel test section 
 K Turbulence kinetic energy, 
1
2
( u'2(x, y)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ +v'2(x, y)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  ) 
 l Characteristic length scale 
 L Length of wind tunnel test section 
 m/s  Meters per second 
 N Number of fractal pattern iterations or sample size 
 PIV     Particle Image Velocimetry 
 Re Reynolds number, 
U0*l
υ
 
 RSS Reynolds shear stress, 
−𝑢′(𝑥,𝑦)𝑣′(𝑥,𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑈0
2  
 Rt  Ratio of the bar’s successive iteration thickness 
 Rc∆x,y Wind-speed reduction parameter 
 σ(u0)  Standard deviation of undisturbed flow 
 t  Time 
 xv 
 
 Tu  Streamwise turbulence intensity, 
𝑢𝑟𝑚𝑠
𝑈0
 
 Tv Vertical turbulence intensity, 
𝑣𝑟𝑚𝑠
𝑈0
 
 tmax  Maximum bar thickness 
 U0 Reference velocity or oncoming flow speed 
 U Ensemble averaged streamwise velocity 
 µs  Micro-seconds 
 ui’  Streamwise velocity fluctuations 
 uj’ Vertical velocity fluctuations 
 u(x) or ui (x) Local streamwise velocity 
 urms or σ(u) Root-mean-square of local streamwise velocities 
 V  Ensemble average vertical velocity 
 v(x) or uj(x)  Local vertical velocity 
 vrms or  σ(v) Root-mean-square of local vertical velocities 
 υ  Kinematic viscosity 
 W  Width of fence or width of wind tunnel test section 
         ∆x  Streamwise distance windward or leeward of the fence 
 x  Horizontal Cartesian coordinate 
 y0 Reference height 
 y  Vertical Cartesian coordinate 
 ∆y Height above the ground surface along the fence height
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CHAPTER I                                                                                                      
INTRODUCTION 
1.1.     Background and significance of wind fence 
     In past centuries and in the present day, natural or artificial objects are strategically 
placed to reduce high oncoming wind speeds for the protection of crops, homes, soil 
erosions and to also control snow or sand drifts near roadways, and are sometimes referred 
to as windbreaks or shelterbelts. Natural windbreaks such as trees, shrubs, and grasses 
originated in the mid-1400’s, protecting agricultural production to being widely used 
throughout the world to provide crops, livestock, and wildlife habitats protection from 
vigorous winds and to control wind erosion and blowing snow (Brandle et al., 2004). 
Artificial windbreaks such as porous fences shown in Figure 1, provide people similar 
protection reducing hazardous winds to control snow or sand drifts and have been 
systemically studied for optimal design and cost-effectiveness since the 1940’s (Dong et 
al., 2011).  Typically, if a fence is used for the purpose of reducing wind speed and to 
protect objects in a downwind shelter zone, then the structure is referred to as a wind fence 
(Bailiang and Sherman, 2015).  
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     Significant research on wind fences demonstrated their importance and emphasized 
their benefits.  In the 1960’s, research conducted on fences used for snow drift control by 
the US Forest Service began, and was used to report effective guidelines for wind or snow 
fences to control snow drifts off roadways in the 1970’s (Tabler, 1994).  A 10-year 
Wyoming case study implementing such guidelines of the research to diminish a huge 
drifting problem affecting drivers on Interstate Highway I-80, highlighted the importance 
and increasing benefits found over time. The outcome of the reduced snowdrifts near I-80 
significantly lowered winter maintenance costs from 33% to 50%, reduced road surface 
pavement conditions, increased driver visibility and decreased accidents (Tabler, 1994). 
Since trapping snow with fences was proven to reduce mechanical snow removal costs by 
100 times, it grew increasingly popular among researchers to conduct further studies on 
properly engineering and placing snow or wind fences, to maximize their effectiveness 
(Tabler, 1991).  
1.2.     Parameters of wind fence 
     Research work has highlighted the functional effects of windbreak structure on 
incoming wind velocities and how their structural characteristics impact the flow. For 
windbreaks that are long with respect to their height, such as wind fences, the most 
Figure 1: Conventional (typical) porous fences a) wind 
fence, b) snow fence and c) sand fence 
a) b) 
c) 
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important structural parameter on the wind flow is porosity (Heisler, 1988). Porosity is the 
ratio of the open area to the total area of the fence, including the bottom gap between the 
fence and ground. Porous fences are the most common type of wind fence as their primary 
purpose is to extract adequate energy from the oncoming flow to improve control of particle 
deposition while preventing excessive turbulent stresses from causing particle 
remobilization leeward of the fence (Keylock et al., 2012). In general, porosity, height, and 
orientation or location of wind fences are the main parameters that control their 
effectiveness (Norman, 1985). In addition, a wind fence effectiveness is determined from 
the magnitude of wind speed reductions and turbulence intensities (Dierickx, 2003). 
      Maximum wind velocity deficits leeward of the fence is closely related to its porosity 
(Heisler, 1988). Previous studies stated that relatively low porosity windbreaks between 
20%-35% produced the maximum reductions of the incoming wind speeds that also created 
more turbulent fluctuations downstream, which resulted in faster recovery of the mean flow 
(Raine and Stevenson, 1977). More recent studies confirmed that decreasing fence porosity, 
decreases the mean streamwise velocity behind the fence and greatly increases the velocity 
fluctuations in the vertical direction along the fence height (Dong et al., 2011).  
     Aside from porosity, the other main important structural design parameter is the wind 
fence height and height of the bottom gap. The height of the fence influences the cost, 
Figure 2: Structural design parameters for wind fence 
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controls the distance of the wind flow effects leeward of the fence and trapping efficiency 
in the case of a snow fence (Tabler, 1991). The bottom gap of such fences prevent buildup 
of particles, snow or sand, in front of the fence reducing damages to the fence caused over 
accumulation (Tabler, 1994). Figure 2 illustrates the structural parameters of the height, 
bottom gap and porous regions of a wind fence. 
     Lastly, the orientation or location of a wind or snow fence affect its functionality and 
overall effectiveness. A fences orientation is defined by its perpendicular alignment with 
respect to the dominant direction of snow transport (Tabler, 1994). The angle between the 
winds transport direction and its perpendicular alignment to the fence is called the attack 
angle, α (Tabler, 1994), illustrated in Figure 3. The effectiveness of wind fences to prevent 
particle transport decrease as the distance between the road and the fence increases when 
the prevailing direction of the wind is not perpendicular to the fence (Tabler, 1994). 
Therefore, strategic placement of wind fences is imperative in maximizing its effectiveness. 
1.3.     Optimal design parameters of wind fence on level terrain 
     The validity of accurately defining optimal design parameters for full-scale windbreak 
performances was confirmed through wind tunnel experiments using model wind fences 
within various simulated atmospheric boundary layer conditions (Raine and Stevenson, 
1977). Since then, several experimental investigations in atmospheric boundary layer 
Figure 3: Illustration of fence orientation and attack angle. 
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wind-tunnels simulating turbulent flows over smooth and rough surfaces have determined 
optimal parameters for two-dimensional porous wind fences (Perera, 1981; Dierickx et al., 
2003; Lee and Kim, 1999; Kim and Lee, 2002).  
     The specifications of the design of wind fences depend mainly on the height and optimal 
porosity parameters. The height of wind fences is proportional to the horizontal extent of 
the wind speed reductions and the porosity controls the magnitude of the wind speed 
reductions (Heisler, 1988). Previous studies found that a mono-scale grid fence of 50% 
porosity and a bottom gap of 10% of the fence height are considered to be optimal 
parameters over a flat surface (Tabler, 1980; Tabler, 1991). Therefore, to expand our 
knowledge even further on increasing wind fence effectiveness, this experimental study 
has adopted those optimal parameters of a wind fence over a level terrain and applied them 
to multi-scale fractal wind fence design models for comparison against a two-dimensional 
(2D) conventional mono-scale wind fence design model.  
1.4.     Fractal wind fences 
     In short, fractals are a body made of parts similar to the whole at reduced length scales 
or objects containing infinitely decreasing repeated identical shapes of itself. Observations 
of fractal geometry appear in a wide variety of irregular phenomena readily found in nature 
Figure 4: Fractals in nature a) clouds, b) snowflakes, c) river networks and d) trees. 
a) b) 
c) d) 
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(Debnath, 2006). For instance, complex fractal geometries in nature appear within clouds, 
river networks, trees and snowflakes shown in Figure 4. In the case of a tree, its primary 
structure is comprised of a tree trunk with the largest branches. Stemming from the 
branches are smaller branches to even smaller branches then to the smallest scale which 
are the stems budding leaves. The reduction of the largest branches to the stems budding 
leaves is an example of the reduction of parts similar to whole tree itself. However, some 
fractals contain self-similarity with subsequent generations reduced by a fixed length scale 
ratio to the parent generation which can be expressed by simple mathematical expressions 
(Kang, 2011). 
     Fractal objects have been experimentally and theoretically reported to produce high 
turbulence intensities which then rapidly decay within the near wake region (Seoud and 
Vassilicos, 2007; Hurst and Vassilicos, 2007; Kang, et.al, 2011). Turbulent flows generated 
by multi-scale fractal structures to alter the nature of atmospheric boundary layer 
turbulence are of a recent topic to the fluid mechanics community. 
     A recent publication was the first to highlight the detail of the wake structure behind 
one-dimensional (1D) multi-scale fractal porous wind fences with constant porosity in a 
boundary layer, which showed significant changes to the turbulent structure opposed to 
mono-scale  or conventional 1D porous fences of the same porosity (Keylock, et al., 2012). 
The study highlighted the increased streamwise turbulence intensity in the near wake 
region compared to the 1D conventional fences of the same porosity. This discovery 
demonstrated the promising potential of fractal fences to achieve improved control of 
boundary-layer turbulence and possibilities in increasing wind fence effectiveness. 
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Therefore, it is important to study how porous wind fences implementing different fractal 
geometries affect various oncoming flows.  
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1.5.     Purpose of research 
     Previous studies found that the conventional mono-scale grid fence of 50% porosity and 
a bottom gap of 10% of the fence height are considered to be optimal parameters for a wind 
fence on a flat surface. In addition, significant differences in turbulent flow structure have 
recently been noted behind multi-scale fractal wind fences, even with the same porosity. 
This is of great interest for wind control studies as alterations to atmospheric turbulence 
can be used to reduce strong winds, enhance deposition of snow or sand particle suspension 
or saltation, and influence pollutant dispersal (Keylock, et al., 2012).  
     Keylock et al., (2012) investigated the induced flow structure past 1D multi-scale fractal 
porous wind fences compared to conventional mono-scale porous grid fences of the same 
porosity. Immediate conclusions from the study state that specifying only the height, 
bottom gap size and porosity parameters are not enough in determining the wake structure 
of turbulence, such that the arrangement of the struts also have an effect. Higher turbulence 
production and dissipations rates were seen for the multi-scale forced flow rather than 
fences that forced the flow in a more traditional manner. Thus, their findings highlighted 
the potential of using multi-scale fractal geometries for optimization of wind fence designs 
to control for production or dissipation of turbulence intensity depending on the application. 
Therefore, the purpose of this research was to expand upon the previous study, constructing 
a replica of the 1D multi-scale fractal wind fence to compare the behavior of the multi-
scale flow past a 2D multi-scale fractal fence wind fence, consisting of the optimal 
parameters over a flat surface, to advance our knowledge even further on optimizing such 
wind altering structures.   
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     In this study, wind tunnel tests on the turbulent flow and the turbulence kinetic energy 
transport of 1D and 2D multi-scale fractal fences within an atmospheric boundary-layer 
over an open flat terrain were conducted. The experimental tests were conducted in an 
atmospheric boundary layer wind tunnel at Pohang University of Science and 
Technology in South Korea. The turbulent flow structures induced by specific 1D/2D 
multi-scale fractal wind fences were compared to those of a conventional grid fence. 
Velocity fields around the fractal fences were systematically measured using 2D2C PIV to 
uncover effects of key parameters on turbulent flows around the fences at the Reynolds 
number of approximately 3.6x104 based on the free-stream speed and the fence height. The 
mean flow fields captured experimentally were analyzed to investigate the differences in 
the turbulence generated, and to determine the effectiveness of each wind fence model. 
Furthermore, the present results would contribute to the design of new-generation wind 
fences around the world to reduce snow/sand deposition near critical infrastructure such as 
roads and bridges. 
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2.CHAPTER II                                                                                                       
EXPERIMENTAL SETUP AND METHODS 
2.1.     Wind fence models 
     Three wind fence models, one conventional mono-scale grid fence and two consisting 
of multi-scale fractal geometries (1D and 2D) were designed and constructed for this study, 
shown in Figure 5. A detailed description of each of the wind fence design parameters are 
W = 36.2 cm 
H = 
10cm 
Bottom 
Gap = 
1cm 
Figure 5: Wind fence models from top to bottom: Conventional fence, 2D fractal fence, and 1D fractal fence  
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outlined in Table I. The optimal design parameters for wind or snow fences over a flat 
terrain consisting of a porosity 50%, denoted as η in Table I, with a bottom gap of 0.1H 
(included in the porosity calculation), where H is the fence height, were chosen for each of 
the fence models (Keylock, et al., 2012; Tabler, 1991). In addition, since Keylock et al., 
(2012) based his fences off this criteria and it was imperative to match those dimensions 
of the 1D multi-scale fractal fence model of 50% porosity because it was replicated for this 
study, all of the three fence models in Figure 5 were designed for the same height, bottom 
gap height and thickness dimensions of 10cm, 1cm, and 7mm, respectively, to be consistent. 
Furthermore, all three fence models in Figure 5 were designed to have a width dimension 
of 36.2cm, for intended use of the wind tunnel at Cleveland State University; however, the 
experiments were not conducted there. The fence models were built using ABS plastic 
material in a Fortus250mc 3D printer with a slice height of 0.010 inch at Cleveland State 
University in room FH424. Additionally, mounts to stabilize and secure the models to the 
bed of the wind tunnel test section were created and 3D printed at the Biofluid and 
Biomimic Research Center at Pohang University of Science and Technology in South 
Korea. Moreover, the wind fence models were mounted perpendicular to the oncoming 
flow direction.  
Table I: Wind fence design parameters 
Wind fence design 
parameters: 
η
 (
%
) 
N Rt RL B Df tr 
t 0
 (
m
m
) 
t 1
 (
m
m
) 
t 2
 (
m
m
) 
L
0
 (
m
m
) 
L
1
 (
m
m
) 
L
2
 (
m
m
) 
Conventional Fence: 50 1 1 0.5 4 2 1 4.23 -- -- -- -- -- 
2D Fractal Fence: 50 3 0.5 0.5 4 2 4 8.46 4.23 2.12 90 45 22.5 
1D Fractal Fence: 50 3 0.5 -- 4 2 -- 10 5 2.5 -- -- -- 
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2.1.1.     Conventional fence 
     The conventional fence model is at the top of the three fences shown in Figure 5. In 
literature (Hurst and Vassilicos, 2007), the basic pattern of the conventional grid fence is 
geometrically known as a classical grid, where S = 2; Rt = 1; RL = 1/2; Df  = 2 and tr = 1, 
and is a special case of the cross grid fractal family which is defined by the number S of 
rectangular bars required, illustrated in Figure 6. The construction of the conventional grid 
geometry from the cross grid fractal generating pattern is demonstrated in the left schematic 
shown in Figure 7. The horizontal and vertical bar thicknesses t0, are both equal where a=b 
for each iteration of the cross grid generating pattern, denoting that the bars successive 
iteration thickness is equal to one Rt = 1, as well as, the thickness ratio, tr = tmax / tmin = 1; 
signifying the meaning of a mono-scale grid, previously stated. In addition, with L equal 
to the length of either vertical or horizontal rectangular bars, its successive iteration length 
is equal to ½ L (patterned four times, centered at each end of the cross; hence, B = 4 and 
RL = ½, because the fractal dimension Df = log(B)/log(1/RL) = 2), (Hurst and Vassilicos, 
2007).  
     The distances between the two parallel struts where w=h in Figure 7, make the open 
areas of the conventional grid fence square spaces. The thickness of the struts are b = 
4.23mm and the distance in between them taken from the centerline of the struts are w = 
Figure 6: Cross grid fractal generating pattern, S = 2. 
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12.86mm, leaving the square space equal to w-b = 8.63mm. The conventional grid fence 
geometry is repeated for the entire length of the model fence and bounded within a frame 
consisting of a thickness equal to ½ b. 
2.1.2.     One-dimensional fractal fence 
The one-dimensional (1D) multi-scale fractal fence model is at the bottom of the fences 
shown in Figure 5. The 1D fractal parameters were taken from the work done by Keylock 
et al., (2012). The 1D fractal is created by dividing the height of the fence, excluding the 
bottom gap, into six parts and removing the second and fifth part. This is repeated again 
for each of the three remaining solid parts, overall iterating the pattern a total of four times; 
hence, the number four is assigned for the parameter B in Table I, denoting how many times 
the fractal geometry is patterned.  Creating the fractal in this manner makes the spacing of 
the gaps and the solid structure both multi-scaled; therefore, forcing the flow in a multi-
scaled manner through the fence.  
2.1.3.     Two-dimensional fractal fence 
     The design of the two-dimensional (2D) fractal fence is among the cross grid fractal 
family S=2 shown in Figure 6. Iterations of subsequent generations of the cross grid fractal 
generating pattern about the vertical and horizontal planes, are reduced by a fixed length 
Figure 7: Side by side comparison of wind fence models from left to right: conventional, 1D fractal, and 2D fractal 
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scale ratio of ½, shown in the right schematic of Figure 7. A complete description for the 
cross grid fractal family requires at least four parameters, the fractal dimension Df, number 
of iterations N, the thickness ratio of the maximum to minimum bar thicknesses tr = tmax / 
tmin, and the ratio of the bar’s successive iteration thickness Rt.  Alike to the conventional 
fence, the voids in between the fractal grid structure of the fence are squares. Although, the 
open area of the square spaces are slightly smaller within the 2D fractal geometry than 
within the conventional grid fence geometry.   
 
2.2.     Atmospheric boundary layer flow simulation 
    Since atmospheric flows are turbulent in nature and it was desired to study the flow 
around wind fences in outdoor areas consisting of an open flat topography, an atmospheric 
boundary layer wind tunnel was needed. Therefore, experiments were performed in an 
atmospheric boundary layer wind tunnel with dimensions of 6.75m x 0.72m x 0.48m (L x 
W x H) consisting of laminar, transitional and fully developed turbulent regions at the 
Biofluid and Biomimic Research Center at Pohang University of Science and Technology 
Figure 8: Schematic of PIV tests containing Cartesian coordinate system 
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in South Korea. As an atmospheric flow was needed to simulate flow over an open terrain, 
it was necessary to place roughness elements at the beginning of the test section and to 
conduct the experiments in the fully-developed turbulent region of the wind tunnel test 
section. Roughness elements such as spires of 0.28m in height and artificial grass with a 
fetch length of 0.5m were installed at the entrance of the test section to simulate an 
atmospheric boundary layer flow over a surface of uniform flat terrain. In addition, Particle 
Image Velocimetry (PIV) measurements were conducted along the centerline of the wind 
tunnel test section without any fence model, where only images of the undisturbed flow 
were acquired for two different oncoming wind speeds of 3.32 m/s and 5.53 m/s.  
     A schematic of the PIV experimental test plan for measuring the atmospheric simulated 
flow, along with the Cartesian coordinate system, is shown in Figure 8a. A total of 500 
pairs of particle images were captured in three runs for each speed. Four hundred pairs of 
images were taken in two runs at a frame rate of 2.5 fps with the third run acquiring the 
last one hundred pairs of images at a frame rate of 2 fps. The resultant 500 instantaneous 
velocity fields were ensemble-averaged to obtain the undisturbed mean flow and 
turbulence field information for the two oncoming wind speed settings.  
     Since the experiment was performed in the fully developed turbulent region of the wind 
tunnel test section, the velocity profile entering and exiting the light sheet for the 
atmospheric boundary layer simulation was the same. Therefore, the center section of the 
ensemble-averaged flow field, starting from the surface to about one and a half times the 
boundary layer thickness, was averaged horizontally at each indexing height, for better 
results in uncovering the undisturbed mean flow and turbulence field information for the 
two oncoming wind speed settings. Vertical profiles of the atmospheric boundary layer 
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mean flow properties such as, the streamwise and vertical velocities as well as, the mean 
turbulent statistics such as, the streamwise and vertical turbulent intensities, Reynolds shear 
stress and turbulence kinetic energy were analyzed and are shown in Figure 9a-f) 
respectively, for both oncoming wind speed settings.  
     Two speeds were tested because no matter the oncoming flow speed setting, the 
normalized velocity profiles of the simulated flow should match. The top plot of Figure 9 
corresponds to the ensemble averaging of the total 500 instantaneous velocity fields taken 
for both oncoming wind speed settings. The bottom plot of Figure 9 corresponds to the 
ensemble averaging of 387 instantaneous velocity fields only for the oncoming flow speed 
setting of 5.53m/s, as there were 113 bad instantaneous flow fields for this experimental 
test run. After the removal of the bad instantaneous velocity fields, the vertical profiles of 
the two wind speed settings show better matching.  
     The uncovered mean streamwise and vertical velocity profiles of the simulated 
oncoming flows are shown in Figure 9a) and b), respectively. The mean streamwise 
velocity U and mean vertical velocity V, were normalized by the oncoming flow speed 𝑈0, 
versus its corresponding height y, normalized by the reference height of 𝑦0 (which is also 
equal to the boundary layer thickness δ = 0.99 ∗ 𝑈0), to match the following power-law 
equation in (2-1): 
 𝑈 = 𝑈0 ∗ (
𝑦
𝑦0
)
𝛼
 (2-1) 
Figure 9a) shows that the two mean streamwise velocity profiles are well fitted with the 
1/7 (0.14) power-law exponent α, which according to Error! Not a valid bookmark self-
reference., is the exposure category C for boundary layer thickness δ, of 27.4cm over a 
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ground surface condition of an open terrain (ASCE 7-93). The atmospheric boundary-layer 
thickness for exposure category C differs from the simulated atmospheric boundary-layer 
thickness by approximately 5cm.                    
Table II: Values of z0, D0, α , and δ for Different Exposure Categories (Terrain Conditions) Used in 
ANSI A58.1-1982 and ANSI/ASCE-7-1988 
 
 
The evaluated turbulent statistics, such as, the mean streamwise and vertical turbulence 
intensities profiles Tu = √ u'(x,y)2̅̅ ̅̅ ̅̅ ̅̅ ̅̅ /U0  and  Tv=√v'(x.y)2̅̅ ̅̅ ̅̅ ̅̅ ̅ /U0, expressed as a percent, are 
shown in Figure 9c) and d), respectively. Also, the Reynolds shear stress and turbulence 
kinetic energy plotted using the equations  𝑅𝑆𝑆 =  
−𝑢′(𝑥,𝑦)𝑣′(𝑥,𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑈0
2   and 
K= 
1
2
(u'2(x, y)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ +v'2(x, y)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ) are shown in Figure 9e) and f), respectively.    
     Conclusions from the atmospheric boundary layer simulation show that the fence 
models in the wind tunnel test section were submerged within a simulated boundary layer 
of about 22cm thick over an open flat terrain, resulting in a Reynolds number 𝑅𝑒 =  
U0*l
υ
 , 
of approximately 3.6x104, based off the height of the fence for the characteristic length 
scale l, free-stream velocity U0  of 5.53m/s and kinematic viscosity υ  of air at 20°C. 
Therefore, the following PIV experimental tests of measuring the flow fields around the 
fence models were conducted with the oncoming wind speed setting of 5.53m/s. 
Exposure 
Category 
Terrain 
Roughness   
z0 (cm) 
Surface 
Drag 
Coefficient     
D0 
Power-
Law 
Exponent           
α 
Atmospheric 
Boundary-Layer               
Thickness δ 
(ft) (m) 
A  80 0.0251  1/3 1500 457 
B 20 0.0105  2/9 1200 366 
C 3.5 0.0050  1/7 900 274 
D 0.7 0.0030   1/10 700 213 
Note: A = large cities, B = urban and suburb, C = open terrain, D = open 
coast. 
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Figure 9: Vertical profiles of the ABL simulation: a) streamwise velocity, b) vertical velocity, c) streamwise turbulence 
intensity, d) vertical turbulence intensity, e) Reynolds shear stress and f) turbulence kinetic energy. 
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2.3.      PIV experimental set-up  
     Experiments took place in the fully developed turbulent region of a closed-return type 
atmospheric boundary layer wind tunnel with test section dimensions of 6.75m x 0.72m x 
0.48m (L x W x H) at the Biofluid and Biomimic Research Center at Pohang University of 
Science and Technology in South Korea shown in Figure 10. The systematic measurement 
technique using PIV measured whole velocity fields of the wind flow around the three 
fence models. The PIV experimental test plan captured the wind flow around the fence 
models from -0.5H to 7.5H in the x-direction and from 0H to 3.0H in the y-direction (with 
H meaning the height of the fence), illustrated in Figure 8b) and c). The laser light sheet 
for the measurement plane was set up along the centerline of the wind tunnel test section 
with respect to the spanwise (z - direction), parallel to oncoming flow. It was created by a 
combination of cylindrical lenses and deflected downwards by a 45 degree mirror. A 
schematic diagram of the experimental set-up and data acquisition system is shown in 
Figure 11.  
Figure 10: Picture of PIV test for flow around the 1D fractal fence model in the 
turbulent region of the atmospheric boundary layer wind tunnel at Pohang University 
of Science and Technology in South Korea 
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     The PIV systematic measurement technique used olive oil tracer particles consisting of 
the same density as the wind flow and were seeded into the flow of the wind tunnel at the 
end of the 6.75m long test section. To illuminate the particles, a double-pulsed dual-head 
green light 532nm Nd: Yag Laser was used and captured the particles in the flow at a frame 
rate of 2.5 fps using a 4K x 4K CCD camera fitted with a 105mm focal lens optimized for 
2D2C particle image velocimetry measurements which provided a spatial resolution of 
4864(H) x 3248(V) pixels. This resulted in a maximum field of view of 49cm x 33cm. The 
double-pulsed laser and charged-coupled device (CCD) 8-bit camera were synced through 
a 565 Pulse/Delay Generator with a time interval dt, of 120 µs between laser pulses. In 
addition, the measurement planes for the three fence models were all approximately 60mm 
left-of-center from the centerline of each fence shown in Figure 12. Each measurement 
plane was adjusted slightly so the flow field was taken in between the fence struts and was 
not blocked by the fence structure. Furthermore, a total of 2400 samples (1200 pairs) of 
raw images were captured for each window (1 and 2) depicted in Figure 8b) and c), with 
Figure 11: Schematic of experimental set-up 
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three hundred pairs of images taken in eight runs at a frame rate of 2.5 fps. The free-stream 
velocity was fixed at U0 = 5.53 m/s, monitored by the micro-manometer, corresponding to 
a Reynolds number of approximately 3.6x104 based off the height of the fence.   
 
    
 
Figure 12: Measurement planes aproxmiately 60mm left-of-center for (a) conventional fence, (b) 1D fractal fence and 
(c) 2D fractal fence. 
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3.CHAPTER III                                                                                                             
PIV DATA PROCESSING  
3.1     PIV data processing 
     The PIV data processing procedure is illustrated in Figure 13: from a pair of raw particle 
images to an instantaneous velocity field for further analysis. First, an image pair- frame A 
and frame B, taken at time t with laser pulse 1 and then at time t+dt with laser pulse 2, 
respectively, is subdivided into interrogation windows or areas (IA) with typical window 
sizes of 64x64, 32x32 or 16x16 pixels. Although the IA can be as small as 4x4 pixels; 
however, a window size this small does not make much sense if a mean particle diameter 
is approximately 3pixels, because it is desired to have a presence of at least three or four 
particles to be matched within an IA (Raffel, Willert, and Kompenhans, 1998).  
     The second step of the data processing procedure is the selection of the correlation mode, 
which is applied to the two input interrogation windows 𝐼1 and 𝐼2, from the light exposure 
Figure 13: From a pair of raw particle images to an instantaneous velocity field for further analysis  
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at the two different times t and t+dt. The correlation plane for the size of an interrogation 
window at image position x, y is given by C(x, y) = I1(t, x, y) ⨂ I2 (t+dt, x, y) 
(FlowMaster Product Manual, 2013). The correlation mode can be selected to be done in a 
single step or iteratively via multi-pass (constant or decreasing interrogation window size), 
amongst the selection of the interrogation window size and % overlap (used to shift the 
window in the second frame a certain percentage of the window size, as the particles shift 
to a different position in the second image, in order to match more particles for better peak 
detection). 
     Lastly, a peak detection of the highest correlation peak in the correlation plane is 
performed, whose position is representative of the mean displacement of the particle 
ensemble within the IA. The mean displacement vector V(x, y) at image position x, y is 
given by V(x, y) = position of highest peak detected in C(x, y) (FlowMaster Product 
Manual, 2013). The cross-correlation mode matches the particle shifts within each IA 
between the two frames, computing a single mean displacement vector simultaneously for 
each IA throughout the image, then combines all the vectors together to construct a 2D 
vector field for the whole image. An example of a resultant instantaneous vector field 
generated from the double-frame cross-correlation mode is shown in Figure 14. 
Figure 14: Construction of an instantaneous vector field from double-frame cross-correlation  
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3.2     Optimization of PIV processing 
     After acquiring the raw particle images and before the vector calculations are performed, 
the images may need to be optimized and manipulated by applying image pre-processing 
methods to improve the quality of the results. This was done using image pre-processing 
tools in LaVision’s DaVis 8 software by experimenting several processing techniques such 
as background image subtraction and image masking. In addition, varying interrogation 
window sizes to compare correlation maps is performed to determine the optimal vector 
processing parameters. The following sections highlight the optimal parameters chosen in 
extracting the whole velocity field information for evaluation.  
3.2.1     Background image subtraction 
     The purpose of subtracting the background image was to remove noise from the PIV 
images to enhance the particle illumination from the laser, in return to improve the quality 
of the results before applying an image correlation function (Honkanen and Nobach, 2005). 
A reference background image to be subtracted from the original images, can remove the 
local offset noise and intensity gradients from the laser light reflections off stationary 
objects (Honkanen and Nobach, 2005), and is commonly generated by computing an 
average or local minimum from all samples of a measurement set (Wereley et al., 2002). 
After subtraction of any background, it is desired that the images show only the illuminated 
particles in the flow and the object in which the flow is subjected to (which is later removed 
by image masking). 
     The concept for removing the average background is because of the random distributed 
particles captured in the image set from passing through the camera’s field of view so 
quickly, will disappear when generating the averaged recording of all the images in the set, 
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leaving only the background (Wereley et al., 2002). Then, the background can be removed 
from all raw images by subtracting all images in each set by the average background image 
generated. Although, reflections from stationary objects may not be removed in this manner 
because their brightness distributions do not change or move. 
     The concept for generating and removing the minimum background image described by 
Kühn, Kompenhans, and Monnier, (2000) follows that the pixels 𝑀𝑖𝑗𝑘of the two minimum 
images generated (one for image A and one for image B, hence k=1,2), consist of the 
ensemble minimum  of the pixels  𝑃𝑖𝑗𝑘𝑛 of all the raw images in the set, and are calculated 
by 𝑀𝑖𝑗𝑘 = min
𝑛
(𝑃𝑖𝑗𝑘𝑛). Then, the two minimum images can be subtracted from all images 
in the set n, before evaluation by means of  𝑃′𝑖𝑗𝑘𝑛 = 𝑃𝑖𝑗𝑘𝑛 − 𝑀𝑖𝑗𝑘, for all i, j pixel positions 
in the domain. The removal of the minimum background at each pixel location is beneficial 
for reflections of stationary background objects because the minimum gray scale value at 
certain pixels within the domain may reflect the background brightness (Wereley et al., 
2002). 
     The PIV images captured from the experiments exposed unwanted reflections of 
stationary background objects such as, ripples of black masking tape on the glass inside of 
the wind tunnel (on the opposite end of the glass closest to the camera), and reflections 
from part of the wind tunnel test section bed. The reflections revealed intensity gradients 
of the laser light off stationary object in the background of the images which may be 
interpolated as part of the particle intensities in the flow, causing erroneous vectors in the 
correlation analysis. Therefore, to remove this unwanted exposure of the background or 
offset noise from the images, the two primary background subtraction methods, subtracting 
the average and minimum background available in DaVis software were both tested.  
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     First, the two methods were executed for only one set of 300 images (150 pairs) captured 
to see which subtraction method improved the quality of the images successfully before 
applying that technique to each set of 300 images (150 pairs) taken for each fence model. 
Figure 16 shows the result of subtracting the average background generated by averaging 
the 300 particle images in one set, comparing the raw image without background 
subtraction to its processed image with subtraction of the average background (right). The 
result of subtracting the average background was not adequate because reflections of the 
background were not fully removed.  The reflections from the masking tape showed areas 
of even greater intensity rather than eliminating the reflections completely. Figure 15 shows 
the result of subtracting an image in the set by the minimum background image generated 
by the minimum pixel values in 150 images, comparing the raw image without background 
Figure 16: Original raw image (left) and subtraction of average background image generated by averaging 300 
particle images (right) 
Figure 15: Original raw image (left) and subtraction of minimum background image generated by the minimum pixel 
values in 150 particle images (right) 
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subtraction 𝑃𝑖𝑗𝑘𝑛  (left) and the processed image with subtraction of the minimum 
background 𝑃′𝑖𝑗𝑘𝑛  (right). Subtracting the minimum background technique proved to 
work the best in removing the stationary objects because the reflections from the masking 
tape were fully removed and only the illuminated particles remained. Therefore, this image 
pre-processing technique of subtracting the minimum background was applied to every set 
of 300 raw images (150 pairs) acquired for each wind fence model experiment. 
3.2.2     Mask for fence 
     Another image pre-processing technique used was to define a mask to remove the object 
that is subject to the flow in all the images by means of creating a geometrical mask. Points 
were selected to create lines around the model to mask out the fence to prevent erroneous 
vectors in the correlation analysis for the vector calculation. This simple technique after 
implementation the removal of subtracting the minimum background is shown in Figure 
17. 
3.2.3     Interrogation window size 
     A correlation peak detection was tested to ensure the right interrogation window size 
parameters were chosen for accuracy in the double frame cross correlation technique. It is 
important that the interrogation window size is not too small so enough particles (typically 
five) remain within the subdivided windows to determine the mean displacement. The 
Figure 17: Processed image with minimum background subtraction and geometrical mask  
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maximum peak detected in the correlation plane indicates the mean displacement vector 
and the higher the maximum peak results in less false vectors. In addition, the wider the 
peak, the higher the uncertainty is in the measurements, (Xue et al., 2014). 
     A quick check for this parameter was to create a correlation map for each variation of 
interrogation window size at a specified location within a pair of images.   Figure 18 shows 
the location in which the correlation maps were created from, shown in Figure 20, taken 
from the conventional fence data. The  highest correlation peak was detected for an 
interrogation window size of 64x64 pixels in Figure 20 d) and the second highest detected 
was for 32x32 pixel window size in Figure 20 c).  Figure 20 a) and b) for interrogation 
window sizes of 8x8 and 16x16 pixels show no distinguished peak and the width of the 
maximum peak is very large indicating not enough particles were correlated to determine 
an accurate mean displacement.  
     Given the particle image sets, selections for the vector calculation parameter among the 
multi-pass iteration options of either constant or decreasing interrogation window size, the 
minimum and maximum interrogation window sizes selected should be 32x32 pixels and 
64x64 pixels, respectively. The effects of subdividing an image into interrogation window 
sizes of 64x64 pixels compared to 32x32 pixels, is that the amount of subdivisions is 
decreased by half, therefore resolving half the number of vectors throughout the domain. 
Consequently, it results in a reduced spatial resolution for the instantaneous vector field, 
which is a disadvantage. 
     Thus, shown in Figure 19 is a comparison of differences in interrogation window sizes 
for vector calculation parameters of (a) multi-pass (constant size) set to 64x64 pixels and 
(b) multi-grid refinement starting from 64x64 pixels to 32x32 pixels. Because a higher 
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spatial resolution is desired to show better detail of the flow, the double-frame cross-
correlation algorithm, with multi-grid refinement starting from an initial interrogation 
window size of 64x64 pixels down to 32x32 pixels with 50% overlap was chosen for the 
vector calculation parameter for all images.  
 
 
 
 
 
 
 
 
 
 
 
Figure 18: Location for interrogation window size correlation map 
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3.3     PIV data analysis 
     After processing the raw particle images from each experiment, the instantaneous pixel-
displacement vector fields were visually checked for outliers and removed. Then, the pixel-
(a) (b) 
(c) (d) 
Figure 20: Correlation map for interrogation window sizes: (a) 8x8 (b) 16x16 (c) 32x32 and (d) 64x64 pixels 
Figure 19: Comparison of instantaneous velocity field using (a) 64x64 pixels and (b) 32x32 pixels 
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displacements were converted to velocity fields and ensemble-averaged, using a custom 
written MATLAB code. In addition, streamwise and vertical velocities and turbulent 
statistics such as, streamwise and vertical turbulence intensities, Reynolds shear stress, and 
turbulence kinetic energy were calculated. The MATLAB code created to perform these 
calculations is provided in Appendix B. The following sections outline the calculations 
used in the data processing stage to analyze the flow fields generated by the wind fence 
models.  
3.3.1     Ensemble averaging procedure 
     Since the fence models were subject to a fully developed flow condition in the wind 
tunnel test section, the flow was considered steady opposed to drastically changing over 
time. In addition, each of the individual samples of the flow captured are considered 
random samples because of the low frequency laser causing a time restriction between each 
of the consecutive instantaneous vector fields captured, opposed to a continuously recorded 
collection of time series data. Therefore, the conventional averaging procedure for a 
statistically steady flow of discrete points (i.e., x, y), developed by Reynolds called 
ensemble averaging was used in order to determine the mean streamwise u, and vertical 
velocities v, (Anderson, et al., 2012). Thus, for any number of N samples of instantaneous 
velocity components 𝑢𝑖(𝑥, 𝑦)  and  𝑣𝑖(𝑥, 𝑦) , defined in the PIV experimental set-up 
Cartesian coordinates, in the horizontal and vertical planes, the ensemble-averaged 
velocities were calculated by equation (3-1) as follows,  
 𝑢(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅ =
1
𝑁
∑ 𝑢𝑖(𝑥, 𝑦)
𝑁
1
     and       𝑣(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅ =
1
𝑁
∑ 𝑣𝑖(𝑥, 𝑦)
𝑁
1
 (3-1) 
     The ensemble averaging was based on creating a cell array containing all instantaneous 
pixel-displacement fields from an experiment and averaging them by the total number of 
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samples, using the mean function in MATLAB. After taking the mean of the pixel-
displacement field data, the pixel displacements were converted to velocity vectors by 
multiplying pixel displacements by the number of pixels within 1cm (depicted from the 
scaling images taken after each experiment), and then dividing by the time interval, dt.  
     To investigate differences of the turbulent flow structure generated by each fence for 
the whole flow field, turbulent statistics were calculated by first splitting the instantaneous 
flow velocities into a mean and fluctuating part using Reynolds decomposition (White, 
2011). The turbulent velocity fluctuations were determined by subtracting the mean flow 
from the instantaneous velocities in the domain for every flow field: 
 𝑢𝑖
′(𝑥, 𝑦)   =   𝑢𝑖(𝑥, 𝑦) − 𝑢𝑖(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅      𝑎𝑛𝑑   𝑣𝑖
′(𝑥, 𝑦)   =   𝑣𝑖(𝑥, 𝑦) − 𝑣𝑖(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
(3-2) 
The root-mean-square of the turbulent fluctuations is also known as the standard deviation 
of the set of velocity fluctuations 𝑢𝑖
′(𝑥, 𝑦)  and 𝑣𝑖
′(𝑥, 𝑦), (White, 2001).  
 𝑢𝑟𝑚𝑠 = √
1
𝑁
∑ (𝑢𝑖
′(𝑥, 𝑦))
2
𝑁
1
   𝑎𝑛𝑑   𝑣𝑟𝑚𝑠 = √
1
𝑁
∑ (𝑣𝑖
′(𝑥, 𝑦))
2
𝑁
1
      
(3-3) 
Equation (3-3) corresponds to the strength of turbulence for the streamwise and vertical 
velocities 𝑢𝑟𝑚𝑠 and 𝑣𝑟𝑚𝑠, respectively. Dividing the turbulence strength by the upstream 
velocity is the normalized turbulence intensity.  
 𝑇𝑢 =
𝑢𝑟𝑚𝑠
𝑈0
   𝑎𝑛𝑑    𝑇𝑣 =
𝑣𝑟𝑚𝑠
𝑈0
   (3-4) 
To evaluate the Reynold’s or turbulent shear stress, the velocity fluctuations 𝑢𝑖
′(𝑥, 𝑦)  and 
𝑣𝑖
′(𝑥, 𝑦) were first found and then multiplied together for each instantaneous velocity field 
and afterwards time averaged and divided by the square of the oncoming flow speed, shown 
in (3-5):  
 𝑅𝑆𝑆 =
−𝑢′(𝑥, 𝑦)𝑣′(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅
𝑈0
2  
(3-5) 
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     For validation of the experimental measurements for numerical simulations, Reynolds 
shear stresses where 𝑢𝑖(𝑥, 𝑦)  ≠ 𝑣𝑖(𝑥, 𝑦), are of importance because they impose changes 
in the flow and within a boundary layer they serve as the most dominant term in the non-
linear Navier-Stokes equation which is known as turbulent shear (White, 2011).    
     The turbulence kinetic energy defined in (3-6), is estimated using the two measured 
velocity components (White, 2011): 
 
𝐾 =  
1
2
( 𝑢′2(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ + 𝑣′2(𝑥, 𝑦)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ ) 
 
(3-6) 
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3.3.2     Convergence test 
     For PIV measurements, it is imperative to collect an enough amount of samples to be 
ensemble-averaged to acquire true-mean flow field and turbulent statistics. This is 
important because the experimental accuracy is highly dependent on the total number of 
instantaneous velocity fields or sample size for ensemble averaging (Uzol and Camci, 
2001).  
     To check the convergence of the ensemble averaged PIV data for mean flow field 
statistics, variation of mean or averaged streamwise velocity with sample sizes of N = 10, 
50, 100, 250, 500, 600, 750, 900, 1000, 1100, and 1147, is shown in Figure 21, for nine 
various locations within the 2D fractal fence domain clarified in  Figure 25. Once reaching 
250 samples, the averaged streamwise velocity is shown to converge. The total 1200 
Figure 21: Mean streamwise velocity versus sample size 
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instantaneous velocity fields are able to ensure accuracy in the mean flow field statistics of 
the PIV measurements.  
     Similarly, to check convergence of the ensemble averaged PIV data for turbulence 
statistics, variation of mean or averaged streamwise turbulence intensity with sample sizes 
of N = 10, 50, 100, 250, 500, 600, 750, 900, 1000, 1100, and 1147, is shown in Figure 22, 
for the same nine locations of the 2D fractal fence domain. Once reaching 1000 samples, 
the averaged streamwise turbulence intensity is shown to converge. Again, the total 1200 
instantaneous velocity fields are able to ensure accuracy in the turbulent statistics of the 
PIV measurements.  
Figure 22: Mean streamwise turbulence intensity versus sample size 
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3.3.3     PIV uncertainty quantification from correlation statistics 
     In general, uncertainty (u) is an estimate of the range (±ud) within which we believe an 
actual value of an error (δ) lies. An error of a measurement is the difference between the 
measured value and the true value of the measurand. The probability that the true value lies 
within the uncertainty bounds is the confidence interval. An illustration of the estimated 
range of uncertainty and the error in measured data is shown in Figure 23. 
     In the past years of PIV experimentation, people have reported rough estimates of 
uncertainties to be 0.1 or 0.05 pixel. In recent years attempts have been made to more 
accurately quantify the measurement uncertainty for a particular experimental setup and 
for every vector in the measured flow fields.  Some of the newly derived methods are the 
‘uncertainty surface’ (Timmins et al., 2012), the ‘peak ratio’ (Charonko and Vlachos, 2013), 
and the ‘image matching’ or ‘particle disparity’ method (Sciacchitano et al., 2013). An 
extension of the ‘particle disparity’ method which operates on a pixel level as opposed to 
analyzing particle positions, named the ‘correlation statistic’ method was used for this 
study in order to quantify an uncertainty for every vector in the measured velocity field 
(Wieneke, 2015). Although, some disadvantages of the method is its inability to detect 
outliers and bias errors (Wieneke, 2015).  
      The correlation statistics method derives an uncertainty estimation from overall pixel 
contribution fitted to the correlation peak shape (Wieneke, 2015). Illustrated in Figure 24, 
Figure 23: Uncertainty range and error (LaVision Inc.) 
 37 
 
this method computes the standard deviations of the pixel-wise contributions of the particle 
intensity differences in each interrogation window of two images, and the expected 
asymmetry of the correlation peak. The method takes as input an image pair to be matched 
and the displacement field computed by the PIV algorithm.  
     First, the displacement field u(x) from a certain PIV algorithm, is used to dewarp back 
image 2 to overlay onto image 1 shown in Eqn.(3-7). Error! Reference source not found.  
 
𝐼2
∗(𝑥) = 𝐼2(𝑥 + 𝑢) 
 
(3-7) 
where 𝐼2 is the intensity function of the image 2. The correlation function C (u) for the 
computed displacement u, is defined by Eqn.(3-8)Error! Reference source not found..  
 𝐶(𝑢)  = ∑(𝐼1(𝑥, 𝑦)𝐼2(𝑥 + 𝑢, 𝑦))  = ∑(𝐼1(𝑥, 𝑦)𝐼2
∗(𝑥, 𝑦)) (3-8) 
Provided that the algorithm converged for an ideal noise-free image shown in Figure 24 
(left), the correlated peak is symmetric, where C+ = C-. 
     Although, due to various error sources 𝐼1and 𝐼2
∗ will not match perfectly, as noise will 
be present and thus the correlation peak is non-symmetric, where C+ ≠ C-, shown in Figure 
24 (middle). The contribution of noise is the standard deviation of the changes in the 
correlation function  𝛥𝐶 = 𝐶+ − 𝐶− = ∑(𝐼1(𝑥, 𝑦)𝐼2
∗(𝑥 + ∆𝑥, 𝑦) − ∑ 𝐼1(𝑥, 𝑦)𝐼2
∗(𝑥 −
∆𝑥, 𝑦)), shown in Eqn. (3-9)Error! Reference source not found., and add up in a random 
walk fashion to a non-zero 𝛥𝐶. 
 𝜎∆𝐶=√∑[𝐶+ − 𝐶−]2
𝑁
𝑖=1
 
(3-9) 
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    Then, an optimal displacement δu is calculated by fitting the three points 𝐶0 = C (u), 
𝐶+and 𝐶−, to a Gaussian curve performed by the PIV predictor-corrector scheme, such that 
𝛥𝐶 is zero again, shown in Figure 24 (right), which leads to an erroneous measured 
displacement umeas = utrue + δu. Then, with the given known variability in 𝛥𝐶𝑖, an estimate 
for the standard deviation 𝜎∆𝐶 of  𝛥𝐶 can be calculated and afterwards propagated by Eqn. 
(3-10) to compute an uncertainty estimation of the displacement field,Error! Reference 
source not found. with 𝐶± = (𝐶+ + 𝐶−)/2. 
 𝜎𝑢 = 𝑓(𝐶0, 𝐶± − 𝜎∆𝐶/2, 𝐶± + 𝜎∆𝐶/2) 
(3-10) 
     Davis software was used in order to quantify the total estimated PIV uncertainty 
calculated from correlation statistics  𝜎 = √𝜎𝑢2 + 𝜎𝑣2  . The measurement uncertainty was 
estimated and displayed in two ways for the 2D fractal fence model, providing an estimate 
for the whole flow field and locally for nine various points within the domain. The 
uncertainty estimates for the nine local points were tabulated for a 68% and 95% 
confidence interval and presented in Table III, of the results and discussion in section 4.1.2. 
The procedures to provide estimates of the uncertainty for the whole flow field and for the 
nine local points are further explained in the following. 
Figure 24: Correlation function between 𝐼1 and 𝐼2
∗ for ideal noise-free image (left). Compensating for noise, the 
correlation peak is non-symmetric (middle). Shifting the correlation peak back to 0, the measurement uncertainty is 
computed by a 3-point Gaussian fit (right). 
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     The procedure to estimate the average and standard deviation of the uncertainty for the 
whole flow field is as follows: 
1. within the processing tab of the Davis software (after selection of the post-
processed instantaneous pixel-displacement vector fields), an additional component 
operation was calculated for the ‘Uncertainty V’;  
2. within the export tab of the Davis software, the average and standard deviation of 
each whole uncertainty pixel displacement field was exported; 
3. then, the uncertainty average and standard deviation for each instantaneous pixel-
displacement vector fields were ensemble averaged and converted to velocity 
vectors in order to give an estimation of the uncertainty average and standard 
deviation in m/s, for the entire domain of the velocity field.  
     The second way to display estimates of uncertainty in the measurements and tabulate 
for a 68% and 95% confidence interval, was too narrow in at nine various locations within 
the first window of the 2D multi-scale fractal fence domain, shown in Figure 25. The 
procedure to estimate the uncertainty in this manner is as follows: 
Figure 25: Nine locations for estimating uncertainty for the 2D fractal fence 
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1. The local average and standard deviation of the uncertainty estimates were depicted 
from the two plots in Figure 28 respectively, at the nine locations shown in Figure 
25.  
2. The values of the average uncertainty estimates depicted, were divided by two to 
be added and subtracted from the mean streamwise velocity measurements for each 
of the nine locations taken from the convergence plot in Figure 21, (i.e., (avg. 
uncertainty/2) ± (local converged streamwise velocity)). 
3. To tabulate for a 68% confidence interval, the values of the standard deviation 
uncertainty estimates depicted, were divided by two and added and subtracted to 
the resulting value from (2) (i.e., (stdev. uncertainty/2) ± (avg. uncertainty/2) ± 
(local converged streamwise velocity)). 
4. Two times the standard deviation widens the range of the uncertainty estimate and 
gives a 95% confidence interval for the estimated range in which the true value lies.  
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4.CHAPTER IV                                                                                                               
RESULTS AND DISCUSSION 
4.1     Evaluation of measurement quality 
     Plots were created to compare results of the mean flow properties and turbulence 
statistics normalized by the free stream velocity from this experimental study to other 
similar previous research works involving the study of porous non-fractal and fractal wind 
fence structures. The purpose of validating the measurements is to ensure they show some 
similarities with previous work done as well as for future experimental studies and 
comparisons to future numerical models. 
4.1.1     Comparison to literature 
     A similar study of the structure of turbulent shear flow around a two-dimensional porous 
fence having a bottom gap (Kim and Lee, 2002) was used for graphical comparisons to be 
consistent with the conventional fence in this study having a bottom gap. The gap ratio of 
0.1H is consistent with the gap ratio of this present study although, the porosity of the fence 
models between the two again differ. The 2D porous fence in Kim and Lee, (2002) had a 
porosity of 38.5% while the 2D conventional porous wind fence in this study has a porosity 
of 50%. However, there is shown to be better collapse of the data in comparison to the 
studies from Keylock, et al., (2012) and Lee and Kim, (1999), which are shown in 
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Appendix A in Figure 40 and Figure 41, respectively. Figure 26 and Figure 27 show vertical 
profiles along the fence height at different downstream locations from the fence of the 
normalized streamwise and vertical velocities and normalized streamwise and vertical 
turbulence intensities, respectively.  
    In Figure 26, the normalized streamwise and vertical velocities plots show similarities 
in shape up to y/H = 1. Above y/H = 1, the normalized velocities are higher in magnitude 
for the 38.5% porosity fence. The inconsistencies is due to the different experimental set-
ups and inflow conditions. The experimental setup of Kim and Lee, (2002) used a 
circulating water channel where the boundary layer thickness is much smaller due to the 
density of water compared to the wind in the circulating wind-tunnel used for this study. In 
addition, the Reynolds numbers between the two experiments are quite different. 
     Again, the vertical profiles in Figure 27 of the streamwise and vertical turbulence 
intensities are similar; however, the magnitudes of the intensities differ and increasingly 
worsen as the distance downstream increases. The magnitudes are higher for the 2D porous 
fence of 50% porosity when 0 ≤ y/H ≥ 1 at locations x ≥ 3H. Heisler, (1989) stated that in 
Figure 26: Comparison of two-dimensional (non-fractal) porous fences (a) normalized streamwise velocity 
and (b) normalized vertical velocity 
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the lee of windbreaks the magnitude of the turbulent velocity fluctuations is inversely 
proportional to the porosity. In addition, Lee and Kim, (1999) compared laboratory 
measurements of the turbulent shear flow behind porous fences of different porosities and 
observed that as the fence porosity decreases, the fence wake has higher turbulence 
intensity. These conclusions are not seen in Figure 27, as the fence wake shows higher 
turbulence intensity for the 2D porous fence of 50% porosity. 
Figure 27: Comparison of two-dimensional (non-fractal) porous fences (a) normalized streamwise 
turbulence intensity and (b) normalized vertical turbulence intensity 
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4.1.2     Uncertainty 
A typical total uncertainty field 𝜎 = √𝜎𝑢2 + 𝜎𝑣2 , with an average and standard deviation 
in pixels is provided to give an example of how to present an experiment uncertainty in 
conducting PIV measurements (Wieneke, 2015). The first procedure in section 3.3.3 
highlights how to arrive at this result for this particular experiment. The uncertainty fields 
shown in Figure 28 are not uniform across the whole flow field. Wieneke, (2015) stated 
that even with perfect synthetic data, an uncertainty estimation field will show a variability 
in the uncertainty estimates between 5-25%. The average uncertainty field shown in Figure 
28, displays a maximum average uncertainty estimation of approximately 35% of the 
oncoming flow speed of 5.53m/s. This maximum occurs at the edge of the laser light sheet 
near the ground surface at x/H > 3.1, where its intensity is the weakest. Fortunately, the 
data is overlapped and replaced by the second window as this was a known area that 
maximum uncertainty was predicted to occur. In addition, larger ranges of uncertainty 
occur at locations of high shear where the fluctuations in the flow are greater than in areas 
of low shear (Timmins, et al., 2012). Such regions in this experiment are within the shear 
layer produced by the increase of flow velocity over the top of the fence and in the near 
wake region of the flow through the fence holes where jets are formed.  
Figure 28: Average uncertainty field (left) and standard deviation uncertainty field (right). 
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Overall, the average estimated uncertainty for the whole velocity field of the first 
window of the 2D fractal fence is 0.136 pixel or 0.107 m/s (1.9% of the oncoming flow 
speed) with a standard deviation of 0.174 pixel or 0.137 m/s (2.5% of the oncoming flow 
speed). It has been validated by Monte-Carlo simulations that an accurate 𝜎𝑢 ≤ 0.3 pixel 
(Wieneke, 2015), indicating the estimated uncertainty for this particular experiment is 
considered to be within an acceptable range, validating the measurements in providing a 
good estimate for the range in which the true value lies.  
The second procedure in section 3.3.3 emphasized on the arrival for the uncertainty 
estimations for the nine locations within the domain of the 2D fractal fence shown in Figure 
25. For the nine locations, the estimated range error of error in which the true value is 
predicted to lie within is given in Table III for a 68% and 95% confidence interval.  
Table III: PIV measurement uncertainty for nine locations within the 2D fractal fence field domain. 
Location 
Converged 
velocity 
Estimated range of 
error 
Estimated range of true 
value, U (m/s) 
x y U (m/s) 
uncertainty 
(m/s) 
standard 
deviation 
(m/s) 
68% 
confidence  
95% 
confidence 
0.50H 0.55H 0.726 ±0.078 ±0.027 (0.621-0.831) (0.594-0.858) 
0.50H 1.00H 1.894 ±0.074 ±0.024 (1.796-1.992)  (1.772-2.016) 
0.50H 1.50H 5.817 ±0.031 ±0.009 (5.777-5.857) (5.768-5.866) 
1.50H 0.55H 1.28 ±0.033 ±0.008 (1.239-1.321) (1.231-1.329) 
1.50H 1.00H 1.654 ±0.042 ±0.014 (1.598-1.71) (1.584-1.724) 
1.50H 1.50H 5.771 ±0.038 ±0.012 (5.721-5.821) (5.709-5.833) 
2.00H 0.55H 1.052 ±0.036 ±0.010 (1.006-1.098) (0.996-1.108) 
2.00H 1.00H 1.521 ±0.040 ±0.015 (1.466-1.576) (1.451-1.591) 
2.00H 1.50H 5.729 ±0.035 ±0.012 (5.682-5.776) (5.67-5.788) 
 
     The estimated uncertainty for the nine locations are even smaller than the average 
estimated uncertainty for the whole flow field, meaning that these local measurement 
uncertainty estimates are too within the acceptable range for validating accurate  PIV 
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measurement data representative of the true error for comparisons to possible future 
numerical model simulations. 
4.2     Mean flow properties 
     The kinematic properties such as the mean streamwise and vertical velocities U and V, 
respectively were evaluated for each fence model up to 7.5H downstream and are shown 
in Figure 29. Unfortunately, due to the experimental limitations no more than 7.5H data 
downstream was able to be obtained. To zoom in on the differences in the near wake region, 
the mean streamwise and vertical velocities contour plots with streamlines up to 1H 
downstream are shown in Figure 30.  
    Common features of the streamwise and vertical velocities exist in the regions at the top 
of the fence, adjacent to the fence and at the bottom surface between all the fence models. 
However, in addition to these common features differences of the flow structure between 
the fence models are seen as well. The most common flow feature among all the fences is 
the incoming flow that speeds up as it approaches the fence.  Higher magnitudes of the 
streamwise and vertical velocities are seen as the approaching flow speeds up over the top 
of the fence creating a shear layer between the outer flow and wake region. In addition, the 
wake that forms behind each of fences show similar flow features for both streamwise and 
vertical velocities. Although differences arise in the magnitudes of the flow among all the 
fences in the wake region. The greatest range of the streamwise velocity deficit is seen 
leeward of the 2D fractal fence between x = 1~5H with a maximum velocity reduction of 
79% of the incoming flow speed occurring at approximately x = 3.6H. The range of the 
streamwise velocity deficit for the conventional fence is between x = 2.5~4H with a 
maximum velocity reduction of 76% of the incoming flow speed occurring at 
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approximately x = 3H. The reduced velocity magnitudes leeward of the fence around these 
downstream locations are not seen by the 1D fractal due to the higher streamwise velocity 
magnitudes through from the larger openings of the fence structure compared to the 2D 
fractal and conventional fence. 
     Another common flow feature among all the fences in the near wake region adjacent to 
the fence, are the multiple jets of the flow blowing through the fence openings. However, 
the flow structure of the jets in the near wake are different for each of the fence models. 
The conventional fence shows more uniform jets while the fractal fences display 
symmetrical differences in the magnitudes of the jets formed at y = 0.55H, mid-height of 
the fence. Also, reverse flow occurs as well at mid-height of the fence for both the fractal 
fence models, which is more apparent in Figure 30. The reverse flow is caused by the 
higher magnitudes of the vertical velocities seen in the near wake for both the fractal fence 
models opposed to the conventional fence. The higher magnitude of the vertical velocities 
indicate stronger vertical motion which relates to enhanced mixing and therefore increased 
turbulence.   
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     The last common feature among all the fence models is in the region near the bottom 
surface. Again, higher magnitudes are present here for both streamwise and vertical 
velocities. The higher velocity magnitudes corresponds to the increased flow through the 
bottom gap for all the fences. Although, the greatest magnitudes are seen near the ground 
surface of the conventional and 2D fractal fence, opposed to the 1D fractal fence.   
Figure 29: Mean streamwise velocity (left) and mean vertical velocity (right): (a) conventional fence, (b) 1D fractal 
fence and (c) 2D fractal fence 
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Figure 30: Streamlines of the mean streamwise velocity (left) and mean vertical velocity (right): (a) conventional fence, 
(b) 1D fractal fence and (c) 2D fractal fence 
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4.3.     Turbulent statistics 
4.3.1     Streamwise and vertical turbulence intensity 
     The normalized root-mean-square (r.m.s) streamwise and vertical turbulence intensity 
contour plots of the up to 7.5H leeward of the fence are given in Figure 31. Details of the 
streamwise and vertical turbulence structure in the near wake from 0H to 1H are shown in 
Figure 32. In the near wake region, the fractal fences generate an interesting symmetrical 
non-uniform turbulence structure caused by the fractal geometry, whereas the turbulence 
structure in the near wake region of the conventional fence is more uniform. The increase 
in turbulence seen by the fractal fences is related to the higher magnitudes of the vertical 
velocities compared to the conventional fence which is also indicative of enhanced mixing. 
 
Figure 31: Streamwise turbulence intensity (left) and vertical turbulence intensity (right): a) conventional fence, b) 1D 
fractal fence and c) 2D fractal fence 
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Figure 32: Near wake contour plots of the streamwise turbulence intensity (left) and vertical turbulence intensity 
(right): a) conventional fence, b) 1D fractal fence and c) 2D fractal fence 
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     Among all of the fence models, in the near wake region the streamwise turbulence 
intensity levels are higher than the vertical turbulence intensity levels. The shortest range 
of the higher turbulence intensity levels that occur in the near wake region is from 0 ≤ x/H 
≤ 0.2 for the conventional fence. At x/H > 0.5, the intensities quickly dissipate. The 
turbulence intensities near the bottom surface from the opening of the bottom gap attach to 
the re-developing boundary layer at x = 4H, creating the triangular quiet zone consisting 
of the lowest levels of turbulence. For the 2D fractal fence, the greatest turbulence levels 
range from 0 ≤ x/H ≤ 0.5 and significantly diminish when x/H > 1.0, about double the range 
of the higher turbulence levels in the near wake region of the conventional fence. In 
addition, similar to the conventional fence, the triangular quiet zone appears leeward of the 
2D fractal fence from 1.0 < x/H ≤ 4.0. However, the quiet zone of the conventional fence 
is less turbulent compared to the 2D fractal fence due to the strut configurations between 
the two fences. The largest range and the highest turbulence levels occur in the near wake 
region for the 1D fractal fence from 0 ≤ x/H ≤ 4. Then, the turbulence intensities start to 
dissipate to lower levels than the other two models as the distance downstream increases. 
This behavior is opposite of what is shown for the 2D fractal and conventional grid 
geometry as the distance downstream increases past 4H.  
     The maximum levels of the streamwise and vertical turbulence intensities in the absence 
of the fence, occur close to the ground surface of approximately 12% and 6%, respectively. 
Among the three fences, the level of the greatest streamwise turbulence intensity is 53%, 
generated by the 1D fractal fence adjacent to the fence in the near wake region at 
approximately y = 0.42H. The conventional and the 2D fractal fence generated the same 
amount of streamwise turbulent levels of approximately 49%, in the near wake region 
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adjacent to the fence at y = 0.7H and 0.19H, respectively. The vertical turbulence intensities 
are about half of the magnitude of the streamwise turbulence intensities for all three fence 
models.  
4.3.2     Reynolds shear stress 
     Another way to examine turbulence is through the Reynolds shear stress distributions 
shown in the plots of Figure 33. Wind fences exert a drag force on the flow and generate 
velocity gradients which cause shear layers to form. There are two common shear layers 
are present in Figure 33 for all three fence models, the thick positive upper shear layer 
starting at the top of the fence between the outer flow and wake region and the negative 
shear layer near the bottom surface formed between the quiet zone and the increased flow 
Figure 33: Reynolds shear stress: (a) conventional fence, (b) 1D fractal fence and (c) 2D fractal fence 
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through the bottom gap. Lowest values of RSS are present in the upper shear layer of the 
1D fractal fence case compared to the other two fence models. In the near wake region 
each fence shows differences in smaller shear layers created between the blockage of the 
flow by the fence structure and the multiple jets blowing from the fence openings. The 
conventional fence shows uniqueness in the alternative high and low RSS zones having 
similar magnitudes normal to the fence plane.  Higher values of RSS exist in the upper 
shear layer than in the lower shear layer, among the three fence models. Details of shear 
layers in the vicinity of the fence with streamlines are shown in Figure 34. 
4.3.3     Turbulence kinetic energy 
    asdf
     Turbulent shear stresses impose changes in the flow and are directly related to the 
turbulence kinetic energies of the flow. Therefore, the areas of increased turbulent shear 
stresses correlate to the areas of greater turbulence kinetic energies. The turbulence kinetic 
energies were evaluated to compare the energies in the turbulent velocity fluctuations of 
the flow fields past the three wind fence models up to 7.5H downstream shown in Figure 
35. Among the three wind fence models, the greatest magnitudes of the turbulence kinetic 
energy exist farther downstream from x = 4H to 7.5H for the 2D fractal fence with the 
lowest magnitudes occurring in this area for the 1D fractal. This is due to the higher 
Figure 34: Reynolds shear stress with streamlines: (a) conventional fence, (b) 1D fractal fence and (c) 2D fractal fence 
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magnitudes of the vertical velocity fluctuations downstream of the 2D fractal fence 
compared to the other two fence models. However, the greatest magnitudes of the 
turbulence kinetic energy exist in the near wake region from x = 0H to 2H for the 1D fractal 
fence with the lowest magnitudes occurring in this area for the conventional fence. As it is 
preferable to prevent particle remobilization from excessive turbulent stresses during an 
event of snow fall, the lower kinetic energy magnitudes generated by the 1D fractal are 
more desirable farther downstream. Although, the lower kinetic energy magnitudes in the 
wake region from x = 0.5H to 4H of the conventional fence are better than the energies in 
this region for the other fences. Depending on the purpose for the wind fence, future studies 
can resort to these conclusions in designing a more efficient wind fence to suit their needs. 
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4.4     Wind-speed reduction coefficient 
     One of the parameters used to evaluate the effectiveness of wind fences is the wind-
speed reduction coefficient. To provide a quantitative comparison of the effectiveness of 
each model to reduce the incoming wind velocity at a given height above the surface and 
distance downstream, the wind-speed reduction coefficient proposed by Cornelis and 
Figure 35: Turbulence kinetic energy: (a) conventional fence, (b) 1D fractal fence and (c) 2D fractal fence 
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Gabriels (2005) was calculated. The dimensionless reduction coefficient is stated in Eqn. 
(4-1). 
 Rc∆x,y=1- 
u∆x,y
u0∆x,y
 (4-1) 
where ∆x is the distance either windward or leeward of the fence in terms of fence height 
H, Δy is the height above the ground surface, u∆x,y is the time-averaged wind speed past 
the fence and u0∆x,y is the time-averaged wind speed in the absence of the fence (Cornelis 
and Gabriels, 2005). A magnitude of 1 for Rc∆x,y suggests that the fence is 100% effective 
in complete reduction of the incoming flow, denoting zero velocity leeward of the fence 
along the fence height.   
Figure 36: Wind-speed reduction coefficient for (a) Conventional fence, (b) 1D fractal fence and (c) 2D fractal fence 
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     A contour plot showing the comparison of the wind-speed reduction coefficient up to 
7.5H downstream for the three fence models is shown in Figure 36. The formation of the 
contours for the conventional fence are similar to that of the 2D fractal fence; however, the 
2D fractal reveals a larger wind-speed reduction coefficient achieving a magnitude of 0.8 
from approximately 2H to 4.5H downstream of the fence. In addition, larger coefficients 
extend farther downstream past 6.5H, for the 2D fractal opposed to the conventional fence.
The 1D fractal only displays high magnitudes in the near wake region up to x~2H.
Conclusions of this parameter graphically show the 2D fractal fence is more effective in 
reducing the wind-speed not only farther downstream but to a greater extent.
     Lee, et al., (2014) study on the shelter effect of a fir tree with different porosities was 
used to match the similarities between natural and artificial fractals as windbreaks. 
Consequently, trees which are very effective natural windbreaks as well as fractals in nature, 
comparisons in the magnitude of the wind speed reduction coefficients were plotted against 
the 1D and 2D multi-scale fractal fences implemented in this study. The wind-speed 
reduction coefficients of the control and leafless tree conditions of 30% porosity and 90% 
porosity, respectively in Leet, et al., (2014) were re-plotted against the 1D and 2D fractal 
fences of 50% porosity, to only show data up to 7.5H downstream to be consistent with the 
extent of data available in this study, shown in Figure 37. Due to the differences in the 
porosities of the tree models used by Lee, et al., (2014) to that of the fractal fence models 
in this study, the profiles of the wind-speed reduction coefficient show no distinct 
correlations.  
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     In addition, the three fence models in this study were plotted together to observe 
comparisons in Rc∆x,y for the 2D conventional (non-fractal) porous fence to that of the two 
fractal porous fence models, shown in Figure 38. Again, among the three fence models in 
this study, the 2D fractal and conventional fence show similar profiles in Rc∆x,y, such that 
at approximately 3H downstream the maximum reduction in wind speed occurs and then 
starts to decrease. A benefit to graphically showing horizontals profiles of Rc∆x,y  at 
different heights compared to the contour plots, is that the maximum magnitude of the 
coefficient achieved is exposed. The 2D fractal fence reveals a maximum coefficient of 
approximately 0.9 at about x = 3H, which is slightly higher than previously stated. 
Moreover, the 1D fractal reaches a maximum in the near wake region at approximately x 
= 0.5H and then quickly levels off approaching a coefficient of 0.4, as the distance 
downstream increases. In addition, the range of coefficients is narrowed from the ground 
surface to the height of the fence at 7.5H for the 1D fractal opposed to the conventional 
and 2D fractal.  
Figure 37: Wind-speed reduction coefficient comparison of natural (tree) to artificial (1D/2D fence 
models) fractal windbreaks 
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4.5     Shelter effect 
Another common parameter used to determine the effectiveness of wind fences is the 
shelter effect. To analyze the shelter effect of the three fence models, the modified version 
proposed by Kim and Lee, (2002) based off previous versions was implemented. Contour 
plots of the shelter parameter for all three fence models are shown in Figure 39. This 
modified shelter parameter is believed to be more accurate as it incorporates both the 
streamwise and vertical velocity components and their standard deviations for the disturbed 
flow over the streamwise velocity and its standard deviations of the undistributed flow. The 
shelter parameter proposed by Kim and Lee is given in (4-2).  
 𝜓 =
|𝑈| +  𝜎(𝑢) + |𝑉| + 𝜎(𝑣)
𝑈0 + 𝜎 (𝑢0)
 
(4-2) 
Figure 38: Wind-speed reduction coefficient for (a) conventional fence, (b) 1D fractal fence and (c) 2D fractal fence 
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     The vertical velocity and vertical standard deviations of the undisturbed flow are not 
considered in the parameter unlike versions of the shelter effect in previous studies because 
the undisturbed flow should have very little and thus negligible vertical velocity and 
fluctuations because of the constant wind speed and uniformity of the flow in the wind-
tunnel. As the main purpose of a wind fence is to maximize the reduction of oncoming flow 
velocities, a lower value for the shelter effect parameter is desirable.     
     The conventional fence and the 2D fractal fence have similar shelter effect parameter 
distributions; however, the 2D fractal has a longer area of shelter  corresponding to the 
magnitude of 0.40, which is a good shelter effect. The range of this degree of shelter 
expands from x = 1.5H ~ 4.5H downstream of the 2D fractal fence, whereas the range for 
the conventional fence is only from x = 2.0H ~ 3.5H. The length of the 2D fractal fence 
shelter zone almost doubles from the conventional grid fence geometry. The 1D fractal 
Figure 39: Shelter effect for (a) conventional, (b) 1D fractal and (c) 2D fractal fence. 
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experiences a medium shelter zone and does not reach magnitudes of the degree of shelter 
compared to the conventional or 2D fractal fence. The difference is due to the distribution 
of the voids in the 1D fractal geometry allowing greater quanities of the approaching flow 
through the larger open areas, even though each of the fence models have the same porosity.
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5.CHAPTER V                                                                                           
CONCLUDING REMARKS 
     To explore the effectiveness of multi-scale fractal wind fences, in this study an 
experimental investigation of the turbulent flow around 1D and 2D multi-scale fractal wind 
fences was conducted in an atmospheric boundary layer wind tunnel. Velocity fields 
around the two fractal fences were systematically measured using 2D2C PIV at the 
Reynolds number of approximately 3.6x104 based on the free-stream speed and the fence 
height. Mean flow properties such as streamwise and vertical velocities were obtained from 
the ensemble-averaged measured flow fields. The fluctuating velocities were used to 
calculate turbulent statistics including turbulence intensities, Reynolds shear stress [−
𝑢′𝑣′̅̅ ̅̅ ̅̅
𝑈0
2 ] 
and turbulence kinetic energy. The turbulent flow structures induced by specific 1D/2D 
multi-scale fractal wind fences were compared to those of a conventional grid fence of 
the same porosity (50%). Furthermore, wind-speed reduction and shelter effect parameters 
were evaluated to determine the effectiveness of the wind fences.   
     The major findings of this research show the 2D fractal fence is the most effective in 
reducing the wind-speed, showing an impressive wind-speed reduction coefficient of 0.9,  
and also displays a remarkable sheltering effect of 0.4 leeward of the fence from x = 1.5H 
to 4.5H,  among the three wind fences. However, near the surface, the Reynolds shear 
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stresses are very high for the conventional and 2D fractal fence, which is an indicator of 
potential particle remobilization. In contrast, the 1D fractal fence has the lowest Reynolds 
shear stress near the surface, which suggests the 1D fractal fence may be better in 
preventing particle remobilization from excessive turbulent stresses. Overall, it is desired 
for the design of wind fences to reduce oncoming wind velocities and help snow/sand 
particle deposition while preventing particle remobilization from excessive turbulent 
stresses. 
     Efforts concerning drag measurements will provide a bulk measurement of the wind 
fence resistance properties. The drag coefficients can facilitate understanding of 
effectiveness of wind fences along with detailed flow information. Future work suggestions 
entail a proper orthogonal decomposition (POD) analysis of flow fields to quantify vortices 
shed from wind fences in terms of kinetic energy contained. Also, exploring variations of 
fractal scaling parameters of the 2D fractal fence should give insight to optimal 
configurations for design of next generation wind fences.  
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APPENDIX A                                                                                                                 
Comparison to literature 
     The 1D multi-scale fractal wind fence model in this present study was replicated from 
the first study on fractal wind fences by Keylock, et al., (2012). Therefore to compare 
results of the flow between the two as well as the wind fence of 2D multi-scale fractal 
structure, normalized streamwise velocity and turbulence intensity plots are graphically 
shown in Figure 40 for two downstream locations, 2.5H and 5H.  
     The two 1D fractal wind fence models do show some similarities in the shape of their 
vertical profiles along the fence height for the normalized streamwise velocity except for 
near the bottom surface. However, the vertical profiles along the fence height of the 
normalized streamwise turbulence intensity are not comparable. In addition, all of the four 
vertical profiles differ in magnitude. The differences in the magnitudes arise from the 
difference of the inflow condition between the two experiments. Furthermore, the detail of 
the vertical profiles differ because of the differences in the measurement techniques used. 
Figure 40: Vertical profiles of fractal wind fence models (a) normalized streamwise velocity and (b) 
normalized streamwise turbulence intensity 
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Keylock, et al., (2012), used cross-wire anemometry which only provides point-wise 
measurements and requires an extensively longer time to collect data; therefore, fewer data 
points were obtained. Much more detailed vertical profiles were acquired for this study 
especially near the bottom surface, whereas Keylock, et al., (2012) began measurements at 
approximately y = 0.1H. 
     Laboratory measurements of the velocity and turbulence field behind two-dimensional 
porous fences (Lee and Kim, 1999) consisting of different porosities was used to compare 
the flow characteristics against the two-dimensional conventional (non-fractal) wind fence 
from this study. Because the previous study did not contain data for a 50% porosity fence, 
the data for the 40% and 65% porous fences were used to see if the measurements in this 
study fall somewhere in between.  However, since 40% is closest to the 50% porosity fence 
in the study, the two vertical profiles along the fence height should theoretically be the most 
similar. Figure 41 shows vertical profiles to compare the (a) normalized streamwise 
velocity, (b) normalized vertical velocity, (c) normalized streamwise turbulence intensity 
and (d) normalized vertical turbulence intensity of the different porous (non-fractal) fences.   
     The normalized streamwise velocity in (a) among all the vertical profiles shown in (a)-
(d) for the 40% and 50% porous fences show the most similarities except near the bottom 
surface. This difference is due to the presence of the conventional fence having a bottom 
gap whereas the fences in Lee and Kim, (1999) do not. Other discrepancies arise from the 
different inflow conditions between the two experiments. The experimental investigation 
of Lee and Kim, (1999) uses a circulating water channel where the boundary layer 
thickness is much smaller due to the density of water compared to the wind in the 
circulating wind-tunnel. Also, the porous fence models consist of different structural 
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geometries and material which may have an effect. The shape of the voids in the fences 
used by Lee and Kim, (1999) consist of circular shapes where the voids in the conventional 
fence are squares.
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Figure 41: Comparisons of 2D conventional (non-fractal) porous wind fences (a) normalized streamwise velocity, (b) 
normalized vertical velocity, (c) normalized streamwise turbulence intensity and (d) normalized vertical turbulence 
intensity 
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APPENDIX B                                                                                                                      
Matlab code for ensemble averaged mean flow properties and turbulent statistics 
U0=5.53;   % freestream velocity  
H=100; %mm 
directory_1= vector folder 
suffix='*.dat'; %*.bmp or *.tif or *.jpg  
pixelSize = (10/106); %(mm/pixel) 
newtextdata={'VARIABLES = 
"x","y","meanu","meanv","stdU","stdV","Tu","Tv","TKE","RSS"'}; 
dt = 0.00012; 
direc_1 = dir([directory_1,filesep,suffix]);    
filenames_1={};    % Cell  
[filenames_1{1:length(direc_1),1}] = deal(direc_1.name);     
filenames_1 = sortrows(filenames_1); % sort all image files  
amount_1 = length(filenames_1); 
k=0; 
for Num= 1:1:1147 
    DELIMITER = ' '; 
    HEADERLINES = 3; 
    newData1 = importdata(fullfile(directory_1, filenames_1{Num}), DELIMITER,       
HEADERLINES); 
    vars = fieldnames(newData1);   
for i = 1:length(vars) 
    assignin('base', vars{i}, newData1.(vars{i})); 
end 
    k=k+1;   
    dataa(:,:,k)=data;   % dat header  
end 
realU=dataa(:,3,:).*(1/10600)./dt;    %m/s 
realV=dataa(:,4,:).*(-1/10600)./dt;    %m/s 
meanU=mean(realU,3);   
meanV=mean(realV,3); 
StdU=std(realU,1,3);  
StdV=std(realV,1,3); 
for i = 1:1147       % Number of instantaneous velocity fields   
      U_prime(:,1,i) = realU(:,1,i)-meanU(:,1); 
      V_prime(:,1,i) = realV(:,1,i)-meanV(:,1); 
      UV_prime(:,1,i) = -(U_prime(:,1,i).*V_prime(:,1,i)); 
end 
RSS=mean(UV_prime,3)./U0^2;  %Reynolds Shear Stress, RSS 
VarU = var(realU,1,3); 
VarV = var(realV,1,3); 
TKE = (1/2).*(VarU+VarV); %Turbulence kinetic energy, K 
Tu = (abs(StdU./U0))*100;   %Streamwise turbulence intensity, Tu(%) 
Tv = (abs(StdV./U0))*100;   %Vertical turbulence intensity, Tv(%) 
