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Abstract
We find a large class of atomic positive linear maps between n-dimensional matrix al-
gebras, and study their properties in connection with complete positivity, 2-positivity and
Schwarz inequality.
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1. Introduction
LetMn be theC∗-algebra of all n× nmatrices over the complex field and Ps[Mn]
(respectively, Ps[Mn]) the convex cone of all s-positive (respectively, s-copositive)
linear maps between Mn. One of the basic problems about the structures of the
positive cone P1[Mn] is whether the set P1[Mn] can be decomposed as the algebraic
sum of some simpler classes in P1[Mn]. If n = 2, then it is well known [18,21] that
every positive linear map can be written as the sum of a completely positive map and
a completely copositive map. But, this is not the case for higher dimensional matrix
algebras. The first example of an indecomposable positive linear map was given by
Choi [5], which was turned out to be an extremal positive linear map in [7]. Another
examples of indecomposable extremal positive linear maps are found in [11,14,17,18].
These maps are neither 2-positive nor 2-copositive, and so they become atomic maps
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in the sense in [18], that is, they can not be decomposed into the sum of a 2-posi-
tive linear maps and a 2-copositive maps. Several authors [1,2,11,13,18] considered
indecomposable positive linear maps as extensions of the Choi’s example, and the
author showed all of the known generalizations of the Choi maps are atomic maps
[8]. Another examples of atomic maps are found in [9,10,12,15,16].
In this note, we use the techniques in [13] to produce a large class of atomic
positive linear maps in n-dimensional matrix algebras. Such examples are provided
as generalizations of atomic maps investigated in [11]. For positive real numbers
a, c1, c2, . . . , cn, we define the linear map[a; c1, . . . , cn], abbreviated by just if
there is no confusion, from Mn into Mn by
(X) = [a; c1, . . . , cn](X) = [a; c1, . . . , cn](X)−X,
where
(X) =


ax11 + c1xnn 0
... 0
0 ax22 + c2x11
... 0
...
...
.
.
.
...
0 0
... axnn + cnxn−1n−1


for each X = (xij ) ∈ Mn. These maps stem from Choi’s examples [3]. Indeed,
[2;µ,µ,µ] with µ  1 is the example of an indecomposable positive linear map
given by Choi [5]. Later, Choi and Lam [7] show that [2; 1, 1, 1] is an extremal
positive linear map using the theory of biquadratic forms. This fact was also shown
in [18] by a simpler method. The map [a; c1, c2, c3] has been studied in [11] to
produce more examples of atomic maps.
We show that [a; c1, . . . , cn] is positive if and only if (c1 · · · cn)1/n  (n− a)
and a  n− 1, and it is 2-positive if and only if it is completely positive if and only
if a  n. Finally we show that every positive linear map  which is not 2-positive
becomes an atomic positive linear map.
Throughout this note, every vector in the space Cn will be considered as an 1 × n
matrix. The usual orthonormal basis of Cn and matrix units of Mn will be denoted
by {ei : i = 1, . . . , n} and {eij : i, j = 1, . . . , n} respectively, regardless of the di-
mension n.
2. Positivity and 2-positivity
We introduce the symmetric function
F(x1, . . . , xn) =
n∑
k=0

ak−1(a − k) ∑
1i1<...<in−kn
xi1 · · · xin−k

 . (2.1)
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Then, it is easy to see that
n∑
k=1
(a + xk)−1  1 ⇐⇒ F(x1, . . . , xn)  0. (2.2)
Lemma 2.1. For each nonnegative xi (i = 1, . . . , n), we have the following:
∑
1i1<···<in−kn
xi1 · · · xin−k
 n!
(n− k)!k! (x1 · · · xn)
(n−k)/n, 0  k < n, (2.3)
(x1/n + a)n−1(x1/n + a − n) =
n∑
k=0
ak−1(a − k) n!
(n− k)!k!x
(n−k)/n. (2.4)
Proof. To prove (2.3), use the inequality y1 + · · · + ym  m(y1 · · · ym)1/m for yi 
0. For the formula (2.4), we calculate
(x1/n + a)n−1(x1/n + a − n)
= (x1/n + a)n − n(x1/n + a)n−1
=
n∑
k=0
n!
(n− k)!k!x
(n−k)/nak − n
n−1∑
=0
(n− 1)!
(n− − 1)!!x
(n−1−)/na
=
n∑
k=0
n!
(n− k)!k!x
(n−k)/nak −
n∑
k=1
k
n!
(n− k)!k!x
(n−k)/nak−1
=
n∑
k=0
ak−1(a − k) n!
(n− k)!k!x
(n−k)/n. 
Lemma 2.2. Let a, c1, . . . , cn be positive real numbers. Then the inequality
α1
aα1 + c1αn +
α2
aα2 + c2α1 +
α3
aα3 + c3α2 + · · · +
αn
aαn + cnαn−1  1 (2.5)
holds for all positive real numbers α1, α2, . . . , αn if and only if the following two
conditions are satisfied:
a  n− 1 (2.6)
(c1 · · · cn)1/n  (n− a). (2.7)
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Proof. For the necessity, take αk = nk for each k = 1, . . . , n, then it follows that
(n− 1)/a  1 by taking the limit limn→∞ in the both-side of (2.5) and we get the
condition (2.6). We also take
α1 = c(n−1)/n1 c(n−2)/nn c(n−3)/nn−1 c(n−4)/nn−2 . . . c1/n3 ,
α2 = c(n−1)/n2 c(n−2)/n1 c(n−3)/nn c(n−4)/nn−1 . . . c1/n4 ,
α3 = c(n−1)/n3 c(n−2)/n2 c(n−3)/n1 c(n−4)/nn . . . c1/n5 ,
· · · = · · ·
αn = c(n−1)/nn c(n−2)/nn−1 c(n−3)/nn−2 c(n−4)/nn−3 . . . c1/n2 .
Then
c1
(
αn
α1
)
= (c1 · · · cn)1/n = ck
(
αk−1
αk
)
for k = 2, 3, . . . .
Therefore,
α1
aα1 + c1αn +
α2
aα2 + c2α1 + · · · +
αn
aαn + cnαn−1
= n
a + (c1 · · · cn)1/n  1,
and so we get (n− a)  (c1 · · · cn)1/n.
For the sufficiency, put x1 = c1(αn/α1) and xk = ck(αk−1/αk) for k = 2, 3, . . . .
Then the inequality (2.5) is reduced to (2.2). Now, we have
F(x1, . . . , xn) 
n∑
k=0
ak−1(a − k) n!
(n− k)!k! (x1 · · · xn)
(n−k)/n
= [(x1 · · · xn)1/n + a]n−1 [(x1 · · · xn)1/n + a − n]
 0,
where the first inequality is obtained by (2.3)) and (2.6), the second equality is
followed from (2.4), and the last inequality holds by (2.6) and (2.7). The proof is
completed by (2.2). 
In order to characterize the positivity, we use the following well-known fact [18].
Lemma 2.3. Let A be a positive invertible operator on a Hilbert space, and ξ0 the
unit vector associated with a one dimensional projection P . Then A  P if and only
if 〈A−1ξ0, ξ0〉  1 where 〈·, ·〉 is the usual inner product.
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Theorem 2.4. The linear map  is positive if and only if the two conditions (2.6)
and (2.7) are satisfied.
Proof. Note that  is positive if and only if (P )  0 for every one dimensional
projection P , that is, [a; c1, . . . , cn](P )  P. Let ξ0 = (α1, . . . , αn) be the unit
vector associated with P . Without loss of generality, we may assume that αi /= 0 for
every i = 1, 2, . . . , n. Then the matrix [a; c1, . . . , cn](P ) has the form


a|α1|2 + c1|αn|2 0 . . . 0
0 a|α2|2 + c2|α1|2 . . . 0
...
...
.
.
.
...
0 0 . . . a|αn|2 + cn|αn−1|2


which is clearly positive and invertible. It follows by Lemma 2.3 that  is positive
if and only if
〈A−1ξ0, ξ0〉= |α1|
2
a|α1|2 + c1|αn|2 + · · · +
|αn|2
a|αn|2 + cn|αn−1|2
1,
where A = [a; c1, . . . , cn](P ). Now, the proof is completed by Lemma 2.2. 
We denote by Mk(Mn) the matrix algebra of order k over Mn. For a linear map
φ : Mn → Mn, we define two linear maps φk and φk between Mk(Mn) by
φk([aij ]ki,j=1)= [φ(aij )]ki,j=1
φk([aij ]ki,j=1)= [φ(aji)]ki,j=1
for [aij ] ∈ Mk(Mn). A linear map φ is said to be k-positive (respectively, k-coposi-
tive) if φk (respectively, φk) is positive, and φ is said to be completely positive
(respectively, completely copositive) if φ is k-positive (respectively, k-copositive)
for each k = 1, 2, . . . . It is well known that φ : Mn → Mn is completely positive
if and only if the matrix φn([eij ]ni,j=1) is positive semi-definite matrix in Mn(Mn)
[4].
Theorem 2.5. Let a, c1, . . . , cn be positive real numbers. Then the following are
equivalent:
(i) The linear map [a; c1, . . . , cn] is completely positive.
(ii) The linear map [a; c1, . . . , cn] is 2-positive.
(iii) The following condition is satisfied:
a  n. (2.8)
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Proof. The implication (i) ⇒ (ii) is obvious. For the implication (ii) ⇒ (iii), assume
that  is 2-positive. Let ξn = (x, y) = (x1, . . . , xn, y1, . . . , yn) ∈ C2n be the vector
given by
yk =
{
0 if k = n,
1 if 1  k  n− 1,
xk =


0 if k is odd for 1  k < n,
1 if k is even for 1  k < n,
1 if k = n.
(2.9)
Put
Pn = ξ∗n ξn =
(
x∗x x∗y
y∗x y∗y
)
∈ M2n.
Then we have 2(Pn)  Pn by assumption. This is equivalent to the inequality
2(P
′
n)  P ′n, (2.10)
where P ′n = 1||ξn||2 ξ∗n ξn.
To apply the Lemma 2.3 we will show that 2(Pn) is an invertible operator. For
A ∈ Mn, let (A)ij and Diag(A) be the i–j th entry (row i, column j ) and the diagonal
matrix with diagonal entries Diag(A)ii = (A)ii , (1  i  n) respectively. From the
setting of the vector x, y in the Eq. (2.9), we get the following:
(x∗x)ii =


0 if i is odd for 1  i < n,
1 if i is even for 1  i < n,
1 if i = n.
(x∗y)ii = (y∗x)ii =


0 if i is odd for 1  i < n,
1 if i is even for 1  i < n,
0 if i = n.
(y∗y)ii =
{
1 if 1  i < n,
0 if i = n.
(2.11)
Since we have that
2(Pn)=
(
(x∗x) (x∗y)
(y∗x) (y∗y)
)
=
(
(Diag(x∗x)) (Diag(x∗y))
(Diag(y∗x)) (Diag(y∗y))
)
, (2.12)
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to know the matrix 2(Pn), it suffices to calculate (Diag(x∗x)),(Diag(x∗y)),
(Diag(y∗x)),(Diag(y∗y)) by using the Eq. (2.11).
If n is even, (Diag(x∗x)),(Diag(x∗y)),(Diag(y∗x)),(Diag(y∗y)) is
given by the following equations:
((x∗x))ii=
{
ci if i is odd for 1  i  n,
a if i is even for 1  i  n.
((x∗y))ii = ((y∗x))ij=


0 if i = 1,
ci if i is odd for 3  i  n,
a if i is even for 2  i < n,
0 if i = n.
(2.13)
((y∗y))ii=


a if i = 1,
a + ci if 2  i < n,
cn if i = n,
((x∗x))ij = ((x∗y))ij = ((y∗x))ij
= ((y∗y))ij = 0 for 1  i /= j  n.
If n is odd, we have the following equations:
((x∗x))ii=


ci if i is odd for 1  i < n,
a if i is even for 1  i < n,
a + cn if i = n.
((x∗y))ii = ((y∗x))ij=


0 if i = 1,
ci if i is odd for 3  i  n,
a if i is even for 1  i < n.
(2.14)
((y∗y))ii=


a if i = 1,
a + ci if 2  i < n,
cn if i = n,
((x∗x))ij = ((x∗y))ij = ((y∗x))ij
= ((y∗y))ij = 0 for 1  i /= j  n.
By an application of the Gauss’s elimination algorithm, we can show that 2(Pn) is
invertible and calculate the inverse matrix 2(Pn)−1. To write down the inverse ma-
trix 2(Pn)−1, we define n× n matrices Aen, Ben, Cen for even integer n and Aon, Bon,
Con for odd integer n as follows:
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(Aen)ii =


1/c1 if i = 1,
(1/ci)+ (1/a) if 2  i < n,
1/a if i = n.
(Ben)ii =


0 if i = 1,
−1/a if i is odd for 3  i  n,
−1/ci if i is even for 1  i < n,
0 if i = n.
(Cen)ii =
{
1/a if i is odd for 1  i  n,
1/ci if i is even for 1  i  n.
(Aen)ij = (Ben)ij = (Cen)ij = 0 for 1  i /= j  n.
(2.15)
(Aon)ii =


1/c1 if i = 1,
(1/ci)+ (1/a) if 2  i < n,
1/a if i = n.
(Bon)ii =


0 if i = 1,
−1/a if i is odd for 3  i  n,
−1/ci if i is even for 1  i  n.
(Con)ii =


1/a if i is odd for 1  i < n,
1/ci if i is even for 1  i  n,
(1/cn)+ (1/a) if i = n.
(Aon)ij = (Bon)ij = (Con)ij = 0 for 1  i /= j  n.
(2.16)
Then 2(Pn)−1 is given by the equations:
2(Pn)
−1 =


(
Aen B
e
n
Ben C
e
n
)
if n is even,
(
Aon B
o
n
Bon C
o
n
)
if n is odd.
(2.17)
From the Eqs. (2.9) and (2.17), we get the vector
2(Pn)
−1ξn = (a1, a2, . . . , an, b1, b2, . . . , bn)
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as follows:
(For even integer n)
ak =


0 if k = 1,
1/a if k is even for 2  k  n,
−1/a if k is odd for 3  k  n− 1.
bk =
{
1/a if k is odd for 1  k  n− 1,
0 if k is even for 1  k  n.
(2.18)
(For odd integer n)
ak =


0 if k = 1,
1/a if k is even for 2  k  n,
−1/a if k is odd for 3  k < n,
1/a if k = n.
bk =


1/a if k is odd for 1  k < n,
0 if k is even for 1  k  n,
−1/a if k = n.
(2.19)
Therefore we get the equality
〈2(Pn)−1ξn, ξn〉
=
n∑
i=1
aixi +
n∑
i=1
biyi
=


∑n/2
i=1 a2ix2i +
∑n/2
i=1 b2i−1y2i−1 = n/a, if n is even,
∑(n−1)/2
i=1 a2ix2i + anxn +
∑(n−1)/2
i=1 b2i−1y2i−1 = n/a, if n is odd.
(2.20)
By Lemma 2.3, the inequality (2.10) is equivalent to〈
2(P
′
n)
−1 ξn
||ξn|| ,
ξn
||ξn||
〉
 1.
But, by the Eq. (2.20) we have that
1 
〈
2(P
′
n)
−1 ξn
||ξn|| ,
ξn
||ξn||
〉
= 〈2(Pn)−1ξn, ξn〉 = n
a
.
For the implication (iii)⇒(i), consider the n2 × n2 matrix n([eij ]). Then, the
eigenfunction of this matrix is of the following form,
f (λ) = λn2−2n(λ− a)n−1(a − n− λ)
n∏
i=1
(ci − λ).
If an, then every eigenvalues are nonnegative. This completes the proof by
[4]. 
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Now, we give an examples of Schwarz maps that are not 2-positive by using the
Theorems 2.4 and 2.5. A unital positive linear map φ between an unital C∗-algebra
A is said to be a Schwarz map if the following inequality
φ(a)∗φ(a)  φ(a∗a)
holds for each a inA. It is well known that every 2-positive linear map is a Schwarz
map [3]. But, it is not true that every Schwarz map is 2-positive [6]. We give a char-
acterization of Schwarz map for[a; c, c], which give another examples of Schwarz
maps that are not 2-positive.
Theorem 2.6. The positive linear map [a; c, c] is a Schwarz map if and only if
the following condition holds;
a2 + ac − 2a − c  0. (2.21)
Proof. Put
X =
(
x y
z w
)
,
and
A =
(
a11 a12
a21 a22
)
= (a + c − 1)(X∗X)−(X)∗(X).
We know that A is positive semidefinite if and only if the following two conditions
are satisfied;
a11  0 and a22  0, (2.22)
a11a22 − a12a21  0. (2.23)
By direct calculations, we get
a11 = c(a − 1)|x − w|2 + (a2 + ac − 2a − c)|z|2
+ (a + c − 1)c|y|2,
a12 = a21 = cy(w − x)− cz(w − x),
a22 = c(a − 1)|w − x|2 + (a2 + ac − 2a − c)|y|2
+ (a + c − 1)c|z|2,
a11a22 − a12a21 = βc2|y(w − x)− z(w − x)|2 + β2|y|2|z|2
+ |α(x − w)2 + γyz|2 + βγ (|y|4 + |z|4)
+ |x − w|2αβ(|y|2 + |z|2),
where
α = c(a − 1), β = (a2 + ac − 2a − c), γ = c(a + c − 1).
For sufficiency, assume that (2.21) holds. Then (2.22) and (2.23) hold by (2.6),
(2.7) and (2.21). So,  is a Schwarz map.
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For necessity, consider the matrix(
1 0
1 1
)
.
Then we get a11 = a2 + ac − 2a − c. Since A is positive semidefinite, this com-
pletes the proof. 
3. Atomic property
Let Mn be the matrix algebra of order n over the complex field. For a linear map
τ : Mn → Mn, define the real linear map
τ˜ ([xij ]) = 12 (τ ([xij ])+ τ([xij ])), [xij ] ∈ Mn(R) (3.1)
as in [13]. It is clear that if τ is k-positive (respectively, k-copositive), then so is τ˜
for k = 1, 2, . . . For the case of the linear map = [a; c1, . . . , cn], the converse is
also true for k = 2. Indeed, we apply the same argument as in the proof of Theorem
2.5 for the linear map ˜, to get a  n.
Proposition 3.1. Let τ be a positive linear map between Mn. Assume that the n2 ×
n2 matrix [τ(eij )] satisfies the following two conditions:
τ(eii)e
∗
i+k = ei+kτ (eii) = 0 (1  i  n, 2  k  n− 1), (3.2)
where indices are understood to be mod n,
eτ (eij )e
∗
k =
{−1,  = i, k = j,
0, otherwise, (3.3)
for each 1  i /= j  n. If τ is the sum of a 2-positive linear map φ and a 2-coposi-
tive linear map ψ, then τ˜ is a 2-positive map.
Proof. From the relation τ = φ + ψ and the positivity of φ andψ , φ(eii) andψ(eii)
have the same form as τ(eii) for each (i = 1, 2, . . . , n). Since φ is 2-positive and ψ
is 2-copositive, we have(
φ(eii) φ(eij )
φ(eji) φ(ejj )
)
 0,
(
ψ(eii) ψ(eji)
ψ(eij ) ψ(ejj )
)
 0,
τ (eij ) = φ(eij )+ ψ(eij ),
for any 1  i /= j  n. From the above conditions, we get the following:
ekψ(e12)e
∗
 =
{
α22, k =  = 2,
0, otherwise,
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ekψ(e1j )e
∗
 = 0, k,  = 1, . . . , n, j = 3, . . . , n− 1,
ekψ(e1n)e
∗
 =
{
α11, k =  = 1,
0, otherwise,
ekψ(ei,i+1)e∗ =
{
αi+1,i+1, k =  = i + 1, i = 2, . . . , n− 1,
0, otherwise,
ekψ(eij )e
∗
 = 0, k,  = 1, . . . , n, i = 2, . . . , n− 2, j = i + 2, . . . , n,
where αi,i ∈ C (1  i  n). We also have
ψ(eij ) = ψ(eji) for 1  i /= j  n,
ψ(eii) = ψ(eii)∗ for 1  i  n,
where A∗ denotes the At.
For any [aij ] ∈ Mn(R), we use the above relations to get the following:
ψ˜([aij ])= 12 (ψ([aij ])+ ψ([aij ]))
= 1
2

∑
i,j
aijψ(eij )+
∑
i,j
aijψ(eij )


= 1
2

 n∑
i=1
aii(ψ(eii)+ ψ(eii)t)+
∑
1i /=jn
aij (ψ(eij )+ ψ(eji))

 ,
and
ψ˜([aij ]t)= 12 (ψ([aji])+ ψ([aji]))
= 1
2

∑
i,j
ajiψ(eij )+
∑
i,j
ajiψ(eij )


= 1
2

 n∑
i=1
aii(ψ(eii)+ ψ(eii)t)+
∑
1i /=jn
aji(ψ(eij )+ ψ(eji))

 .
Therefore, we get the relation
ψ˜(A) = ψ˜(At), for any A ∈ Mn(R). (3.4)
If (
A B
B t D
)
 0
in M2(Mn(R)), then we have
K.-C. Ha / Linear Algebra and its Applications 359 (2003) 277–290 289
(ψ˜)2
(
A B
B t D
)
=
(
ψ˜(A) ψ˜(B)
ψ˜(B t) ψ˜(D)
)
=
(
ψ˜(A) ψ˜(B t)
ψ˜(B) ψ˜(D)
)
= (ψ˜)2
(
A B
B t D
)
 0,
where the second equality is obtained by (3.4), and the last inequality is followed
from the 2-copositivity of ψ˜ . Therefore, ψ˜ is 2-positive, and this completes the
proof. 
Now, we show that every positive linear map  which is not 2-positive becomes
an atomic positive linear map.
Theorem 3.2. Let a, c1, . . . , cn be positive real numbers satisfying the following
conditions
n− 1  a < n, (c1 · · · cn)1/n  n− a.
Then the map [a; c1, . . . , cn] is an atomic positive linear map between Mn.
Proof. Assume [a; c1, . . . , cn] = φ + ψ, where φ is a 2-positive linear map and
ψ is a 2-copositive linear map. Since the associated matrix of the map [a;
cn, . . . , cn] is of the form in Proposition 3.1, ˜[a; c1, . . . , cn] is a 2-positive linear
map. So, [a; c1, . . . , cn] is also 2-positive, which is a contradiction by Theorems
2.4 and 2.5. 
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