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THE SPECTRAL PICTURE OF BERGMAN TOEPLITZ OPERATORS WITH
HARMONIC POLYNOMIAL SYMBOLS
KUNYU GUO, XIANFENG ZHAO, AND DECHAO ZHENG
Abstract. In this paper, it is shown that some new phenomenon related to the spectra of Toeplitz
operators with bounded harmonic symbols on the Bergman space. On one hand, we prove that
the spectrum of the Toeplitz operator with symbol z + p is always connected for every polynomial
p with degree less than 3. On the other hand, we show that for each integer k greater than 2, there
exists a polynomial p of degree k such that the spectrum of the Toeplitz operator with symbol
z + p has at least one isolated point but has at most finitely many isolated points. Then these
results are applied to obtain a class of non-hyponormal Toeplitz operators with bounded harmonic
symbols on the Bergman space for which Weyl’s theorem holds.
1. Introduction
Let dA denote the Lebesgue measure on the open unit disk D in the complex plane C, normalized
so that the measure of the disk D is 1. The complex space L2(D, dA) is a Hilbert space with the
inner product
〈f, g〉 =
∫
D
f(z)g(z)dA(z).
The Bergman space L2a is the set of those functions in L
2(D, dA) that are analytic on D. Thus the
Bergman space is a closed subspace of L2(D, dA) and so there is an orthogonal projection P from
L2(D, dA) onto L2a. For ϕ ∈ L∞(D, dA), the Toeplitz operator Tϕ with symbol ϕ on the Bergman
space (or “Bergman Toeplitz operator”) is defined by
Tϕf = P (ϕf)
for f in the Bergman space L2a.
In general, the behaviour of these operators may be quite different from that of the Toeplitz
operators on the Hardy space. For example, there are many nontrivial compact Toeplitz operators
on the Bergman space [3, 4, 22, 28]. But there is no a nontrivial compact Toeplitz operator on
the Hardy space [10]. On the other hand, there is no a nontrivial compact Toeplitz operator
with a bounded harmonic symbol on the Bergman space [4] and the harmonic extension gives
a natural corresponding relationship between the bounded functions on the unit circle and the
bounded harmonic functions on the unit disk [11]. Thus Toeplitz operators on the Bergman space
with harmonic symbols behave quite similarly to those on the Hardy space [14]. As a fundamental
problem concerning Toeplitz operators is to determine the spectra in terms of the properties of their
symbols, it is natural to study the spectra of Toeplitz operators with bounded harmonic symbols
on the Bergman space.
An important result about Toeplitz operators on the Hardy space is the Widom theorem [25, 26],
which states that the spectrum of a bounded Toeplitz operator is always connected. Moreover,
by means of some techniques in complex analysis and differential equation, Douglas showed that
the essential spectrum of a bounded Toeplitz operator on the Hardy space is also connected [10,
Theorem 7.45]. On one hand, as there are many nontrivial compact Toeplitz operators on the
Bergman space, one can easily construct a Toeplitz operator whose spectrum has isolated points
and hence is disconnected. On the other hand, McDonald and Sundberg showed in [14] that the
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spectrum and essential spectrum of Tϕ on the Bergman space are both connected for ϕ a bounded
and real-valued harmonic function on D. Moreover, they also showed that the essential spectrum of
Tϕ is connected if ϕ is harmonic on D and piecewise continuous on the boundary of the disk D. These
suggested the conjecture that a Toeplitz operator on the Bergman space with harmonic symbol has
a connected spectrum [13, Page 320]. In 1979, McDonald and Sundberg asked the question in [14]
whether the essential spectrum of a Toeplitz operator with bounded harmonic symbol is connected.
About 30 years later, Sundberg and the third author gave a negative answer to the above question
and disproved the above conjecture in [24]. Indeed, they first constructed a rational function q on
D via two conformal mappings and showed that the spectrum of the Toeplitz operator Tz+q has
at least one isolated point and hence is disconnected. Based on a characterization of the essential
spectrum for a certain Toeplitz algebra established in [23] and some techniques in function algebra
theory, the authors used the function q quoted above to construct a bounded harmonic function h
such that the essential spectrum of the Toeplitz operator Th also has an isolated point [24]. Despite
considerable effort devoted to studying more about the invertibility and spectra of Bergman Toeplitz
operators with harmonic symbols, little progress has been made on this topic in recent 10 years.
A especially important but quite difficult problem in operator theory is to determine the spectrum
of a bounded linear operator. Note that the spectral structure is closely related to the invariant
subspaces of bounded linear operators. Indeed, for each bounded linear operator T with disconnected
spectrum, we can apply the “Riesz functional calculus” to construct a hyperinvariant subspace
of T , see [8, Proposition 4.11 in Chapter VII]. However, there is little characterization for the
topological structure of the spectrum of the Toeplitz operator with a bounded harmonic symbol,
even if the symbol is the harmonic function z + p for an analytic polynomial p. In this paper, we
will investigate the structure of the spectrum of the Toeplitz operator Tz+p via certain analytic
properties of polynomials. The main idea is to show how eigenvalues of Tz+p depend on p by
solving the first order complex differential equation for eigenvectors. But nontrivial solutions of the
differential equation in the Bergman space will be subject to zeros in the unit disk of some analytic
polynomials. In order to estimate the modulus of these complex zeros, our approach here is to use
the theorem of the zeros of a polynomial depend continuously on its coefficients [16, 18].
For a function ϕ bounded and analytic on the unit disk D, it is well-known that the spectrum of
the Toeplitz operator Tϕ equals the closure of the image of the unit disk under ϕ. In [27], it was
shown that if the symbol ϕ is an affine function of z and z, then it is also true that the spectrum of
Tϕ equals the closure of the image of D under ϕ, and hence it is a connected set. In this paper, we
obtain a characterization on the point spectra of Toeplitz operators with certain bounded harmonic
symbols, and then establish a necessary and sufficient condition for this class of Toeplitz operators
to be invertible on the Bergman space, see Theorems 2.4 and 2.5 in the next section. On one hand,
we prove in Theorem 3.1 that the spectrum of the Bergman Toeplitz operator Tz+p is connected
for every polynomial p with degree less than or equal to 2. On the other hand, for each integer k
greater than 2, we construct an analytic polynomial p with degree k such that the spectrum of the
Toeplitz operator with symbol z + p has at least one isolated point but has at most finitely many
isolated points, see Theorems 4.1 and 4.3 for the details. The significance of further discussing
the spectral structure of these operators is that isolated spectral points are closely related to the
nontrivial invariant subspaces.
Indeed, for a bounded linear operator on a Hilbert space, the topological structure of the spectrum
plays an important role in the study of its Weyl spectrum (which will be introduced in Section
5), see [5, 6, 7] and [15] for the classical results. It is known that the Weyl spectra of every
hermitian operator and every normal operator consist precisely of all points in the spectra except
the isolated eigenvalues of finite geometric multiplicity. “Weyl’s theorem for an operator” was
first introduced by Coburn [7] in 1966, which says that the complement in the spectrum of the
Weyl spectrum coincides with the isolated points of the spectrum which are eigenvalues of finite
geometric multiplicity. Moreover, Coburn showed that Weyl’s theorem holds for all hyponormal
operators and Hardy Toeplitz operators [7]. Weyl’s theorem with respect to the isolated points of
spectrum of an operator were investigated for many cases and many classes of operators. Based
on the characterizations for the spectra of Toeplitz operators in Theorems 2.4 and 4.1, we show
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in Theorem 5.2 that the Bergman Toeplitz operator Tz+q satisfies Weyl’s theorem, where q is an
arbitrary function in the disk algebra H∞ ∩ C(D).
2. Preliminary
In this section, we first introduce some notations and include some lemmas. As usual, we use
σ(Tϕ), σp(Tϕ) and σe(Tϕ) to denote the spectrum, point spectrum (or the set of eigenvalues) and
essential spectrum of the Toeplitz operator Tϕ, respectively. Let N denote the set of nonnegative
integers. The following lemma is useful for us to look for eigenvalues of Toeplitz operators with
some harmonic symbols [24, Lemma 2.1].
Lemma 2.1. For each function f ∈ L2a, we have
Tzf(z) =
1
z2
∫ z
0
wf ′(w)dw.
The next lemma is about the Fredholm theory of Toeplitz operators with continuous symbols on
the Bergman space [21, 29].
Lemma 2.2. Suppose that ϕ ∈ C(D). Then the essential spectrum of the Toeplitz operator Tϕ is
given by
σe(Tϕ) = ϕ(∂D).
Moreover, if Tϕ is a Fredholm operator, then the Fredholm index of Tϕ is given by
index(Tϕ) = dim ker(Tϕ)− dim ker(T ∗ϕ) = −wind
(
ϕ(∂D), 0
)
,
where wind
(
ϕ(∂D), 0
)
is the winding number of the closed oriented curve ϕ(∂D) with respect to the
origin, which is defined by
wind
(
ϕ(∂D), 0
)
=
1
2πi
∫
ϕ(∂D)
dz
z
.
We will use the following spectral picture theorem [17, Proposition 1.27] to analyze isolated points
in the spectrum of a Toeplitz operator on the Bergman space.
Theorem 2.3. Let T be a bounded linear operator on a Hilbert space H and H be “a hole in σe(T )”
(which is a bounded component of C\σe(T )) such that
index(T − λI) = 0, λ ∈ H,
then either
(a) H ∩ σ(T ) = ∅,
(b) H ⊂ σ(T ), or
(c) H ∩ σ(T ) is a countable set of isolated eigenvalues of T , each having finite multiplicity.
Furthermore, the intersection of σ(T ) with the unbounded component of C\σe(T ) is a countable
set of isolated eigenvalues of T , each of which has finite multiplicity.
The following theorem gives a characterization for the eigenvalues of a class of Toeplitz operators
with harmonic symbols on the Bergman space, which is useful for us to study the isolated points in
the spectra of Toeplitz operators with some bounded harmonic symbols.
Theorem 2.4. Let p be a function in H∞ ∩C(D). Suppose that λ is a complex number not in the
essential spectrum of the Toeplitz operator Tz+p. Then λ is an eigenvalue of Tz+p if and only if
either 1 + z[p(z) − λ] does not vanish on the unit disk or 1 + z[p(z) − λ] has finitely many simple
zeros
{
z1, · · · , zk
}
in the unit disk which satisfy
z2j p
′(zj) =
nj + 2
nj + 1
(1)
for some integer nj ∈
{
0, 1, 2, · · ·} with j = 1, 2, · · · , k.
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Proof. Let λ be a complex number which is not contained in the essential spectrum of the Toeplitz
operator Tz+p. We have by Lemma 2.2 that 1 + z[p(z)− λ] does not vanish on the unit circle ∂D,
which yields that 1 + z[p(z)− λ] has at most finitely many zeros in the unit disk D.
Clearly, λ is an eigenvalue of Tz+p if and only if
(Tz+p − λ)f = 0
for some nonzero function f in the Bergman space L2a. By Lemma 2.1, we have the following integral
equation:
1
z2
∫ z
0
wf ′(w)dw = [λ− p(z)]f(z).
Multiplying both sides of the above equation by z2 and then taking derivatives give the following
first order differential equation:(
1 + z[p(z)− λ]
)
f ′(z) = −
(
2[p(z)− λ] + zp′(z)
)
f(z). (2)
Therefore, the above arguments show that λ ∈ σp(Tz+p) if and only if λ satisfies Equation (2) for
some f 6= 0 in the Bergman space.
Let us first show the necessity. Suppose that λ is an eigenvalue of the Toeplitz operator Tz+p. If
1 + z[p(z)− λ] has no zeros in the unit disk, then we obtain the desired conclusion. Otherwise, we
may assume that the zeros of 1 + z[p(z)− λ] in D are given by {z1, z2, · · · , zk}.
We first show that z1, z2, · · · , zk are all simple zeros of 1 + z[p(z)− λ]. If some of them, e.g., zj
(j ∈ {1, 2, · · · , k}) is a multiple zero, using1 + zj [p(zj)− λ] = 0,p(zj)− λ+ zjp′(zj) = 0,
we get
z2j p
′(zj) = 1,
to obtain
2zj[p(zj)− λ] + z2j p′(zj) = −2 + 1 = −1.
Combining this with (2) gives us f(zj) = 0. Taking derivatives on both sides of (2) gives
(p− λ+ zp′)f ′ + [1 + z(p− λ)]f ′′ = −(3p′ + zp′′)f − [2(p− λ) + zp′]f ′,
to get f ′(zj) = 0, since we have 
f(zj) = 0,
1 + zj [p(zj)− λ] = 0,
p(zj)− λ+ zjp′(zj) = 0,
2[p(zj)− λ] + zjp′(zj) = − 1
zj
.
Thus we can write
f(z) = (z − zj)njgj(z)
for some integer nj > 1 and gj ∈ L2a with g(zj) 6= 0. According to the above expression of f , we get
−f
′(z)
f(z)
=
−nj
z − zj +
−g′j(z)
gj(z)
,
which gives that −f ′/f has a pole zj with order at most 1. On the other hand, note that the
function
2[p(z)− λ] + zp′(z)
1 + z[p(z)− λ]
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has a pole zj with order greater than 1, since zj is a multiple zero of 1 + z[p(z) − λ] (by the
assumption) but not a zero of 2[p(z)− λ] + zp′(z). This implies that λ can not satisfy the following
equation:
−f
′(z)
f(z)
=
2[p(z)− λ] + zp′(z)
1 + z[p(z)− λ] ,
which contradicts that λ is an eigenvalue of Tz+p. Thus z1, z2, · · · , zk are all simple zeros of 1 +
z[p(z)− λ] in the unit disk.
In order to derive the condition for zj in (1), we first consider the case of
2[p(zj)− λ] + zjp′(zj) 6= 0,
where zj ∈
{
z1, z2, · · · , zk
}
. Since the function f is analytic on D, we can choose a small circle
γ ⊂ D centered at zj such that there is no zero of f on γ and all other zeros of 1 + z[p(z)− λ] are
outside γ. Then the Cauchy residue theorem implies that there exists some nj ∈
{
0, 1, 2, · · ·} such
that
−nj = − 1
2πi
∫
γ
f ′(z)
f(z)
dz
=
1
2πi
∫
γ
2[p(z)− λ] + zp′(z)
1 + z[p(z)− λ] dz
(
by Equation (2)
)
= Res
(
2[p(z)− λ] + zp′(z)
1 + z[p(z)− λ] ; zj
)
=
2p(zj)− 2λ+ zjp′(zj)
p(zj)− λ+ zjp′(zj)
= 1 +
1
1 +
zj
p(zj)−λ
p′(zj)
= 1 +
1
1− z2j p′(zj)
,
where the fourth equality follows from that 2[p(zj) − λ] + zjp′(zj) 6= 0 and zj is a simple zero of
1 + z[p(z)− λ], and the last equality comes from that
p(zj)− λ = − 1
zj
.
Solving the above equation gives
z2j p
′(zj) =
nj + 2
nj + 1
,
to obtain (1).
For the case of
2[p(zj)− λ] + zjp′(zj) = 0,
we have following system: 2[p(zj)− λ] + zjp
′(zj) = 0,
1 + zj [p(zj)− λ] = 0,
which implies that
z2j p
′(zj) = 2.
Thus we obtain (1) for nj = 0, to finish the proof of the necessity.
Now we turn to the proof of the sufficiency, we need to show λ ∈ σp(Tz+p). By the assumption,
we need to consider two cases. First, let us discuss the case that 1+ z[p(z)− λ] has no zeros on the
closed unit disk D. In this case, we define a nonzero function f by
f(z) = exp
{
−
∫ z
0
2[p(w)− λ] + wp′(w)
1 + w[p(w) − λ] dw
}
,
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where the integrand
2[p(w)− λ] + wp′(w)
1 + w[p(w) − λ]
is a bounded and analytic function on D. Thus f belongs to L2a. Moreover, simple calculations give
us that
f ′(z)
f(z)
= −2[p(z)− λ] + zp
′(z)
1 + z[p(z)− λ] ,
which means that the function f defined above satisfies Equation (2), and so λ is an eigenvalue of
the Toeplitz operator Tz+p.
To finish the proof, it remains to consider the case that 1+z[p(z)−λ] has simple zeros {z1, z2, · · · , zk}
in D such that
z2j p
′(zj) =
nj + 2
nj + 1
for some integer nj ∈
{
0, 1, 2, · · ·} with j = 1, 2, · · · , k. In order to show that λ is an eigenvalue of
Tz+p in this case, we need to solve Equation (2). Let us consider the following function:
f(z) = g(z)
k∏
j=1
(z − zj)nj ,
where
g(z) = exp
{
−
∫ z
0
(
2[p(w)− λ] + wp′(w)
1 + w[p(w) − λ] +
k∑
j=1
nj
w − zj
)
dw
}
.
We are going to verify that f is an eigenvector of Tz+p.
Since the zeros
{
z1, z2, · · · , zk
} ⊂ D of 1 + w[p(w) − λ] are all simple, we can write
2[p(w)− λ] + wp′(w)
1 + w[p(w) − λ] =
k∑
j=1
aj
w − zj +
N∑
l=1
bl
(w − wl)ml
for some wl outside the closure of the unit disk, ml ∈ N and aj , bl are all complex constants. Recall
that
z2j p
′(zj) =
nj + 2
nj + 1
(
j = 1, 2, · · · , k)
and each zj ∈ D is the zero of 1+ z[p(z)− λ] with multiplicity 1. Repeating the same arguments as
the one in the proof of the necessity, we obtain by the Cauchy residue theorem that aj = −nj for
every 1 6 j 6 k, so
2[p(w)− λ] + wp′(w)
1 + w[p(w) − λ] +
k∑
j=1
nj
w − zj =
N∑
l=1
bl
(w − wl)ml
is in H∞ and hence g ∈ H∞. Moreover, from the definitions of f and g we have
f ′(z)
f(z)
=
k∑
j=1
nj
z − zj +
g′(z)
g(z)
=
k∑
j=1
nj
z − zj −
(
2[p(z)− λ] + zp′(z)
1 + z[p(z)− λ] +
k∑
j=1
nj
z − zj
)
= −2[p(z)− λ] + zp
′(z)
1 + z[p(z)− λ] .
Noting that f is analytic on D and bounded on D, we conclude that f is a nonzero solution of
Equation (2) in the Bergman space L2a. Hence f is an eigenvector of Tz+p corresponding to the
eigenvalue λ. This completes the proof of Theorem 2.4. 
The above theorem leads to the following complete characterization on the invertibility of the
Toeplitz operator Tz+p with p ∈ H∞ ∩ C(D) immediately.
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Theorem 2.5. Let p be a function in H∞ ∩C(D). Then the Toeplitz operator Tz+p is invertible on
the Bergman space L2a if and only if the following two conditions hold:
(i) 1 + zp has no zero on the unit circle ∂D;
(ii) 1 + zp has exactly one simple zero z0 in the open disk D which satisfies that
z20p
′(z0)− n+ 2
n+ 1
6= 0
for any nonnegative integer n.
3. Quadratic polynomials
In this section, we show that the spectrum of the Topelitz operator Tz+p is connected for every
quadratic polynomial p. More precisely, we obtain the following theorem which is analogous to [2,
Theorem 4.6.1] or [10, Corollary 7.28] about the spectra of Toeplitz operators on the Hardy space.
Theorem 3.1. Let ϕ(z) = z+p(z), where p is a quadratic polynomial. The spectrum of the Toeplitz
operator operator Tϕ is given by
σ(Tϕ) = ϕ(∂D)
⋃{
λ ∈ C : λ /∈ ϕ(∂D) and wind(ϕ(∂D), λ) 6= 0},
which coincides with the spectrum of the corresponding Hardy Toeplitz operator with symbol e−iθ +
p(eiθ). Hence the spectrum of Tz+p is connected for every p(z) = az
2 + bz + c with a, b, c ∈ C.
Proof. Let p be a quadratic polynomial az2 + bz + c and let ϕ(z) = z + p(z). By Lemma 2.2, we
have
σ(Tϕ) = ϕ(∂D)
⋃{
λ ∈ C : λ /∈ ϕ(∂D) and wind(ϕ(∂D), λ) 6= 0}⋃(
σp(Tϕ)
⋂{
λ ∈ C : λ /∈ σe(Tϕ) and index(Tϕ − λI) = 0
})
.
To prove the theorem we need only to show that
σp(Tϕ)
⋂{
λ ∈ C : λ /∈ σe(Tϕ) and index(Tϕ − λI) = 0
}
= ∅.
Since σe(Tϕ) = ϕ(∂D), and for each complex number µ,
Tϕ − µI = Tϕ−µ = Tz+az2+bz+(c−µ),
it is sufficient to show that 0 does not belong to
σp(Tϕ)
⋂{
λ ∈ C : λ /∈ ϕ(∂D) and wind(ϕ(∂D), λ) = 0}
for any ϕ(z) = z + (az2 + bz + c).
To do so, suppose that 0 belongs to
σp(Tϕ)
⋂{
λ ∈ C : λ /∈ ϕ(∂D) and wind(ϕ(∂D), λ) = 0}
for some ϕ(z) = z + (az2 + bz + c). Since index(Tϕ) = 0, we have by Lemma 2.2 that
0 = index(Tϕ) = −wind
(
ϕ(∂D), 0
)
= −wind
(
az3 + bz2 + cz + 1
z
∣∣∣∣
∂D
, 0
)
.
By the argument principle, the cubic polynomial az3 + bz2+ cz+1 has exactly one zero in the disk
D with multiplicity 1 and hence has the following factorization:
az3 + bz2 + cz + 1 = a(z − α)(z + β)(z + γ)
with |α| < 1, |β| > 1 and |γ| > 1. Evaluating both sides of the above equality at 0 gives
aαβγ = −1. (3)
Since 0 is an eigenvalue of the Toeplitz operator Tϕ, Tϕ has a nonzero eigenvector f in L
2
a such
that
Tϕf = Tz+pf = 0.
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By Theorem 2.4, we get
α2p′(α) =
n+ 2
n+ 1
(4)
for some n ∈ N. Since
zp(z) + 1 = az3 + bz2 + cz + 1 = a(z − α)(z + β)(z + γ),
taking derivatives both sides of the above equality and evaluating at α give
αp(α) + α2p′(α) = aα(α+ β)(α + γ) = aαβγ
(
1 +
α
β
)(
1 +
α
γ
)
.
Note that
αp(α) + 1 = 0,
thus combining (3) with (4) gives(
1 +
α
β
)(
1 +
α
γ
)
= − 1
n+ 1
< 0 (5)
for some n ∈ N. This will lead a contradiction by the following simple observation:
zw < 0 =⇒ Re(z) ·Re(w) 6 0. (6)
To derive a contradiction, using the above observation and Inequality (5) we have
Re
(
1 +
α
β
)
· Re
(
1 +
α
γ
)
6 0. (7)
On the other hand, we have that α
β
and α
γ
are in the unit disk, to get
Re
(
1 +
α
β
)
> 0 and Re
(
1 +
α
γ
)
> 0.
This contradicts with (7) and yields that 0 does not belong to
σp(Tϕ)
⋂{
λ ∈ C : λ /∈ ϕ(∂D) and wind(ϕ(∂D), λ) = 0}
for any ϕ(z) = z + (az2 + bz + c).
To complete the proof, we need to prove Observation (6). Writing
z = x1 + iy1 and w = x2 + iy2
(
x1, x2, y1, y2 ∈ R
)
,
we have that zw < 0 if and only if x1x2 − y1y2 < 0,x1y2 + x2y1 = 0.
If zw < 0 and neither x1 nor x2 equals 0, then x1 and x2 have opposite signs. Otherwise, if both x1
and x2 have the same signs, then the product x1x2 is positive. Thus the first inequality above gives
y1y2 > x1x2 > 0,
so y1 and y2 also have the same signs. But the second equality above gives
x1
x2
= −y1
y2
.
The left-hand side of the above equality is positive but the right-hand side is negative. We get a
contradiction to complete the proof of Theorem 3.1. 
It was shown in [27, Theorem 3.1] that σ(Th) = clos[h(D)] is a solid ellipse if h(z) = z + (az +
b) (a, b ∈ C). Thus, Theorem 3.1 is true for any polynomial p with degree at most 2. From the
proof of Theorem 3.1, we get the following two corollaries immediately.
Corollary 3.2. Let ϕ(z) = z+(az2+ bz+ c), where a, b and c are all complex constants. Then the
Toeplitz operator Tϕ is invertible if and only if the cubic polynomial az
3+ bz2+ cz+1 has a unique
zero in the unit disk D with multiplicity 1, but does not have any zero on the unit circle ∂D.
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Proof. If Tϕ is invertible, then Tϕ is a Fredholm operator with Fredholm index 0. By Lemma 2.2,
since 0 is not in ϕ(∂D) and
0 = −wind(ϕ(∂D), 0) = −wind(az3 + bz2 + cz + 1
z
∣∣∣∣
∂D
, 0
)
,
the argument principle implies that az3 + bz2 + cz + 1 has a unique zero with multiplicity 1 in the
unit disk D.
Conversely, we assume that the cubic polynomial satisfies the conditions in the corollary, then
Tϕ is a Fredholm operator with index(Tϕ) = 0. We are going to show that Tϕ is invertible on
the Bergman space. If it is not invertible, then there exists a nonzero function f ∈ L2a such that
Tϕf = 0.
Write
az3 + bz2 + cz + 1 = a(z − α)(z + β)(z + γ),
where |α| < 1, |β| > 1 and |γ| > 1. Since f is nonzero, the proof of Theorem 3.1 shows
Re
(
1 +
α
β
)
· Re
(
1 +
α
γ
)
6 0.
However, Observation (6) in the proof of Theorem 3.1 tells us that one of α
β
and α
γ
lies outside the
unit disk. This implies that either β or γ is inside the unit disk, since |α| < 1. It is a contradiction.
This finishes the proof of Corollary 3.2. 
Corollary 3.3. Let ϕ(z) = z + (az2 + bz + c) with a, b, c ∈ C. Then we have
σ(Tϕ) ⊂ clos[ϕ(D)].
Proof. Let λ be any complex number not in clos[ϕ(D)]. Thus we obtain
|ϕ(z)− λ| > δ > 0
for some constant δ and all z in the unit disk.
Let
F (eiθ, t) := ϕ(teiθ)− λ ∈ C(∂D× [0, 1],C \ {0}).
Then we get
F (eiθ, 0) = ϕ(0)− λ, F (eiθ, 1) = ϕ(eiθ)− λ, eiθ ∈ ∂D.
This shows that the curve ϕ(∂D)−λ is homotopy equivalent to a nonzero point ϕ(0)−λ (in C\{0}).
Thus we have
0 = wind
(
ϕ(∂D)− λ, 0) = wind(az3 + bz2 + (c− λ)z + 1
z
∣∣∣∣
∂D
, 0
)
.
The argument principle gives that the polynomial
az3 + bz2 + (c− λ)z + 1
has exactly one zero with multiplicity 1 in D. By Corollary 3.2, we have that Tϕ−λ is invertible,
and hence λ is not in the spectrum σ(Tϕ). So we obtain
σ(Tϕ) ⊂ clos[ϕ(D)],
to complete the proof of this corollary. 
Remark 3.4. Athough it is true [27] that for a general linear polynomial p and ϕ(z) = z + p(z),
σ(Tϕ) = clos[ϕ(D)],
the inclusion
clos[ϕ(D)] ⊂ σ(Tϕ)
dose not hold for general harmonic polynomials
ϕ(z) = z + (az2 + bz + c).
Indeed, it was shown in [27, Theorem 4.1] that the Toeplitz operator Tz+(z2−z) is invertible on the
Bergman space L2a, but clearly the harmonic function z + (z
2 − z) is not invertible in L∞(D).
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4. Polynomials with higher degrees
In this section, we mainly study the spectral structure of the Toeplitz operator Tz+p, where p is
a polynomial with degree greater than 2. For each integer k > 2, we will construct a polynomial p
of degree k such that the spectrum of the Toeplitz operator Tz+p has at least one isolated point but
has at most finitely many isolated points.
The first main result of this section is contained in the following theorem, which provides a
general method to construct Toeplitz operators with harmonic symbols on the Bergman space having
disconnected spectra.
Theorem 4.1. For each integer k greater than 2, there is a polynomial p with degree k such that
the spectrum σ(Tz+p) has an isolated point and hence is disconnected.
Proof. Let k and n be two integers such that k > 3 and n > 1. Let β be the complex number
defined by:
β =
[
1−
( 1
n+ 1
) 1
k
e
pi
k
i
]− 1
k+1
.
First we show |β| > 1. To do so, using a simple computation we have∣∣∣∣1− ( 1n+ 1)
1
k
e
pi
k
i
∣∣∣∣2 = 1− 2( 1n+ 1)
1
k
cos
(π
k
)
+
( 1
n+ 1
) 2
k
= 1−
[
2k
( 1
n+ 1
)
cosk
(π
k
)] 1
k
+
( 1
n+ 1
) 2
k
6 1−
[
2k
( 1
n+ 1
)
cosk
(π
3
)] 1
k
+
( 1
n+ 1
) 2
k
= 1−
( 1
n+ 1
) 1
k
+
( 1
n+ 1
) 2
k
< 1−
( 1
n+ 1
) 1
k
+
( 1
n+ 1
) 1
k
= 1
for k > 3 and n > 1. The first inequality follows from that the function cos(t) is decreasing for
positive t nearby 0.
Letting α = −β−k, then we have |α| < 1. Then we can define a class of polynomials p such that
σ(Tz+p) is disconnected as follows:
p(z) =
(z − α)(z + β)k − 1
z
.
Clearly, the degree of the polynomial p is k. We will show that 0 is an isolated point in σ(Tz+p).
To do so, we first show that 0 is an eigenvalue of Tz+p. As in the proof of Theorem 2.4, simple
calculations yield
α2p′(α) =
n+ 2
n+ 1
.
By Theorem 2.4, we have that 0 is an eigenvalue of Tz+p.
Next we will show that 0 is an isolated point of σ(Tz+p). Noting that
z + p(z) =
1 + zp(z)
z
=
(z − α)(z + β)k
z
on the unit circle, we have that 0 is not in σe(Tz+p). Since α is the unique zero of 1 + zp(z) in the
unit disk, we have
index(Tz+p) = 0,
and hence 0 is in the intersection
Λ := σp(Tz+p)
⋂{
λ ∈ C : λ /∈ σe(Tz+p) and index(Tz+p − λI) = 0
}
.
Suppose that λ belongs to Λ, then we have by the argument principle that there exists a zλ ∈ D
such that
1 + zλ[p(zλ)− λ] = 0.
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Moreover, since λ is an eigenvalue of Tz+p, the proof of Theorem 2.4 implies that
z2λp
′(zλ) =
n+ 2
n+ 1
for some integer n > 0. Therefore, Λ is contained in the following countable set:{
λ ∈ C : zλ is the root of λ = 1
z
+ p(z) in D and z2λp
′(zλ) =
n+ 2
n+ 1
for some n ∈ N
}
,
which is a discrete set and hence is not connected. By Theorem 2.3, we conclude that the eigenvalue
0 is an isolated point in σ(Tz+p). Consequently, the spectrum of the Toeplitz operator Tz+p is
disconnected, to complete the proof of Theorem 4.1. 
An interesting problem in the study of the Topelitz operator theory is to characterize the spectral
structure of such operators. However, as mentioned in Section 1, people know very little about this
problem. Although we have shown in the previous theorem that there exists a class of Toeliptz
operators with harmonic polynomial symbols such that they have disconnected spectra, it is natural
to study more about the topological structure for the spectra of this class of Toeplitz operators.
As the isolated points in the spectrum of an operator can be used for producing hyperinvariant
subspaces (which was mentioned in Section 1), we hope to further discuss the isolated points in the
spectrum of the Toeplitz operator constructed in Theorem 4.1.
In fact, we will show in the next theorem that there are at most finitely many isolated points
in σ(Tz+p) for each polynomial p defined in the above theorem, which suggests that there can
not be too many isolated points in the spectra of such class of operators. For this purpose, we
need to estimate the number of zeros of certain high-degree polynomials. In order to analyze the
zero distribution of complex polynomials, we need the following lemma, which is known as “the
continuous dependence of the zeros of a polynomial on its coefficients”, see [16, appendix A] or [18,
Theorem 1.3.1] if necessary.
Lemma 4.2. Let
p(z) = zn + an−1z
n−1 + · · ·+ a1z + a0
be a monic polynomial with complex coefficients. Then, for every small ǫ > 0, there exists a τ > 0
such that for any polynomial
q(z) = zn + bn−1z
n−1 + · · ·+ b1z + b0
satisfying
max
06k6n−1
|ak − bk| < τ,
the zeros zj and wj of p and q, respectively, can be ordered in such a way that we have
|zj − wj | < ǫ
(
j = 1, 2, · · · , n).
Another main result of this section is contained in the next theorem. For convenience, we only
consider the case of n = 1 in Theorem 4.1.
Theorem 4.3. Fix an integer k > 3. Suppose that β is such that
βk+1 =
1
1− (12 )
1
k e
pi
k
i
,
and let α = −β−k. Let p be the polynomial with degree k as the following:
p(z) =
(z − α)(z + β)k − 1
z
.
Then 0 is an isolated point in σ(Tz+p) and σ(Tz+p) has at most finitely many isolated points.
In order to prove Theorem 4.3, we need one more lemma.
12 KUNYU GUO, XIANFENG ZHAO, AND DECHAO ZHENG
Lemma 4.4. Let p be the polynomial with degree k > 3 defined in Theorem 4.3. There is an N ∈ N
such that for each integer n > N and for each solution w in the disk D of the following equation:
z2p′(z) =
n+ 2
n+ 1
,
setting
λ =
1
w
+ p(w),
the polynomial 1 + z[p(z)− λ] has at least two zeros (counting multiplicities) in the open unit disk.
Proof. The proof of this lemma will be done in several steps. First we show that the equation
z2p′(z) = 1 has exactly two distinct roots in the open unit disk D. From the assumption, we have
by the definition of p that
1 + zp(z) = (z − α)(z + β)k.
Taking derivatives both sides of the above equality and then multiplying both sides by z give us
that
zp(z) + z2p′(z) = z(z + β)k + kz(z − α)(z + β)k−1.
This implies
z2p′(z)− 1 = z2p′(z)− (z − α)(z + β)k + zp(z)
= z(z + β)k + kz(z − α)(z + β)k−1 − (z − α)(z + β)k
= (z + β)k−1
[
kz2 + α(1 − k)z + αβ]
= (z + β)k−1
(
kz2 +
k − 1
βk
z − 1
βk−1
)
,
where the last equality follows from α = −β−k. Thus z2p′(z) = 1 has a multiple root −β and other
two complex roots are given by
z∞ = −
√
(k − 1)2 + 4kβk+1 + (k − 1)
2kβk
and
w∞ =
√
(k − 1)2 + 4kβk+1 − (k − 1)
2kβk
.
Clearly, z∞ is not equal to w∞.
Before going further, we first show that z∞ and w∞ are both in D. To do so, we need some
routine computations. Note that
1
βk+1
= 1−
(1
2
) 1
k
e
pi
k
i
= 1−
(1
2
) 1
k
cos
(π
k
)
− i
(1
2
) 1
k
sin
(π
k
)
,
(8)
we obtain
1
|β|k =
∣∣∣1− (1
2
) 1
k
e
pi
k
i
∣∣∣ kk+1 = (∣∣∣1− (1
2
) 1
k
e
pi
k
i
∣∣∣2) k2(k+1)
=
[
1− 21−k cos
(π
k
)
+ 4−k
] k
2(k+1)
(9)
for k > 3. In order to estimate |z∞|, |w∞| and |β|−k, we need the following two real-valued functions
on the interval
(
0, 13
]
:
A(x) =
1− 2−x cos(πx)
1− 21−x cos(πx) + 4−x −
(
x+
1
20x
)
and
B(x) =
[
1− 21−x cos(πx) + 4−x
](
2x+
5
16x
)2
.
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Using Taylor’s series for cos(t) with t ∈ (0, pi3 ], we can show by standard calculus that
A(x) >
1
10
and 1 6 B(x) 6
5
2
for all 0 < x 6 13 . This yields
1− (12 )
1
k cos(pi
k
)∣∣1− ( 12) 1k e pik i∣∣2 >
k
20
+
1
k
(10)
and
2
5
(5k
16
+
2
k
)2
6
∣∣∣1− (1
2
) 1
k e
pi
k
i
∣∣∣−2 6 (5k
16
+
2
k
)2
(11)
for all k > 3. Combining (8) with (10) and (11) gives
∣∣∣∣(k − 1k )2 + 4βk+1k
∣∣∣∣ 12 =
∣∣∣∣(k − 1k
)2
+
4
k
(
1− (1
2
)
1
k cos(pi
k
) + i(1
2
)
1
k sin(pi
k
)∣∣1− (1
2
) 1
k e
pi
k
i
∣∣2
)∣∣∣∣ 12
>
√√√√√(k − 1
k
)2
+
4
k
1− (12 ) 1k cos(pik )∣∣1− ( 12) 1k e pik i∣∣2

>
√(
k − 1
k
)2
+
4
k
(
k
20
+
1
k
)
=
√
1 +
(k − 5)2
5k2
> 1
(12)
for all k > 3 and
∣∣∣∣(k − 1k )2 + 4βk+1k
∣∣∣∣ 12 =
∣∣∣∣∣∣
(k − 1
k
)2
+
4
k
 1
1− (1
2
) 1
k e
pi
k
i
∣∣∣∣∣∣
1
2
6
√(k − 1
k
)2
+
4
k
∣∣1− ( 12) 1k e pik i∣∣
6
√(k − 1
k
)2
+
4
k
(5k
16
+
2
k
)
=
√
9
4
− 2k − 9
k2
6
3
2
(13)
for all k > 5, where the last inequality follows from k > 5.
Thus we derive by (12) that
|z∞|>
∣∣∣√(k − 1)2 + 4kβk+1∣∣∣
2k|βk| −
k − 1
2k|βk|
=
1
2|β|k
∣∣∣∣(k − 1k )2 + 4βk+1k
∣∣∣∣ 12 − k − 12k|β|k
>
1
2|β|k −
k − 1
2k|β|k =
1
2k|β|k
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for all k > 3. On the other hand, using (8) and (13) we get
|z∞|6
1
2|β|k
∣∣∣∣(k − 1k )2 + 4βk+1k
∣∣∣∣ 12 + k − 12k|β|k
6
3
4|β|k +
1
2|β|k =
5
4|β|k
for all k > 5. Moreover, by (9), (11) and some elementary calculations we obtain that
|β|−k =
(∣∣∣1− (1
2
) 1
k
e
pi
k
i
∣∣∣2) k2(k+1) 6 [5
2
(5k
16
+
2
k
)−2] k2(k+1)
6
39
50
if k > 6, which gives us that
|z∞| 6 5
4|β|k 6
5
4
× 39
50
=
39
40
(
k > 6
)
.
For k = 3 or k = 4 or k = 5, by (9) we can compute directly that |z∞| < 4950 in these three cases.
To summarize, we get the following estimate for |z∞|:
1
2k|β|k 6 |z∞| <
49
50
when k > 3. Observe that the above estimations are also valid for |w∞|, so we obtain
1
2k|β|k 6 |w∞| <
49
50
(
k > 3
)
.
For simplicity we denote the positive constant 12k|β|k by ck for k > 3, then we conclude by the
above arguments that
0 < ck 6 |z∞| < 49
50
< 1
and
0 < ck 6 |w∞| < 49
50
< 1
for every integer k > 3. Since z∞ 6= w∞, the polynomial z2p′(z)− 1 has exactly two different zeros
in the unit disk D for each fixed integer k > 3.
Let
λ∞ =
1
z∞
+ p(z∞).
Next we show that z∞ is a multiple zero of the polynomial
F (z) := 1 + z[p(z)− λ∞]
= (z − α)(z + β)k − λ∞z
in the unit disk D. By the definition of p and the fact that
1 = z2∞p
′(z∞),
we get
λ∞ = z∞p
′(z∞) + p(z∞). (14)
From the definition of λ∞, we immediately obtain
F (z∞) = z∞
( 1
z∞
+ p(z∞)− λ∞
)
= 0.
In order to show that z∞ is a multiple zero of F , we calculate
F ′(z) = p(z) + zp′(z)− λ∞,
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to obtain
F ′(z∞) = p(z∞) + z∞p
′(z∞)− λ∞
= 0,
where the last equality comes from (14). Which gives us that
F (z∞) = F
′(z∞) = 0,
so z∞ ∈ D is a multiple zero of F , as desired.
Using the same method as above, we can show that the polynomial
G(z) := 1 + z[p(z)− µ∞]
also has a multiple zero w∞ in the unit disk, where µ∞ is defined by
µ∞ :=
1
w∞
+ p(w∞) =
w2∞p
′(w∞)
w∞
+ p(w∞)
= w∞p
′(w∞) + p(w∞).
Last we will show that if w is a root of z2p′(z) = n+2
n+1 in D and
λ =
1
w
+ p(w),
then the equation
1 + z[p(z)− λ] = 0
has at least two roots (counting multiplicities) in D for all n large enough. To do this, we observe
that the polynomials z2p′(z) − n+2
n+1 and z
2p′(z) − 1 have only one different coefficient, and the
absolute value of the difference is given by n+2
n+1 − 1, which tends to 0 as n → ∞. As shown above,
z2p′(z)− 1 has exactly two distinct zeros z∞ and w∞ in the unit disk, Lemma 4.2 guarantees that
there is a positive integer N0 such that z
2p′(z)− n+2
n+1 has two distinct zeros zn and wn in D for each
n > N0, and moreover,
lim
n→∞
zn = z∞ and lim
n→∞
wn = w∞. (15)
Letting
λn =
1
zn
+ p(zn)
and
Fn(z) = 1 + z[p(z)− λn]
for each integer n > N0. Recall that
F (z) = 1 + z[p(z)− λ∞]
and z∞ is a multiple zero of F in the unit disk D. We will use the zeros of F to study the distribution
of zeros of each polynomial Fn for n sufficiently large.
Observe that the only difference between Fn and F is the coefficient of the linear term. To be
more precise, the absolute value of the difference is
|λn − λ∞| =
∣∣∣∣[ 1zn + p(zn)
]
−
[ 1
z∞
+ p(z∞)
]∣∣∣∣. (16)
Applying Lemma 4.2 to Fn and F , there exists a small number τ > 0 (depending only on k) such
that if |λn − λ∞| < τ , then each polynomial Fn has two zeros ξn and ξ˜n in D which satisfy that
|ξn − z∞| < 1
4k
,
|ξ˜n − z∞| < 1
4k
,
(17)
because z∞ ∈ D is a multiple zero of F . Notice that ξn does not necessarily equal ξ˜n. (If ξn = ξ˜n,
then ξ˜n is a multiple root of Fn.)
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To see that |λn − λ∞| can be made as small as we need, recall that we have shown
ck 6 |z∞| < 49
50
and zn → z∞ as n → ∞. Thus there is a positive integer N1 > N0 such that for each n > N1, zn
belongs to the compact subset
{
z : ck2 6 |z| 6 4950
}
. Noting that the function
Q(z) =
1
z
+ p(z)
is uniformly continuous on
{
z : ck2 6 |z| 6 4950
}
. For the constant τ > 0 chosen above, there is a
positive integer N2 > N1 such that if n > N2, then (15) and (16) imply that
|λn − λ∞| < τ,
as
λn =
1
zn
+ p(zn) = Q(zn)
and
λ∞ =
1
z∞
+ p(z∞) = Q(z∞),
as required.
Therefore, we obtain the following estimate for |ξn|:
|ξn| 6 |z∞|+ |ξn − z∞|
6 |z∞|+ 1
4k
<
49
50
+
1
4k
6
49
50
+
1
43
< 1
for every n > N2, where the second inequality follows from (17). Moreover, we also have that
|ξ˜n| 6 |z∞|+ |ξ˜n − z∞| < 1
for n > N2. Thus the polynomial Fn(z) = 1 + z[p(z)− λn] has at least two zeros ξn and ξ˜n in the
open unit disk D for each integer n > N2.
In the case that
µn =
1
wn
+ p(wn),
similarly we can use the above arguments to prove that
1 + z[p(z)− µn] = 0
has at least two roots ηn and η˜n in D for all n large enough (ηn does not necessarily equal η˜n).
Therefore, Lemma 4.4 is now proved. 
Now we are ready to prove the second main theorem of this section.
Proof of Theorem 4.3. Recall that(
1− 1
βk+1
)k
=
(
1 +
α
β
)k
= −1
2
and
1 + zp(z) = (z − α)(z + β)k,
we immediately obtain
α2p′(α) =
3
2
.
Theorem 4.1 gives that 0 is an isolated eigenvalue of the Toeplitz operator Tz+p.
To complete the proof, we need to show that σ(Tz+p) has at most finitely many isolated points.
To this end, we denote
h(z) = z + p(z).
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From the proof of Theorem 3.1, we have that the isolated points of σ(Th) are contained in the subset
σp(Th)
⋂{
λ ∈ C : λ /∈ σe(Th) and index(Th − λI) = 0
}
= σp(Th)
⋂{
λ ∈ C : λ /∈ h(∂D) and wind
(
1 + z[p(z)− λ]
z
∣∣∣∣
∂D
, 0
)
= 0
}
.
For simplicity, we let
Λ := σp(Th)
⋂{
λ ∈ C : λ /∈ h(∂D) and wind
(
1 + z[p(z)− λ]
z
∣∣∣∣
∂D
, 0
)
= 0
}
.
Theorem 2.4 implies that Λ is a subset of
⋃
n>0
Ωn, where for each nonnegative integer n,
Ωn :=
{
λ : zλ is the root of λ =
1
z
+ p(z) in D and z2λp
′(zλ) =
n+ 2
n+ 1
for some n ∈ N
}
is a finite set. On the other hand, Lemma 4.4 gives that 1+ z[p(z)−λ] has at least two zeros in the
unit disk for λ ∈ Ωn if n > N . Hence we deduce that
wind
(
1 + z[p(z)− λ]
z
∣∣∣∣
∂D
, 0
)
> 1
for every λ ∈ Ωn with n > N . It follows that Λ is contained in the finite union
N⋃
n=0
Ωn of finite sets
Ωn, and so Λ is a finite set. This completes the proof of Theorem 4.3. 
Remark 4.5. Although Theorems 4.1 and 4.3 tell us that we can construct a polynomial p with
deg(p) = k such that σ(Tz+p) has isolated points for every k > 3, there exists a class of high-degree
polynomials p such that the spectra of Toeplitz operators Tz+p are all connected. More specifically,
let
ϕ(z) = z + (azk + b)
with k > 3 and a, b are complex constants. Indeed, Guan and the second author showed in [12,
Proposition 4.5] that
σ(Tϕ) = ϕ(∂D)
⋃{
λ ∈ C : λ /∈ ϕ(∂D) and wind(ϕ(∂D), λ) 6= 0},
which is a connected set in the complex plane C.
Let hk(z) = z+pk(z), where pk is the polynomial with degree k > 3 constructed in Theorem 4.3.
In view of Theorem 4.3, we end this section by discussing the topological structure of the spectra
of these Toeplitz operators Thk .
For ϕ ∈ C(D), we denote its boundary function by ϕ∗, i.e.,
ϕ∗ := ϕ|∂D.
Let Tϕ∗ be the Hardy Toeplitz operator with symbol ϕ
∗, then we always have σ(Tϕ∗) ⊂ σ(Tϕ), see
[27, Theorem 2.4] for the details. In addition, observe that the spectral structure of Hardy Toeplitz
operators with continuous symbols implies that σ(Tϕ)\σ(Tϕ∗) is at most countable. However, for
the harmonic polynomial hk, the following corollary tells us that the distinction between the spectra
of the Bergman Toeplitz operator Thk and the corresponding Hardy Toeplitz operator Th∗k is just
finitely many isolated points.
Corollary 4.6. For each integer k > 3, let hk be the harmonic polynomial mentioned above. Let
Thk and Th∗k be the Bergman Toeplitz operator and the Hardy Toeplitz operator, respectively. Then
the relationship between σ(Thk) and σ(Th∗k) is given by
σ(Thk) = σ(Th∗k ) ∪ Λk,
where Λk is a finite subset of σp(Thk).
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Proof. Since h∗k is continuous on ∂D, it follows from [10, Corollary 7.28] or [2, Theorem 4.6.1] that
σ(Th∗
k
) = h∗k(∂D)
⋃{
λ ∈ C : λ /∈ h∗k(∂D) and wind
(
h∗k(∂D), λ
) 6= 0}
= hk(∂D)
⋃{
λ ∈ C : λ /∈ hk(∂D) and wind
(
hk(∂D), λ
) 6= 0}.
Thus, from the proof of Theorem 3.1 we have that
σ(Thk )\σ(Th∗k) = σp(Thk)
⋂{
λ ∈ C : λ /∈ σe(Thk) and index(Thk − λI) = 0
}
. (18)
Denote the intersection on the right-hand side of (18) by Λk.
However, we have shown in Theorem 4.3 that all the isolated points of σ(Thk) are contained in
Λk and Λk is a finite subset of σp(Thk). Therefore, we conclude that σ(Thk) is the union of σ(Th∗k)
and finitely many (isolated) eigenvalues of Thk , to finish the proof of Corollary 4.6. 
5. Weyl’s theorem for a class of Toeplitz operators
In this section we will show that Weyl’s theorem holds for a class of Toeplitz operators on the
Bergman space. More precisely, letting q be an arbitrary function in H∞ ∩ C(D), we will show
that Weyl’s theorem holds for the Bergman Toeplitz operator Tz+q. To do so, we begin with some
standard notations related to the Weyl spectrum.
Suppose that T is a bounded linear operator on some Hilbert space. The Weyl spectrum ω(T )
of T is defined by
ω(T ) :=
⋂
K is compact
σ(T +K).
Using the characterization in [20], the Weyl spectrum of T can be expressed as
ω(T ) = σe(T )
⋃{
λ ∈ C : λ /∈ σe(T ) and index(T − λI) 6= 0
}
.
Following the notation in [5, 6], for simplicity we use π00(T ) to denote the set of isolated points λ
in the spectrum which are eigenvalues of finite geometric multiplicity, i.e.,
0 < dim ker(T − λI) <∞.
According to [7], we say that an operator T satisfies Weyl’s theorem if
ω(T ) = σ(T )\π00(T ).
For Bergman Toeplitz operators with analytic and co-analytic symbols, it is clear that these
operators satisfy Weyl’s theorem, because their spectra are equal to the closure of the ranges of
their symbols. Furthermore, Toeplitz operators with real-valued symbols and radial symbols (i.e.,
ϕ(z) = ϕ(|z|) for all z ∈ D) also satisfy Weyl’s theorem, since they are normal. However, unlike
Toeplitz operators on the Hardy space, there exist many Bergman Toeplitz operators for which
Weyl’s theorem does not hold.
Example 5.1. Let
ϕ(z) = χ 1
2D
(z)e−i·arg(z), z ∈ D,
where 12D =
{
z ∈ C : |z| < 12
}
. Consider the Toeplitz operator Tϕ on the Bergman space L
2
a, we
have
Tϕen(z) =

0, n = 0,√
n(n+ 1)
2n+ 1
(1
2
)2n
en−1(z), n > 1,
where {en(z)}∞n=0 =
{√
n+ 1zn
}∞
n=0
is the orthonormal basis of L2a. Note that Tϕ is a compact
backward weighted shift, since
lim
n→∞
√
n(n+ 1)
2n+ 1
(1
2
)2n
= 0.
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Using (a) of [9, Proposition 27.7], we conclude that the spectrum and essential spectrum of Tϕ are
both {0}, which implies that ω(Tϕ) = {0}. Moreover, we observe that
ker(Tϕ) = span{1}.
It follows that 0 is an isolated eigenvalue with finite multiplicity and π00(Tϕ) = {0}. Thus we have
σ(Tϕ)\π00(Tϕ) = ∅
and
ω(Tϕ) 6= σ(Tϕ)\π00(Tϕ).
Therefore, Tϕ does not satisfy Weyl’s theorem.
Nevertheless, in the rest of this section we will use the characterizations for the point spectra of
Toeplitz operators in Theorems 2.4 and 4.3 to obtain a class of Toeplitz operators with bounded
harmonic symbols on the Bergman space for which Weyl’s theorem holds.
Theorem 5.2. Suppose that q is a function in H∞ ∩ C(D) and let h(z) = z + q(z). Then Weyl’s
theorem holds for the Bergman Toeplitz operator Th.
Proof. Recall that the spectrum of the Toeplitz operator Th can be decomposed as the following
disjoint union:
σ(Th) = h(∂D)
⋃{
λ ∈ C : λ /∈ h(∂D) and wind(h(∂D), λ) 6= 0}⋃Λ,
where
Λ := σp(Th)
⋂{
λ ∈ C : λ /∈ σe(Th) and index(Th − λI) = 0
}
.
By the definition of ω(Th) and Lemma 2.2, we have
ω(Th) = h(∂D)
⋃{
λ ∈ C : λ /∈ h(∂D) and wind(h(∂D), λ) 6= 0},
to obtain
σ(Th) = ω(Th) ∪ Λ.
Since all the isolated points of σ(Th) are contained in Λ, we immediately have π00(Th) ⊂ Λ.
On the other hand, from the proofs of Theorems 2.4 and 4.1 we recall that Λ is a subset of the
following countable set:{
λ ∈ C : zλ is the root of λ = 1
z
+ p(z) in D and z2λp
′(zλ) =
n+ 2
n+ 1
for some n ∈ N
}
It follows from Theorem 2.3 that each eigenvalue in Λ is an isolated point of σ(Th). Thus we have
by the definition of π00(Th) that Λ ⊂ π00(Th), hence we get
Λ = π00(Th).
To show that Th satisfies Weyl’s theorem, we need to consider two cases. If Th has no isolated
eigenvalues with finite geometric multiplicity, then we have Λ = ∅, which gives
ω(Th) = σ(Th).
For the case of π00(Th) 6= ∅, we actually have
ω(Th) = σ(Th)\Λ = σ(Th)\π00(Th),
as desired. This completes the proof of Theorem 5.2. 
As every hyponormal operator satisfies Weyl’s theorem, the following example shows that there
are a class of non-hyponormal Bergman Toeplitz operators with harmonic symbols for which Weyl’s
theorem holds.
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Example 5.3. In order to construct a non-hyponormal Toeplitz operator with harmonic polynomial
symbol on the Bergman space, we first choose complex numbers a1, a2, · · · , an (n > 2) such that
an 6= 0 and ∣∣a1 + 2a2 + · · ·+ nan∣∣ < 1. (19)
Let
q(z) = a1z + a2z
2 + · · ·+ anzn
and let h be the harmonic polynomial h(z) = z + q(z).
It was shown in [1] or [19] that for f and g in H∞ ∩C(D), a necessary condition for the Toeplitz
operator Tf+g to be hyponormal on L
2
a is
|f ′(z)| > |g′(z)|, z ∈ ∂D.
But Condition (19) tells us |q′(1)| < 1. Thus Th is not hyponormal. On the other hand, Theorem
5.2 implies that Weyl’s theorem holds for the Bergman Toeplitz operator Th. So we obtain a class
of non-hyponormal Toeplitz operators Th on the Bergman space for which Weyl’s theorem holds.
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