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Abstract
In this paper, we propose a robust optimization-based heuristic algorithm for the chance-constrained binary knapsack problem
(CKP). We assume that the weights of items are independent normally distributed. By utilizing the properties of the submodular
function, the proposed method approximates the CKP to the robust knapsack problem with a cardinality constrained uncertainty set
parameterized by a uncertainty budget parameter. The proposed approach obtains a heuristic solution by solving the approximated
robust knapsack problem whose optimal solution can be obtained by solving the ordinary binary knapsack problem iteratively. The
computational results show the effectiveness and efficiency of the proposed approach.
Keywords: Chance-constrained knapsack problem, Heuristic, Robust optimization, Submodularity
1. Introduction
The binary knapsack problem is a well-known combinatorial
optimization problem. There is a set of n items N = {1, . . . , n},
each item j having weight a j and profit p j. The objective of
the binary knapsack problem is to find a subset of items with
the maximum profit sum that satisfies the knapsack capacity b.
The binary knapsack problem is NP-hard, but it can be solved
in pseudopolynomial time O(nb) using dynamic programming.
Due to its theoretical and practical importance, the binary knap-
sack problem has been extensively studied over the last few
decades (see Martello and Toth [1] and Kellerer et al. [2]).
When we attempt to solve real-world problems, data un-
certainty is inevitable. Two representative approaches to data
uncertainty in optimization theory are robust optimization and
stochastic optimization. Robust optimization defines an uncer-
tainty set of uncertain data, and stochastic optimization con-
siders the probabilistic characteristics of such data. Chance-
constrained programming is a stochastic optimization approach
that finds a solution satisfying constraints within a given thresh-
old. In this paper, we consider the binary knapsack prob-
lem with uncertain weights of items. To solve this chance-
constrained knapsack problem (CKP), the objective of which
is to find a subset of items with the maximum profit sum when
the probability of satisfying the knapsack constraint is greater
than or equal to a given threshold ρ, we propose a robust
optimization-based heuristic approach. Here we assume that
ρ ≥ 0.5. The CKP can be formulated as follows:
max

∑
j∈N
p jx j | P
∑
j∈N
a jx j ≤ b
 ≥ ρ, x ∈ Bn
 . (1)
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Each binary variable x j is 1 if item j is chosen, 0 otherwise. In
general, chance-constrained programming problems are diffi-
cult to solve, since the feasible solution set of chance constraints
is non-convex in most cases (see Nemirovski and Shapiro [3]).
In this paper, we assume that the weight of each item is inde-
pendent and normally distributed with mean a¯ j and standard
deviation σ j. Under this assumption, the chance constraint can
be reformulated as a second-order cone constraint; accordingly
then, it can be solved using commercial softwares’ branch-and-
bound methods. However, it remains difficult to derive opti-
mal solutions to large problems. Klopfenstein and Nace [4]
proposed a pseudopolynomial-time heuristic algorithm for the
CKP onlywhere the bounds on uncertain coefficients are known
(e.g. in the case of a uniform distribution). Goyal and Ravi [5]
suggested a polynomial time approximation scheme (PTAS) for
the CKP. They reformulated the problem as a parametric LP and
provided a rounding algorithm. Han et al. [6] considered a ro-
bust optimization approach for the CKP, specifically an approx-
imation approach that provides an upper bound on the optimal
value.
In the present study, we utilized the properties of the sub-
modular function to solve the CKP. A set function is called a
submodular function if it has a diminishing returns property.
Submodular functions are used in various discrete optimization
problems (see Iwata [7]). However, only a few studies have
employed submodularity for optimization problems with data
uncertainty. Atamtu¨rk and Narayanan [8] having considered
discrete mean-risk minimization problems, used submodulairy
to derive valid inequalities for the binary and mixed-integer
problems. Atamtu¨rk and Bhardwaj [9] studied a network de-
sign problem with uncertain arc capacities, exploiting submod-
ularity and supermodularity to handle an exponential number of
probabilistic constraints.
In this paper, we propose, as an extended version of Klopfen-
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stein and Nace’s approach [4], a heuristic method to find a near-
optimal and feasible solution for (2). Our method can consider
a normal distribution by utilizing submodularity to define an in-
terval for the uncertain weights. Using the defined interval, we
then approximate the CKP by a cardinality constrained robust
knapsack problemwith Bertsimas and Simmodel [10]. The rest
of this paper is organized as follows. In Section 2, the robust
optimization-based heuristic method is proposed. In Section 3,
the results of the proposed approach are reported. In Section 4,
our concluding remarks are presented.
2. Robust Optimization-Based Heuristic Method
We assume that each weight a j of item j has an independent
normal distribution with mean a¯ j and standard deviation σ j.
Then the CKP can be reformulated as
max
∑
j∈N
p jx j
s.t.
∑
j∈N
a¯ jx j + Φ
−1(ρ)
√∑
j∈N
σ2
j
x2
j
≤ b,
x ∈ Bn.
(2)
In this paper, we assume that a¯ j ≥ 0, σ j ≥ 0, and p j is a
non-negative integer for all j ∈ N. Note that the continuous
relaxation of (2) is a second-order cone programming (SOCP)
problem. The feasible solution set of (2) is equivalent to the
following set, which has a robust constraint with ellipsoidal un-
certainty setU:x ∈ Bn |
∑
j∈N
a jx j ≤ b,∀a ∈ U
 ,
where
U =
{
a¯ j + Φ
−1(ρ)Σ1/2z | ‖z‖2 ≤ 1
}
,Σ =

σ2
1
. . .
σ2n
 .
The ellipsoidal uncertainty setU also can be represented as
U =
a¯ j + Σ1/2ǫ |
∑
j∈N
ǫ2j ≤ (Φ
−1(ρ))2
 .
We use the properties of the submodular function, which is a
set function with a diminishing returns property, to reformulate
(2). Since
f (S ) =
∑
j∈S
a¯ j + Φ
−1(ρ)
√∑
j∈S
σ2
j
for S ⊆ N is a submodular set function (see Atamtu¨rk and
Narayanan [8]), the CKP (2) can be reformulated as
max
∑
j∈N
p jx j
s.t.
∑
j∈N
π jx j ≤ b, ∀π ∈ ext(Π f ),
x ∈ Bn,
(3)
where Π f = {π ∈ R
n |
∑
j∈S π j ≤ f (S ),∀S ⊆ N}. Let ext(Π f )
be the set of extreme points of Π f . The reformulated prob-
lem (3) thus has an exponential number of linear knapsack con-
straints with the same capacity b. The extreme points of Π f
can be obtained using the following greedy algorithm (see Ed-
monds [11]) for all permutations of N. For a permutation of N
((1), (2), . . . , (n)), let S j = {(1), (2), . . . , ( j)} and S 0 = ∅. Then
π( j) = f (S j) − f (S j−1) for j ∈ N is an extreme point of Π f .
Proposition 1. x ∈ Bn is feasible for (2) if and only if x is
feasible for (3).
Proof. If x is feasible for (2), then it is feasible for (3), since∑
j∈N π jx j ≤ b is satisfied for all π ∈ ext(Π f ) by the definition
of Π f . Now, we will show that if x
∗ ∈ Bn is infeasible for (2),
then
∑
j∈N π jx
∗
j
> b for some π ∈ ext(Π f ). We assume that
items are sorted in non-increasing order of x∗
j
. Let π′
j
= f (S j)−
f (S j−1). Then,
∑
j∈N π
′
j
x∗
j
=
∑
j∈N a¯ jx
∗
j
+ Φ
−1(ρ)
√∑
j∈N σ
2
j
x∗2
j
by the definition of π′. Since x∗ is infeasible for (2), we can
easily see that
∑
j∈N π
′
j
x∗
j
> b.
We define
π
j
= a¯ j + Φ
−1(ρ)

√∑
i∈N
σ2
i
−
√ ∑
i∈N\{ j}
σ2
i

and
π¯ j = a¯ j + Φ
−1(ρ)σ j
for all j ∈ N. Note that π
j
is the value of π j when item j is
the last item of a permutation of N, and π¯ j is the value of π j
when item j is the first item of a permutation of N. The value
of π j is included in an interval [π j, π¯ j] for all π ∈ ext(Π f ), and
the knapsack capacities of all constraints of (3) are the same.
Therefore, we can use the cardinality-constrained robust knap-
sack problem of Bertsimas and Sim [10] to approximate the
CKP.We define the following robust knapsack problemRKP(Γ)
for a non-negative parameter Γ using π
j
and π¯ j:
z∗ =max
∑
j∈N
p jx j
s.t.
∑
j∈N
π
j
x j+
max
S∪{t}⊆N,
|S |≤⌊Γ⌋,
t∈N\S

∑
j∈S
(π¯ j − π j)x j + (Γ − ⌊Γ⌋)(π¯t − πt)xt
 ≤ b,
x ∈ Bn.
(4)
Additionally, the feasible solution set of (4) isx ∈ Bn |
∑
j∈N
a jx j ≤ b,∀a ∈ U(Γ)
 ,
where
U(Γ) =
π j +
∑
j∈N
r j(π¯ j − π j) |
∑
j∈N
r j ≤ Γ, 0 ≤ r j ≤ 1,∀ j ∈ N
 .
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We can obtain a feasible solution to the CKP by choosing an
appropriate value of Γ. Figure 1 represents the solution set of
the CKP with 2 variables. The ellipsoidal uncertainty set U of
a is the ellipse in Figure 1. In addition,U(0) = {(π
1
, π
2
)},U(1)
is the dashed triangular area, andU(2) is the gray area. We can
see that Γ = 1 is sufficient to guarantee the feasibility of the
CKP (2) of Figure 1.
(a¯1, a¯2)
(π¯1, π¯2)
(π
1
, π
2
)
Figure 1: Uncertainty set of a
We increase the Γ value from 0 until the optimal solution to
RKP(Γ) is feasible for (2). Since an optimal solution to RKP(n)
is feasible for (3), we can find a feasible solution for it using the
proposed approach.
Proposition 2. An optimal solution to RKP(n) is feasible for
(3).
Proof. Since π j ≤ π¯ j for all j ∈ N and π ∈ Π f , a feasible
solution for RKP(n) is also feasible for (3).
Each robust knapsack problem (4) can be solved by solving
n + 1 ordinary knapsack problems as follows (see Bertsimas
and Sim [12]). Assume that items are ordered in non-increasing
order of (π¯ j − π j). We also define (π¯n+1 − πn+1) = 0. Then, (4)
can be solved by solving n + 1 ordinary knapsack problems gl
for l = 1, . . . , n + 1:
z∗ = min
l=1,...,n+1
gl,
where
gl =max
∑
j∈N
p jx j
s.t.
∑
j∈N
π
j
x j +
l∑
j=1
{
(π¯ j − π j) − (π¯l − πl)
}
x j
≤ b − Γ(π¯l − πl),
x ∈ Bn.
(5)
Note that when we decompose a robust knapsack problem
into n + 1 ordinary knapsack problems, the integrality of Γ is
not a necessary condition. Klopfenstein and Nace [4] consid-
ered only integer Γ values, but we also consider non-integer Γ
values. The ordinary knapsack problem is NP-hard, but (5) can
be solved in O(nU), where U is an upper bound on the optimal
objective value, using dynamic programming when the profit
values are integers (see Kellerer et al. [2]).
0 2 4 6 8 10
2,350
2,400
2,450
2,500
Γ
h
∗
(Γ
) b = 2445
Figure 2: Change of h∗ values for different Γ values
0 2 4 6 8 10
2,950
3,000
3,050
3,100
Γ
o
b
j
Figure 3: Change of optimal values of RKP(Γ) for different Γ values
In the proposed heuristic method, choosing an appropriate
value of Γ is essential. We define
h∗(Γ) =
∑
j∈N
a¯ jx
∗
j + Φ
−1(ρ)
√∑
j∈N
σ2
j
x∗2
j
,
where x∗ is an optimal solution to RKP(Γ). We compare the
h∗(Γ) value and the optimal value of RKP(Γ) for different Γ
values. Figure 2 shows the change of h∗(Γ) for an SC-type CKP
instance (see Han et al. [6]) when n = 100. As can be seen,
h∗(Γ) tends to decrease as Γ increases; however, h∗(Γ) does not
decrease monotonously. If h∗(Γ) ≤ b, the optimal solution x∗
is feasible for CKP (2). Therefore, we cannot guarantee that
there exists a unique value of Γ∗ such that the optimal solution
to RKP(Γ) is feasible for (2) if and only if Γ ≥ Γ∗. Additionally,
Figure 3 represents the change of the optimal values of RKP(Γ)
for the same instance. Naturally, the optimal value of RKP(Γ)
decreases as Γ increases. Therefore, in order to find a small
value of Γ such that the optimal solution to RKP(Γ) is feasible
for (2), we use the following jump search method. Figure 4
shows the idea of the jump search. Here the gray points mean
step 1 (+m1) step 2 (+m1) step 3 (+m1)
step 4 (−m1)
step 5
(+m2)
step 6
(+m2)
Γ
0
Figure 4: Jump search algorithm
that the optimal solution to RKP(Γ) is infeasible for (2), while
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the white points mean that the optimal solution to RKP(Γ) is
feasible for (2). Let mk be the kth step size for k = 1 . . .K,
where K is a predefined number of iterations. We define m1 =
n × (1/u) and mk+1 = mk × (1/v), k = 1, . . . , K − 1 for positive
integers u and v. It guarantees the feasibility of the obtained
solution by the Proposition 2. We find the smallest nonnegative
integer d1 such that h
∗(m1d1) ≤ b. Here, we solve RKP(m1d)
for d = 0, 1, 2, . . . until h∗(m1d) ≤ b. In Figure 4, we can see
that d1 = 3. Here, the Γ value is updated to m1d1. Then, we
start again from m(d1 − 1). Let m2 be the second step size that
is smaller than m1. We find the smallest non-negative integer
d2 value such that h
∗(m1(d1 − 1) + m2d2) ≤ b. We repeat this
procedure K times to find an appropriate Γ value. In our test,
we use u = n and v = 10. The detailed jump search algorithm
is given as Algorithm 1.
Algorithm 1 Jump search algorithm to find Γ value
1: Input: K, u, v
2: γ = 0, k = 1, m1 = n × (1/u)
3: while γ ≤ n do
4: Solve RKP(γ)
5: if the optimal solution of RKP(γ) is feasible to (4) then
6: if k == K then
7: Γ = γ
8: Stop
9: else
10: γ = γ − mk
11: mk+1 = mk × (1/v)
12: k = k + 1
13: end if
14: end if
15: γ = γ + mk
16: end while
17: Output: Γ, the optimal value of RKP(Γ)
3. Computational Results
In this section, we report the computational results of the
proposed heuristic method. We compared the results with the
robust optimization-based approximation approach of Han et
al. [6] and a commercial software (CPLEX 12.7). All of
the tests were performed on a computer Intel(R) Core(TM) i7-
4770S processor with 3.10 GHz and 16GBRAM. The proposed
method and the approximation approach of Han et al. [6] were
implemented using C++.
We used the same instances as in Han et al. [6], as derived
from the robust knapsack problem instances of Monaci et al.
[13]. The instance types used here are as follows:
• SC (strongly correlated) instances: a¯ j is an integer ran-
domly generated in [1,100] and p j = a¯ j + 10.
• IC (inverse strongly correlated) instances: p j is a randomly
generated integer in [1,100] and a¯ j = min{100, p j + 10}.
• SS (subset sum) instances: a¯ j is randomly chosen in
[1,100] and p j = a¯ j.
The standard deviation value σ j was randomly generated in
[0.1a¯ j, 0.2a¯ j], and the knapsack capacity b = ⌊
∑
j∈N a¯ j⌋. We
solved each ordinary knapsack problem (5) using the minimal
algorithm coded in C by Pisinger [14]. We used the same ap-
proach of Han et al. [6] to transform the non-integral data to
integer data. Each weight value was rounded up after multiply-
ing by 106, and the knapsack capacity was rounded down after
multiplying by 106.
Instances K
ρ type 1 2 3 4 5
0.85
SC 3131.7 3135.5 3135.7 3135.7 3135.7
IC 2637.8 2640.8 2641.0 2641.0 2641.0
SS 2484.0 2486.8 2486.8 2486.9 2486.9
0.90
SC 3117.6 3122.4 3122.9 3122.9 3122.9
IC 2621.3 2625.2 2625.6 2625.6 2625.6
SS 2472.0 2475.0 2475.6 2475.6 2475.6
0.95
SC 3096.2 3102.9 3103.3 3103.3 3103.3
IC 2595.5 2600.1 2601.1 2601.1 2601.1
SS 2454.3 2458.6 2458.8 2458.8 2458.8
Table 1: Change of objective values for different K values when n = 100
Instances K
ρ type 1 2 3 4 5
0.85
SC 515 1141 1727 2333 2899
IC 414 1172 1757 2424 2899
SS 515 1202 1646 2313 2868
0.90
SC 515 1141 1535 2091 2535
IC 414 1192 1828 2374 2969
SS 515 1212 1707 2343 2909
0.95
SC 515 1111 1596 2091 2697
IC 414 1222 1788 2404 2929
SS 515 1202 1889 2353 2838
Table 2: Change of numbers of solved knapsack problems for different K values
when n = 100
Tables 1 and 2 show the changes in the objective values and
numbers of solved knapsack problems for different K values
when n = 100. Naturally, the heuristic algorithm finds a better
solution as the number of iterations K increases. As can be
seen in Table 1, the objective value of the obtained heuristic
solution increases as K increases. Additionally, the number of
solved ordinary knapsack problems increases as the value of K
increases. When K is equal to or greater than 3, there is almost
no difference in the objective values. Therefore, we concluded
that K = 3 is sufficient to obtain qualified feasible solutions.
In obtaining the following computational results, we also used
K = 3.
We compared the proposed heuristic algorithm with the ap-
proximation approach of Han et al. [6] and CPLEX 12.7. The
approximation approach of Han et al. [6] obtains the upper
bound on the optimal objective value of (2). When we tested
4
n ρ type
Proposed heuristic algorithm
(K = 3)
Approximation approach
of Han et al. [6]
CPLEX
obj time Γ # knapsack obj time # knapsack obj ub time
100
0.85
SC 3135.7 0.2 3.7 1727 3136.0 5.9
39601
3135.8 3135.8 38.5
IC 2641.0 0.1 2.8 1757 2641.0 4.6 2641.0 2641.0 47.4
SS 2486.8 0.1 3.7 1646 2487.3 4.2 2487.2∗ 2491.0 600.0(10)
0.90
SC 3122.9 0.1 3.7 1535 3123.2 5.5
39601
3122.9 3122.9 26.2
IC 2625.6 0.1 2.8 1828 2625.9 4.4 2625.8 2625.8 3.9
SS 2475.6 0.1 3.7 1707 2476.3 4.4 2475.9∗ 2481.8 600.0(10)
0.95
SC 3103.3 0.2 3.6 1596 3103.7 5.3
39601
3103.6 3103.6 5.4
IC 2601.1 0.1 2.9 1788 2601.3 4.4 2601.2 2601.2 20.0
SS 2458.8 0.1 3.7 1889 2459.7 4.3 2459.4∗ 2465.1 600.0(10)
500
0.85
SC 15943.5 3.4 7.2 9719 -
998001
15943.4∗ 15947.2 489.7(8)
IC 13450.6 1.5 5.7 10321 - 13450.2∗ 13453.7 487.4(8)
SS 12457.4 0.9 8.1 9770 - 12458.7∗ 12479.8 600.0(10)
0.90
SC 15911.2 3.1 7.3 9669 -
998001
15913.2∗ 15915.7 504.5(8)
IC 13413.9 1.3 5.7 10070 - 13413.7∗ 13416.3 337.7(5)
SS 12431.4 0.8 8.1 9369 - 12433.1∗ 12459.2 600.0(10)
0.95
SC 15863.8 2.7 7.3 9269 -
998001
15865.0∗ 15869.3 600.0(10)
IC 13358.8 1.2 5.8 10271 - 13358.7∗ 13361.2 406.3(6)
SS 12392.8 0.8 8.1 8768 - 12395.1∗ 12427.5 600.0(10)
1000
0.85
SC 32115.8 13.9 9.9 21321 -
3996001
32116.0∗ 32121.1 429.7(7)
IC 27154.2 4.4 8.0 17918 - 27153.1∗ 27157.5 305.3(5)
SS 25155.6 3.3 11.3 21622 - 25157.0∗ 25188.9 600.0(10)
0.90
SC 32070.6 13.2 9.9 23423 -
3996001
32072.4∗ 32076.5 312.3(4)
IC 27099.5 4.7 8.0 19520 - 27098.3∗ 27103.4 491.8(8)
SS 25118.2 3.4 11.3 22022 - 25120.7∗ 25159.5 600.0(10)
0.95
SC 31999.8 11.6 10.2 22122 -
3996001
32005.1∗ 32010.0 600.0(10)
IC 27020.2 4.2 8.0 19520 - 27019.5∗ 27024.2 472.6(7)
SS 25063.4 3.3 11.3 21822 - 25066.4∗ 25116.3 600.0(10)
Table 3: Computational results for the chance-constrained knapsack problem (2)
their approximation method, we set the number of segments
to m = 4n, as recommended in their paper. Note that their ap-
proach does not guarantee the feasibility of the solution, since it
finds an upper bound on the optimal objective value. Also, their
method solves the ordinary knapsack problem mn−m+1 times
to obtain the approximate objective value. CPLEX, meanwhile,
solved the reformulated CKP (2) using the default settings. We
reported the average results of 10 instances for each combina-
tion of instance types (SC, IC, SS), n = 100, 500, 1000 and
ρ = 0.85, 0.90, 0.95. The time limit was 600 seconds. The re-
sults are summarized in Table 3. The average objective value
(obj), the average computation time in seconds (time), the av-
erage value of Γ obtained by the jump search algorithm of our
heuristic method (Γ), the average number of solved ordinary
knapsack problems (# knapsack), and the best upper bound ob-
tained by CPLEX within the time limit (ub) are given. As for
the CPLEX results, when some instances could not obtain the
optimal solution within the time limit, the average objective
value of the best feasible solution was given. For this case, the
objective value was marked with an asterisk, and the time limit
of 600 seconds was applied to the calculation of the average
computation time. Also, the number of instances not solved to
optimality were given in parentheses.
As can be seen, the proposed heuristic algorithm solved all
instances within the time limit. However, the approximation
approach of Han et al. [6] and CPLEX could not solve large-
size instances n = 500 and 1000 within the time limit. Natu-
rally, the computation time and the number of solved knapsack
problems increase as the problem size increases. The average
computation time varies according to the instance type, and the
difference is greater in CPLEX than in other methods. Whereas
we can see that the value of Γ also increases, it does not increase
in proportion to the problem size. The obtained objective val-
ues using the proposed method are comparable to the objective
values obtained using CPLEX. Furthermore, for some large-
size instances, the objective values obtained using our heuristic
method are better than those obtained using CPLEX within the
time limit. This means that our proposed method can be effec-
tive in practice, since it obtains good feasible solutions within a
short time. The approximation approach of Han et al. [6] needs
to solve more knapsack problems than our heurstic method.
When n = 1000, the approach of Han et al. [6] has to solve
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the knapsack problem almost 200 times more than our heuristic
method. Also, our method can obtain feasible solutions, while
the method of Han et al. [6] cannot.
4. Conclusion
In this paper, we propose a heuristic algorithm for the CKP
wherein the weight of each item has an independent normal
distribution. The problem can be reformulated as an integer
SOCP; however, it is difficult to obtain an optimal solution in
a short time using commercial softwares. Therefore we pro-
pose a heuristic algorithm using robust optimization and sub-
modularity. The proposed algorithm solves ordinary knapsack
problems iteratively. The computational results show the effec-
tiveness and efficiency of our method. The basic idea of the
proposed approach is to define a closed interval for each uncer-
tain weight using submodularity and to approximate the CKP
to a robust knapsack problem which can be solved relatively
easier. We expect that it can be applied to other approaches
to the CKP. Also, we leave a heuristic algorithm for the gen-
eral case with correlated weight values as the future research.
In this case, properties of submodularity can no longer be used
(see Atamtu¨rk and Bhardwaj [9]).
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