Inequality constraints are often needed in optimization problems in order to deal with uncertainty. This paper introduces a simple technique that allows enforcement of inequality constraints in`1 norm problems without any modi cations to existing programs. The solution of`1 norm problems is required, for example, in implementing LAV Least Absolute Value state estimators in electric power systems. The paper shows how LAV state estimators with inequality constraints can be useful for estimating the state of external systems. This is important in a competitive e n vironment where precise information about a utility's neighboring systems may not be available.
Introduction
Power system state estimation 4, 19 is an important component in an Energy Management System EMS. An essential part of on-line security analysis in an EMS involves state estimation of the external network i.e., the neighboring systems that may belong to a di erent utility. Geisler and Bose 7 were among the rst to use state estimation for external systems. While this was an improvement o ver the earlier power ow based approaches, external system state estimation can often be di cult due to the lack of real-time measurements and accurate data from the external system. Information acquired via telephone, data links and pseudo-measurements from forecasting and historical data have to be used. Thus, a large fraction of measurements used for external system estimation can be pseudo-measurements with low reliability. One method for dealing with this is to assign weights to measurements according to their reliability. H o wever, assigning the correct weight to a pseudo-measurement is difcult. The assignment of improper weights to pseudomeasurements can result in estimates that violate obvious physical limits such a s k n o wn reactive p o wer and voltage limits for generator buses or known ow limits for tie-lines. One method used for resolving the limit violation problem is to adjust the measurement weights solve again. This approach has numerical as well as computational drawbacks. A better approach i s to incorporate the limits explicitly into the problem via inequality constraints. The incorporation of inequality constraints in Weighted Least Squares WLS state estimation was rst discussed in 8 . A subsequent paper 1 discussed the incorporation of inequality and equality constraints in LAV state estimators and examined the computational implications in terms of a simplex method based linear programming algorithm 3 .
This paper introduces a simple technique that allows incorporating inequality constraints in LAV state estimation without any modi cation to existing routines. The technique has important computational implications when used in conjunction with interior point methods 17 . Appendix A of the paper shows that the proposed method is essentially equivalent to the use of exact penalty functions" 6, 1 5 , 2 1 . Appendix B illustrates that, although the formulation may appear similar to fuzzy linear programming, the two approaches di er in the choice of norm, and consequently have different properties.
External System Estimation
The electric utility industry is being re-structured in many parts of the world 14 . External system estimation may become less of a problem in such a scenario if there is a single transmission provider, as in England and Wales. However, this kind of single transmission company is less likely in the United States due to geographical reasons 1 . T h us, the importance of external system estimation is likely to increase in an environment in which the transmission system is used by competing suppliers of electric energy. The rst approach is more common. One advantage of this approach is that the speci cation of the internal and external systems is exible and can be changed according to the availability of measurements. In this approach, two separate problems are solved for the internal and external portions of the network. Typically, the external network" includes reduced portions of the surrounding network and unobservable portions of the internal system. In the second approach, a larger combined problem is solved. This approach is better suited for the LAV estimator, particularly in cases where the internal system has a high redundancy of measurements and the external system has a low redundancy of measurements. A possible concern in this approach is that the estimates in the internal system might be a ected by errors in measurements from the external system. In case of WLS state estimation, Monticelli and Wu 13 show that, if a non-redundant measurement set is used for the external system, this need not be a concern. In practice, the external system has low measurement redundancy. In case of the LAV estimator, it is expected that erroneous measurements in the external system will be rejected by the estimator.
Constrained WLAV Estimation
The LAV problem is a special case of the WLAV problem. Thus, only the latter is considered here. The constrained WLAV estimation problem is as follows: The presence of equality constraints translates into unrestricted variables 2 in the dual problem.
Inequality constraints on 3 and 4 prevent the selection of the origin as an interior point for initializing the dual problem.
The performance of an interior point method, in terms of iterations to convergence, is in uenced heavily by the choice of initial point. Initialization from a point that is well centered inside the feasible region, performs much better than initialization from a point that is near the boundary. T est results in 17 relied on the choice of the origin as a perfectly centered initial interior point. The problem of nding an initial feasible interior point can be avoided by using a slightly di erent approach when the presence of inequality constraints precludes the choice of the origin for this purpose. This approach has strong connections with the theory of exact penalty functions 6, 15, 21 appendix A.
The use of a penalty function permits violations of the limits. This provides a safeguard against an excessive in uence of erroneous limits on the state estimates. In practice, this is expected to perform very similarly to the inequality constrained problem with the advantage of preserving the structure of the dual LAV problem, making it possible to choose the origin as a starting point. In the proposed method, the problem is re-written as min w T + + c T u + + u , + c T l + + l , 14 subject to 
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The illustrate the e ect of the penalty functions, consider the primal formulation with a constraint subject to upper and lower bounds assume equal weights of 
Test Results
To illustrate the e ectiveness of constrained WLAV estimation, the 14 bus system is partitioned into internal and external portions as shown in Fig.3 . The external portion does not have a n y o w measurements. Pseudo-measurements are available in the form of real and reactive injections at buses 6, 10, 11, 12, 13 and 14. The lines connecting buses 5 6, 9 10 and 9 14 are designated as tie lines. The actual operating conditions in the external system are simulated by running a power ow shown in Table 1 . Also shown in the table is whether the measurement w as selected or rejected by the WLAV estimator. The tie-line measurements are shown in Table 2 . It is further assumed that the tieline ows have known upper and lower limits. These limits are found by c hoosing a narrow band around the nominal tie line ows given above.
The estimates for tie-line ows can be very important i n a n e n vironment where the transmission provider handles transactions between competing suppliers. As long as the measurements used in the estimation process are accurate, the tie-line ow estimates are also accurate. However, such accuracy in external system is rare. To simulate a more realistic scenario, a bad measurement i s i n troduced at bus 14 in the external system by c hanging the injection measurement to ,0:74 + j0:25. This erroneous measurement is selected by the WLAV estimator, resulting in an estimate of 0:45 , j0:08 for the tie-line ow in 9 14 that is well outside its limits. To resolve this, the tieline ow in 9 14 is modelled by the penalty function discussed earlier to enforce the inequality constraints 0:0940 + j0:0365 P 9,14 + jQ 9,14 0:0945 + j0:0400.
This results in the lower limits becoming binding and the rejection of the incorrect pseudo-measurement a t bus 14. This is done without altering the structure of the WLAV estimator and without any special modelling of inequality constraints.
It may appear surprising that, in the example above, both lower limits become binding, even tough it was the upper limit on the active p o wer ow that was previously being violated. This occurs due to the nature of the WLAV estimator which rejects the bad measurement which had attracted the estimate for P 9,14 . Since, this bad measurement no longer plays a role, the limit which is closer to the actual value of the tie-line ow is selected. This behavior would not be observed in an inequality constrained WLS estimator where the bad measurement w ould always have some e ect on the estimate.
To illustrate the additional advantage of the penalty function approach o ver the strict inequality constrained approach, the pseudo-measurement at bus 14 was changed back to its correct value. Next, large errors were introduced in the upper and lower limits for the ow in tie-line 9 14. These incorrect limits were rejected by the estimator, while the injection at bus 14 was once again satis ed. If strict inequality constraints had been used instead of penalties, this would not have been possible.
Conclusion
This paper has introduced a simple technique for implementing inequality constraints in LAV state estimation. The method can be very useful for external system state estimation and has computational advantages for interior point methods. The paper illustrated how the proposed technique is essentially equivalent to the use of exact penalty functions for incorporating inequality constraints. While the method is reminiscent of fuzzy linear programming, it di ers in the choice of norm. min ffx j gx 0g 28 the`1 exact penalty function is
where a , = max,a; 0. For a su ciently large , local solutions of the nonlinear programming problem are equivalent to local minimizers of the exact penalty function. A possible discrepancy between the two solutions can arise if the minimizer of the exact penalty function is infeasible for the original problem. However, in such cases the method provides best" solutions when no feasible ones exist. Assuming feasibility of the original problem, the choice of is bounded by j j jj 1 , where refers to the Lagrange multipliers from the solution of the original problem 6, 1 0 .
Appendix B: Fuzzy Set Methods
Fuzzy linear programming is an approach based on fuzzy sets 20, 2 2 to handle non-probabilistic uncertainties 16, 9 , 1 2 , 18 . Fuzzy linear programming has a striking resemblance to the`1 norm problem. This is a consequence of the de nition of the intersection of fuzzy sets which is reviewed here to establish the connection.
If X is a given set of objects or alternatives, a fuzzy set in X is de ned as: Thus, the di erence between fuzzy linear programming and the approach i n troduced in this paper of modelling inequality constraints, is essentially a di erence in the choice of norms. The LAV approach corresponds to the`1 norm while the fuzzy approach corresponds to the`1 norm. In the case of the fuzzy approach, the under-achievement of the satisfaction level in a single constraint can have a signi cant impact on the entire solution. This is to be expected, as the`1 norm is very sensitive to outliers. The`1 norm on the other hand is quite resistant to outliers and is hence well suited for applications where outliers may exist, such as the state estimation of external systems. 
