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Abstract
In marine ecosystems, microalgae are important components as they transform large quantities of
inorganic compounds into biomass thereby impacting environmental chemistry. Of particular
relevance is phytoplankton’s sequestration of atmospheric CO2, a greenhouse gas, and nitrate,
one cause of harmful algal blooms. On the other hand, microalgae sensitively respond to changes
in their chemical environment, which initiates adaptations of their chemical composition and
physical parameters. Analytical methodologies were developed in this study that utilize
microalgae’s adaptation as a novel approach for in-situ environmental monitoring.

To analyze the chemical composition and physical parameters of live microalgae cells
(Nannochloropsis oculata), ATR FT-IR spectroscopy has been employed. From time-series IR
spectra, the formation of biosediment can be monitored and it has been shown that nutrient
availability has an observable impact. Since biosediment formation is governed by several
biological parameters, this enables studies of the chemical environment’s impact on physical
parameters of the cells.
Moreover, the spectroscopic signatures of microalgae grown under 25 different CO2 and NO3mixtures (200 – 600 ppm CO2, and 0.35 – 0.75 mM NO3-) have been used with a novel nonlinear
modeling methodology coined ‘Predictor Surfaces’ that relates the nonlinear responses of the
cells to their chemical environment. This approach was used to measure CO2 concentrations in
the atmosphere above the algae cultures as well as dissolved nitrate concentrations within the
growth medium simultaneously. The achieved precision of concentration predictions were a few
percent of the measurement range. The effects of these pollutants on the formation of biomass
were also determined and it was found that the cells’ growth rate was strongly, and nonlinearly,
dependent on the availably of nitrate. In addition, it was found that algae cultures become more
active when exposed to a decrease in atmospheric carbon dioxide levels. This methodology will
open new approaches to study the link between concentration levels of anthropogenic pollutants
within an ecosystem and their biological impacts.
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1. Introduction: Utilizing Live Microalgae Cultures as
Environmental Sensors
1.1.

Objectives

Since the 1950’s the amount of carbon dioxide and other anthropogenic compounds released into
the environment have been steadily increasing and impacting ecosystems [1-3]. These impacts
are mainly attributed to the effects of humans adapting to meet the world’s industrial and
agricultural needs and has resulted in fertilizer run-off from farmlands, industrial pollution, and
increasing atmospheric carbon dioxide levels to name a few [4-6]. Changes in carbon and
nitrogen, two major environmental stressors, have undergone large increases in environmental
concentrations. Over the past five years, the level of atmospheric carbon dioxide has increased at
a rate of over 2 ppm per year with this growth being 100 to 200 times faster than geological
records suggest this rate was during the transition period of the last ice age [7]. Similarly, with
the increased dependence on nitrogen to fuel the current agricultural revolution, nitrogen run-off
has led to local imbalances that have caused averse environmental impacts [8]. These two
examples, as well as others, have impacted both marine and terrestrial ecosystems effecting the
biodiversity of several species and in the worst cases extinction [9].
Marine ecosystems account for 70% of the world’s ecosystems and contain 97% of the world’s
water supply. These ecosystems, in turn, form the foundation of the food supply for higher
organisms and play important roles in the global economy [10]. Thus, it is important to
understand the consequences environmental changes have on these ecosystems so they can be
protected. However, environmental changes are often complex, involving many factors working
together, making assessing their impacts on an ecosystem challenging. In addition, the marine
organisms living within these ecosystems are also complex and standard analytical methods are
often lacking as they only evaluate a few chemical parameters rather than the overall status of the
environment. Thus, innovative methods are needed to gain further insights into the effects of
such environmental changes.
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The objective of this dissertation is to develop methodologies for investigating, quantitatively
and qualitatively, what effects increasing levels of pollutants have on marine ecosystems and in
particular, on microalgae. Microalgae are fast reproducing, single celled organisms that exist
within a large range of ecosystems and environmental conditions. They respond quickly and
reproducibly to changes in their chemical environments and thus could be used as in-situ
environmental monitors [11-13]. Microalgae are great candidates for environmental monitoring
as they make up the base of the food chain, so changes in their chemical composition forces
effects on the rest of the food chain. Therefore, it is hypothesized that the chemical composition
of algal biomass will change as environmental conditions shift.

Responses that are reflected in the chemical composition of algal cells must be studied to relate
them back to the chemical conditions of their growth environment. Although there are chemical
sensors that are commercially available that measure various compound concentrations in marine
ecosystems; they are compound selective and only measure the concentration providing no
information on the environmental effects of these compounds. The chemical composition of
microalgae, on the other hand, contains information that can quantify multiple compounds at
once (see Chapter 4), provide insight into the environmental effects of various environmental
conditions (see Chapter 5), and provide information on how algae adapt to changing
environmental conditions (see Chapter 866).

Studying the effects that changing chemical environments have on live microalgae cultures
requires cultures to be grown under known and controlled chemical conditions as well as
growing them in large quantities. Thus, the first portion of this dissertation focus on developing
experimental protocols that allow for full control over the growth environment, including
chemical conditions, along with a protocol for the analysis of live algal cells.

Previous studies of microalgae have reported that species not only have characteristic IR
spectrums but that small, reproducible changes can be seen when exposed to different chemical
environments [11, 13]. Although IR in this application has a rather low selectivity, it still works
as it can non-destructively analyze live cells, with a small sample size, thus enabling
environmental adaptation studies. Quantifying these changes in the algal IR spectra resulting
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from various chemical environments requires progress in sample handling and preparation as
well as innovations in chemometric data processing. Therefore, the second portion of this
dissertation focuses on the modeling of algal interactions within various environmental
conditions to show first proof-of-principle that microalgae are practical environmental sensors.
However, these small spectral changes cannot be modeled through linear multivariate leastsquares regressions; thus, a nonlinear quantitative methodology was employed [14]. Nonlinear
modeling is required for this application because biological systems rarely respond linearly to
changes in their environment. Such a nonlinear approach can model the nonlinearities within the
IR spectra of the cells and quantitively predict the concentrations of dissolved nutrients and
atmospheric carbon dioxide within the growth environment as well as determine the effects on
physical and physiological parameters of the cells.

Once shown that microalgae can be used as environmental probes, the third portion of this
dissertation moves to investigate how live algal cultures actively adapt to dynamically changing
chemical environments. This is important as it gives insights into how ecosystems respond to
changing concentrations of various anthropogenic pollutants. In addition, the potential of using
microalgae as environmental remediation monitors and the long-term effects of changing
chemical environments on microalgae will be explored. This work will also advance research in
ecology, phycology, and the environmental sciences, as well as potentially improving biofuel
production as insights of what parameters govern biomass production are gained.

New methods for the quantitative analyses of complex living biological systems and new tools
for visualizing and understanding these systems are presented in this dissertation. Together, these
analytical tools combine the necessary chemical and physiological parameters to yield an overall
assessment on the effects that changing chemical environments have on microalgae. As an
introduction to the work presented in this dissertation, a short background on the significance of
microalgae as environmental monitors and previous research on their adaptations to their growth
environment is presented in this chapter.
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1.2.

Background and Significance of Microalgae in the World’s Ecosystems and

Economy

Microalgae are unicellular organisms that are classified as being either eukaryotic or
prokaryotic [15]. Eukaryotic cells have membrane-bound organelles (such as mitochondria) that
control cellular functions [16]. Prokaryotic cells do not contain such organelles and from a
biological and physiological perspective are more like bacteria [16]. There is a large range in the
number of species that are classified as microalgae with estimates from 40,000 to
10 million [17]. In addition, there are large variations in size, morphology, metabolism, and life
cycle within this class of organisms [18].

Microalgae species grow in three main environments: marine, freshwater, and terrestrial, with
most species growing in marine ecosystems [19]. The nutrient requirements for most species of
microalgae are simple requiring nitrogen, inorganic carbon, potassium, phosphorous, sugars (all
in varying concentrations depending on species), and light (for phototrophic species) [15]. These
species rely on photosynthesis for survival and have chloroplast that converts carbon dioxide
(removing this environmental pollutant) and solar radiation into oxygen and adenosine
triphosphate (ATP) for usable energy to promote growth [20].

Just like all other plant groups, microalgae also play important roles in environmental
conservation and sustainability. More than 50% of the world’s photosynthetic activity stems
from microalgae sequestering carbon dioxide from the atmosphere and in turn producing large
amounts of the world’s oxygen supply [18]. By dry weight, at least half of algal biomass is made
up of carbon most of which is obtained from carbon dioxide [21]. Microalgae species are so
efficient at this sequestration of carbon dioxide that they can double their biomass every two to
five days [22]. In addition to the sequestration of carbon dioxide, microalgae also uptake other
inorganic pollutants converting them into organic biomass thus serving the environment as
natural recyclers. This recycling ability has caused algae to be used in environmental disaster
cleanup efforts in response to oil spills [23].
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Microalgae not only play an important role environmentally, but also economically. Commercial
products obtained from microalgae are estimated to account for billions of dollars per year in
revenue [24]. The products that come from various algal species range from vitamins used in
dietary supplements, antibiotics used in pharmaceuticals, components used in cosmetics, and
various other applications [24-26]. However, the most promising use of microalgae is the
production of biofuels to ease the world’s dependence on fossil fuels [27, 28].

Since microalgae have been shown to sensitively react to changes in compound concentrations
within their environment, they have the potential to serve as in-situ environmental sensors. This
could enable microalgae to provide information about the chemical state of an ecosystem as well
as determine how effective pollution cleanup efforts are. Thus, an organism that already exists
within a contaminated environment can serve to determine when there is no longer any
contamination. To do this, a deeper understanding of how microalgae react to shifts in their
chemical environment is needed. Extracting this information from the chemical composition of
algae can lead to novel insights on these microalgae ↔ ecosystem interactions.

1.3.

Background of Chemical Analyses of Microalgae

Having worldwide distribution, across differing ecosystems, microalgae are major contributors to
the sequestration of inorganic anthropogenic compounds which they use as nutrients. Since the
vast majority of algal species have short lives, populations are less effected by past generations
making algae feasible indicators of environmental change [29]. In particular, the impacts of the
increasing concentrations of atmospheric carbon dioxide on algal populations of different species
has been studied. It has been found that increasing carbon dioxide levels interrupt biological
carbon feedback cycles and these interruptions serve as indicators of climate change [3, 30, 31].
On an ecosystem scale, the connection of phytoplankton to environmental change has been
investigated showing that the uptake of one compound can limit the uptake of another. For
example, increased uptake of phosphorous reduces the uptake of nitrogen [32, 33]. From an
environmental chemistry perspective, microalgae’s long-term fixation of atmospheric carbon
dioxide [34], mitigating the greenhouse effect, and uptake of agricultural run-off, causing
harmful algal blooms [35], are processes that still need further investigations to understand
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human impacts on the environment. In order to understand the relationship between ambient
environmental conditions and phytoplankton, in-depth chemical analyses are needed.

High performance liquid chromatography (HPLC) has been used to analyze the chlorophyll
content in algae to measure the response to different atmospheric carbon dioxide levels [36]. It
was found that higher levels of carbon dioxide resulted in larger amounts of chlorophyll,
however, this approach lacks species specificity and is limited to only studying the impacts of
carbon dioxide. Ion exchange HPLC coupled with mass spectroscopy has also been used for the
separation of amino acids and trace heavy metal ions from algal biomass, with nanogram limits
of detection, to gain insight on how these metals are retained and removed from the
environment [37]. Unfortunately, this involves the destruction of the sample and is only
applicable to ions having a charge ratio matching that of the stationary phase. Fluorescence
studies investigating the effects of manganese and phosphate on photosynthesis have shown that
the rate of photosynthesis can be used to determine the concentrations of these two analytes with
high accuracy and precision [38]. Fluorescence techniques however, have the tendency to
photobleach the algal cells making environmental monitoring impossible due to decreasing
fluorescence response with each excitation.

The above-mentioned studies and applications only have a few chemical parameters or
compounds that are relevant to the experiment. However, microalgae’s response to changes in
their surrounding chemical environment is a superposition of many different reactions and no
two cells in the same population are guaranteed to react to the environment the same way [39].
Therefore, for the purpose of studying the health of an ecosystem as a whole, more
comprehensive techniques are required. To this end, optical spectroscopy has become largely
popular for developing innovative methods to study microalgae as monitors of environmental
change. The two methods that are at the forefront are Raman spectroscopy [12, 40] and Fourier
Transform Infrared (FT-IR) spectroscopy [40, 41]. These methods offer high selectivity and
sensitivity by non-destructive whole cell analysis making them ideal for environmental
monitoring applications. In addition, Raman and FT-IR require far less biomaterial for
measurement compared to other analytical methods [12]. Studies have also been performed with
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keeping algae cells within their chemical environments allowing for real-time analyses of
environmental changes [39].

For aqueous biological samples, Raman spectroscopy offers the advantage of having a low
sensitivity to water as well as being able to detect concentrations of 10-8 M [42-44]. However,
Raman spectroscopy is not widely used because only a few biologically relevant compounds
feature sufficient signal-to-noise. Also, the excitation wavelengths used in Raman are part of the
visible light spectrum and cause fluorescence in multiple chromophores present in algae which
saturate the detector.

FT-IR spectroscopy however, is sensitive to a larger number of biologically relevant compounds
than compared to Raman spectroscopy [11, 45]. Also, FT-IR measurements are fast compared to
the adaptation rate of microalgae to their environment and requires a small sample size. Studies
involving algae’s energy storage pathways and adaptations to environmental changes have
mostly been based on FT-IR spectroscopy because of these factors [33, 46]. The water content of
algal cells has proven to be a major obstacle in regard to FT-IR spectroscopy. Water absorption
bands cover and or obscure wavenumber regions where compounds involved in sequestration
also absorb. To avoid the water bands, the drying of algal cells and formation into KBr pellets
has become a standard practice. Analyses on dried cells have shown differences in the absorption
spectra of algae exposed to different environmental conditions with high resolution [11, 41].
However, drying cells can cause changes within the chemical composition of the algal biomass,
as especially volatile compounds can be lost. More importantly, this kills the cells and causes
FT-IR spectra to only measure absorbance at one point in time, preventing real-time
environmental monitoring. Alternatives to drying cells involve the use of synchrotrons, which
are not widely available, to circumvent blocking-out wavenumber regions in which water
absorbs [44]. It has also been shown that using attenuated total reflection (ATR) in conjunction
with FT-IR enables the analysis of live microalgae cells and the adaptation to a new set of
environmental conditions can be seen in the biomass [47, 48].

Due to the many benefits of ATR FT-IR, it has been selected as the technique to be used for
studying how live microalgae cultures chemically adapt to their environment in this dissertation.
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In the studies presented, novel analytical methods are presented which establish advances in
ATR FT-IR experimental design, as well as chemometric methods that model how algae adapt to
environmental changes to explore their use as in-situ monitors.

1.4.

Dissertation Overview

This dissertation is motivated by the goal of developing novel analytical and chemometric
methodologies that will enable the use of living microalgae cultures as in-situ monitors to gain
insights into how ecosystems adapt to chemical changes. For this purpose, new experimental
designs are outlined enabling the study of how microalgae actively adapt to changes within their
chemical environments. This is based on the idea that microalgae are ‘environmental probes’ and
their chemical composition is a function of their environment.
Microalgae play an important role in the environment, as they make up over half the world’s
biomass thus sequestering large amounts of atmospheric carbon dioxide removing this
greenhouse gas from the environment [18, 22, 26]. It has also been published that microalgae
adapt quickly to environmental changes within their environment [12, 48]. However, such
environmental changes can have negative consequences for the environment as a whole. Thus,
the importance of using microalgae as in-situ monitors is to facilitate greater understanding of
the chemistry ↔ ecology relationship that exists with these organisms and the information about
the environment that this relationship contains.

Determining the effects of changes in the chemical environment on microalgae is often difficult
due to the complexity of these microorganisms. In addition, the responses to environmental
changes can differ from cell to cell due to slight differences in the microenvironment
surrounding each cell. Therefore, for the purpose of gaining insight on how algae adapt to
changing environments, methods that study living algal cultures as a whole are desired.

ATR FT-IR has been selected for studying the adaptations of live algal cells to their
environments. It has been proven that ATR FT-IR is a promising instrumental technique for the
studies outlined in this dissertation as most of the relevant analytes are IR active. Additionally,
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ATR enables the study of entire algal cultures as it has a larger surface area allowing the
different adaptations from different cells to be factored in and accounted for. Therefore, ATR
FT-IR is ideal for these investigations.

In order to study the use of microalgae as in-situ environmental monitors, the species
Nannochloropsis oculata was selected as it is responsive to a wide concentration range of
environmental stressors [49]. The effects of two main nutrients, atmospheric carbon dioxide and
nitrogen were studied at different concentrations to simulate pre-historic, normal, and predicted
future situations. To gain insight to how these cultures adapt to these environments, entire live
cultures were analyzed by ATR FT-IR by the collection of time-series spectra.

From these time-series of collected spectra, novel analytical methods were developed to relate
the changes in the chemical composition of the biomass to the chemical state of the growth
environment. Thus, novel experimental setups and chemometric techniques were required to
model such changes and extract the relevant chemical information. For this, two complementary
studies were performed. The first investigated the changes in the chemical signatures of algal
biomass in response to static, steady-state environments. This will enable using microalgae to
quantify the levels of atmospheric carbon dioxide and dissolved nitrate simultaneously. The
second used chemometric modeling to extract relevant physical and biological parameters (cell
size, growth rate, etc.) that were affected by cells growing in different steady-state environments.
Thus, factors that impact the production of biomass can be further understood.

A third, and final, study presented in this dissertation focused on studying how live microalgal
cultures adapted to actively changing chemical environments. For this, the cultures were grown
under well-defined steady-state conditions and once transferred to the FT-IR for analysis, the
cultures were introduced to a different well-defined chemical condition. Findings from this
project will serve to test the feasibility of using algae for active environmental monitoring. To
accomplish this goal, further developments in experimental design and chemometric data
processing were employed.
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The ultimate goal of the projects presented in this dissertation is to use living microalgae as insitu environmental monitors and in real-time access the impacts that changing environmental
conditions have on microalgae. Since microalgae make up the foundation of the food chain, the
information yielded from these studies could provide an overall picture of the health of an
ecosystem as a whole. Therefore, the following chapters explain the novel approaches taken to
study the chemical effects that changing the chemical environment have on living algal cultures
through experimental design and novel chemometric methodologies. These projects serve as
proof-of-concept for using microalgae as environmental monitors. The results obtained from the
work presented in this dissertation demonstrate the feasibility of these projects in assessing the
various chemical changes that ecosystems are subjected to.
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2. Culturing Microalgae for Spectroscopic Analyses
2.1.

Introduction

The ultimate goal of this dissertation is to develop methods to gain a deeper understanding of
how changing chemical environments affect ecosystems. To this end, live cultures of microalgae
were used as embedded environmental monitors as they sensitively and reproducibly react to
changes in their surrounding environment. In order to use them in this fashion, they must first be
cultured under well-defined and controlled laboratory environments. Using prior established
culturing procedures, the algae species Nannochloropsis oculata was selected and cultured for
this study.
To actively study the effects of changing environments on the microalgae cells’ chemical
composition, various environmental parameters had to be simulated under controlled conditions.
For this, two compounds that can act as environmental stressors, carbon dioxide and nitrate, were
selected to study how changes in concentration of these stressors affected the microalgae cultures
as a whole. To gain insight to changes in the cell’s chemical composition, FT-IR spectroscopy
was selected due to many biological compounds being IR active. The analysis of live cell
cultures was performed using an ATR crystal in addition to FT-IR.

2.2.

Microalgae Culturing Techniques

Initial cultures of Nannochloropsis oculata were obtained from The Culture Collection at the
University of Texas, Austin (UTEX). The following protocol was enacted upon the receiving of
cultures to ensure consistency and prevent any contamination. First, all glassware, utensils, and
items used in the culturing process were thoroughly cleaned with Contrex AP powdered labware
detergent (Fisher Scientific), rinsed with deionized water, and allowed to completely dry. The
second step in the sterilization process involves the use of an autoclave. All items requiring
autoclaving were wrapped in aluminum foil and labeled with autoclave tape to ensure that the
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proper sterilization temperature has been reached. The autoclave cycle exposed all items to
121 ºC at 2.0 atm steam pressure for 40 minutes [15].

Initial inoculation of received algae cultures was performed inside an AirScience Purair VLF
laminar flow cabinet to prevent contamination during the inoculation process. The laminar flow
hood reduces the number of airborne particles and provides ultraviolet sterilization of all surfaces
and items that are to be used and come in contact with the microalgae. In addition, an ultra-low
penetration air (ULPA) filter and a down-flow air circulator served to reduce the number of
outside particulates entering the flow hood. Prior to any use of the flow hood, all surfaces were
wiped down with a 70% isopropyl alcohol solution (Fisher Scientific). Gloves were worn at all
times when utilizing the flow hood.

Microalgae cultures of Nannochloropsis oculata (#LB2164) obtained from the UTEX laboratory
were originally suspended in approximately 15 mL of an artificial seawater medium (Brand’s
ASP2 medium). Upon receipt, the screw-cap tubes were slightly unscrewed for two hours before
inoculation to allow air exchange without contamination. Although the algae cultures arrived in
an ASP2 medium, they were transferred into a similar medium, Enriched Seawater Artificial
Water (ESAW) [15, 50, 51] which helps to enable changes in the concentration of the dissolved
nitrogen nutrient sources.

The ESAW medium was made according to the procedure as given in reference [15]. The major
nutrient components in the medium were prepared individually, as stock solutions, to help
minimize concentration fluctuations. Salt solution I and II were prepared in bulk using deionized
water in separate large volume (20 L) carboys as they make up the majority of the ESAW
medium. Salt solution I was prepared as outlined in (Table 1), and similarly, salt solution II was
prepared as outlined in (Table 2). After a separate bulk preparation, 600 mL of salt solution I and
300 mL of salt solution II were combined in a one liter PYREX bottle. In addition to salt
solutions I and II, the other major nutrients and vitamins were also prepared as individual stock
solutions as shown in (Table 3).
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Table 1. Reagents used to make 20 L of Salt Solution I for ESAW medium [15].

Reagent

Mass (g)

Final Concentration in ESAW

NaCl (Fisher Scientific)

706.46

6.04 x 10-1 M

Na2SO4 (Fisher Scientific)

118.34

4.17 x 10-2 M

KCl (Fisher Scientific)

19.996

1.34 x 10-2 M

NaHCO3 (Fisher Scientific)

3.48

2.07 x 10-3 M

KBr (Fisher Scientific)

2.876

1.21 x 10-3 M

H3BO3 (Fisher Scientific)

0.766

6.19 x 10-4 M

NaF (Fisher Scientific)

0.0935

1.11 x 10-5 M
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Table 2. Reagents used to make 20 L of Salt Solution II for ESAW medium [15].

Reagent

Mass (g)

Final Concentration in ESAW

MgCl2·6H2O (Fisher Scientific)

639.46

1.57 x 10-1 M

CaCl2·2H2O (Fisher Scientific)

89.6

3.05 x 10-2 M

SrCl2·6H2O (Acros Organics)

1.453

2.73 x 10-4 M
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Table 3. Reagents used to make 1 L nutrient stock solutions for ESAW medium [15].

Nutrient

Reagent

Mass (g)

Final Concentration in
ESAW

Nitrate

NaNO3 (Fisher Scientific)

46.7

5.49 x 10-4 M

Phosphate

NaH2PO4·H2O (Fisher Scientific)

3.094

2.24 x 10-5 M

Silicate

Na2SiO3·9H2O (Sigma-Aldrich)

15.0

1.06 x 10-4 M

Metal Stock I

Na2EDTA·2H2O (Sigma-Aldrich)

3.09

6.56 x 10-6 M

FeCl3·6H2O (Fisher Scientific)

1.77

6.56 x 10-6 M

ZnSO4·7H2O (Fisher Scientific)

0.073

2.54 x 10-7M

CoSO4·7H2O (Fisher Scientific)

0.016

5.69 x 10-8 M

MnSO4·4H2O (Alfa Aesar)

0.54

2.42 x 10-6 M

Na2MoO4·2H2O (Acros Organics)

1.48

6.12 x 10-9 M

Na2SeO3 (Sigma-Aldrich)

0.173

1.00 x 10-9 M

NiCl2·6H2O (Sigma-Aldrich)

1.49

6.27 x 10-9 M

Na2EDTA·2H2O (Sigma-Aldrich)

2.44

8.30 x 10-6 M

thiamine-HCl (Fisher Scientific)

0.1

2.96 x 10-7 M

Biotin (Fisher Scientific)

1.0

4.09 x 10-9 M

Vitamin B12 (Fisher Scientific)

2.0

1.48 x 10-9 M

Metal Stock II

Vitamin Stock
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Once the appropriate volumes of salt solutions I and II were transferred to a PYREX bottle,
small amounts of the other nutrient stock solutions were then added: one mL nitrate solution,
one mL phosphate solution, one mL of each metal stock solution, and two mL silicate solution.
To prevent any precipitation after the autoclave cycle [50] and to ensure the desired pH of
approximately 8.4 is achieved, ten mL of tris hydrochloride solution (1 M, Fisher Scientific) was
added. The ESAW was brought to a final volume of 999 mL through the addition of 83 mL of
deionized water. At this point, the ESAW growth medium can undergo the autoclave protocol for
sterilization purposes.

After the ESAW has been removed from the autoclave it must cool for 24 hours before the
addition the vitamin stock. If added before cooling, the high temperature of the ESAW will cause
the reagents to precipitate out of solution [51]. Therefore, the vitamin stock is prepared
separately and stored at 4º C in accordance with the storage guidelines on the stock bottles. Once
the ESAW has completely cooled, one mL of the vitamin stock solution was added to the sterile
growth medium bringing the total volume to one L. Upon completion of the ESAW, each batch
was tested to ensure the pH was around the desired value of 8.4. After the pH was verified, the
ESAW was stored within the laminar flow cabinet and used only after the cabinet sterilization
process.

Since the starting cultures of microalgae received from UTEX were in a different medium, the
algae had to be transferred into the ESAW medium. To do this, the screw-cap of the starting
culture was removed inside of the laminar flow hood and the top was flamed with a Bunsen
burner to remove all possible contaminates prior to extraction. Two mL of the starting culture
was then removed and placed into a clean, sterile 125 mL Erlenmeyer flask, that had also been
flamed for sterilization reasons, which contained 100 mL of ESAW. This culture would then be
used to inoculate future cultures for analyses. The reason for this transfer protocol is to ensure
the culture source is preserved in the event the algae do not grow in the ESAW and need to be
inoculated again. The UTEX cultures remain viable for a few weeks if the screw-cap is slightly
loosened and the culture is stored in a sufficient growth environment.
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Starting cultures for analysis were inoculated from the transferred culture in the 125 mL flask by
the addition of three mL of algae culture using a Finnpipette adjustable volume pipette (Fisher
Scientific), with a sterile tip, into a clean, sterile, custom-made 250 mL Erlenmeyer flask (Figure
1, top). Each flask was flamed, filled with 100 mL of sterile ESAW, and flamed again before the
addition of the three mL of algae solution. After the inoculation of the culture, the flask was
flamed a third time and plugged with cotton and gauze to allow for sterile air exchange (Figure 1,
middle).

The new cultures were then placed in an environmental growth chamber (Precision 818, Thermo
Scientific) at 20 ºC with continuous illumination until the cultures have grown for one week
resulting in a cell concentration which favored spectroscopic analyses (Figure 1, bottom).
Continuous illumination was selected over a 12 hour on/off cycle to prevent chemical changes
within the cultures from adapting back and forth from day and night cellular processes.

2.3.

Creating Well-Defined Growth Conditions

Two major sources of environmental damage experienced by ecosystems are nitrogen and carbon
dioxide [1-3]. The uptake of these compounds, which algae use as nutrients, can occur from
many different sources of nitrogen and carbon containing compounds, e.g. urea versus sodium
nitrate and gaseous carbon dioxide verses bicarbonate. Changing concentrations of these
nutrients, often driven by human farming and industrial activities, can prove to be toxic to certain
strains of microalgae and can lead to changes in the biodiversity of marine ecosystems [52, 53].
To understand the effects that different levels of these compounds have on microalgae, welldefined and controlled growth conditions must be maintained. Thus, a system that maintained a
steady-state growth environment was developed and implemented.

The concentration of the various nutrients contained within the ESAW medium gradually
decrease over time as the algae cells consume them. This is not a huge issue during the initial
days of growth but becomes problematic once cultures enter the exponential growth phase. Once
here, the concentration of nutrients will decrease more rapidly as there are more algae cells
suspended in solution. In order to keep both the concentration of nutrients as constant as possible
17

Figure 1. (top) Custom-made Erlenmeyer flask, (middle) Newly inoculated cultures with cotton
plugs. (bottom) Cultures in exponential growth phase.
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and have the culture remain in the exponential growth phase, a continuous culturing system was
designed.

Maintaining ESAW concentrations was achieved by pumping fresh ESAW into the algae
cultures once they entered the exponential growth phase around day three, as determined by
growth curves (Figure 2) obtained by a flow cytometer (Guava easyCyte HT). This was done by
using a peristaltic pump (Gilson minipuls 3) operating at a flow rate of 0.1 mL per minute. Such
a flow rate insured minimal disturbance in the growth culture thus preventing any cells from
being flushed out of the custom-made flask (Figure 1, top). The flask’s outlet valve, in turn, also
insured that a constant culture volume of 100 mL was maintained even though fresh ESAW was
being constantly added. Using this pump insured the desired concentrations of dissolved nitrate
(0.35 mM, 0.45 mM, 0.55 mM, 0.65 mM, and 0.75 mM) could be controlled for further
spectroscopic analyses.

Just as the nutrient concentrations of the ESAW within the growth flasks had to remain constant,
so did the atmospheric carbon dioxide concentration over the headspace of each flask. To
accomplish this, mass flow controllers (Sierra Instruments Smart Trak 50) were used. Two
separate mass flow controllers, one regulating synthetic air (Airgas) and the other carbon dioxide
(Airgas), would mix the components creating artificial atmospheres with the desired
concentrations of atmospheric carbon dioxide (200 ppm – 700 ppm). Sterilized tubing, 25 meters
in length, ensured adequate mixing of the two components, then delivered the controlled
atmosphere to the headspace of the intended algal culture. In a non-buffered growth medium
+
increasing concentrations of carbon dioxide would decrease the pH, due to a 𝐶𝑂2(𝑔) ↔ 𝐻(𝑎𝑞)
+
−
𝐻𝐶𝑂3(𝑎𝑞)
equilibrium [54] that exists. However, the tris hydrochloride solution included in the

growth medium helped to prevent pH changes. This is supported by recorded pH measurements
of the desired 8.4 for all carbon dioxide levels studied. In addition this helped to insure measured
spectroscopic changes were not a result of changing pH levels. The mass flow controllers,
peristaltic pump, and the environment-controlled growth cabinet make up the algae culturing
facility (Figure 3).
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Figure 2. Growth curves for replicate cultures of Nannochloropsis oculata grown under 3.0 mM
bicarbonate and 0.55 mM nitrate concentrations with the black arrow showing the start of the
exponential growth phase.
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(A)

(C)

(B)

Figure 3. Algal culturing facility in its entirety showing the mass flow controllers (A), peristaltic
pump (B), and environment-controlled growth cabinet (C).
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2.4.

Conclusions

Culturing microalgae cells within well-defined environments for spectroscopic analyses required
multiple steps and protocols to ensure reproducibility. The algae species Nannochloropsis
oculata was chosen as it reacts sensitively to changes in its surrounding chemical environment in
regards to carbon and nitrate fluctuations [55]. Due to this fact, a continuous culturing protocol
was implemented to ensure as much reproducibility and consistency in the growth environment
as possible. The use of mass flow controllers and peristaltic pumps allowed for different
concentrations of the two selected environmental stressors, nitrate and atmospheric carbon
dioxide, to be delivered and maintained in the desired culturing flask. Culturing in this manner
insures that a steady-state environment was created, meaning the chemical composition of the
algae cells remained constant for future spectroscopic analyses.
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3. ATR FT-IR Analysis of Microalgae Samples
3.1.

Introduction

In order to gain greater understanding on how microalgae chemically adapt to different steadystate and dynamically changing environments, an analytical method had to be designed to
measure chemical changes within algae. Several different methods using various types of
instrumentation have been previously utilized to such ends [11, 38, 44, 45]. However, these
studies often only focus on one environmental parameter, a single cell, or involve chemically
fixing the cell(s). Therefore, an instrumental procedure that enabled looking at chemical changes
within an entire live algal culture was desired. Thus, FT-IR spectroscopy was selected for this
project since many biological compounds absorb within the IR region [11]. In addition, FT-IR
offers short measurement times, the ability to measure multiple components at once, and is
nondestructive which enables the study of complex biological samples, such as algae, while
keeping them alive.

Since live microalgae cultures were needed for this study, a method that allowed for this had to
be developed. Attenuated total reflection (ATR) crystals have been selected for this as it has been
observed that over time algae cells will sink to the bottom of their container (Figure 4). Using
ATR, in conjunction with a custom-made sample cuvette, insured that no further sample
preparation of the algae was needed and that live cultures could be directly analyzed by ATR FTIR. This setup in turn, enabled time-series spectra of entire live microalgae cultures to be
collected to gain insights on how environmental conditions drive chemical and physiological
changes within the cultures as a whole. This enabled the understanding of relations between
measured changes in algal cultures’ IR signatures and the chemical conditions in their growth
environments.
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(A)

(B)

(C)

Figure 4. Sample vials showing (A) pure ESAW, (B) Nannochloropsis oculata suspended in
ESAW, and (C) Nannochloropsis oculata settling at the bottom of the vial supporting the use of
ATR.
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3.2.

ATR FT-IR Theory

As demonstrated in (Figure 4), ATR was selected as over time algae cells naturally sink to the
bottom of their container forming a layer of biomass. Because of this observation an ATR crystal
was designed to be the bottom of the IR analysis cuvette. This biomass layer then forms on top
of, and in direct contact with, the crystal enabling live algae cells to be probed by the evanescent
field which is formed on the surface of the crystal. The formation of the evanescent field is a
result of a small percent of IR radiation escaping through the crystal material as it is reflected
through the ATR element. Due to only a small percentage of IR radiation contributing to the
formation of this field, it has a limited penetration depth, 𝑑𝑝 , that is described by ( 1 ) [56].

𝑑𝑝 =

𝜆
1

2𝜋(𝑛12 𝑠𝑖𝑛2 𝜃 − 𝑛22 )2
(1)

The penetration depth ( 1 ) is a function of the wavelength, λ, of the IR radiation, the index of
refraction of the ATR crystal, 𝑛1 , and the material to be analyzed, 𝑛2 (water is used for this value
as it is makes up the majority of the algal cultures), and the angle of incidence, 𝜃, of the
incoming IR radiation (45 º). It is important that the crystal has a higher refractive index than the
sample to ensure that the IR radiation is reflected within the crystal, thus reaching the
spectrometer’s detector, and not the sample. A horizontal ATR crystal was used throughout this
dissertation as it allows for more internal reflections which results in improved sensitivity. Using
a zinc selenide ATR crystal (refractive index 2.61) it has been determined that the penetration
depth within the analyzed IR region (1350 – 950 cm-1) is 1.2 microns. A penetration depth this
small prevents analyzing entire cells, as N. oculata cells are ~2-5 microns thick [57]. This limited
penetration depth also helps to reduce the measured IR absorbance of water as when the ATR
crystal is covered with microalgae there is minimal water molecules interacting with the
evanescent field, thus not being measured.
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FT-IR spectroscopy was selected for the investigations outlined in this dissertation as it is nondestructive (enabling studies of live cells), requires small sample sizes, and relevant biological
compounds have absorbance bands in the infrared. To produce absorbance spectra of the
microalgal biomass, that has formed within the evanescent field of the ATR crystal, it is
irradiated with a continuous spectrum of infrared radiation. Certain wavelengths of IR radiation,
that contain the required quantized amount of energy, are then absorbed by molecules within the
biomass causing them to enter a vibrationally excited state. The absorbed wavelengths then
appear as absorbance bands in the measured biomass spectra from which chemical information
can be derived through chemometric modeling. However, not all vibrational movements of
molecules are visible in IR spectra, as a change in dipole moment is required [58]. This means
that complex molecules that contain multiple dipoles will produce more absorbance bands
compared to simpler molecules. In addition, the absorbance bands can be assigned to single
bonds or functional groups of a molecule to aid in compound identification. However, compound
identification is not a goal of this dissertation as there are multiple IR active compounds present
within algal biomass that have overlapping absorbance bands. This complexity prevents spectral
changes to be assigned to one particular molecule.

Even though spectral changes cannot be assigned to individual molecules, as long as the spectral
changes, due to different chemical environments, are reproducible qualitative and quantitative
analyses can be performed. However, water and carbon dioxide (both which are abundant in the
algal cultures to be analyzed) have strong and distinctive absorbance bands in IR spectra. Water
produces two bands centered around 3400 cm-1 and 1650 cm-1 and a broad band appears below
1000 cm-1 [59]; carbon dioxide has two characteristic peaks at 2400 cm-1 and 2380 cm-1 [60].
These characteristic peaks of water and carbon dioxide have limited the spectral range to be
analyzed to 1350 – 950 cm-1. Within this region multiple functional groups absorb that are
contained within lipids, proteins, and carbohydrates [61]. This means measured spectral changes
are due to changes in molecules belonging to these classes all of which exist within the biomass.
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3.3.

FT-IR Sample Compartment Design for Analyses of Live Algal Cultures

In order to perform both quantitative and qualitative analyses of live microalgae samples using
ATR FT-IR, well-defined chemical environments had to also be created within the sample
compartment of the FT-IR spectrometer (Bruker Vertex 70). As was done during the growth
phase of the cultures, (Section 2.3), a pair of mass flow controllers and a peristaltic pump were
used to recreate steady-state environments, for static experiments, and to introduce new
environmental conditions, for dynamic experiments, during the collection of IR spectra. Also,
just as a custom growth flask was used to grow the cultures (Figure 1, top, Section 2.2), several
variations of a custom cuvette were used to analyze them. These cuvettes insured that a welldefined and controlled environment existed within the sample compartment of the spectrometer
and that outside environmental conditions would not interfere with measurements.

All variations of the cuvette mounted on top of the ATR crystal, which was part of a horizontal
ATR accessory (Pike Technologies), created a watertight seal, preventing loss of sample, by
means of a silicon gasket. Inlets for fresh ESAW and synthetic air were also incorporated, as
well as outlets for consumed ESAW, which kept the culture at a constant volume, and synthetic
air, which prevented to much of an overpressure from forming which would hinder the
introduction of fresh ESAW, were also built into the cuvette. In addition, LED lights (controlled
by a RaspberryPi) were incorporated within the sample compartment as algae cells are attracted
to light for photosynthesis. This also served to recreate the continuous light that was provided in
the growth cabinet to prevent spectral changes arising from different light levels. Described
above was the first variation of the cuvette (Figure 5) which was used for preliminary and proofof-concept studies.

To adapt the cuvette for quantitative and qualitative steady-state studies, a second variation of
the cuvette (Figure 6) was designed. This design permanently mounted the LED lights to the
bottom of the sample cuvette as close as possible to the ATR crystal, which increased the
number of algae cells within the evanescent field as they are attracted to this light for
photosynthesis. Also, the fresh ESAW introduction inlet was redesigned to have six entry points,
instead of one, forcing the growth medium to slide down the interior walls of the cuvette. This
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Fresh ESAW in

Air mixture in

Consumed ESAW out

Figure 5. First variation of the custom-made cuvette for preliminary and proof-of-concept
studies.
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Fresh ESAW in

Air mixture in

Consumed ESAW out

Figure 6. Second variation of the custom-made cuvette that was used for quantitative and
qualitative studies of the effects of steady-state environments on microalgae cultures.
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drastically reduced the amount of turbulence in the culture reducing disturbance in the formation
of the biomass layer. This adjustment resulted in improved signal-to-noise.

The third variation of the cuvette (Figure 7) was designed for the investigations of dynamically
changing environments. To accomplish this, two propellers, connected to stepwise electric
motors (also controlled by a RaspberryPi), were mounted inside the sample cuvette. The
propellers themselves were positioned ~1 cm above the surface of the ATR crystal and would
spin removing any algae cells that have settled on the surface. This ensured that the cells
interacted with the new chemical environment and that the collected IR spectra reflected
spectroscopic changes in the algae as a result of changing chemical environments.

3.4.

Sample Introduction and Instrumental Parameters

Utilizing the custom-made sample cuvettes, a background measurement was obtained for every
culture using fresh ESAW that contained the same concentrations of nutrients that the culture to
be analyzed was grown in. The growth atmospheric conditions were also replicated and applied
to the collection of the spectroscopic background measurements. Collected background spectra
would then be subtracted from each future spectrum to reduce noise and the intensity of IR water
bands due to the samples having a large water content. Before the addition of any analyte, the
cuvettes were sterilized in the laminar flow/UV hood and cleaned with 70% isopropyl alcohol (as
outlined in Section 2.2). The fresh ESAW for background acquisition was added to the cuvette
through the ESAW inlet hole and drained before any algae culture was introduced to the cuvette
by the same means. This method of sample introduction ensured that cultures always remained in
sterile environments, reduced the amount of sample handling required, and limited the amount of
time a culture was outside of a controlled environment. In addition, the entire spectrometer
sample compartment was flushed with nitrogen gas to remove atmospheric CO2 thus minimizing
absorption features from this strong IR absorbing gas.

ATR FT-IR absorbance spectra of various live microalgae cultures were acquired with a Bruker
Vertex 70 spectrometer which was equipped with a deuterated triglycine sulfate (DTGS) detector
and controlled by the OPUS 6.5 software package. One hundred twenty-eight scans covering the
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Fresh ESAW in

Air mixture in

Propeller motors

Consumed ESAW out

Figure 7. Third variation of the custom-made cuvette that was used for studying the chemical
effects of dynamically changing environments on microalgae cultures.
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4000 – 400 cm-1 range at 4 cm-1 resolution were co-added to increase the signal-to-noise raito.
Anywhere from 360 to 720 spectra, one recorded every four minuets, would be combined to
create time-series spectra that visually described spectroscopic changes (Figure 8) that resulted
from the microalgae’s chemical environment. Information within the 1350 – 950 cm-1 range was
used for quantitative studies as spectral features here were highly reproducible among replicate
cultures (Figure 9). The 2700 – 1850 cm-1 range was excluded because it contained no spectral
features, and all other wavenumber ranges were utilized for qualitative analyses. A zinc selenide
(ZnSe) ATR crystal was utilized for studies requiring live algal cultures to be measured for
twenty-four hours or less. However, due to various interactions between algae and zinc, due to
higher zinc concentrations at the ATR crystal-algae interface [62], a germanium (Ge) ATR
crystal was utilized for studies lasting over twenty-four hours.

3.5.

Conclusions

Common methods used for studying how the chemical environment that algae are subjected to
drive spectroscopic changes are often insufficient in describing the overall changes and
adaptations of the cultures as a whole. These methods usually serve to be a qualitative
assessment or focus on just quantifying one functional group, and so a method that could derive
more information from spectroscopic changes was desired. For this reason, ATR FT-IR was
selected as a large range of biologically relevant compounds contain components that absorb
within the mid-infrared and IR is nondestructive. In order to study live cultures of microalgae
using ATR FT-IR, an innovative sample cuvette was designed and built. To this end, algae
cultures were exposed to the same, or changing, well-defined chemical environments depending
on the experiment being performed. After multiple replicate cultures were analyzed, it was
determined that the sample cuvette produced highly reproducible IR spectra. Thus, a novel
method for analyzing live microalgae cultures was employed and enabled all spectroscopic
studies to follow in this dissertation.
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Absorption (a.u.)
Figure 8. Time-series spectra of Nannochloropsis oculata grown under 500 ppm atmospheric
CO2 and 0.55 mM dissolved nitrate.
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Figure 9. The reproducibility of spectral features in the 1350 – 950 cm-1 range is shown here with
two replicate cultures of Nannochloropsis oculata grown under 600 ppm atmospheric CO2 and
0.55 mM dissolved nitrate.
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4. Microalgae as Embedded Environmental Monitors
This chapter is based on a publication by Zachary L. Ogburn and Frank Vogt that was selected as
a featured article:

Ogburn, Z. L. and Vogt, F., Microalgae as Embedded Environmental Monitors. Analytica
Chimica Acta, 2017. 954: p. 1-13.

My primary contributions to this publication include: (i) development of the problem into a
work, (ii) development and design of the experimental procedures, (iii) conducting of the
experiments, (iv) processing and analyzing of experimental data, (v) most of the writing.

4.1.

Introduction

Anthropogenic pollutants existing within an ecosystem cause changes to its chemical state,
which in turn has direct and indirect effects on organisms living inside of that ecosystem. Now
the chemical state of an ecosystem can be measured and monitored by multiple different
sensors [63-65], yet these cannot provide insights on the environmental implications of said
environmental conditions. On the other hand, biologists have studied how a variety of different
organisms respond to different chemical conditions [33, 46, 66, 67]. However, for an in-depth
understanding of the relationship between chemistry and ecology, analytical innovations that can
link chemical data to environmental consequences are required.

From a chemical perspective, microalgae serve an important role in ecosystems as they
sequester, on a global scale, large amounts of inorganic compounds out of an ecosystem and
produce organic biomass [68, 69]. The study discussed in this chapter focused on two
environmental pollutants, atmospheric CO2, a greenhouse gas, and nitrate, a source of harmful
algal blooms [35, 70]. Algae uptake both of these inorganic compounds, and others, as nutrients
thus removing these pollutants from the environment. It has been observed that the chemical
composition of the resulting biomass produced from this uptake is dependent on the nutrient mix
available to phytoplankton [12, 47]. In turn, algae are at the bottom of the food chain and
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changes in the composition of their biomass has impacts on the nutritional value provided to
organisms that feed on them. Moreover, it has been determined that biomass production
regarding quantities and growth rate is dependent on the chemical status of the growth
environment [71-73]. Therefore, phytoplankton are an important link between the chemical
composition of an ecosystem and the organisms living in such an ecosystem.

This chapter introduces methodologies and first results in linking the chemical composition of an
environment to the chemical composition of microalgal biomass produced in that environment.
For this purpose, marine algae cultures were grown under different CO2 atmospheres and nitrate
concentrations. The resulting live cultures were then probed regarding their chemical
composition by means of ATR FT-IR spectroscopy. In order to analyze the reproducibility of
environmental impacts and to demonstrate the potential of using algae as embedded
environmental monitors, innovations in chemometric data models are required. The purpose of
such data models is to predict concentration levels in the environment based on FT-IR
spectroscopic features of biomass. It is hypothesized that a good accuracy and precision of such
quantitative analyses prove the reproducibility of environmental impacts on microalgae and
hence the use of algae as in-situ sensors.

However, biological samples often show a complex response to numerous, potentially coupled,
ambient parameters and thus gaining any insights into the relations between environmental
chemistry and ecology is challenging. Therefore, this chapter outlines novel nonlinear
chemometric methodologies that have been developed and applied to link chemical conditions
within marine environments to the chemical composition and production dynamics of algal
biomass.

4.2.

Experimental

The algae species Nannochloropsis oculata was selected as a model system for this study.
Starting cultures were obtained from The Culture Collection of Algae at the University of Texas,
Austin, inoculated into individual Erlenmeyers, and provided continuous illumination at 20 ºC as
described in (Chapter 2). Each N. oculata culture was grown in ‘enriched seawater, artificial
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water’ medium (ESAW, pH 8.2) [15], which contained all dissolvable nutrients. Into these
growing media, five different concentrations of nitrate (0.35 mM, 0.45 mM, 0.55 mM, 0.65 mM,
and 0.75 mM) were dissolved. For each of these five different nitrate concentrations, five
different CO2 concentrations (200 ppm, 300 ppm, 400 ppm, 500 ppm, and 600 ppm) were
provided to these cultures via the headspace on top of the liquid phase. The standard nitrate
concentration used for algae culturing [15] is indicated by italics, in addition two lower and two
higher nitrate concentrations have been selected to simulate nitrate shortage and excess. Current
atmospheric CO2 concentration [1] is indicated by italics, too, and have been augmented by two
CO2 concentrations reflecting pre-industrial conditions and two CO2 concentrations that may
occur in the future. The above CO2 concentrations were prepared by mixing CO2(g) and N2(g) by
means of massflow controllers (Sierra Instruments). These well-defined atmospheres were then
slowly but continuously flushed over the headspaces of the desired culture. CO2 dissolves from
the gas phase into the aqueous phase and thus becomes useable to algae cells. Utilization of
atmospheric CO2 by algae in aqueous media occurs by the uptake of either CO2(aq) or NO3− [54,
74], produced via:

2−
+
+
CO2(g) ↔ CO2(aq) + H2 O ↔ H2 CO3 ↔ HCO−
3 ↔ +H (↔ CO3 + 2H )

To insure that a complete steady-state chemical environment is created, liquid phase ESAW,
with the desired nitrate concentration, has been constantly replaced by means of a dripping
device. This procedure ensures that the consumed nutrients within the growth medium are being
replaced. After a one week growth period, the cell density of the cultures had reached a level
where ATR FT-IR analysis became feasible. At that point, the growth cultures were transferred
from the growth cabinet into a FT-IR spectrometer for analysis. FT-IR has been chosen for the
analysis of algal biomass because: (i) many biological compounds are IR active [41], (ii) FT-IR
has good time resolution, (iii) small quantities of sample are sufficient for analysis, (iv) FT-IR is
non-destructive thus enabling the analysis of live cells, (v) non-destructive analysis decreases the
amount of sample handling needed which decreases the amount of falsifications that could be
introduced, and (vi) studying live cells offers the opportunity to study adaptation dynamics
which is discussed in (Chapter 6).
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However, the analysis of live cells requires that the cultures remain in an aqueous environment,
which is challenging due to the strong IR absorbance of water. Nonetheless, algae will settle to
the bottom of their container over time and from a layer of biosediment which enables the use of
ATR FT-IR, the procedure for which is discussed in (Chapter 3). With all chemical conditions
being kept constant due to continuous culturing procedures while recording ATR FT-IR timeseries, spectroscopic changes found in the biomass grown under different conditions can be
assigned to the cells’ chemical environment. To demonstrate the reproducibility of this cell
culturing process, replicate cultures for 21 different nutrient conditions were grown and
analyzed. These data sets then became the basis for investigating how different chemical
environments determine the chemical makeup of microalgal biomass thus gaining insight into
environmental-algae interactions [12, 41, 45].

4.3.

Theory

4.3.1. Separating Spectroscopic and Temporal Information
From the acquired time-series data sets described in the Experimental section (Figure 10, left),
two types of information needed to be isolated, i.e. the spectroscopic profile 𝑠(𝑣̃) of a given
microalgae culture and the time dependency 𝑏(𝑡) of the biomass accumulation on top of the
ATR crystal (time profile). Relating the chemical composition of the biomass as reflected in
𝑠(𝑣̃) to the nutrient situation of the growth media will enable studies of phytoplankton’s
responses to different chemical environments. If 𝑏(𝑡) reproducibly reflects the biomass
production as a function of the cultures’ chemical composition, the chemical state of an aqueous
ecosystem can be linked to ecological consequences because many different organisms feed on
algae and thus depend on its nutritional value (chemical composition) and availability.
Spectroscopic time-series 𝑇(𝑣̃, 𝑡) (Figure 10, left) are recorded at 𝐾 consecutive, but discrete,
time points with each spectrum comprising 𝑁 discrete wavenumber positions. Therefore, the
underlying multivariate function 𝑇(𝑣̃, 𝑡) = 𝑠(𝑣̃) ∙ 𝑏(𝑡) is expressed as a matrix.
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Figure 10. (Left) Spectroscopic time-series 𝑇(𝑣̃, 𝑡) acquired for nutrient condition 600 ppm CO2
and 0.65 mM NO3-; (Right) Reconstruction of 𝑇(𝑣̃, 𝑡) as Ʃ ∙ 𝐁 ( 2 ); the obtained correlation
factor of 0.995 demonstrates the reconstruction’s quality and thus the accurateness and
usefulness of s ( 6 ) and b ( 4 ) resulting from an MCR-ALS [75].
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𝐓(𝑁×𝐾) (𝑣̃𝑛=1,⋯,𝑁 , 𝑡𝑘=1,⋯,𝐾 ) = Ʃ(𝑁×𝐿) ∙ 𝐁(𝐿×𝐾)
(2)
Due to this separation of variables 𝑣̃ and 𝑡, a Multivariate Curve Resolution Alternating LeastSquares (MCR-ALS) [76] can be applied to 𝐓 in order to derive Ʃ, containing spectroscopic
information within its columns, and B, containing the temporal information in its rows. Since
each individual culture was maintained under static steady-state chemical conditions, chemical
modifications within the biomass have been avoided [47]. In other words, the time dependency
of measured data (Figure 10, left) is not due to the chemical status of the environment. It is
solely due to the increased accumulation of biomass atop the ATR element, which gives rise to
increases in ATR signal. Hence, chemical stability of the biomass has been assumed and 𝐿 = 1
MCR-factors have been assigned for modeling the static spectroscopic information.
Consequently, Ʃ is a 𝑁 x 1 matrix, which means B is a 1 x 𝐾 matrix.

Spectroscopic baseline shifts could not always be prevented experimentally and have been
handled during the data evaluation process by means of two procedures: (i) Negative
absorbances sometimes occurred within the spectra which would have a detrimental impact on Ʃ
and B which are clearly non-negative. Therefore, an entire data set T has been offset such that
𝐓min = 0. This also avoided having to incorporate non-negative constraints into the MCR-ALS
iterations, which simplified computations. (ii) Yet, some additional baseline shifts were expected
to appear within recorded spectra. In IR spectroscopy, such shifts are wide when compared to the
real spectral bands and thus can be approximated by means of a polynomial of order M. In order
to concurrently model both the real spectroscopic profile and baseline shifts, the number of
MCR-factors has been increased from 𝐿 = 1 to 𝐿 = 1 + (𝑀 + 1). For this study, 𝑀 = 0 was
empirically found to be sufficient and so 𝐿 = 2 has been employed. For this 𝑀 = 0 case, the
second column of Ʃ is a horizontal line, i.e. a constant spectral offset. The second row of B
contains K numbers 𝐵2,𝑘=1,… ,𝐾 , which describes the degree to which the kth spectra needs to be
offset. (Figure 10) compares a representative time-series T to its reconstruction Ʃ∙B and shows
that the model is in good agreement with the measured experimental data.
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For the remainder of this chapter only the chemically meaningful MCR-factor for the
spectroscopic and temporal dimension will be discussed. These profiles have been denoted as
𝐬(𝑁𝑥1) , spectroscopic, and 𝐛(1𝑥𝐾) , temporal. After the growth of cultures under 5 x 5 = 25
different nutrient conditions, s and b have been extracted from the measured spectroscopic timeseries T. Relating s and b to the nutrient conditions of a culture has been accomplished to gain
insights into the microalgae’s chemical and biological/physical response to their chemical
environment.

4.3.2. Relation Between Biomass Production and Chemical Environment
No further assumptions will be made regarding s however, some theoretical explanation of the
biomass accumulation on the ATR crystal over time has been derived in [47] and also employed
here. The increase in biomass coverage of the ATR element has been described by:

𝑏(𝑡) = 𝑏max − 𝐶 ∙ {1 +

𝜌max − 𝜌0
𝜌max
∙ exp {
∙ 𝑔 ∙ (𝑡 − 𝑡0 )}}
𝜌0
𝜌max − 𝜌0

𝜌
−𝜌
−𝑆cell ∙𝑣sink ∙ max 0
𝑔

(3)
where C explains the percentage of the ATR crystal covered at the start of the experiment, and
𝜌0 and 𝜌max indicate the cell density at the start and end. These numbers differ as the algae cells
continue to multiply throughout the 24 hr of spectra recording. 𝑆cell is a measure of cell size,
𝑣sink is the sinking velocity of a cell which is indicative of its buoyancy, and 𝑡0 is the starting
time point of a continuous covering of the ATR crystal. Lastly, 𝑔 represents the growth rate of
the culture. After the MCR-ALS extraction of b and T as described above, these experimental
values can be fitted [48, 77] to ( 3 ) using the nonlinear model function:

𝑏(𝑡) = 𝜃1 − 𝜃2 ∙ {1 + 𝜃3 ∙ exp{𝜃4 ∙ (𝑡 − 𝜃5 )}}

−𝜃6

(4)
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Analyzing which of the resulting fit parameters 𝜃1,⋯,6 are impacted by the nutrient condition will
gain insights into changes within biological and physical properties in response to a changing
chemical environment.

4.3.3. Relation Between Spectroscopic Profile and Chemical Environment
In order to assess whether the spectroscopic profile s is determined by the concentrations c of
various environmental compounds, a quantitative prediction model will be developed. If this
model can accurately and reproducibly predict concentrations within an ecosystem, microalgae
could then be used as innovative embedded environmental monitors. Analyzing such a model
itself will provide qualitative chemical insights into the impacts of ambient chemical conditions
onto microalgae.

Quantitative calibration models that link spectroscopic profiles s and concentrations c have to
address fundamentally different experimental situations than conventional analyses. This is
because c is not being probed directly (atmospheric CO2 in particular is far outside the reach of
the ATR crystal’s evanescent field), instead, biomass is analyzed that has been directly exposed
to these various concentrations. Consequently, there is no reason to assume that the
spectroscopic signatures of live microalgal biomass are linearly related to the nutrient
concentrations. Moreover, these cultures are dependent on a mixture of nutrients. If for instance
if one compound is limiting it could cause changes in the cells’ metabolism and thus introduce
changes in s compared to a situation where all nutrients are plentiful. Therefore, it is
hypothesized that the given system is governed by a nonlinear relation between predictor
variables c and response variables s.

4.3.3.1.

Introduction of Predictor Surfaces

In order to overcome limitations, or the inappropriateness, of a linear calibration model, the
nonlinear chemometric methodology ‘Predictor Surfaces’ has been introduced. Since there is no
information pertaining to the functional relationship between the Q predictors 𝐜(𝑄×1) and the N
responses 𝐬(𝑁×1) = (𝑠1 (𝐜) ⋯ 𝑠𝑁 (𝐜))𝐓 is known, a Predictor Surface approximates each of the
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N functions 𝑠𝑛 (𝐜) by means of a multivariate Taylor Series up to order P [78]. For the given
application, 𝑠𝑛 (𝐜) will be developed around 𝐜𝟎 = 𝟎:
𝑄

𝑄

𝑄

𝜕
1
𝜕 𝜕
𝑠𝑛 (𝐜) = ⏟
𝑠𝑛 (𝟎) + ∑
𝑠𝑛 (𝟎) ∙ 𝑐𝑞 +
∙ ∑ ∑
𝑠 (𝟎) ∙ (𝑐𝑞1 ∙ 𝑐𝑞2 )
𝜕𝑐𝑞
2!
𝜕𝑐𝑞1 𝜕𝑐𝑞2 𝑛
𝑝=0
𝑞=1
⏟
⏟ 𝑞1 =1 𝑞2 =1
𝑄

+

𝑝=1
𝑄

𝑝=2
𝑄

1
𝜕 𝜕 𝜕
∙ ∑ ∑ ∑
𝑠 (𝟎) ∙ (𝑐𝑞1 ∙ 𝑐𝑞2 ∙ 𝑐𝑞3 ) + ⋯
3!
𝜕𝑐𝑞1 𝜕𝑐𝑞2 𝜕𝑐𝑞3 𝑛
⏟ 𝑞1 =1 𝑞2 =1 𝑞3 =1
𝑝=3

(5)
In this equation, 𝑠𝑛 (𝟎) represents the spectroscopic signature of algal biomass at 𝑣̃𝑛 in the
absence of any nutrients. While this is not a biologically sustainable environment, subsequent
orders in ( 5 ) improve this zeroth order approximation (𝑝 = 0) by the introduction of additional
terms, i.e. spectroscopic signals, which for (𝑝 = 1) are due to the Q nutrient concentrations
𝑐𝑞=1,⋯,𝑄 , due to (𝑝 = 2) binary nutrient combinations 𝑐𝑞1 ∙ 𝑐𝑞2 , due to (𝑝 = 3) ternary nutrient
combinations 𝑐𝑞1 ∙ 𝑐𝑞2 ∙ 𝑐𝑞3 and so on. For 𝑞1 = 𝑞2 = ⋯, these nutrient combinations also
contain information of higher order impacts of each compound, i.e. 𝑐𝑞𝑝 . The relative importance
of any given modification term is determined by the currently unknown ‘weighing factors’
𝜕
𝜕
𝜕
𝜕
𝜕
𝜕
𝑠 (𝟎), 𝜕𝑐 𝜕𝑐 𝑠𝑛 (𝟎), 𝜕𝑐 𝜕𝑐 𝜕𝑐 𝑠𝑛 (𝟎),
𝜕𝑐𝑞 𝑛
𝑞1
𝑞2
𝑞1
𝑞2
𝑞3

etc. Once these factors become known, they will

establish a quantitative calibration model (Section 4.3.3.2), allow for predicting ambient
conditions (Section 4.3.3.3), and enable describing which nutrient combination(s) are responsible
for chemical modifications of microalgal biomass (Section 4.3.3.2). Since the N response
variables 𝑠𝑛 are independent from each other, the resulting N Taylor Series can be composed into
one approximation of 𝒔(𝒄).
For calibration purposes, it is advantageous to reduce the number of addends in ( 5 ). For 𝑝 ≥ 2,
the order of partial derives can be swapped, e.g.

𝜕

𝜕

𝜕𝑐𝑞1 𝜕𝑐𝑞2

𝜕

= 𝜕𝑐

𝜕

𝑞2 𝜕𝑐𝑞1

. Cancelling the factorial

1⁄𝑝! While restricting the lower end of the summation ranges as shown in ( 6 ) combines such
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equivalent terms into one. Furthermore, the following variables have been introduced in ( 6 ):
𝜕
𝑠 (𝟎)
𝜕𝑐𝑞 𝑛

𝜕

= 𝜀𝑞 , 𝜕𝑐

𝑞1

𝜕
𝑠 (𝟎)
𝜕𝑐𝑞2 𝑛

𝜕

= 𝜀𝑞1 ,𝑞2 , 𝜕𝑐

𝑞1

𝜕
𝜕
𝑠 (𝟎)
𝜕𝑐𝑞2 𝜕𝑐𝑞3 𝑛

𝑄

𝑄

= 𝜀𝑞1,𝑞2 ,𝑞3 , etc.

𝑄

𝑠𝑛 (𝐜) ≈ 𝑠𝑛 (𝟎) + ∑ 𝜀𝑞 ∙ 𝑐𝑞 + ∑ ∑ 𝜀𝑞1 ,𝑞2 ∙ (𝑐𝑞1 ∙ 𝑐𝑞2 )
𝑞=1
𝑄

𝑞1 =1 𝑞2 =𝑞1
𝑄

𝑄

+ ∑ ∑ ∑ 𝜀𝑞1,𝑞2 ,𝑞3 ∙ (𝑐𝑞1 ∙ 𝑐𝑞2 ∙ 𝑐𝑞3 )
𝑞1 =1 𝑞2 =𝑞1 𝑞3 =𝑞2

(6)
Depending on the chosen approximation order P, the number of terms approximating 𝑠𝑛 (𝐜)
in ( 6 ) is given by
𝑄

𝑄

𝑄

𝑄

𝑄

𝑊= ⏟
1 + 𝑄
⏟
⏟ + ∑ ∑ 1+ ∑ ∑ ∑ 1+ ⋯
𝑝=0
𝑝≥4
𝑝=1
𝑞
𝑞1 =1 𝑞2 =𝑞1 𝑞3 =𝑞2
⏟1 =1 𝑞2 =𝑞1
⏟
𝑝=2

𝑝=3

(7)
which can be simplified to:
𝑄

𝑄

𝑞1

𝑄

𝑞1

𝑞2

𝑊= ⏟
1 + 𝑄
⏟
⏟ + ∑ 𝑞 + ∑ ∑ 𝑞2 + ∑ ∑ ∑ 𝑞3 + ⋯
𝑝=0
𝑝≥5
𝑝=1
𝑞=1
𝑞
=1
𝑞
=1
𝑞
=1
𝑞
=1
𝑞
=1
⏟ ⏟1
⏟1
2
2
3
𝑝=2

𝑝=3

𝑝=4

(8)
Utilizing the following definitions ( 9 )-( 11 ) then allows the nonlinear Predictor Surface 𝒔(𝒄) to
be expressed as a linear equation system.
𝛆𝑛 (1×𝑊)
𝜀
= (⏟𝑛,offset
𝑝=0

𝜀𝑛,1
⏟

⋯
𝑝=1

𝜀𝑛,𝑄

𝜀𝑛,1,1
⏟

𝜀𝑛,1,2

⋯

𝜀𝑛,1,𝑄

𝜀𝑛,2,2
𝑝=2

𝜀𝑛,2,3

⋯ 𝜀𝑛,2,𝑄

⋯

⋯
⏟

)

𝑝≥3

(9)
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𝚬(𝑁×𝑊)

𝛆1
=( ⋮ )
𝛆𝑁
( 10 )

𝐱 (𝑊×1)
⏟
1
=(

𝑝=0

𝑐⏟1

⋯ 𝑐𝑄

𝑐⏟1 ∙ 𝑐1

𝑐1 ∙ 𝑐2

⋯ 𝑐1 ∙ 𝑐𝑄

𝑝=1

𝑐2 ∙ 𝑐2
𝑝=2

𝑐2 ∙ 𝑐3

⋯

𝑐2 ∙ 𝑐𝑄

⋯

⋯
⏟

𝐓

)

𝑝≥3

( 11 )
𝐬(𝐜) = 𝚬 ∙ 𝐱
( 12 )
It is interesting to note that (i) Equation ( 12 ) is a linear equation system from which E can be
derived by using conventional MLR [79] (Section 4.3.3.2). This makes the calibration of
Predictor Surface straight forward. The nonlinearity of this approach has been incorporated into
an expanded (𝑝 ≥ 2) calibration model E ( 9 ) and ( 10 ) and the predictor vector x ( 11 ). (ii) If
the polynomial order is restricted to (𝑝 = 1), the Predictor Surface ( 12 ) reverts to the
conventional linear model. This is important when transferring this Predictor Surface
methodology to other applications in which augmenting a linear approximation with higher-order
terms would benefit accuracy. (iii) Nonlinear effects can be modeled by ( 12 ) because it contains
𝑄 > 𝑊 model parameters per n.

4.3.3.2.

Calibrating Predictor Surfaces

After preparing 𝐾 ≥ 𝑊 ( 8 ) calibration samples, K time-series T were recorded. From each T, a
spectroscopic profile s and a time profile b were extracted using K MCR-ALS computations. The
K spectroscopic profiles were then composed into a calibration data matrix 𝐒(𝑁×𝐾) = [𝐬1 … 𝐬𝑘 ].
cal
Similarly, the corresponding K known compound concentrations 𝐜𝑘=1,⋯,𝐾
were translated into

vectors 𝐱 𝑘=1,…,𝐾 ( 11 ) and fused into a matrix 𝐱 (𝑊×𝐾) = [𝐱1 … 𝐱 𝑘 ]. Then, a conventional
MLR [79] derives a calibration model
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𝚬 = 𝐒 ∙ 𝐗 𝐓 ∙ (𝐗 ∙ 𝐗 𝐓 )−𝟏
( 13 )
which is then used for concentration prediction purposes. However, E itself is not a Predictor
Surface, but contains the parameters that define a Predictor Surface.

The Predictor Surfaces shown in (Figure 11) and (Figure 12) have been derived for display
purposes by multiplying E with a number of artificially generated x ( 11 ) which covered the
concentration ranges relevant to the application. For 𝑄 = 1 (Figure 11), the Predictor Surface
resulting from this procedure can be plotted as a 3D surface with the x-axis representing
wavenumber 𝑣̃, the y-axis representing the sole compound’s concentration c, and the z-axis
𝐄(𝑣̃) ∙ 𝐱(𝑐). These Predictor Surfaces visually display how the spectroscopic features of
microalgal biomass change with c. For 𝑄 = 2 (Figure 12), the Predictor Surface is a 3D surface
in 4D space and therefore impossible to display as four axes would be needed, i.e. one for [CO 2],
[NO3− ], wavenumber 𝑣̃, and reconstructed ATR signal 𝐄(𝑣̃) ∙ 𝐱(𝑐𝐶𝑂2 , 𝑐𝑁𝑂3− ). Hence, this Predictor
Surface has been displayed one wavenumber per panel, each of which show how the ATR signal
at the stated wavenumber changes with the two nutrient concentrations. The signal strength
increases with both [CO2] and [NO−
3 ], but the stronger change is with the nitrate concentration.
Again, it is important to note that the spectroscopic signature is highly nonlinear with the
concentrations.

In addition to quantitative analyses, E ( 13 ) can also be used to gain insights into the chemical
modifications of biomass triggered by an individual nutrient or nutrient combination. For any
wavelength n, 𝜀𝑛,𝑤 is a relative weight describing how strongly the corresponding nutrient
combination 𝑥𝑤 (e.g. 𝑥𝑤=1+𝑄+2 = 𝑐1 ∙ 𝑐2 ) contributes to the spectroscopic signal 𝑠𝑛 (𝐜) at
wavenumber 𝑣̃. If 𝜀𝑛,𝑤 is a large number, the corresponding nutrient combination is of high
relevance for the spectra and thus the growth of microalgae. One the other hand, if 𝜀𝑛,𝑤 is a low
value the corresponding combination contributes little to the measured data. Moreover, from the
wavenumber position n at which a given 𝜀𝑛,𝑤 makes a significant contribution to 𝑠𝑛 is a first
indication of which component (class) the cells are generating due to the availability of 𝑥𝑤 . Such
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Figure 11. Predictor Surfaces with 𝑃 = 3 obtained for a single nutrient varying (𝑄 = 1); (A)
−
CO2 in the cultures’ headspace at constant [NO−
3 ] = 0.55 mM; (B) NO3 dissolved into the
culturing media at constant [CO2] = 400 ppm [75].
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Figure 12. For 𝑄 = 2, a Predictor Surface (here: 𝑃 = 3) is a 4-dimensional hypersurface
featuring axes for varying atmospheric [CO2] and dissolved [NO−
3 ], for the ATR signal, and for
the wavenumber. This (partial) Predictor Surface shows how the modeled ATR signal changes
with [CO2] and dissolved [NO3− ] at the stated wavenumber [75].
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information enables in-depth, however species dependent, phycological analysis of microalgae’s
nutrient utilization.
However, the large number of model parameters 𝜀𝑛,𝑤=1,⋯,𝑊 per wavenumber n, introduces the
risk of overfitting. Therefore, each model parameter has been tested by means of an ANOVAbased technique, the Extra Sum of Squares principle [79], and whether it is significant or not. If
inclusion of a 𝜀𝑛,𝑤 helps to significantly reduce the residual sum of squares, it is retained in the
model. If not, its value in E ( 13 ) is set to zero.

4.3.3.3.

Prediction

From an unknown sample, 𝐓 unkn is acquired which then undergoes a MCR-ALS in order to
extract 𝐬unkn and 𝐛unkn . For concentration prediction, 𝐬unkn = 𝚬 ∙ 𝐱 unkn ( 6 ) must be solved for
unkn
𝐱 unkn ( 11 ) from which then 𝐜(𝑄×1)
is extracted. Solving for E ( 13 ) could technically be done

using a MLR step; however, is not recommended because such a large regression step would
consider each of the elements of 𝐱 unkn as an independent variable, which is not the case ( 11 ).
unkn
There are only 𝑄 < 𝑊 independent values contained in 𝐱 (𝑊×1)
. Therefore, there is a multitude of

equality and non-negativity constraints that must be incorporated when determining 𝐱 unkn by
means of a constrained least-squares regression [48]:
•

𝑝 = 0:

𝑥0unkn = 1

•

𝑝 = 1:

unkn
𝑥1,⋯,𝑄
≥0

•

𝑝 = 2:

𝑥𝑞unkn
∙ 𝑥𝑞unkn
= 𝑥 unkn
𝑞 −1
1
2
𝑄 +∑ 1 𝑄−(𝑞−1) + 𝑞
⏟

𝑝=1

•

𝑝 = 3:

2 −(𝑞1 −1)

⏟𝑞=1

with: 𝑞1 , 𝑞2 ∈ {1, ⋯ , 𝑄}

𝑝=2 (up to position 𝑞1 ,𝑞2 )

𝑥𝑞unkn
∙ 𝑥𝑞unkn
∙ 𝑥𝑞unkn
= 𝑥 unkn
1
2
3

𝑄

𝑞 −1

𝑄−(𝑞 −1)

𝑞 −1
𝑑
𝑝=3 (up to position 𝑞1 ,𝑞2 ,𝑞3 )

𝑏
1
∑
𝑄
⏟ +∑
⏟𝑞𝑎=1 𝑞𝑎 +∑
⏟𝑞𝑏=1 𝑞𝑐 =1

𝑝=1

𝑝=2

𝑞𝑐 +∑𝑞2 =1 𝑄−(𝑞𝑑 −1)+ 𝑞3 −(𝑞2 −1)

with: 𝑞1 , 𝑞2 , 𝑞3 ∈ {1, ⋯ , 𝑄}
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•

𝑝 = 4:

4.4.

etc.

Results and Discussion

4.4.1. Method Validity
(Figure 10) compares a representative example of a measured spectroscopic time-series T versus
its reconstruction Ʃ∙B ( 2 ) and demonstrates a convincing resemblance. For the 25 different
nutrient situations prepared and analyzed in this chapter, correlation factors between measured
and reconstructed time-series ranged from 0.8514 to 0.9977 with an average correlation factor of
0.9652. This high level of correlation is indicative for Ʃ and B being accurate representations of
the spectroscopic signature and the biomass formation respectively. Moreover, (Figure 13)
shows nine fits of ( 4 ) to the time profiles b ( 3 ) extracted by means of MCR-ALS. The close
resembling of experimental data and the theoretical model function is further indication that the
vectors b ( 3 ), as extracted from experimental data, are consistent with the theoretically obtained
description b(t) ( 4 ). Since 𝐛 and 𝐬 are linked to each other through ( 2 ), a high-quality 𝐛
implies that 𝐬 also reflects well microalgae’s measured spectroscopic profiles.

4.4.2. Assessing the Biosediment Formation

For each of the 25 cultures grown under differing nutrient situations, MCR-ALS has extracted a
vector 𝐛 ( 3 ) to which model equation ( 4 ) has been fitted. Correlation coefficients range from
0.9827 to 0.9998 and (Figure 13) displays convincing fit results for selected nutrient situations. It
has been hypothesized that impacts of nutrient concentrations onto the biosediment formation is
reflected in 𝜃1,⋯,6 ( 4 ) which characterize multiple physical and biological aspects of biomass
formation. Hence, their values have been analyzed whether they significantly change with the
nutrient availability. However, fit solutions obtained by nonlinear least-squares regression
depend on user-provided initializations, which the regression algorithm then optimizes.
Therefore, somewhat differing values for 𝜃1,⋯,6 result when starting from different initializations.
Analysis in this chapter utilized a strategy for automated selection of promising initializations
that has been introduced and refined in [77] and [48] respectively. The range of solutions for
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Figure 13. Time profile of biosediment formation 𝐛 as derived by MCR-ALS and fit function 𝑏(𝑡) ( 4 ) change in response to
atmospheric [CO2] in the cultures’ headspace and [NO−
3 ] dissolved in ESAW [75].
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𝜃1,⋯,6 is thus most important for detecting any significant differences in these parameters due to
concentration changes. If the ranges for any parameter 𝜃 derived under two different chemical
conditions are inconsistent, the chemical environment has a significant impact on that parameter
and thus reflects influences on biomass formation. For this purpose, each 𝜃 pair as obtained in
five replicate fits of ( 4 ) to 𝐛 originating from two different nutrient situations A and B have
been t-tested (95% confidence level) against each other. If, for example, 𝜃3𝑐𝑢𝑙𝑡𝑢𝑟𝑒 𝐴 and 𝜃3𝑐𝑢𝑙𝑡𝑢𝑟𝑒 𝐵
were found to be significantly different from each other then the two chemical environments
have a significant impact on 𝜃3 =

𝜌max −𝜌0
𝜌0

, i.e. the cell concentration that a given chemical

condition can produce. (Figure 14) shows how many of the 𝜃1,⋯,6 derived from the 25 different
chemical conditions when t-tested against each other were found to be significantly different. In
many cases, no 𝜃 was found to be significantly different in direct comparison of two
environments. In some cases, however, a significant difference has been found in at least one 𝜃.
It has then been analyzed which chemical situation caused a significant change in that 𝜃 value.
For this purpose, (Figure 15) depicts the number of significantly different 𝜃 as a function of
[CO2] change or [NO−
3 ] change respectively.
It was found, that increasing or decreasing the CO2 concentration is equally likely to initiate a
significant change in at least one 𝜃. However, there is a trend that significant changes in 𝜃
correspond with increasing NO−
3 concentrations. This observation is supported by (Figure 13),
which revels that an increase in nitrate concentration (see panels from bottom to top) causes a
consistent and observable change in the time profile. At a higher nitrate concentration, the
accumulation of biomass has already reached a higher level at t = 200 min and from there shows
a more shallow increase over time. For concentration increases in atmospheric carbon dioxide
(see panels from left to right), changes in 𝐛 were observed but without a clear trend. Further,
more in-depth investigations are needed to associate these changes in the time profiles with
physical or biological parameters of the microalgae cells (Chapter 5).

Moreover, the reproducibility of biomass formation has been assessed by growing replicate
cultures for 21 out of 25 different nutrient conditions. By means of MCR-ALS, the time profiles
𝐛 were extracted for these replicated cultures as well. Each resulting 𝐛 has been nonlinear least-
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Figure 14. Detecting significant changes in the biomass formation ( 4 ) among different nutrient
situations encoded as nutrient condition #, each condition # corresponds to one out of 5-by-5=25
different mixtures of [CO2] and [NO−
3 ] [75].
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Figure 15. Assessing what nutrient change causes one or more 𝜃s ( 4 ) to significantly change
their values [75].
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squares fitted to equation ( 4 ) five times resulting five sets of 𝜃1,⋯,6 per chemical environment. If
two replicate cultures were to feature values for all six model parameters 𝜃1,⋯,6 that are not
significantly different, it is indicative that the biomass formation is reproducible. For this
purpose, the model parameters derived from two replicate cultures subjected to five replicate
regressions were t-tested (95% confidence level) against each other. In 19 of 21 cases, no
significant differences between replicate cultures were found among the six model parameters
𝜃1,⋯,6. Only for the microalgae grown under 600 ppm CO2 and 0.75 mM NO3, different values
for 𝜃1 and 𝜃6 were found among replicate cultures. For microalgae grown under 500 ppm CO2
and 0.75 mM NO3, 𝜃5 was found to be significantly different. Considering the biological nature
of these samples, it has been assessed that, overall, good reproducibility had been ensured in the
sample preparation steps as well in the chemometric data analyses.

4.4.3. Assessing Environmental Impacts on Biomass Spectra
In initial experiments, one nutrient’s concentration had been changed whereas all other nutrients
have been kept at their standard levels [15]. After extracting all cultures’ spectroscopic profile
𝐬 ( 12 ) by means of MCR-ALS, the matrix 𝐄 ( 13 ) has been computed which defines a Predictor
Surface. (Figure 11) shows two Predictor Surfaces, one from adjusting atmospheric CO2
concentrations and the other from adjusting the concentration of dissolved nitrate in the growth
medium. These Predictor Surfaces visually describe how Nannochloropsis oculata’s mid-IR
signature changes with increasing concentrations of either nutrient. The nonlinearity of the
microalgae’s spectroscopic response is clearly noticeable for both atmospheric carbon dioxide
and dissolved nitrate and an ANOVA [80] had been applied to each of the two 𝐄s to ensure the
statistical significance of these observations. Significant nonlinear relations between atmospheric
CO2 and 𝐬 were found in the 950-970 cm-1 and 1000-1100 cm-1 regions. Changing nitrate
significantly impacted 𝐬 in the 1080-1350 cm-1 range. On the other hand, some wavenumber
regions were found that had no significant impact on 𝐬 such as the 970-1000 cm-1 region.

While both nutrients overall have a similar impact on the spectroscopic profile, differences are
visible. This is indicative for microalgae responding differently to deprivation or excess of
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nutrients. It is also interesting to observe that the spectroscopic signatures increase much stronger
above the current ambient conditions ([CO2 ] ≈ 400 ppm, [NO−
3 ] ≈ 0.55mM) than below.
In order to assess the reproducibility of the biomass’ modifications due to shifting nutrient
concentrations within their environment, the Predictor Surface methodology has been applied for
quantitation purposes. If this method can predict the [CO2 ] in the cultures’ headspace, the
nonlinear relation between spectra and the chemical environment has been accurately described
by the Predictor Surface or more precisely by 𝐄 ( 13 ). In a first step, a single nutrient change
(𝑄 = 1) has been analyzed for both CO2 and NO−
3 . Since spectroscopic data sets for five different
[CO2 ] per [NO3− ] were available, four of those CO2 concentrations (at equal [NO−
3 ]) were used for
computing 𝐄 with 𝑃 = 2 ( 5 ). The remaining 𝐬 has then been used for the independent
prediction of the [CO2 ] (at the same [NO−
3 ]). This ensured that the nitrate concentration was
constant within any calibration and because only [CO2 ] varied, all measured impacts could be
assigned to this compound. Excluding all five samples, one by one, from the calibration set, thus
building five calibration models, and using them for predicting the remaining sample’s
concentration then enabled an assessment of the accuracy across the entire [CO2 ] range. This
procedure for predicting [CO2 ] has been applied consecutively but independently to all five
[NO−
3 ]. The resulting predicted [CO2 ] versus the ‘true concentrations’ as defined by the mass
flow controller settings are depicted in (Figure 16, A). An equivalent procedure had been applied
for the prediction of nitrate concentrations dissolved within the growth medium. The resulting
comparison of predicted versus true nitrate concentrations is shown in (Figure 16, B). Overall,
from the closeness of the data points to the 45º line (predicted = true concentration) it can be
concluded that microalgae’s mid-IR profile well reflects the atmospheric CO2 concentration and
the dissolved nitrate concentration within the growing environment. It is important to remember
that the CO2 in the headspace of the cultures was approximately one inch above the evanescent
field and that nitrate was not directly probed either. Only impacts from these compounds’
concentrations on microalgae have caused these measurement effects, which have been
reproducible and quantifiable.

In the next step towards a real-world scenario, it has been investigated whether the Predictor
Surface methodology is also capable of accurately predicting 𝑄 = 2 nutrients at the same time.
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Figure 16. (A) Comparing the [CO2 ] provided in the cultures’ headspace to the concentration
predicted by the Predictor Surface methodology, i.e. 𝐄 ( 13 ); (B) comparing [NO−
3 ] dissolved in
the growing medium versus the predicted concentrations [75].
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For this purpose, two replicate cultures were grown under each of the aforementioned 5-by-5
CO2 and NO3− concentration mixes and analyzed by ATR FT-IR. From each resulting time-series
𝐓, a vector 𝐬 was extracted by MCR-ALS. However, for four samples, either a spectroscopic
profile 𝐬 resulted that poorly reflected the shape of the experimental data or the replicate cultures
were inconsistent in their spectroscopic profile. These four data sets have been excluded as they
were found to be of poor quality and would have negatively impacted the calibration model. This
left forty-six calibration samples from which 𝐄 ( 13 ) (𝑃 = 3) has been derived. The 4dimensional Predictor Surface associated with that 𝐄 is shown in (Figure 12).

For assessing the prediction power of this Predictor Surface, the following procedure has been
applied to sorting the 46 samples into calibration and test data. The cultures the corresponded to
the desired conditions to be predicted were removed from the calibration thus developing a
Predictor Surface with 44 calibration samples. Once developed, the removed sample’s
concentrations of [CO2 ] and [NO−
3 ] were predicted simultaneously. Then, the now predicted
calibration samples are placed back into the samples to calculate the Predictor Surface, samples
representing a different chemical condition were removed, and a new Predictor Surface is used
for the new prediction. This prevented chemical conditions that were actively being predicted
from being represented within the Predictor Surface.
In the top row of (Figure 17), results for the concurrent prediction of [CO2 ] and [NO−
3 ] are
compared to the true concentrations. Three metrics have been chosen for assessing the prediction
quality: (i) the mean relative error, (ii) the slope of a straight-line fit (solid lines in (Figure 17))
which in an error free case would be equal to one indicating the absence of a multiplicative,
systematic prediction error, (iii) the intercept of said fit, which in the error free case would be
equal to zero indicating the absence of a prediction bias. The values found for these metrics are
stated within (Figure 17).

Based on these three figures of merit, the novel Predictor Surface method (Figure 17, top row)
has been compared to Partial Least Squares (PLS) [80, 81] (Figure 17, middle row) and
Principal Component Regression (PCR) [81] (Figure 17, bottom row). Both are standard
chemometric algorithms and they have been chosen as then can incorporate more PLS- or PCR-
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factors than analytes present and thus are capable of describing some nonlinearities [82].
Common nonlinear algorithms such as Artificial Neural Networks (ANNs) have not been
considered in this study as they have a critical drawback for this application, i.e. they do not
facilitate an interpretation of the resulting calibration model. The Predictor Surface method or
more precisely the matrix 𝐄 ( 10 ), however, gives direct, chemically interpretable insights into
the cells’ response to their chemical environment. This fact will open new research directions at
the interface between environmental chemistry and biology. The PLS model has been crossvalidated and it was determined that the best results utilized two PLS-factors. As an alternative,
the PCR model has been based on seven PCR-factors, which were chosen, based on the size of
the corresponding singular values.
For predicting the [CO2 ] in the culture’s headspace, the Predictor Surface method is clearly
superior to PLS and PCR in terms of the three figures of merit: Predictor Surface’s mean relative
error is a factor 3-4 smaller. The fit lines’ slope and intercept values reflect good accuracy and
precision for the Predictor Surface method but not for PLS or PCR. For predicting [NO3− ],
Predictor Surfaces and PLS achieve comparable and accurate values and are both applicable.
PCR’s performance is not satisfactory for this application. However, since both compounds’
concentrations are to be determined at the same time. Only Predictor Surfaces features an overall
prediction power that meets the requirements of such a multi-component analysis. This
underlines the need for nonlinear chemometrics. For this calibration model, Predictor Surfaces
introduced a 20 ppm [CO2 ] bias for a measurement range from 200 ppm to 600 ppm and a 2%
over-estimation of the concentration. Predicting [NO3− ] was found to have a bias of 0.05 mM.
Over the concentration range from 0.35 mM to 0.75 mM, the calibration tended to underestimate
the nitrate concentration by about 7%.

4.5.

Conclusions

Microalgae cells are ubiquitous in marine ecosystems where they transform large quantities of
inorganic compounds into biomass and thereby have a high environmental impact. It has also
been shown that these organisms sensitively respond to concentration levels within their growing
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environment and establishing models that link ambient chemical parameters to their biomass’
composition is important for two reasons:

1) Microalgae are a food source for numerous higher organisms and when their chemical
composition changes so does their nutritional value. In this context, microalgae are a link
between changing chemical conditions in an ecosystem, e.g. due to increasing pollution,
and consequences for said ecosystem.
2) The chemical adaptation of microalgae to chemical parameters in their environment is
reproducible and thus has the potential for innovations in in-situ environmental
monitoring. The presented analytical

method will

enable investigating how

environmental conditions impact microalgae’s sequestration capabilities.

For both application areas, it is important to gain chemical information about the biomass
without extracting the cells from their environment. FT-IR spectroscopy is a prominent
technique for studying biological samples; however, it suffers from the strong absorbances due to
water, which is required for the microalgae cells to remain alive. A custom-made ATR FT-IR
accessory has been developed that utilizes the fact that microalgae cells slowly drift to the
bottom and onto a horizontal ATR setup where they form a layer of biomass that can be probed
by the IR-evanescent field.

In this study, the algae species Nannochloropsis oculata has been analyzed for its response to the
concentration levels of two nutrients, i.e. inorganic carbon and nitrate. Some inorganic carbon in
marine ecosystems originates from atmospheric CO2. This nutrient has been selected for its
environmental relevance because microalgae act as a sink of this greenhouse gas. Moreover,
excess fertilization generated runoff waters with high concentrations of nitrate, which is one
source of harmful algal blooms. To study concentration effects of these compounds onto the
biomass, Nannochloropsis oculata cultures have been exposed to 25 environmental situations
containing different [CO2 ] and [NO3− ] concentrations. Once the cultures were equilibrated, ATR
FT-IR spectra were recorded over the course of 24 hours. The main goal of this study was
developing an experimental setup for investigating interactions between the environment and
microalgae and for demonstrating this method’s feasibility for environmental monitoring. For
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this purpose, real-world conditions have been simulated by providing a continuous nutrient
replenishment and a CO2 atmosphere. This is a step towards real-world conditions compared to
the standard procedure of microalgae culturing as the latter is based on discontinuously
exchanging dissolved nutrients and on providing inorganic carbon by dissolving bicarbonate.
Realizing this IR-spectroscopic technique in a real-world application might be based on pumping
water + algae samples out of a body of water and filling it into an ATR cuvette in a pump-stopmeasure-replace fashion.

From the time-series of ATR FT-IR spectra, a Multivariate Curve Resolution method extracted
two types of information; (i) the time profile with which the aforementioned biomass forms on
top of the ATR crystal and (ii) the spectroscopic profile of a microalgae culture exposed to a
certain chemical environment. The former information gives insights into biological parameters
of the cells such as number of produced cells and growth rate. From the latter, chemical
information can be deduced and used, e.g. for quantitation of the chemical environment of the
algae.
A first analysis of the time profile’s dependency on the nutrient situation reveled that in some
cases a nutrient shift causes some parameters that govern the biomass formation to change
significantly. A trend has been detected which links such changes to an increase in nitrate
concentration. However, said parameters change significantly for either an increase or decrease
in [CO2 ] without a clear trend.
For quantitative analyses, a link between ambient concentrations (predictor variables) and
microalgae’s spectroscopic signatures (response variables) needs to be established. However, the
chemical information gained from the biomass does not directly reflect an ecosystem’s chemical
parameter(s). These responses are often nonlinear in the ambient concentration levels as live
organisms respond very differently when provided with different nutrient concentrations as is
reflected in the changes of their spectroscopic signature. Moreover, microalgae need multiple
nutrients and in certain concentrations. Therefore, it was hypothesized that the concentration
levels of multiple nutrients can have a coupled effect on the microalgae. Due to expected
nonlinearities and the biological relevance of coupled predictor variables, linear chemometric
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calibration and prediction methods are not applicable. In order to overcome such limitations, the
innovative Predictor Surface methodology has been introduced that approximates nonlinearities
by polynomials in each nutrient concentration and models coupled predictors with dedicated
variables.

In a first series of quantitative analyses, it has been demonstrated that nonlinear Predictor
Surface models are capable of accurately determining [CO2 ] in the cultures’ headspace from
chemical signatures of microalgal biomass that was ~1 inch submerged in growth medium. It has
also been shown that Predictor Surface’s prediction of nitrate dissolved in the growth medium is
also accurate.

The second quantitation approach built a nonlinear calibration model that was capable of
concurrently measuring [CO2 ] in the cultures’ headspace and [NO−
3 ] dissolved in the culturing
medium. The analyzed concentration ranges were 200 ppm - 600 ppm CO2, and 0.35 mM 0.75 mM nitrate; these limits have been chosen to be lower and higher than naturally occurring
concentrations. The two component Predictor Surface model showed a bias of 20 ppm for CO2
and 0.05 mM for nitrate. This corresponds to ~3% and ~6% respectively, of the upper
concentration limits. Across the entire concentration ranges, predictions have been impacted by a
2% overestimation of [CO2 ] and 7% under-estimation of [NO3− ]. Considering the measurement
task and the challenges when analyzing live biological material, these first results demonstrate
that this measurement technique holds promise for performing in-situ environmental monitoring.
Unlike many chemometric methods, Predictor Surfaces explicitly models (‘hard modeling’) a
relation between the chemical environment and the microalgae’s chemical signature. Since such
hard-models enable a chemical interpretation of this relation, future studies will focus on gaining
knowledge from the model itself for a better understanding of the processes governing the
adaptation of microalgae to their chemical environment and their performance in transforming
inorganic compounds into biomass.
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5. Modeling Microalgal Biosediment Formation Based
on Attenuated Total Reflection Fourier Transform
Infrared Monitoring
This chapter is based on a publication by Zachary L. Ogburn and Frank Vogt:

Ogburn, Z. L. and Vogt, F., Modeling Microalgal Biosediment Formation Based on Attenuated
Total Reflection Fourier Transform Infrared (ATR FT-IR) Monitoring. Applied Spectroscopy,
2017. 72: p. 366-377.

My primary contributions to this publication include: (i) development of the problem into a
work, (ii) development and design of the experimental procedures, (iii) conducting of the
experiments, (iv) processing and analyzing of experimental data, (v) most of the writing.

5.1.

Introduction

For predicting future environmental scenarios, it is crucial to investigate what chemical pathways
anthropogenic pollutants released into ecosystems take and how these pollutants affect
organisms living in these environments. As ubiquitous organisms, marine microalgae sequester
large amounts of inorganic compounds out of an ecosystem for utilization to produce new
microalgal biomass, thus they have a considerable impact on the chemical composition of an
ecosystem [33, 46, 66-69]. This is of particular relevance as some of these inorganics are
environmental pollutants such as atmospheric CO2, a greenhouse gas, and nitrate, one cause of
harmful algal blooms [35, 70]. On the other hand, it has been observed [12, 71-73, 75] that the
exposure of microalgae to different chemical environments has a considerable impact on the
chemical composition of phytoplankton. Moreover, it is hypothesized in this chapter that not
only chemical, but also physical and physiological cell parameters are affected as well. As this
potentially determines the rates of the cells’ uptake of inorganic compounds and the resulting
biomass production, investigating the relation between a chemical environment and the
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microalgal biomass formation is of high importance for understanding their sequestration
performance regarding inorganic compounds/pollutants.

This study, and previous investigations [75], have developed innovative spectroscopic and
chemometric hard-modeling methodologies [83] for studying how different chemical
environments define microalgae’s chemical and physiological parameters such as chemical
composition [75], cell size, cell concentration, growth rate, and buoyancy. As a model system,
the marine species Nannochloropsis oculata has been selected for its known sensitiveness to
ambient changes [49, 84]. To investigate the impacts of a chemical environment on microalgae
formation and their chemical properties, N. oculata cultures were grown under 25 different
combinations of nitrate concentrations dissolved within a liquid growth medium and CO2
concentrations provided in the cultures’ headspace [75]. A horizontal attenuated total
reflection (ATR) setup had been chosen for probing the biomass’ chemical composition by
taking advantage of algae cells sinking to the bottom of a custom-made cuvette where they form
a biosediment layer on top of the ATR crystal. This then enabled time-resolved, nondestructive,
and, in-situ infrared (IR) analyses of live cells in their natural growing environment [75].

For each nutrient condition, a time-series of ATR Fourier transform infrared (ATR FT-IR)
(Figure 18) has been recorded and individually factorized into a spectroscopic signature, 𝑠(𝑣̃),
and a time profile, b(t), by means of multivariate curve resolution (MCR) [76]. While the former
profile reflects the ambience-dependent chemical composition of the biomass, the latter describes
the dynamics of the biomass accumulation on top of the ATR crystal. Thus, time-resolved ATR
FT-IR gains insights not only into the chemical composition of the biomass but also in its
formation and is thus adequate for studying the impacts of ambient conditions onto biomass and
its formation. In (Chapter 4), the details have been outlined regarding the employed MCR
method. First, since each culture was maintained under chemical steady-state conditions, the live
cells did not adapt to shifts in their chemical environment and thus maintained their equilibrated
chemical signature [47]. Consequently, the time dependency reflected in ATR FT-IR timeseries (Figure 18) is solely due to the accumulation of biomass within the evanescent IR field.
In (Chapter 4), it was found the employing one factor describing the cells’ spectroscopic
signature is adequate at least for chemical steady-state conditions. The main finding
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Figure 18. Time-series of ATR FT-IR spectra acquired from Nannochloropsis oculata grown
under 0.35 mM nitrate and 400 ppm CO2. The increase in the spectroscopic signal over time is
due to the accumulation of biomass on top of the ATR crystal. Such time-series of spectra
undergo a MCR-ALS to extract the spectroscopic signature and the time profile b(t) ( 14 ) of the
biomass accumulation [85].
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in (Chapter 4) was that this spectroscopic signature is dependent on the biomass’ chemical
environment and can be utilized for predicting concentrations of atmospheric CO2 and dissolved
nitrate. The sole spectroscopic MCR-factor has been matched with a single time profile (MCRfactor) which is also reasonable as the spectroscopic data were acquired from one chemically
static sample. However, spectroscopic baseline shifts had been observed, which were
incorporated as additional factors into the MCR algorithm in order to model them together with
the real spectroscopic profile. It was empirically found that incorporating a constant offset was
appropriate for this application and thus a total of two factors (of two spectral + temporal factor
pairs) have been utilized. One factor described the static spectroscopic signature which was
multiplied by a time profile describing the accumulation of biomass; the other factor (pair)
consisted of a horizontal line in the wavenumber direction multiplied by a second “time profile”.
This “time profile” consists of one number per spectrum that describes how much the
corresponding spectrum was shifted along the absorbance axis. After applying this MCR method,
the experimental data were reconstructed in order to assess the quality of the MCR
decomposition. In (Chapter 4), (Figure 10) compares a measured time-series of spectra with its
reconstruction from two MCR-factor pairs; typically, correlation factors ≥0.99 between
measured and reconstructed data sets had been achieved in this study.
Regarding microalgae’s chemical profile, it has been shown in (Chapter 4) the IR spectra of
N. oculata reproducibly reflect chemical conditions in the cells’ environment. This has been used
to predict nitrate concentrations in the cells’ aqueous growth environment and CO2
concentrations in the cultures’ headspace. This chapter focuses on the dynamics of biomass
formation and reports on how the chemical environment, namely the CO2 and nitrate
concentrations, impact physical and physiological parameters of microalgae and thus the biomass
production.
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5.2.

Theory

5.2.1. Modeling Biosediment Formation
Based on theoretical considerations [47, 75], a function b(t) ( 14 ) has been derived that describes
the time dependency of the biosediment formation on top of the ATR crystal. More precisely,
b(t) describes the increasing coverage of the ATR crystal’s surface with microalgae and thus the
increasing strength of the spectroscopic signal. Experimental values for b(t) are the time profiles
that have been extracted from the time-series of ATR FT-IR spectra by means of MCR. Since
MCR decomposes these time-series of spectra into a product of spectroscopic and time profiles,
there is an ambiguity which has been resolved here by normalizing the time profiles, b(t), to a
maximum of one. Thus, b(t) does not directly reflect the ATR surface area already covered with
biosediment but is proportional to that value.

𝑏(𝑡) = 𝑏max − 𝐶 ∙ {1 +

𝜌max − 𝜌0
𝜌max
∙ exp {
∙ 𝑔 ∙ (𝑡 − 𝑡0 )}}
𝜌0
𝜌max − 𝜌0

𝜌
−𝜌
−𝑆cell ∙𝑣sink ∙ max 0
𝑔

( 14 )
In ( 14 ), 𝑏max explains the relative maximum coverage of the ATR crystal and 𝐶 reflects the
remaining free area of the crystal at 𝑡 = 0 that is being covered by cells as time progresses. Thus,
the value of b(t) increases overtime (Figure 13 in Chapter 4). Since live cells continue to
multiply during the course of an experiment, 𝜌0 and 𝜌max indicate the culture’s cell density in
the ATR cuvette at the start and end of the monitored time period. 𝑆cell is a measure for the cell
size, 𝑡0 denotes the time point at which the cell covering of the ATR crystal commences, and
𝑣sink a cell’s sinking velocity (or buoyancy). Lastly, 𝑔 indicated the culture’s growth rate.
However, all of the aforementioned physiological parameters are unknown and are hypothesized
to be dependent on the cells’ chemical environment. In order to determine these parameters’
values and to test them for environmental impacts, the model equation ( 15 ) has been fitted to
time profiles b(t) ( 14 ).
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𝑏(𝑡) = 𝜃1 − 𝜃2 ∙ {1 + 𝜃3 ∙ exp{𝜃4 ∙ (𝑡 − 𝜃5 )}}

−𝜃6

( 15 )
Obtaining numerical values for the model parameters 𝜃1,⋯,6 from microalgal biomasses cultured
under different nutrient conditions then enables analyses of ambient impacts on the physiological
and/or biological properties they represent. For such interpretations, a hard-modeling
approach [83] is required. While three model parameters can be directly understood, i.e., 𝜃1 =
𝑏max , 𝜃2 = 𝐶, and 𝜃5 = 𝑡0 , the remaining three parameters necessitate more detailed
interpretations. 𝜃3 ( 16 ) explains a relative increase in cell concentration during the experiment.
𝜃4 ( 17 ) expresses the growth rate 𝑔 of the cell culture scaled by the final cell concentration
divided by the absolute gain in cell concentration. Interpreting 𝜃6 ( 18 ) is not straightforward as
it links cell size, buoyancy, and the culture’s growth rate. Nonetheless, to derive more intuitive
interpretations of the model parameters, 𝜃3 , 𝜃4 , and 𝜃6 have been merged as outlined in
equations ( 16 )–( 21 ). The product 𝜃3 ∙ 𝜃4 ( 19 ) describes the growth rate 𝑔 multiplied by a gain
factor in cell concentration 𝜌max /𝜌0 . The ratio 𝜃3 /𝜃6 ( 20 ) expresses the dynamics of area
coverage (𝑆cell ∙ 𝑣sink ), i.e., coverage per cell which arrive on top of the ATR crystal with a
certain sinking velocity, normalized by the growing cell concentration (𝑔/𝜌0 ). The product
𝜃4 ∙ 𝜃6 ( 21 ) expresses the dynamics of area coverage 𝑆cell ∙ 𝑣sink ∙ 𝜌max . Of these options, ( 19 )
is certainly the most straightforward one to interpret.

𝜃3 =

𝜌max − 𝜌0
𝜌0

→

𝜌max − 𝜌0 = 𝜃3 ∙ 𝜌0
( 16 )

𝜃4 =

𝜌max
∙𝑔
𝜌max − 𝜌0

→

𝜌max − 𝜌0 =

1
∙𝜌
∙𝑔
𝜃4 max
( 17 )

𝜃6 = 𝑆cell ∙ 𝑣sink ∙

𝜌max − 𝜌0
𝑔

→

𝜌max − 𝜌0 =

𝑔
∙𝜃
𝑆cell ∙ 𝑣sink 6
( 18 )

Set ( 16 ) equal to ( 17 ):
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𝜃3 ∙ 𝜌0 =

1
∙𝜌
∙𝑔
𝜃4 max

→

𝜃3 ∙ 𝜃4 =

𝜌max
∙𝑔
𝜌0
( 19 )

Set ( 16 ) equal to ( 18 ):

𝜃3 ∙ 𝜌0 =

𝑔
∙𝜃
𝑆cell ∙ 𝑣sink 6

→

𝜃3
1
𝑔
=
∙
𝜃6 𝑆cell ∙ 𝑣sink 𝜌0
( 20 )

Set ( 17 ) equal to ( 18 ):
1
𝑔
∙ 𝜌max ∙ 𝑔 =
∙𝜃
𝜃4
𝑆cell ∙ 𝑣sink 6

→

𝜃4 ∙ 𝜃6 = 𝜌max ∙ 𝑆cell ∙ 𝑣sink
( 21 )

As an additional option, the product 𝜃3 ∙ 𝜃4 ∙ 𝜃6 can be formed, which, however, does not offer a
straightforward interpretation:

𝜃3 ∙ 𝜃4 ∙ 𝜃6 =

𝜌max − 𝜌0
𝜌max
𝜌max − 𝜌0
∙
∙ 𝑔 ∙ 𝑆cell ∙ 𝑣sink ∙
𝜌0
𝜌max − 𝜌0
𝑔
=

𝜌max
∙ (𝜌max − 𝜌0 ) ∙ 𝑆cell ∙ 𝑣sink
𝜌0
( 22 )

5.2.2 Detecting Concentration Dependencies Among Model Parameters
Since the model function ( 15 ) is nonlinear in the model parameters 𝜃1,⋯,6 , nonlinear least
squares regression has to be applied which is hampered by the existence of numerous local
minima of the residual sum of squares (RSS). In nonlinear regression, the minimization of RSS
has to rely on iterative approaches which eventually will reach one of the said local RSS-minima.
Therefore, the fit solution depends on user-provided starting points of the iterative optimization.
This also means that different solutions can be found when starting an optimization from
different initial values. The choice of the starting point is thus not only crucial for the fit quality,
but also very challenging as in high-dimensional parameter spaces, a good initialization is
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usually not obvious. To deal with this situation, the methodology “guided random search” (GRS)
has been introduced [77] which is based on three steps: (1) for each of the R model parameters
θr=1,…,R , lower and upper boundaries are set based on chemical insights into a particular
application, i.e., min (𝜃𝑟 ) ≤ 𝜃𝑟 ≤ max(𝜃𝑟 ); (2) then, numerous test vectors θtest (𝑅×1) are
composed by uniformly sampling the R parameter ranges [min (𝜃𝑟 ), ⋯ , max (𝜃𝑟 )] followed by
computing the resulting RSS (θtest (𝑅×1) ). From these {θtest , RSS(θtest )} pairs, R probability
distribution functions (pdf) pdf(θr=1,…,R ) are derived, e.g. (Figure 19), which describe the
likelihood that a certain θr -value results in a low RSS. In this study, the chosen ranges
[min (𝜃𝑟 ), ⋯ , max (𝜃𝑟 )] have been discretized into 100 bins; (3) guided by these pdfs, more
θtest are successively sampled and if a new θtest result in a lower RSS(θtest ) than its
predecessor, the new θtest is retained as the current optimum; otherwise it is discarded.
Eventually, RSS(θtest ) reaches a semi-steady-state and the last/best θtest found serves as
initialization of a subsequent iterative RSS minimization. Obviously, the more different θtest are
probed in step (1), the more representative the resulting pdfs are and the more often these pdfs
are probed in step (3), the more likely it is that a good initialization is found. For this application,
10 million θtest were generated to build the pdfs which subsequently were probed 10 million
times. Such a high demand for computation time has been addressed by taking advantage of the
fact that multiple test points θtest can be independently analyzed in parallel on multiple
processors [48].
If shifts in the cells’ chemical environment impact the biomass formation b(t) ( 15 ), different
numerical values for θr are required to generate good fits and hence the pdfs(θr ) change. Since
nonlinear regression cannot guarantee to find the “true” θr , pdfs(θr ) rather than the fit
parameters themselves are being analyzed as discussed now. In the experimental section of this
chapter, the impacts of atmospheric [CO2] and dissolved [NO−
3 ] on the biomass formation have
been studied. This has been accomplished by preparing concentration series of both nutrients
followed by a MCR based extraction of the time profiles and nonlinear regression of ( 15 ) from
which pdf(𝜃𝑟=1,…,𝑅 ) result. In a following step, for each biomass sample, the values for each of
the R pdfs’ 100 bins could be plotted in 100 separate two-dimensional (2D) graphs (Figure 20,
dots). In these graphs, the x-axis displays the [CO2], the y-axis the [NO−
3 ], and the z-axis the
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Figure 19. The pdf(θ5 ) generated from fitting ( 15 ) to b(t) ( 14 ); the θ5 -range between the red
arrows indicated that portion of the pdf which reflects θ5 -values that have a high likelihood for
resulting in a good nonlinear fit [85].
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(A)

(B)

(C)

Figure 20. Raw data (dots) representing the values of θ4 in a given bin ( 17 ) and their relative
likelihood to result in a good fit of ( 15 ). The polynomial surface fit shows how bin #1’s (a)
values change due to changing concentrations of atmospheric CO2 and dissolved NO−
3 . (b,c)
Demonstration of how the values in bins 2 and 3 change respectively over the concentration
series. In other words, each surface represents the dependency of a given θ4 -value (or bin) on the
concentrations of CO2 and NO−
3 [85].
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pdf(θr ) values of a certain bin. Such 2D graphs have been studied because it has been
shown [75] that CO2 and NO3− have a combined impact on the cells. In order to probe for a
concentration dependency, 2D surfaces (linear ( 23 ) or quadratic ( 24 )) were fitted to the bin’s
values (Figure 20, fit surface). The reasoning behind this procedure is that a bin’s value changes
when pdf(θr ) shifts which in turn changes when different θr are required to fit b(t) ( 15 ) well.
𝜃𝑟 ([CO2 ], [NO3− ], bin #) = 𝑎0 + 𝑎1 ∙ [CO2 ] + 𝑎2 ∙ [NO3− ]
( 23 )
𝜃𝑟 ([CO2 ], [NO−
3 ], bin #)
2
= 𝑎0 + 𝑎1 ∙ [CO2 ] + 𝑎2 ∙ [NO3− ] + 𝑎3 ∙ [CO2 ]2 + 𝑎4 ∙ [CO2 ] ∙ [NO3− ] + 𝑎5 ∙ [NO−
3]
( 24 )
If a change of a pdf(θr ) occurs linear with [CO2], the surfaces’ parameter 𝑎1 ≠ 0. Similarly, a
linear change of a pdf(θr ) with [NO−
3 ] causes 𝑎2 ≠ 0. Quadratic impacts of either concentration
results in 𝑎3 ≠ 0 and 𝑎5 ≠ 0, respectively. Coupling between both nutrients’ impact would be
reflected in 𝑎4 ≠ 0. In order to test for a statistical significance of the surface fit parameters,
𝑎1,…,5, two ANOVA [79] analyses at 95% confidence have been performed: (1) the model
equation ( 23 ) is compared against a horizontal plane, i.e., θr ([CO2 ], [NO3− ], bin #) = a0 in
order to determine if the linear terms 𝑎1 and 𝑎2 improve the model. If so, there is a linear impact
of at least one of the nutrients; (2) model equation ( 24 ) is tested against model equation ( 23 ) to
determine whether there are quadratic influences of the nutrients onto θr and thus the biomass
formation. While this procedure can be done for each of the 100 surfaces originating from the
100 pdf(θr ) bins, the outcomes are only meaningful for the most likely θr values (e.g., the pdf
portion marked by red arrows in (Figure 19)). For each of the R model parameters θr , 100 values
for 𝑎1,…,5 result (one value for each bin) which can be plotted versus bin number, or more
meaningfully, versus the corresponding value of θr . In other words, the surface fit parameters
𝑎1,…,5 (equations ( 23 ) and ( 24 )) describe how a θr ’s likelihood changed as a function of the
chemical environment. If for instance a surface as shown in (Figure 20) curves up, the likelihood
that the θ4 corresponding to that bin is a good choice increases with increasing [NO−
3 ]. This is
also reflected by the decreasing relative likelihood in bins 2 and 3 (i.e., larger θ4 values) with
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increasing [NO−
3 ] (Figure 20, b and c). These three surfaces together reflect that the most likely
value for θ4 shifts towards smaller values as [NO3− ] increases.
In conclusion, in (Chapter 4) [75], it had been observed that the biofilm formation, i.e., the time
profile b(t) (equations ( 14 ) and ( 15 )) is impacted by the cells’ nutrient situation. However, it
has been beyond the scope of that chapter whether these impacts are statistically significant.
Moreover, this chapter is based on hard-modeling [83] and uses the six model parameters
θ1 , … , θ6 ( 15 ) and combinations thereof ( 19 )-( 22 ) that carry chemical/physical/physiological
meanings. Identifying which θ is changing as a function of nutrient concentrations then enables
an interpretation of how the biomass formation is governed by said parameters.

5.3.

Experimental

Starting cultures of Nannochloropsis oculata were obtained from The Culture Collection of
Algae at the University of Texas, Austin and grown as outlined in (Chapter 2). To examine the
effects of changing nitrate levels, five different concentrations (0.35 mM, 0.45 mM, 0.55 mM,
0.65 mM and 0.75 mM) were dissolved within the liquid growth medium. Five cultures per
nitrate concentration were provided with five different CO2 atmospheres in their headspace at
concentrations 200 ppm, 300 ppm, 400 ppm, 500 ppm, and 600 ppm, respectively. These CO2
concentrations were mixed and provided by the use of mass flow controllers (Sierra Instruments)
as explained in (Chapter 2). Thus, N. oculata cultures were exposed to a total of 25 different
chemical environments. Once a culture has reached a cell density sufficient for spectroscopic
analysis, it was transferred from the growth cabinet into a FT-IR spectrometer
(Bruker Vertex 70). This instrument was equipped with a custom-made horizontal ATR
accessory (Figure 6) that enabled the analysis of live algal cultures. After introducing a culture
into this accessory, they were analyzed as described in (Chapter 3). In order to assess the level of
reproducibly, replicate cultures were prepared and analyzed for 21 out of the aforementioned 25
different chemical conditions. A total of 46 spectroscopic time-series is the basis for
investigating the effects that different chemical environments have on the formation of
microalgal biomass.
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5.4.

Results and Discussion

5.4.1. Validation of the Achieved Quality of the Nonlinear Regression
To ensure the meaningfulness of these investigations, the quality of the nonlinear regression
results needs to be assessed. In addition to correlation coefficients and RSS values, the
accurateness of the model parameters’ chemical meaning sheds further light onto this. (Figure
13, Chapter 4) clearly demonstrates the high correlation and low RSS that has been achieved for
fitting ( 15 ) to time profiles. The chemical meaningfulness of these fits can straightforwardly be
demonstrated by means of the model parameter θ5 which estimates the time point 𝑡0 at which
biosediment began to accumulate on the ATR crystal. As mentioned in (Chapter 3), the initial
filling of the liquid cell with culturing medium and cells caused convection and thus noisy
spectra. Therefore, the first 200 mins had been omitted from these analyses and consequently,
θ5 = 200 min is the expected value. A representative pdf for θ5 as determined by GRS step (1)
(Section 5.2.2) is shown in (Figure 19) and features a high likelihood around 190 mins indicating
that most likely the biosediment formation started 190 mins before. This value is within 5% of
the experimental value of 200 mins, showing that the model correctly describes this parameter.
To further verify this finding and to confirm the nonlinear regression’s accuracy, various tests
were performed after removing different time spans from the beginning of the spectroscopic
time-series. It was found that the values of θ5 only deviated by 3-6% from the known starting
points.

Moreover, analyzing the polynomial surfaces ( 23 ) and ( 24 ) which describe the likelihood for
2
θ5 = 190 mins is not expected to reveal a significant dependency on [CO2 ], [NO−
3 ], [CO2 ] ,
− 2
[CO2 ] ∙ [NO−
3 ], or [NO3 ] .This expectation is based on the fact that, for all 46 samples the start of

biomass formation is only dependent on the time point when a sample is filled into the ATR
cuvette but not on the sample’s chemical composition. An ANOVA analysis confirmed that none
of the surfaces’ parameters’ a1,…,5 is significant.
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5.4.2. Assessing Impacts on Biosediment Formation
Linking the fit ( 15 ) to the model function ( 14 ) which explicitly describes the biosediment
formation in chemical, physical, and physiological terms enables an interpretation of the fit
parameters θ1,…,6 . θ1 describes the relative maximum coverage of the ATR crystal and θ2 the
initially remaining free area of the ATR crystal. As time progresses, θ2 is multiplied by a timedependent term, i.e., {1 + 𝜃3 ∙ exp{𝜃4 ∙ (𝑡 − 𝜃5 )}}

−𝜃6

which is qualitatively depicted in (Figure

21) for four different scenarios. Since the time-dependent function drops over time, it, when
multiplied by θ2 , describes a decrease in the remaining, uncovered ATR crystal surface. This in
turn explains a continuous increase of b(t) ( 15 ) as depicted in (Figure 13, Chapter 4). (Figure
22, a and b) show the pdfs for θ1 and θ2 , respectively. In these figures, the red arrows indicate
the values that have the highest likelihood to result in a good fit of ( 15 ). Such pdfs, all of which
comprise 100 bins, are generated for all 46 nutrient scenarios. For each of the 100 bins, a 2D
graph (Figure 20, dots) has been plotted each of which contains the 46 pdf values corresponding
to a certain bin. To these data points, a polynomial surface ( 23 )and( 24 ) has been fitted (Figure
20, fit surfaces) to derived fit parameters a0,…,5. (Figure 22, c and d) display a1 and a2 as a
function of θ1 and θ2 , respectively, along with red arrows which indicate ranges of the most
likely values for θ1 and θ2 . Only those values of a1 and a2 have a chemical relevance. ANOVA
analyses of a1,…,5 found that only 𝑎2 ≠ 0 which indicated that only [NO3− ] has an impact on the
values of pdf(θ1 ) and pdf(θ2 ) but neither of the following concentration terms: [CO2 ], [CO2 ]2 ,
− 2
[CO2 ] ∙ [NO−
3 ], [NO3 ] showed an impact. In the relevant ranges of both θ1 and θ2 , 𝑎2 > 0

which means that with increasing [NO−
3 ] the maxima of pdf(θ1 ) and pdf(θ2 ) become higher and
thus those θ1 and θ2 are getting more likely to result in good fits. On the other hand, for 𝜃1 ≳
0.5 and 𝜃2 ≳ 0.5, 𝑎2 < 0 indicating that those θ1 and θ2 are becoming less likely with
increasing [NO3− ]. Considering both aspects indicated that for increasing [NO3− ], smaller values
for θ1 and θ2 are becoming more likely.
Based on simulations (Figure 21), the impact of θ3,4,6 can be deduced; (1) if θ3 (relative gain in
cell concentration ( 16 )) is increased, the curve overall shifts downwards; however, a large
change in this parameter only translates into a minute shift; (2) if θ4 (~culture’s growth
rate ( 17 )) increases, the downward curvature increases; (3) if θ6 ( 18 ) increases, the curve
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−θ

6
Figure 21. Simulation of the time dependent term in ( 15 ), i.e., {1 + θ3 ∙ exp{θ4 ∙ (t − θ5 )}} .
Scenario 1 is the one that is most likely according to pdfs from which it can be concluded that
the coverage of the ATR element is a fairly slow process; scenarios 2-4 have been chosen to
visualize the impact of 𝜃3,…,6 onto the biomass formation [85].
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Figure 22. (a) pdf(θ1 ) relative maximum coverage of the ATR crystal; (b) pdf(θ2 ) remaining free
area of the ATR crystal at t = 0; both pdfs originate from a culture grown under 0.75 mM nitrate
and 200 ppm CO2. The red arrow indicates the θ-ranges that are most likely to result in a good fit
to ( 15 ). (c,d) The slope of a1 for [CO2] ( 23 ) and the slope a2 for [NO−
3 ] ( 23 ). Only a 2 , which
−
reflects shifts in pdf(θ1,2) that are linear in [NO3 ], has an impact; an ANOVA found that a1 does
not significantly differ from 0 [85].
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overall shifts downwards and the curvature increases; however, an increase in curvature requires
a considerable change in this parameter.
The model parameter θ3 , which describes the relative increase in cell concentration during the
experiment, was found (Figure 23) to have a large range of values that resulted in a good fit to
the model function ( 15 ). This finding is consistent with the simulations (Figure 21) which
determined that a large change in θ3 shifts only slightly the time-dependent term of b(t) up and
down. Therefore, θ3 is not a model parameter with a strong impact and thus GRS finds a wide
range of values that lead to a good regression result. Apparently, a relative increase in cell
concentration does not translate into a much faster coverage of the ATR crystal. (Figure 23) also
shows that as θ3 reaches 0, pdf(θ3 ) goes to 0 as well. This suggests that the cell concentration
increased during the experiment for all 46 chemical conditions. This agrees with the
experimental observations of algae cultures becoming a darker shade of green during the course
of the ATR FT-IR measurements.

Insights into the growth rate, 𝑔, can be gained from θ4 = ρ
together with θ3 =

ρmax −ρ0
ρ0

ρmax
max −ρ0

∙ g when considering it

. Since θ3 ’s likely value ranges in the hundreds (Figure 23), it can be

concluded that ρmax − ρ0 ≫ ρ0 or essentially ρmax ≫ ρ0 . From this follows that

ρmax
ρmax −ρ0

≈1

and hence θ4 ≈ g. Moreover, an ANOVA analysis showed that ( 24 ) significantly improved the
fit over ( 23 ) suggesting that there is a nonlinear dependency of this model parameter on the
− 2
nutrient condition. Among the values of the coefficients a1,…,5, only a2 , [NO−
3 ], and a 5 , [NO3 ] ,

(Figure 24, a) had any impact on the pdf(θ4 ). Both the linear, [CO2], and nonlinear, [CO2]2, as
well as the mixed term, [CO2]∙[NO−
3 ], had no impact. Hence, the growth rate of the culture is
only impacted by the concentration of dissolved nitrate but not on the atmospheric CO2 – at least
in the concentration ranges studied in this chapter. Since this is the second lowest bin, it can be
assumed that the pdf(θ4 ) maximum and thus the most likely value for θ4 increases. This is
consistent with the expectation that an increased nutrient availability results in an increased
growth rate 𝑔. (Figure 21, scenarios 1, 2, and 3) supports this, too, as the time dependent term of
b(t) drops faster with increasing values for θ4 .
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Figure 23. The pdf(θ3 ) which describes the relative increase in cell concentration within a
culture grown under 0.75 mM NO−
3 and 200 ppm CO2 [85].
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Figure 24. The slope analysis ( 24 ) for: (a) θ4 , which reflects the growth rate 𝑔, shows that there
is a linear and a quadratic impact of NO−
3 on pdf(θ4 ); (b) θ6 , which links cell size, buoyance,
absolute gain in cell concentration, and the cell’s growth rate, shows that there is a linear and a
quadratic impact of NO3− on pdf(θ6 ) [85].
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Information on some physical parameters of the algae cells, i.e., cell size and buoyancy, are
described by θ6 . This model parameter also ties in absolute gain in cell concentration and the
cell’s growth rate. For this parameter, an ANOVA analysis confirmed that ( 24 ) is a better
model than ( 23 ), and thus there is a quadratic concentration impact on pdf(θ6 ). On the other
hand, only a2 and a5 were found to have any influence on this parameter (Figure 24, b). From
information gained from θ3 and θ4 , it has been determined that (1) there is an increase in cell
concentration; and (2) this increase is due to the increasing nitrate concentration within the
growth medium. This information suggests that the value of

ρmax −ρo
g

within θ6 ( 18 ) would

increase with increasing nitrate.
Additional information can be gained by fusing multiple θr s together as outlined in ( 19 )-( 22 ).
As shown in (Figure 25, a), θ3 ∙ θ4 ( 19 ) which describes the maximum cell concentration
divided by the initial cell concentration multiplied by the growth rate, was also only impacted by
a2 and a5 . The combination of θ3 /θ6 ( 20 ) (Figure 25, b) which includes cell size, buoyancy,
the initial cell concentration, and the growth rate, was shown to only have a dependency on a2
and a5 , too. However, the resulting range of the x-axis for this combination is small so an
arbitrary axis has been assigned to zoom in to see the linear and nonlinear dependencies.
Furthermore, by means of an ANOVA analysis, it has been demonstrated that the combination
θ4 ∙ θ6 ( 21 ), which isolates the cell size, buoyancy, and maximum cell concentration, is only
linearly dependent on [NO−
3 ] (Figure 25, c). The combination θ3 ∙ θ4 ∙ θ6 ( 22 ) incorporates the
absolute gain in cell concentration, cell size, and buoyancy. This combination was also shown to
only have a linear dependency on [NO3− ] (Figure 25, d). It is interesting to note that in the
2
combinations ( 21 ) and ( 22 ) as the growth rate 𝑔 cancels, the nonlinear dependency on [NO−
3]

is no longer present (Figure 25, c and d). This is indicative that the nonlinear aspects of the
model parameters are introduced by the growth rate 𝑔.

5.5.

Conclusions

For predicting the future of ecosystems, it is important to understand the final storage place of
anthropogenic pollutants and their impacts on organisms living within these environments.
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Figure 25. Combining the θs in various ways (a-d; ( 19 )-( 22 )) provides greater insight into
what physical and biological parameters have dependence on carbon and/or nitrate
concentrations within the algal growth medium. Note: due to the numerical resolution of
(b) ( 20 ) being so low, an arbitrary axis was assigned in order to zoom in to reveal the linear and
nonlinear dependency on this θ-combination [85].
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Microalgae cells are ubiquitous in marine ecosystems and sequester large amounts of inorganic
pollutants out of the environment by transforming them into organic biomass. Thus,
phytoplankton have a considerable impact on the chemical composition of an ecosystem. This
study has developed a novel chemometric methodology and applied it to linking concentration
levels of inorganic pollutants such as atmospheric CO2 and dissolved nitrate to changes they
cause regarding physiological, physical, and biological parameters of the microalgae species
Nannochloropsis oculata.

This analysis technique is based on time-series of ATR FT-IR spectra acquired from microalgae
cultures exposed to 25 different chemical conditions. To these time-series, MCR-ALS has been
applied

to

extract

spectroscopic

and

time

profiles

which

contain

chemical

and

physiological/biological/physical information, respectively. Based on the latter, this chapter
investigated how the chemical ambience impacts the formation of algal biomass. For that
purpose, a theoretical equation has been deduced which links said time profiles acquired under
different chemical scenarios to a culture’s physiological parameters such as growth rate,
buoyancy, cell concentrations, etc.. This hard modeling approach has been demonstrated to be an
innovative avenue to study how the chemical ambience influences live biological samples. As a
proof-of-principle, the impacts of two anthropogenic pollutants, i.e., dissolved nitrate (0.35 –
0.75 mM) and atmospheric CO2 (200 – 600 ppm), have been analyzed regarding their impacts
on the production of marine microalgae and the cells’ aforementioned physiological properties.
The CO2 concentration range has been chosen to cover pre-industrial, current, and potential
future atmospheres. The nitrate range has been determined to be centered around standard algae
culturing procedures; in particular, the high end of the concentration range reflects conditions as
they may be encountered in highly over-fertilized agricultural areas from which harmful algae
blooms can result.

It was found that the chosen CO2 concentration range had no noticeable effect on the biomass
formation of N. oculata cells. The nitrate concentration on the other hand clearly influenced the
biomass formation and in particular a culture’s growth rate was strongly and nonlinearly
dependent on the availability of nitrate.
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6. Nonlinear Modeling of Microalgae’s Chemical
Adaptations to Changing Atmospheric Carbon
Dioxide Levels
This chapter is based on a publication by Zachary L. Ogburn and Frank Vogt:
Ogburn, Z. L. and Vogt, F., Nonlinear Modeling of Microalgae’s Chemical Adaptations to
Changing Atmospheric Carbon Dioxide Levels. Analytica Chimica Acta, 2018. submitted.

My primary contributions to this publication include: (i) development of the problem into a
work, (ii) development and design of the experimental procedures, (iii) conducting of the
experiments, (iv) processing and analyzing of experimental data, (v) most of the writing.

6.1.

Introduction

In order to understand how ecosystems adapt to changing levels of anthropogenic pollutants
being released it is important to investigate the chemical effects these pollutants have on
organisms living in these environments. Ubiquitous microalgae sequester inorganic compounds
from the environment to produce new algal biomass. In turn, this has direct impacts on the
chemical composition/conformation of ecosystems [33, 66, 67, 69]. This is important as some of
these inorganics are environmental pollutants, such as the greenhouse gas carbon dioxide, whose
effects on the environment, other than global warming and ocean acidification [86, 87], are not
fully understood [88]. It has also been reported [12, 71, 73, 75, 85] that microalgae exposed to
different chemical environments have different chemical compositions and feature variations in
physical and physiological parameters such as cell size, growth rate, buoyancy, etc. Therefore, it
is hypothesized here that information about the chemical adaptations/modifications by
microalgal biomass and these processes’ time scale/rate are encoded within changes of their
chemical signature. Insights into how these microalgal processes are affected by changing
environments will help to understand environmental consequences of pollutant releases. This is
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important as microalgae make the base of the food chain and any changes they experience also
effect the ecosystem. In addition, this could demonstrate the use of microalgae as real-time
monitors of environmental change.

This study is advancing on previous accomplishments [75, 85] by developing novel
spectroscopic methodologies and innovations in chemometric data analyses [83] for studying
how actively changing concentrations of anthropogenic pollutants affect the rates of chemical
reactions occurring inside microalgae. As a model system, the microalgae species
Nannochloropsis oculata has been selected as it is known for its high sensitivity to
environmental changes [49, 84]. To investigate the time scale/rate of chemical adaptations within
cells caused by dynamically changing environments, N. oculata cultures were grown under
known concentrations of atmospheric carbon dioxide [75] and then analyzed while adapting to a
different carbon dioxide level. Carbon dioxide indirectly acts as a nutrient as a CO2(g) ↔
HCO3(aq) (carbon source for algae) equilibrium is formed at the ocean surface. This means
changing concentrations of atmospheric carbon dioxide cause changes in the amount of
bicarbonate available to which the microalgae then adapt to. To analyze these adaptations, the
natural sinking of algae cells, which form a layer of biosediment, was taken advantage of. To this
end, a horizontal attenuated total reflection (ATR) setup has been selected to probe the chemical
composition of the algae as the biosediment layer forms on top of an ATR crystal and interacts
with the IR evanescence field. This then enabled the use of time-resolved, nondestructive, and
in-situ analyses of live microalgae cells via Fourier transform infrared (FT-IR) spectroscopy
within changing environments.

For this purpose, each experiment measuring the changing spectroscopic features that
dynamically changing atmospheric carbon dioxide levels cause, time-series of ATR FT-IR
spectra have been recorded. These time-series in-turn provide information on the rate at which
chemical modifications occur as algal cells adapt to changing conditions. It was shown in [75]
that algae analyzed under steady-state conditions exhibited different chemical signatures based
on the exposed chemical environment; therefore, the chemical environment induces chemical
modifications of the microalgal biomass that can be modeled as microalgae adapt from one
chemical condition to another.
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Based on the spectrochemical signature of microalgae, it has been shown that the concentrations
of atmospheric carbon dioxide and dissolved nitrate can be predicted [75]. Moreover, how these
compounds affect the various physical and physiological properties of algae have also been
studied [85]. This chapter focuses on using the chemical signature of microalgae to investigate
how microalgae can be used to actively monitor an environment, and how different
concentrations of atmospheric carbon dioxide drive rates of chemical modifications/adaptations
taking place within the cells.

6.2.

Experimental

Starting cultures of Nannochloropsis oculata were obtained from The Culture Collection of
Algae at the University of Texas, Austin. Small volumes of these starting cultures were then
inoculated in a growth medium (“enriched seawater, artificial water,” ESAW [15] buffered to a
pH of 8.2) and grown for a seven day period under continuous light at 20 ºC utilizing a
continuous culturing method outlined in [75] (Chapter 2). This culturing method was employed
to minimize changes in the cells’ chemical environment due to concentration decreases from
nutrient uptake from the culturing medium. This then established steady-state growth
environments to ensure measured spectroscopic shifts are not due to changing growth conditions.

To examine the effects that dynamically changing atmospheric carbon dioxide concentrations
have on modification/adaptation rates by N. oculata, cultures were grown under 300 ppm CO2
then suddenly exposed to, and analyzed at, 700 ppm CO2 and vice versa (700 ppm → 300 ppm).
This range of carbon dioxide levels was selected to represent prehistoric levels and potential
future situations if nothing is done to slow or reverse the amount being released into the
environment. Therefore, information can be gained on how marine ecosystems are responding to
currently increasing CO2 levels and how they might respond if this trend is reversed. To study
the effects of increasing/decreasing carbon dioxide, cultures were grown in a series of five
replicates per condition to account for slight biological differences that exist between separate
cultures. The atmospheric carbon dioxide levels were prepared by mixing synthetic air with
carbon dioxide by programmable massflow controllers (Sierra Instruments). The resulting air
mixtures were then continuously flushed over the headspaces of the cultures within their
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Erlenmeyer flasks to prevent changes in the CO2(g) ↔ HCO3(aq) equilibrium. To ensure that any
measured effects on the modification/adaptation rates were due to changes in carbon dioxide
levels alone, all other nutrient concentrations were kept constant by pumping fresh ESAW into
the flasks, accounting for nutrient consumption, by means of a programmable peristaltic
pump (Gilson miliplus 3). Thus, all replicate cultures were grown under known steady-state
environments preventing changes in the chemical signature, thus allowing any changes during
analysis to be attributed to the sudden carbon dioxide change.

Once a culture had reached a density that was sufficient for spectroscopic analyses, it was
transferred from the growth cabinet into a custom designed cuvette (Figure 7, Chapter 2) that has
been mounted on top of a germanium ATR crystal (Pike Technologies). This takes advantage of
the natural sinking of algae cells forming a layer of biosediment on top of the ATR element. This
then allows for the IR measurement to probe from underneath the algae cells minimizing the
absorbance impacts of water. The cuvette was then placed into a FT-IR spectrometer (Bruker
Vertex 70). Just as in the growth cabinet, massflow controllers provided the desired carbon
dioxide level and a peristaltic pump provided fresh ESAW to the cuvette allowing analyses of
algae adaptation to new carbon dioxide levels to be performed. To ensure that the microalgae
cultures were exposed to the changing chemical environment caused by suddenly adjusting the
atmospheric carbon dioxide concentration, a pair of motor driven propellers, controlled by
RaspberryPi software, were installed within the cuvette that would agitate the cells every six
hours. This time frame was selected as previous studies [75, 85] showed that the spectroscopic
signature would reach a max absorbance within this time. In addition, LED lights have been
arranged around the bottom of the cuvette to both attract microalgae towards the ATR crystal
and to provide light for photosynthesis.
ATR FT-IR analyses were then set to co-add 128 scans with 4 cm-1 resolution every four minuets
over the course of 48 hours. With the algae being resuspended every six hours by the propellers,
eight successive time-series of spectra, each of which revealing the biomass adaptations in
different time windows based on changing atmospheric carbon dioxide levels, were produced.
However, the initial settling of the algae between each resuspension seemed to cause some
convection preventing a stable biomass formation in the initial spectra collection for all eight
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time-series. Therefore, the first two hours of spectra in each of the acquired time-series were
omitted from further analyses because of low signal-to-noise ratios. Background spectra were
recorded from fresh ESAW containing the same nutrient concentrations as the cultures were
grown in. Additionally, the carbon dioxide level provided for background measurements was the
concentration that introduced a sudden change (i.e., 700 ppm for the 300 ppm → 700 ppm
analyses). The strongest spectroscopic features within the recorded time-series spectra were
found within the 1350 - 950 cm-1 wavenumber range which was also free of absorbance bands
originating from remaining water. Thus, this range was used for analyses of chemical
modification/adaptation rates.

In order to assess the reproducibility of the modification/adaptation rates of microalgae to a new
chemical environment, five replicate cultures for each shift in carbon dioxide situation, e.g.
300 ppm → 700 ppm, were analyzed. These analyses then served to assess how changing carbon
dioxide levels affected the modification/adaptation rates and on what time scale. Also, to
demonstrate that there was no change in the modification/adaptation rate within the cultures
themselves, replicate cultures grown and analyzed at 700 ppm CO2 were performed. Providing
no change in the carbon dioxide concentration should result in no change in the adaptation rate
and provide a baseline for comparison.

6.3.

Theory

Based on theoretical considerations [47, 48, 85], a model function, 𝑌(𝑣̃, 𝑡) ( 25 ), has been
derived which describes the dynamic adaptation of the chemical composition of microalgal
biomass to shifts in their chemical environment. From this model, information about the time
dependency of accumulation on top of the ATR crystal, 𝑏(𝑡), the decrease in spectroscopic
signal components due to the consumption of reactants, 𝑅(𝑣̃, 𝑡), the increase in spectroscopic
components due to product formation, 𝑃(𝑣̌, 𝑡), the spectroscopic components of static
compounds, 𝑆(𝑣̃), as well as a spectroscopic offset can be derived.
𝑌(𝑣̃, 𝑡) = 𝑏(𝑡) ∙ [𝑅(𝑣̃, 𝑡) + 𝑃(𝑣̃, 𝑡) + 𝑆(𝑣̃)] + 𝑜𝑓𝑓𝑠𝑒𝑡
( 25 )
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An in-depth analysis [85] (Chapter 5) of 𝑏(𝑡) shows that it describes the increasing coverage of
the ATR crystal with microalgae and thus the increasing ATR signal over time. However, 𝑏(𝑡)
does not contain any chemical information related to the modification/adaptation rates of
reactions occurring within the cells and therefore not relevant in this study. Therefore, focus here
is on a more detailed interpretation of 𝑅(𝑣̃, 𝑡), 𝑃(𝑣̃, 𝑡), and 𝑆(𝑣̃).

Changing the chemical conditions of the environment in which cultures were grown implies that
there will be changes in the consumption and production rates of reactants (nutrients) and
products respectively. Over time, the biomass’ spectroscopic signature changes due to shifting to
a new chemical environment (Figure 26). These shifts are caused by reactants and products, i.e.
compounds within the biomass, being consumed and/or being formed. Modeling these rates is
not straightforward as the reaction orders of reactions occurring within the cells are unknown and
multiple reactions could be taking place simultaneously. To this end, exponential functions were
empirically selected as exponential processes are seen throughout nature [89]; thus, an
exponential decay function describes the decaying spectroscopic components of reactant
consumption ( 26 ) and an exponential growth function describes the spectroscopic components
arising due to product formation ( 27 ). In addition, ( 28 ) describes static spectroscopic
contributions of analytes within the cell that do not participate in any reaction. These equations
contain wavenumber dependent model parameters 𝜃7 ,…, 𝜃11 , whose values will be determined
by nonlinear regression of the model function ( 25 ) to the experimental time-series of ATR FTIR spectra.

𝑅

𝑅

𝑅(𝑣̃, 𝑡) = ∑ 𝐴𝑟 (𝑣̃) ∙ [1 − exp(−𝑆𝑟 (𝑣̃) ∙ 𝑡)] = ∑ 𝜃7,𝑟 (𝑣̃) ∙ [1 − exp(−𝜃8,𝑟 (𝑣̃) ∙ 𝑡)]
𝑟=1

𝑟=1

( 26 )

𝑃

𝑃

𝑃(𝑣̃, 𝑡) = ∑ 𝐴𝑃 (𝑣̃) ∙ exp(−𝑆𝑝 (𝑣̃) ∙ 𝑡) = ∑ 𝜃9,𝑝 (𝑣̃) ∙ exp(−𝜃10,𝑝 (𝑣̃) ∙ 𝑡)
𝑝=1

𝑝=1

( 27 )
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(A)
2 HR – 6 HR

(B)
8 HR – 12 HR

(C)
14 HR – 18 HR

(D)
20 HR – 24 HR

(E)
26 HR – 30 HR

(G)
38 HR – 42 HR

(F)
32 HR – 36 HR

(H)
44 HR – 48 HR

Figure 26. Eight measured time-series of ATR FT-IR spectra of Nannochloropsis oculata grown
under 300 ppm CO2 showing the spectroscopic changes as the culture adapts to 700 ppm CO2
over a 48 hour period.
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𝐴𝑆 (𝑣̃) = 𝜃11,s (𝑣̃)
( 28 )
These model parameters, 𝜃7 , … , 𝜃11 , as written above in equations ( 26 )-( 28 ), describe the
consumption of one reactant and formation of one product. The description of more reactants and
products would involve the addition of four additional model parameters per reactant/product
pair into the model function. The model parameters, 𝜃7,𝑟=1,⋯,𝑅 and 𝜃9,𝑝=1,⋯,𝑃 , representing the
spectroscopic contributions at each wavenumber, are described by the max absorbance, 𝐴𝑟 and
𝐴𝑝 , of the reactants and products. The reactant consumption and product formation time
constants, 𝜃8,𝑟=1,⋯,𝑅 and 𝜃10,𝑝=1.⋯,𝑃 , represent the steepness, 𝑆𝑟 and 𝑆𝑝 , of the exponential
functions ( 26 ) and ( 27 ). The values of 𝐴𝑟 and 𝐴𝑝 can range from zero (representing no
spectroscopic contribution) to the overall maximum measured absorbance (representing total
spectroscopic contribution) from the time-series spectra. Larger values of 𝐴𝑟 and 𝐴𝑝 represent
larger contributions to the absorbance spectra whereas, smaller values represent less
contribution. 𝑆𝑟 and 𝑆𝑝 can have a large range of values themselves with larger values indicating
faster reactant/nutrient consumption or product formation. The spectroscopic offset ( 28 ), has
been described by a zeroth order polynomial as the offset has been found to be constant over
time [75] meaning it is only wavenumber dependent. The abovementioned model parameters,
𝜃7 , … , 𝜃11 , are also wavelength dependent and their values are calculated for each wavenumber
individually. This means that the total number of model parameters in this application could be
staggering. Nonetheless, the total number of model parameters can be calculated by ( 29 ) which
shows the six parameters from 𝑏(𝑡) ( 25 )being added to the product of the number of included
wavenumbers, N, with the sum of the two parameters per reactant, R, two per product, P, one
from the static components, S, and one from the spectroscopic offset. For this study, only one
product and reactant were modeled over 207 wavenumbers producing 1248 model parameters.

# of Model Parameters = 6 + N [ 2R + 2P + S + offset ]
( 29 )
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Over the 207 wavenumbers that were included in this study, three surfaces (Figure 27) could be
deduced by fitting the model function ( 25 ) to the measured time-series of ATR FT-IR spectra
that visually describe reactant (nutrient) consumption, product formation, and static compounds.
These surfaces show the expected trends of constant absorbance from static compounds present
(Figure 27, B), decreasing amounts of reactants (due to consumption) (Figure 27, C), and the
increase in products (due to formation) (Figure 27, D). Also, since only one product and one
reactant were modeled, the corresponding surfaces collectively describe all the reactants and
products taking place in reactions within the microalgae cells.

In order to initialize the fit of the model function ( 25 ) to the measured time-series of ATR FTIR spectra, initial guess values, which are critical to a “good” fit, must be provided for all
1248 ( 29 ) model parameters. However, initial values for these parameters are not obvious, and
so initial values are randomly selected and then optimized through an iterative nonlinear
regression process as the model function ( 25 ) is nonlinear in all model parameters. Nonlinear
regression is hampered by the numerous local minima which exist within the residual sum of
squares (RSS) whose minimization relies on iterative approaches which, over time, will reach
one of these local minima based on the randomly selected starting values of the model
parameters. This also means that different solutions can be found from different initial values. To
deal with the problems of a “good” initial guess of the parameter values and the multiple local
minima that exist in this study, the methodology “guided random search” (GRS) has been
implemented [77] which is based on three steps: (1) for each of the model parameters, lower and
upper boundaries are selected based on chemical insights; (2) then, numerous test vectors are
derived by uniformly sampling the set parameter ranges and calculating the RSS for each. From
these vector/RSS pairs, probability distribution functions (pdf’s) are derived that describe the
likelihood that certain values will result in a low RSS. In this application, the pdf’s have been
discretized into 100 bins; (3) guided by these pdf’s, more test vectors are sampled and if a new
vector produces a lower RSS than its predecessor, then it is retained as the current optimum;
otherwise it is discarded. Eventually, the RSS values of the test vectors reach a semi-steady-state
and the best test vector serves as the starting point of a subsequent, iterative RSS minimization.
Obviously, the more test vectors probed in step (1), the more representative the pdf’s are and the
more these pdf’s are probed in step (3), the more likely it is that a good initialization is found.
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(A)

(B)

(C)

(D)

Figure 27. (A) Shows the measured time-series ATR FT-IR spectra of Nannochloropsis oculata
grown under 300 ppm CO2 during its first six hours of adapting to 700 ppm CO2. The increasing
absorbance is a result of continued accumulation of biomass as time passes (B) Shows the
spectroscopic contribution of the static components ( 28 ) to (A) during this adaptation. (C)
Shows the decreasing spectroscopic contribution of reactant consumption ( 26 ) to (A). (D)
Shows the increasing spectroscopic contribution due to the formation of products ( 27 ) to (A).
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For this study, one million test vectors were derived to build the pdf’s which were then probed
one million more times. The calculation of this number of vector/RSS pairs has a large demand
for computational power that has been addressed by analyzing different test vectors
independently on multiple processors in parallel [48].

6.4.

Results and Discussion

6.4.1. Validation of Experimental and Chemometric Methods
To ensure the meaningfulness of these investigations, the quality of both the experimental setup
and the nonlinear regression results need to be assessed. The N. oculata cultures that were grown
and analyzed under 700 ppm CO2, i.e. in absence of environmental shifts, serve as the control
cultures to validate experimental design. Since these replicate cultures were analyzed under
steady-state conditions, the eight time-series ATR FT-IR spectra collected over the 48 hour
period should all contain similar spectroscopic features. This is due to the cultures not
experiencing any chemical shifts and therefore not undergoing any adaptations. It was found, by
calculating the correlation between each time-series spectra, by unfolding each spectra into one
long vector, that the average correlation was 95.1 indicating that the time-series spectra for all
replicates in steady-state conditions show similar spectral features. Compared to the average
correlation between time-series spectra from replicate cultures grown under 300 ppm CO2 then
analyzed under 700 ppm of 82.4 and from cultures grown under 700 ppm then analyzed under
300 ppm of 91.5, it has been shown that the experimental setup has little impact on the biomass’
chemical signature. This means that any measured spectroscopic changes are due to suddenly
changing the atmospheric carbon dioxide levels. It is interesting to note here that visually, and
supported by the above correlations, there are more spectroscopic shifts due to an increase in
carbon dioxide than a decrease.

To show that the propellers are resuspending the algae cells when they engage, ensuring the
biosediment layer formed on top of the ATR crystal (now ~1 in below the atmosphere-water
interface), a time-series spectra that includes the time frame when the propellers engaged was
collected (Figure 28). This shows the sharp decrease in measured absorbance due to the
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Figure 28. Time-series spectra of Nannochloropsis oculata grown under 300 ppm CO2 and
analyzed under 700 ppm showing the sharp decrease in measured absorbance due to the
propellers mounted inside the analysis cuvette resuspending the layer of biosediment ensuring
the cells are being exposed to the new chemical condition.
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biosediment layer being removed from the ATR crystal, and proves that the algae are in fact
being exposed to the changing carbon dioxide levels every six hours.

Validation of the chemometric nonlinear regression used in this study is done by two means, (1)
analyzing the correlation coefficients and the RSS as obtained from fitting the model
function ( 25 ) to the measured time-series spectra, and (2) evaluating the reproducibility of the
model parameters’ values. Correlation coefficients between the model function fit and the
measured data ranged from 0.89 to 0.99 with the average correlation being 0.98. The average
RSS value over all the replicate samples is 0.00408. With this high correlation coefficient and
low RSS it has been assessed that the model function accurately models the measured time-series
spectra.

To address the local minima problem (values of the sum-of-squared error that are not the overall
minimum [77]) associated with nonlinear regression in reproducing values of the model
parameters, the same data set of time-series spectra was analyzed different times to produce five
separate values of the 1248 model parameters. From these replicate calculations, the values of
𝜃7 , … , 𝜃1248 , which only reflect spectroscopic information, were plotted against each other to
determine the slope, representing any systematic error between replicates, and the intercept,
revealing any offsets in the parameter sets, by means of fitting a straight line (Figure 29, a).
Resulting slopes have values just above 1 and intercepts on the order of -5.0 x 10-5, indicating
that a small amount of error has been introduced from the chemometric method used and that a
high level of reproducibility of nonlinear regression is given here. In addition, the values of
𝜃7 , … , 𝜃1248 from two replicate cultures grown and analyzed under the same conditions were
plotted in the same manner (Figure 29, b). The slope between culture replicates were also
determined to be slightly larger than 1 and have intercept values -3.0 x 10-3, indicating small
amounts of error and high reproducibility among replicate cultures as well. Thus, these tests
validate the nonlinear chemometric method used in this study.

6.4.2. Assessing Spectroscopic Contributions of Reactants and Products
The recorded time-series spectra collectively describe the declining contributions from the
consumption of reactants, the increasing contributions from product formation, and steady-state
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Figure 29. (A) Shows the slope and intercept calculation from the values of 𝜃7 , … , 𝜃1248 of two
replicate chemometric calculations on the same data set. (B) Shows the same for replicate
cultures of Nannochloropsis oculata grown and analyzed under the same conditions. The slopes
show high reproducibility in both the chemometric method used and between the cultures
themselves and the intercepts show that small amounts of error are introduced.
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contributions from compounds that are neither reactants nor products (static). The degree of each
factor’s contribution can be deduced from parameters within the model function, namely 𝐴𝑟 , 𝐴𝑝 ,
and 𝐴𝑠 which describe the max amplitude at each wavenumber as outlined in equations ( 26 )( 28 ). As shown in (Figure 30), the static compounds, not participating in any reactions,
contribute the most to absorption measurements and tend to exceed, by a factor of 2-4, the
contributions from the reactants and products. This holds true for the majority of recorded timeseries ATR FT-IR spectra during the first hours of adaptation. Even though they are not being
used, there is a noticeable decrease in the static compound’s contribution as the 48 hour
adaptation time frame passes in both the steady-state (Figure 31, top row) and 300 ppm →
700 ppm (Figure 31, middle row) situations. For the steady-state condition this shows that there
are possible changes in the environment immediately surrounding the cells (microenvironment)
even though the macroenvironment is in a steady-state. This trend from suddenly increasing the
carbon dioxide level suggests that as adaptation continues there are more reactants and products
present within the cultures showing increased activity of the microalgae cells. These
interpretations are supported by the contribution values from reactants (Figure 32) and
products (Figure 33) having the largest contribution, as compared to static compounds, at the end
of adaptation for these carbon dioxide situations. However, in the 700 ppm → 300 ppm (Figure
31, bottom row) situation there is no increase or decrease in the static compound’s contribution
over time with this contribution remaining the largest throughout the entire 48 hour adaptation
period. This suggests that when subjected to a sudden decrease in atmospheric carbon dioxide
the microalgae cells have less reactants available, due to changes in the CO2(g) ↔ HCO3(aq)
equilibrium, which in turn results in fewer products.

To analyze how the absorption contributions from the reactants ( 26 ) and products ( 27 ) change
as

the

microalgae

cultures

adapt

to

dynamically

changing

environments,

i.e.

increasing/decreasing atmospheric carbon dioxide levels, the values of 𝐴𝑟 and 𝐴𝑝 for both
situations will be compared to the steady-state control (700 ppm ↔ 700 ppm) (Figure 32 and
Figure 33, top row) at each six hour time window. It was found among all replicate cultures for
the three different carbon dioxide situations that as time passes the absorption contributions from
reactants (Figure 32) and products (Figure 33) decrease. This suggests that when increasing the
CO2 level reactants are in excess and not being used as much resulting in less products. From
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Figure 30. Shows the absorption contributions, 𝐴𝑟 , 𝐴𝑝 , and 𝐴𝑠 , to the measured time-series
spectra of Nannochloropsis oculata, grown under 300 ppm CO2 and analyzed under 700 ppm,
from reactants ( 26 ), products ( 27 ), and static compounds ( 28 ). Here it is seen that the
majority of contribution is from static compounds which is the case for the majority of measured
time-series spectra in this study.
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44 hr – 48 hr

700 ppm – 300 ppm

300 ppm – 700 ppm

700 ppm – 700 ppm

2 hr – 6 hr

Figure 31. Shows the difference in the absorption contributions due to static compounds, θ11,
from the start of the adaptation period to the end for the steady-state 700 ppm ↔ 700 ppm
(top row), the 300 ppm ↔ 700 ppm (middle row), and the 700 ppm ↔ 300 ppm (bottom row)
carbon dioxide situations. The shaded areas indicate the error as obtained from replicate cultures.
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44 hr – 48 hr

700 ppm – 300 ppm

300 ppm – 700 ppm

700 ppm – 700 ppm

2 hr – 6 hr

Figure 32. Shows the difference in the absorption contributions due to reactants, θ7 from the start
of adaptation to the end of adaptation for the steady-state 700 ppm ↔ 700 ppm (top row), which
are a factor of 2-4 lower compared to the 300 ppm ↔ 700 ppm (middle row), and the
700 ppm ↔ 300 ppm (bottom row) carbon dioxide situations. The shaded areas indicate the
error as obtained from replicate cultures.
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44 hr – 48 hr

700 ppm – 300 ppm

300 ppm – 700 ppm

700 ppm – 700 ppm

2 hr – 6 hr

Figure 33. Shows the difference in the absorption contributions due to products, θ9, from the start
of adaptation to the end of adaptation for the steady-state 700 ppm ↔ 700 ppm (top row), which
are a factor of 2-4 lower compared to the 300 ppm ↔ 700 ppm (middle row), and the
700 ppm ↔ 300 ppm (bottom row) carbon dioxide situations. The shaded areas indicate the
error as obtained from replicate cultures.
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decreasing the CO2 level, reactants are naturally decreased by changes in the CO2(g) ↔ HCO3(aq)
equilibrium, again resulting in less products. Comparing the first six hour time window to the
last for the control condition of 700 ppm ↔ 700 ppm there is a correlation in the high 80’s
between the start and end of adaptation (Figure 32 and Figure 33, top row). This suggests that
there is little change in what compounds are acting as reactants and products while in a steadystate environment
Looking at the differences in the 300 ppm ↔ 700 ppm (Figure 32 and Figure 33, middle row)
and the 700 ppm ↔ 300 ppm (Figure 32 and Figure 33, bottom row) situations, there are
predominant peaks present within the first six hours of adaptation which disappear to almost a
flat line in the last six hours of adaptation. This disappearance of features is gradual as the
48 hour adaptation period passes and suggests that there is a larger amount of reactants and
products present at the beginning of adaptation (especially in the 1150 – 950 cm-1 region).
Correlations in the low 60’s between the start and end of adaptation for these two situations
clearly show that there are changes in absorption contributions for both reactants and products
between these time windows. It is also shown that the amount of reactant (Figure 32) and
product (Figure 33) compounds present are approximately equal, based on values of 𝐴𝑟 and 𝐴𝑝 ,
across the analyzed region at the end of adaptation for both increasing and decreasing carbon
dioxide levels. At a first glance, this suggests that there are the same amount of reactant and
product compounds absorbing at each of the analyzed wavenumbers. However, many
compounds could exhibit overlapping absorbances meaning one reactant/product could have a
higher concentration than another.

In a direct comparison between the dynamically changing (increasing/decreasing) carbon dioxide
levels to the steady-state condition further insight is gained on how the amount of reactants and
products present change due to suddenly changing CO2 levels. It was first determined that
𝐴𝑟 ( 26 ) and 𝐴𝑝 ( 27 ) of the reactants and products were significantly different from the steadystate values at both the start and end of adaptation. This was determined by means of a t-test
(95% confidence) of the average values of 𝐴𝑟 and 𝐴𝑝 at each wavenumber as obtained from
replicate cultures. It was then shown that for both reactants (Figure 34, top row) and
products (Figure 35, top row) the beginning stages of adaptation displayed increased amounts of
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Reactant Amplitudes
44 hr – 48 hr

700 ppm – 300 ppm

300 ppm – 700 ppm

Reactant Amplitudes
2 hr – 6 hr

Figure 34. A direct comparison of reactant amplitudes from the increasing
(300 ppm → 700 ppm) (top row) and the decreasing (700 ppm → 300 ppm) (bottom row)
carbon dioxide situations compared to the steady-state (700 ppm ↔ 700 ppm) (red line)
situation. A value of 1 shows a significant increase at a given wavenumber and a value of -1
shows a significant decrease. The left and right columns show the differences between the
beginning and end of the 48 hour adaptation period.
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Product Amplitudes
44 hr – 48 hr

700 ppm – 300 ppm

300 ppm – 700 ppm

Product Amplitudes
2 hr – 6 hr

Figure 35. A direct comparison of product amplitudes from the increasing
(300 ppm → 700 ppm) (top row) and the decreasing (700 ppm → 300 ppm) (bottom row)
carbon dioxide situations compared to the steady-state (700 ppm ↔ 700 ppm) (red line)
situation. A value of 1 shows a significant increase at a given wavenumber and a value of -1
shows a significant decrease. The left and right columns show the differences between the
beginning and end of the 48 hour adaptation period.
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reactants and products present in the culture across all wavenumbers for the 300 ppm →
700 ppm situation. At the end of the adaptation period, various wavenumbers in the 1350 –
950 cm-1 region showed less reactants and products in the culture. However, there was still an
overall decrease in the products due to increasing the carbon dioxide level. The 700 ppm →
300 ppm situation, once again shows an increase in the number of reactants (Figure 34,
bottom row) and products (Figure 35, bottom row) present in the culture with an exception of
the 1050–975 cm-1 region which features a decrease. However, at the end of the 48 hour
adaptation, there is a decrease in the amount of reactants and products across all wavenumbers.
This suggests that when N. oculata cultures are exposed to decreased atmospheric carbon dioxide
levels the microalgae cells become less active due to a decrease in products present, whereas
cultures exposed to an increase seem to become more active.

6.4.3. Assessing the Effects of Changing CO2 Levels on Reactant Consumption and
Product Formation
To determine how reactant consumption and product formation change as algal cultures of N.
oculata adapt to changing atmospheric carbon dioxide levels 𝑆𝑟 ( 26 ) and 𝑆𝑝 ( 27 ), as
determined from increasing and decreasing the CO2 level, will be compared to these values
derived from a steady-state (700 ppm ↔ 700 ppm) condition. The average values of 𝑆𝑟 , and 𝑆𝑝
from replicate cultures, which are calculated from fitting the model function ( 25 ) to the
measured ATR FT-IR spectra, then underwent a t-test (95% confidence). It was found that the
values for reactant consumption, 𝑆𝑟 , and product formation, 𝑆𝑝 , for the increasing (300 ppm →
700 ppm) and decreasing (700 ppm → 300 ppm) carbon dioxide situations were statistically
different from the steady-state control and each other. This shows that changing the carbon
dioxide level change the values of 𝑆𝑟 and 𝑆𝑝 with these changes differing for the two
(increasing/decreasing) conditions. Overall, the rate values for reactant consumption and product
formation range from 0.045 to 0.055 across all replicates for all three carbon dioxide situations.
However, these values change for each wavenumber as time passes for the steady-state control
values and for the increasing and decreasing carbon dioxide situations as shown in (Figure 36
and Figure 37). It is interesting to note that over the 48 hour adaptation for the steady-state
cultures the values are statistically different from beginning to end. This suggests that even
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44 hr – 48 hr

700 ppm – 300 ppm

300 ppm – 700 ppm

700 ppm – 700 ppm

2 hr – 6 hr

Figure 36. Comparison of the reactant consumption from the start of adaptation (left column) to
the end of adaptation (right column) for the steady-state (700 ppm ↔ 700 ppm) (top row),
increasing (300 ppm → 700 ppm) (middle row), and decreasing (700 ppm → 300 ppm)
(bottom row) atmospheric carbon dioxide situations. The shaded areas indicate the error as
obtained from replicate cultures.
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44 hr – 48 hr

700 ppm – 300 ppm

300 ppm – 700 ppm

700 ppm – 700 ppm

2 hr – 6 hr

Figure 37. Comparison of product formation from the start of adaptation (left column) to the end
of adaptation (right column) for the steady-state (700 ppm ↔ 700 ppm) (top row),
increasing (300 ppm → 700 ppm) (middle row), and decreasing (700 ppm → 300 ppm)
(bottom row) atmospheric carbon dioxide situations. The shaded areas indicate the error as
obtained from replicate cultures.
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though the macro-environment (the entire culture) is held at steady-state, due to experimental
design, there are changes within the cells’ micro-environment (area immediately surrounding the
cells) as the biosediment layer forms, to which they must adapt. This then causes differing values
of 𝑆𝑟 and 𝑆𝑝 (Figure 36 and Figure 37, top row). Because of these micro-environment changes,
the consumption and formation values for both increasing and decreasing carbon dioxide
conditions cannot be compared to the steady-state values as a whole. Instead, the values of 𝑆𝑟
and 𝑆𝑝 , for any given time window, must be compared to the values corresponding to the same
time window of the steady-state control samples. This then accounts for micro-environment
changes within the cultures exposed to dynamically changing CO2 levels as well. This also
means that the changes in values due to increasing (Figure 36 and Figure 37, middle row) and
decreasing (Figure 36 and Figure 37, bottom row) the carbon dioxide level are superimposed
with these inherent changes the exist naturally in the cells’ micro-environment.
Comparing the rates of reactant consumption, 𝑆𝑟 (Figure 38), and product formation, 𝑆𝑝 (Figure
39), obtained from increasing and decreasing the carbon dioxide level, and how they differ from
a steady-state environment was done by determining at which wavenumbers there was an
observed increase or decrease. Increasing the carbon dioxide level from 300 ppm to
700 ppm (Figure 38, top row) caused an increase in reactant consumption, 𝑆𝑟 , at 137
wavenumbers within the 1350 – 950 cm-1 range showing that initial adaptation involved a faster
consumption of reactants. However, as the 48 hour adaptation window progressed, this then
changed with there being a decrease in consumption across 126 wavenumbers in the studied
range. A similar trend also exists in product formation, 𝑆𝑝 (Figure 39, top row), with 158
wavenumbers exhibiting an increase at the start of adaptation. The end of adaptation for this
situation also showed majority of the wavenumbers having an increased product formation.
These values show that as the cultures of N. oculata adapt to an increased level in atmospheric
carbon dioxide the formation of products is favored over the consumption of reactants as time
passes. This is possibly due to an increase in bicarbonate that results from increased carbon
dioxide gas meaning that there is now a surplus and less need for the cells to consume. The
trends in reactant consumption, 𝑆𝑟 , and product formation, 𝑆𝑝 , for the decreasing (700 ppm →
300 ppm) situation show an increase and decrease in approximately 50% of the wavenumbers for
consumption (Figure 38, bottom row) and a majority of the wavenumbers showing an increase
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Reactant Consumption
44 hr – 48 hr

700 ppm – 300 ppm

300 ppm – 700 ppm

Reactant Consumption
2 hr – 6 hr

Figure 38. A direct compression of reactant consumption from the increasing
(300 ppm → 700 ppm) (top row) and the decreasing (700 ppm → 300 ppm) (bottom row)
carbon dioxide situations compared to the steady-state (700 ppm ↔ 700 ppm) (red line)
situation. A value of 1 shows a significant increase at a given wavenumber and a value of -1
shows a significant decrease. The left and right columns show the differences between the
beginning and end of the 48 hour adaptation period.
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Product Formation
44 hr – 48 hr

700 ppm – 300 ppm

300 ppm – 700 ppm

Product Formation
2 hr – 6 hr

Figure 39. A direct compression of product formation from the increasing (300 ppm → 700 ppm)
(top row) and the decreasing (700 ppm → 300 ppm) (bottom row) carbon dioxide situations
compared to the steady-state (700 ppm ↔ 700 ppm) (red line) situation. A value of 1 shows a
significant increase at a given wavenumber and a value of -1 shows a significant decrease. The
left and right columns show the differences between the beginning and end of the 48 hour
adaptation period.
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in product formation (Figure 39, bottom row) during the initial stages of adaptation. Towards
the end of adaptation there is a shift in reactant consumption with 126 wavenumbers showing an
increase, and product formation still showing an increase in majority of the wavenumbers. This
suggests that the microalgae cells adapt to a decrease in atmospheric carbon dioxide by
increasing reactant consumption which in-turn increases product formation.
6.4.4. Relating Absorbance Contributions to Reactant Consumption and Product
Formation Rates
It can be seen by comparing the amplitudes of the reactants, 𝐴𝑟 (Figure 34, top row), with the
reactant consumption, 𝑆𝑟 (Figure 38, top row), for the increasing (300 ppm → 700 ppm)
condition that an increased amount of reactants present in the environment correlates to an
increased consumption in the initial time frame of adaptation. This is also shown in the products
with increased amounts of products, 𝐴𝑝 (Figure 35, top row), at the beginning of adaptation
equating to a higher product formation rate, 𝑆𝑝 (Figure 39, top row). However, at the end of the
adaptation period there are still more reactants present as compared to the steady-state but the
reaction consumption slows. This is thought to be due to the cells not consuming reactants as fast
as they are in excess. The amount of products present at the end of adaptation also agree with the
corresponding product formation rate as wavenumbers that still show increased amounts of
products also show increased formation rates and vice versa. The slight shifts in absorbance from
the reactants to the products could arise from chemical changes between reactants and products.
Additionally, these shifts could result from reactants that don’t absorb in the studied
wavenumber region producing products that do, and vice versa.
Comparing the amplitudes of the reactants, 𝐴𝑟 (Figure 34, bottom row) with the reactant
consumption rate, 𝑆𝑟 (Figure 38, bottom row), for the decreasing (700 ppm → 300 ppm)
condition shows different trends. At the start of adaptation, there is a larger amount of reactants
present; however, the consumption rate is slowed compared to the increasing situation. This is
thought to be a lag effect as the cultures were used to living within a higher carbon dioxide
environment and are still consuming reactants as if they were in excess and not readily needed.
This is also true for the amplitudes of the products, 𝐴𝑝 (Figure 35, bottom row), showing higher
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concentrations and a faster production rate, 𝑆𝑝 (Figure 39, bottom row) at the start of adaptation.
However, at the end of the 48 hour adaptation, there are less reactants and products within the
culture as compared to a steady-state condition. Yet, more wavenumbers show increased reactant
consumption and product formation rates compared to the steady-state. The increased
consumption is thought to be a result of the cells going into “survival mode” and consuming
reactants at an increased rate to store them for future use. The increased production rate is
possibly from the cells transforming reactants into other usable products to store for future use
and not released back into the environment. This means that these products never interact with
the evanescence field of the ATR element, thus a decreased amount of products is measured.
This idea is supported in [90], that reported increased amounts of carbon and nitrogen present
within microalgae cells exposed to decreased amounts of nutrients.

6.4.5. Exploring the Reversibility of Environmental Adaptations
The ability for microalgal biomass to chemically adapt to one condition then adapt back to the
original condition (i.e. 300 ppm → 700 ppm →300 ppm) has been qualitatively investigated. It
was first hypothesized that time-series spectra of biomass from the original growth environment
would show the same spectral features once returned to that environment following two
adaptation periods. This would have supported using microalgae cells as environmental
remediation monitors. However, the correlation coefficients between the original spectra (Figure
40, A) and the spectra after adapting to a higher CO2 concentration (Figure 40, B) then adapting
back to the original (Figure 40, C) were in the 60’s. Additionally, these spectra looked visually
different from each other. This suggests that the first adaptation to 700 ppm has left an impact on
the chemical signature of the biomass. Thus, there is a “chemical memory” effect present due to
the microalgae cells still displaying, spectroscopically, impacts of a past chemical environment.
This, then enables using microalgae cells to decipher past chemical conditions of an
environment.
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(A)

(B)

(C)

Figure 40. (A) time-series spectra of Nannochloropsis oculata grown under 300 ppm atmospheric
carbon dioxide. (B) Same culture after 48 hours of adaptation to 700 ppm atmospheric carbon
dioxide. (C) Same culture after an additional 48 hours of adaptation back to 300 ppm
atmospheric carbon dioxide. The similarities between (B) and (C) support that a “chemical
memory” exists within algal biomass and that algae could be used to decipher past chemical
conditions of an environment.
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6.5.

Conclusions

Understanding how microalgae, as important components of ecosystems, adapt to changing
levels of the anthropogenic pollutant carbon dioxide is important as the effects of this greenhouse
gas are not fully understood. Microalgae cells are ubiquitous within marine ecosystems and are
responsible for sequestering large amounts of carbon dioxide out of the environment and
transforming it into biomass. This means that changes in carbon dioxide levels have large
impacts on these organisms, which in-turn can have broad impacts on ecosystems as they form
the base of the food chain. It has also been demonstrated that algal cultures grown under
different concentrations of carbon dioxide exhibit different chemical signatures, that reflect
chemical and physiological information, within their biomass. This project developed a novel
chemometric methodology that was applied to link how changing the atmospheric carbon
dioxide level affected the amount of reactant and product compounds present within their
surrounding environment of Nannochloropsis oculata as well as the corresponding reactant
consumption and product formation rates associated with this change.

This analysis technique is based on time-series of ATR FT-IR spectra acquired from microalgae
cultures grown under steady-state conditions and then analyzed under a changing condition. To
ensure that the algae cells were interacting with the changing environmental conditions, the
biomass was resuspended periodically. To these acquired time-series a nonlinear model function
was fitted, that describes how the biomass forms atop the ATR crystal and the spectroscopic
contributions of reactant, product, and static compounds. Correlations upwards of 0.98 resulted
from this fit. This hard modeling method has proved to be an innovative approach to study the
effects that changing carbon dioxide levels have on live biological samples. As a proof-ofprinciple, the impacts of increasing carbon dioxide (300 ppm → 700 ppm) and decreasing carbon
dioxide (700 ppm → 300 ppm), compared to a steady-state (700 ppm → 700 ppm), have been
analyzed regarding the affects carbon dioxide levels have on the aforementioned spectroscopic
contributions and consumption and formation rates. The carbon dioxide ranges were selected to
model the current increasing trend in atmospheric concentrations and to model the effects if this
trend were to be reversed.
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It was found that in the initial hours of adaptation to a new carbon dioxide level the largest
contributor to the absorbance measurements were from static compounds, with this shifting to
the smallest contributor at the end of adaptation. This shows that over time the cultures are
consuming less reactants and producing more products. It was also found that increasing
consumption and formation rates corresponded with increased amounts of reactant and products
present within the culture as the concentration of carbon dioxide was increased. However, when
decreasing the concentration, increased consumption and formation rates corresponded with
decreased amounts of reactants and products present. This suggests that microalgae cells
experiencing this situation go into a “survival mode” and seem to store additional reactants and
products within their cell walls due to a decrease in reactants/nutrients present in their
environment.
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7. Summary and Conclusions
Over the last few decades, the amount of carbon dioxide and other anthropogenic pollutants
being released into the environment have been steadily increasing. The increase of these
pollutants is, in large part, due to human industrial and agricultural activities striving to support
larger populations. However, the pollutants released from these activities tend to find their way
to, and collect in, marine environments causing detrimental effects such as ocean acidification,
from increased carbon dioxide levels, and harmful algal blooms, caused by agricultural runoff,
both which negatively impact these environments. Damaging marine ecosystems in this manner
can lead to negative impacts in other environments as marine systems form the base of the food
chain. Therefore, it is important to gain a deeper understanding of how marine ecosystems are
impacted from the increased release of anthropogenic pollutants. Unfortunately, chemical
analyses for bioanalytical applications are faced with many challenges as biological samples are
chemically complex. Current methods often focus on analyzing a single cell or single
chemical/physical parameter independently which does not provide an overall understanding of
changes in chemical composition. A method that does yield such information on the effects of
increasing pollutants is therefore desired. To that end, this dissertation describes novel methods
for studying these effects on marine ecosystems based on the combination of novel ATR FT-IR
measurement techniques with innovative chemometric modeling in order to use live microalgae
cells, which chemically adapt reproducibly to environmental changes, as environmental
monitors.

In order to use microalgae cells in this manner, cultures were grown under controlled steadystate conditions. The microalgae species Nannochloropsis oculata was selected as it sensitively
and reproducibly responds to chemical changes within its growth environment. After developing
and implementing a procedure for growing algal cultures under well-defined steady-state
conditions, they were then analyzed to determine the effects that different concentrations of
atmospheric carbon dioxide and dissolved nitrate had on the cell’s chemical and physiological
parameters. These analyses were performed using FT-IR as most relevant analytes are IR active.
The enabling of live cell analyses was accomplished by means of a custom-built cuvette mounted
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on top of an ATR crystal as algal cells naturally sink forming a biosediment layer on top of the
ATR element that can be probed for chemical information.

To extract the relevant chemical information needed to relate the ATR FT-IR spectra of live
microalgal biomass to the concentrations of atmospheric carbon dioxide and dissolved nitrate
three separate studies were conducted. The first study focused on using microalgae cultures to
quantitively measure the concentrations of atmospheric carbon dioxide and dissolved nitrate
simultaneously. To accomplish this, spectroscopic and biomass formation (temporal) information
were separated from measured time-series ATR FT-IR spectra from 25 different combinations of
carbon dioxide and nitrate by means of Multivariate Curve Resolution (MCR). The isolated
spectroscopic information for all 25 different conditions described how the chemical signature of
the biomass changed as a result of concentration levels of these two pollutants and served to
form a calibration model. To assess the quantitative ability of this calibration, the novel
chemometric method, ‘Predictor Surfaces,’ was used that was designed to incorporate multiple
predictor variables (CO2/nitrate concentrations) simultaneously. It was found that the nonlinear
model modeled nonlinearities within the measured ATR FT-IR spectra and could predict the
concentrations of atmospheric carbon dioxide (inches above the biomass) and dissolved nitrate
with errors of 9.1% and 7.0% respectively. In addition to improved predictions over other widely
used techniques (PLS/PCR), the ‘Predictor Surfaces’ themselves served as an innovative visual
description of chemical effects caused by these pollutants, and can serve to model various other
nonlinear data sets in different applications.

The second study focused on analyzing how various physical and physiological parameters of
microalgae cells change as a result of different concentrations of carbon dioxide and nitrate
within their growth environment. This was accomplished by fitting a nonlinear model function
that described the covered ATR surface area, cell size, buoyancy, growth rate, and other
parameters to the isolated temporal information from MCR in the first study. The model function
accurately described this temporal information that describes how the biomass layer formed over
time as was shown with correlations of 0.99. From these studies, it was determined that the
concentration of atmospheric carbon dioxide, over the studied range (200 ppm – 600 ppm), had
no noticeable effect on biomass formation. However, the concentration of dissolved nitrate had
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clear influences on biomass formation and in particular the growth rate was strongly and
nonlinearly dependent on the availability of nitrate.

The third study, investigated how live microalgae cells adapt to changing concentrations of
atmospheric carbon dioxide and the effects this had on reactant uptake and product formation
rates. Novel ATR FT-IR experimental design and nonlinear chemometric modeling enabled this
investigation. Fitting a model function that described the spectroscopic contributions of
reactants, products, and static compounds as well as reactant consumption and product formation
rates provided insights on how algae cultures adapt to changing carbon dioxide levels. It was
determined that as the carbon dioxide level increased there were more reactant compounds
present in the culture with a decreased consumption rate over time with the same trend for
products and their formation rate. However, when decreasing the carbon dioxide level, there
were decreased amounts of reactants and products present with increased consumption and
formation rates. This is evidence of algal cells entering a “survival mode” that involves
consuming available reactants from their environment, producing other compounds needed, and
then storing them internally. It was also determined that microalgae undergoing two adaptations
(growth condition → new condition → growth condition) had visually different spectra of the
two growth conditions. This suggest that there is a “chemical memory” within the biomass and
supports using microalgae to decipher past chemical conditions of an environment.

The goal of this dissertation was to develop new analytical methods which would enable
investigations into the effects that anthropogenic pollutants have on marine environments. These
studies utilized an ATR FT-IR spectroscopic technique which combines innovations in sample
preparation and chemometrics. Together, these novel techniques have enabled he extraction of
quantitative information from the IR spectra of live microalgal biomass. Additionally, novel
nonlinear models that allow for in-depth analyses on how environmental conditions affect
chemical, physical, and physiological parameters of microalgae cells have been developed.
These methods have been used to determine multiple nutrient concentrations of microalgal
growth environments simultaneously as well as describe the effects that different concentrations
of pollutants have on algal cells. Results from this work outline a new analytical approach
enabling live microalgae cells to be used as in-situ environmental monitors. This combination of
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novel spectroscopic and chemometric analyses presented in this dissertation describe new
methods for studying how environmental conditions impact marine ecosystems. Using this work
as a foundation, further development in chemometric modeling could enable quantifying the
pollutants from past chemical conditions from algal biomass.
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