INTRODUCTION
Recently, ionic liquids (ILs) have received significant attention due to their unique properties, such as nonvolatility, high chemical stability, and easy operation at the liquid state, and thus have become promising alternatives to traditional liquid solvents. 1−7 However, the viscosities of ILs are relatively high compared to those of traditional solvents and water. 8 Accordingly, the viscosity of ILs is a very important parameter in assessing various aspects of chemical processes; high viscosity can negatively affect mass transfer and power requirements for mixing in liquid−liquid systems. A low viscosity IL is desirable as a solvent in order to minimize pumping costs and increase mass transfer rates; while higher viscosity ILs could be favorable for other applications, such as lubrication, membranes, 9 etc.
To develop new ILs with a tailored viscosity, the conventional experimental trial-and-error method is not practical due to the large quantity of potential cation−anion combinations. Therefore, a variety of methods have been reported for the correlation/evaluation/prediction of IL viscosity. 9−29 Methods based on the different correlation equations which provide the correlation for viscosity usually describe the exponential behavior of the temperature dependency; such as the Vogel− Fulcher−Tamman (VFT) equation, 10−12 fluidity equation, 12 Litovitz equation, 12, 13 Arrhenius equation, 12, 14 power law equation, 15 and the Daubert and Danner correlation. 14 Predictive methods for the viscosity can be categorized as (i) group contribution method (GCM) 9,16−19 and (ii) quantitative structure−property relationship (QSPR). 20−27 Gardas et al. 9 and Daniel et al. 17 developed the group contribution method based on the Orrick−Erbar model 30 to predict IL viscosity. However, the Orrick−Erbar model also requires density data for the prediction of the viscosity. To overcome this limitation and to attempt the development of an improved viscosity model with lower deviations in estimated viscosities, Gardas et al. 19 proposed a new group contribution method based on the Vogel−Fulcher−Tammann (VFT) equation. Gharagheizi et al. 18 employed a total of 46 substructures in addition to the temperature to predict IL viscosity. Lazzuś and Pulgar− Villarroel 16 estimated the viscosity of a number of ILs using an improved Andrade-type approach that is a linear combination of the contribution of groups in the cation and the anion.
Other approaches reported in the literature to describe the IL viscosity are based on the statistical association fluid theory (SAFT) equation of state (EoS). 28, 29 Polishuk 28 modeled the viscosity of ILs using SAFT-cubic equation of state coupled with two models, free volume theory (FVT) and modified Yarranton−Satyro (MYS) correlation. Despite unsatisfactory results of free volume theory, the modified Yarranton−Satyro correlation predicted the viscosity of two families of imidazoliumbased ILs ([C n mim][PF 6 ] and [C n mim][BF 4 ]) with appropriate accuracy. Furthermore, Abolala et al. 29 modeled the viscosity of pure imidazolium-based ILs ([C n mim][PF 6 ], [C n mim][BF 4 ], and [C n mim][NTf 2 ]) using the SAFT-VR-Mie equation of state coupled with three models, namely frictional theory (FT), freevolume theory (FVT), and modified Yarranton−Satyro (MYS) correlation. The result showed that the MYS model calculated the viscosity more precisely than the FVT and FT models. A comparative result from the SAFT-cubic EoS proposed by Polishuk 28 showed that the performance of SAFT-VR-Mie EoS was better than the SAFT-cubic EoS. All the equations mentioned are semiempirical, regardless of the basis of their development.
Viscosity measurement is highly sensitive to the presence of impurities (water and halides), 31 the temperature control, 32 and the different experimental techniques, 33 such as the Anton Paar automated microviscometer (AMVn) and the Ubbelohde viscometers, for example. In other words, experimental data of ILs reported in the literature were obtained using different techniques and samples with different impurity levels. Thus, discrepancies in the experimental data occur and affect the quality of the correlation and thus the development of the predictive method. Therefore, one of the main purposes of this work is to do a critical analysis of the viscosity data and to recommend a data set for each IL.
In the present work, we present an extension of the previously developed method 33 based on the UNIFAC−VISCO model to evaluate the viscosity of 70 pure ILs and 11 binary ionic liquid mixtures. Herein, the mathematical gnostics was first employed for the data analysis and data set recommendation. One recommended data set for each IL was used to calculate the binary interaction parameters and ion VFT parameters.
DATA ANALYSIS
The impurities (such as halides, water, and metals) in the ionic liquids and the different measurement techniques have a significant effect on the accuracy of the measured viscosity, as discussed elsewhere 33 and above. Discrepancies in the experimental data of the same IL affect the quality of the correlation and thus the development of the predictive method. Therefore, in the present work, mathematical gnostics 34, 35 was used to analyze the experimental data, and a data set for each IL is recommended.
Mathematical gnostics is a novel paradigm of uncertainty. 34 This axiomatic theory is built upon the theory of measurement and based on the fundamental laws of nature such as the special theory of relativity and thermodynamics. The properties of each individual measurement are analyzed and properties of a data sample are obtained by their aggregation. The results are thus valid even for small data samples because, unlike in statistics, the extrapolation from an infinite to a finite data sample is not used. In addition, the data are allowed to speak for themselves; there is no prior assumption on the distribution function of errors, but it is estimated during data analysis. It is possible to describe both unimodal and multimodal distributions using the same approach. In this work, nonlinear regression along with an influence function is utilized. This stems from the methodology of robust statistics 36 in which the data errors are assumed to have normal distribution with zero mean but the sample is contaminated by a few values having a gross error. Knowing a distribution function of these gross errors, an influence function is derived. During regressions, the influence function is used for iterative reweighting of the residuals. The procedure is stopped when the values of residuals do not change. The influence function derived from mathematical gnostics does not require any assumption on the distribution function of measurement errors, both the precise data and outliers can be described by the same distribution function estimated during regression. In addition, these a posteriori weights obtained by application of the influence function are directly related to the distribution density where the weight equal to one coincides with the location of its maximum, that is, the most probable value. Owing to these properties the values of the a posteriori weights together with results of marginal analysis of residuals can successfully be applied to a critical evaluation of the scattered data.
For example, several authors 8,37−44 have reported viscosity values of the IL 1-ethyl-3-methylimidazolium triflate, [C 2 mim][OTf]. The temperature range, number of data points, purity, and measurement techniques in each reference are summarized in Table 1 . Figure 1 shows the weight of experimental viscosities for [C 2 mim][OTf]. Only two data points 39, 41 were measured at 278.15 K. The weight of one point is close to zero and the other one is close to one. However, it could not be concluded that the viscosity measured by Freire et al. 39 at 278.15 K causes a large difference from the estimated location. Only a qualitative judgment can be made by comparison between the data weights at the same temperature. It is seen from Figure 1 that the viscosity data reported by Freire et al. 39 manifests a better performance than other data at each reported temperature, with the exception of at 278.15 K.
The comparison between the estimated locations and the experimental values is demonstrated in Figure 2 . As shown in Figure 2 , large differences are observed especially with the temperature increasing. For example, Yusoff et al. 42 39 These large deviations can be attributed to different IL batches, measurement techniques, or poor temperature control/calibration. The performance of the data set over a large temperature range measured by Freire et al. 39 is better than the other five data sets; 8,41−44 ignoring three individual data points reported by three different references. 37, 38, 40 The data reported by Seddon et al. 8 shows a good agreement at a temperature range from 303.15 to 343.15 K, while deviations increase at higher and lower temperatures. The average relative deviation (ARD, eq 1)
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Article of the data set reported by Freire et al. 39 is −0.7% compared with the estimated locations, lower than −4.1% of ARD from Seddon et al. 8 and −4.5% of ARD from Rodríguez et al. 41 While the ARD is up to 9.7% for the data set measured by Yusoff et al. 42 in a comparison from the estimated loations. Therefore, in general we recommend the data set published by Freire et al. 39 to be used for the optimization of the UNIFAC− VISCO fitting parameters. 
where M is the number of data points in the data set; μ exp is the experimental viscosity; and μ o is the estimated location of the maximum distribution density. Following this methodology, we recommended then one data set for each selected ionic liquid. The gnostic analysis of experimental data for each ionic liquid is illustrated in Figures S1−S86 of the Supporting Information. The cations and anions used are among the most commonly studied structures. The cations used include imidazolium, ammonium, phosphonium, pyridinium, and pyrrolidinium. Fifteen different anions are used including the tetrafluoroborate ([BF 4 ] − ), methylsulfate ([C 1 SO 4 ] − ), and thiocyanate ([SCN] − ), for example. Selected cations and anions are listed in Table 2 along with the number of data points containing this ion, temperature range, and the references from which the experimental viscosity data were taken. The selected 70 different ILs, the number of data points in the recommended reference, and the temperature range are summarized in Table 3 . For some ILs, such as [C 6 mim]Br, only one viscosity data set is available in the literature, to date. Recommended data could thus not be obtained by the gnostic analysis and the given set was then considered as the recommended data set.
UNIFAC−VISCO BASED METHOD FOR PREDICTION
OF VISCOSITY OF IONIC LIQUIDS 3.1. Calculation of Ionic Liquid Viscosity by the UNIFAC−VISCO Method. A new method for the prediction of viscosities of pure and mixtures of ionic liquids has been recently developed by our group. 33 For the calculation of pure IL viscosity based on the UNIFAC−VISCO model, the cation and anion, constituting the ionic liquid, are regarded as individual components and each component is made up of a single group. Below is the summary of the calculations using this method. Full details of the UNIFAC−VISCO model have been described previously. 33 The UNFAC−VISCO model is a group contribution model developed by Chevalier et al. 89, 90 to predict the viscosities of 
Herein, μ is the viscosity of the ionic liquid; subscript i represents the component in the ionic liquid (i.e., the cation and anion); C is the number of components in the ionic liquid (C = 2); x i is the mole fraction of the cation/anion in the ionic liquid, which is equal to 0.5; μ i is the effective viscosity of the ion and represented by the Vogel−Fulcher−Tamman (VFT) equation (eq 3); V i is the effective molar volume of the ion and calculated using the volumetric parameters (eq 4), which were developed based on a group contribution method developed by our group previously; 91, 92 V m is the molar volume of the ionic liquid, and is calculated based on the assumption that the molar volume of the ionic liquid is the sum of the effective molar volumes of the cation and anion. 91, 92 
where T* = T − 298.15, p ref = 0.1 MPa, and a i is the volumetric parameters as described by Jacquemin et al. 91, 92 The values of the volumetric parameters used in this paper are given in Table S1 of the Supporting Information. The residual term and the combinatorial term in eq 2 are defined as follows: 
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where z is a coordinate value equal to 10, and
Herein, the volume R and surface area Q parameters of ions used were obtained by using the COSMOthermX software (version C30_1601) following the methodology previously described by our group 93 and are given in Table S2 95 using a DFT-PCM computational approach. However, by using the empirical methodology proposed originally by Domanśka, 96 we observed that calculated R and Q values of investigated ionic liquids are systematically lower than values reported herein and in the literature with RAAD close to (52% and 48%) with this work, (41% and 29%) and (82% and 33%) with data reported by Santiago et al. 94 and by Banerjee et al., 95 respectively. and Q = 6.808 determined by using a DFT-PCM computational approach) 94 and (R = 11.034 and Q = 6.958 using a DFT-PCM computational approach) 95 such values match very well with those determined during this work (R = 9.2940 and Q = 7.8352) while a large difference is observed in each case by using the empirical methodology proposed originally by Domanśka 96 (R = 6.0582 and Q = 5.2466) and in fact parameters reported in Table S2 of the Supporting Information can be considered as representative.
Then, ln γ m , the residual activity coefficient in the residual term (eq 5), is obtained by using eq 11:
where:
where the subscripts represent the defined groups, and 
where M is the number of data points; μ exp and μ cal are the experimental and calculated viscosity data, respectively. 
Article This method is faster than the regression along with an influence function used earlier in the paper. It is worth mentioning that the estimators derived from mathematical gnostics converge to the ordinary least-squares method if the errors are sufficiently small as can be proven by a Taylor series expansion. In this stage, regression was applied to the recommended data sets only which ensures that errors are small enough and a faster algorithm can be utilized.
3.2. Extension of the UNIFAC−VISCO Method. In our previous study, 33 154 experimental data of the selected 25 ILs were used during the overall regression. In this work, these data were substituted by the recommended ones to estimate the corresponding binary interaction parameters and the VFT parameters of previously selected ions. Then based on the updated parameters, the unknown parameters of other 45 ionic liquids were optimized using their corresponding recommended data sets. 63 In other words, the experimental data of the ionic liquids consisting of each ion denoted with bold letters (see Table 4 ) having been reported in literature are all listed in Table 4 . For the other ions the VFT fitting parameters have been obtained from the regression analysis of the first 25 ILs. Therefore, the VFT parameters of only [C 4 m (4) Herein, the experimental data of these six ionic liquids were regressed together to get the proper VFT fitting parameters of [C 4 m (4) py] + , and [SCN] − , and the binary interaction parameters of these six ionic liquids as well. Following this methodology and based on these parameters having been obtained, more binary interaction parameters and VFT parameters for other ILs were optimized.
The regression procedure was completed by developing scripts in MATLAB. MATLAB program (available in the Supporting Information; filename: Calculation_Single_Ion-ic_Liquid) contains all parameters (binary interaction and VFT parameters) estimated during this study. This program can read experimental data of pure ionic liquids from 'Recommended data sets.xlsx', determine the evaluated viscosity data of selected ionic liquids, and calculate the relative average absolute deviation (RAAD) between the calculated and the experimental viscosity data for each ionic liquid, for each series of ionic liquids (like imidazolium, pyridinium, and ammonium-based ionic liquids), and for all the 70 ionic liquids. Plotting for the comparison between the predicted values and the experimental data can be shown as well.
The MATLAB program (Filename: Calculation_Binary_Ion-ic_Liquids) contains all parameters for the binary mixtures of ionic liquids estimated during this study. The program can read experimental data of binary mixtures from 'Binary data.xlsx', determine the evaluated viscosity of selected mixtures, and calculate the RAAD between the calculated and the experimental viscosity data for each binary system, and also for the 11 types of binary mixtures. Plotting for the comparison can be shown as well.
RESULTS AND DISCUSSION
Binary interaction parameters (see Table 5 ) for 70 pure ILs and VFT parameters (see Table 6 ) for 17 cations and 15 anions were estimated by following the regression analysis (eq 14) of 819 experimental data points.
The quality of the regression was then determined by calculating the relative average absolute deviations (RAAD, eq 15) between the calculated and the experimental viscosity data:
The RAAD values for the regression of each pure IL are presented in Table 7 . The model results show a global relative average absolute deviation of 1.4% from the 819 experimental data, which demonstrate an excellent correlation ability of this The evaluated viscosities in comparison with the experimental values are presented in Figure 3 . In addition, the relative deviation of the model in comparison with the experimental data is shown in Figure 4 . The distribution of absolute relative deviations from experimental data is shown in Figure 5 . For this figure, it appears that 94.9% of the viscosities are evaluated within 0−5%; 2.7% within 5−10%; 2.0% within 10−20%; and the deviations of only four data points beyond 20%. The four points with larger deviation are from [C 6 mim]Br and [C 10 mim][NTf 2 ]. However, due to a large range of viscosity values from bromide-based ILs, it was difficult to regress and obtain the optimal parameters of all ILs combined all together. Tables 8 and 9 show the results for different cation series of ILs and different anion types of ILs, respectively. This deviation for the estimation follows the order for (1) cations as ammonium < pyridinium < phosphonium < imidazolium < pyrrolidinium, and for (2) anions as [C 2 SO 4 
By using the group interaction potential energy and VFT parameters of ions obtained by the regression of the viscosity data of pure ILs and by following the same methodology, the 
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Article viscosity of binary mixtures of ILs were then correlated to obtain missing interaction parameters between cation−cation and/or anion−anion. The viscosity data of 11 binary mixtures of ILs reported in eight references were used. The compositions of the mixtures, temperature range, number of data points, and references are summarized in Table 10 . Herein, only one set of data for each binary mixture was used as the training set to determine missing group interaction potential energy parameters. The other data available were then used to evaluate the accuracy of the UNIFAC−VISCO model as the function of temperature and composition for each ILs mixture. The prediction result is highlighted by the RAAD values, presented in Table 11 , which is 3.8% for all collected binary data. In addition, the parity plot given in Figure 6 shows good agreement between the experimental data and calculated viscosities by using the model. In the case of the ([C 2 mim][BF 4 ] + [C 6 mim][BF 4 ]) binary mixture, two viscosity data sets are available in the literature, 99, 100 and discrepancies between these series of measurements, which were performed in two different laboratories for different compositions and temperatures within an uncertainty close to 1.0% 99 and 4.0%, 100 do in fact exist.
As a consequence, for this particular binary mixture, a training data point, and some predicted data, shown as a filled and empty circles in Figure 6 , respectively, seem to be underestimated.
CONCLUSIONS
A critical analysis of IL viscosity data has been made for the selection of available data sets for 70 ILs. An extension of a previously reported method based on the UNIFAC−VISCO model has been made using 819 experimental data of 70 ILs in a temperature range from 263.15 to 373.15 K at 0.1 MPa. The binary interaction parameters and the ion VFT parameters were obtained by a regression analysis of experimental viscosity data. The deviation of 1.4% from experimental data shows a good correlation quality of this model. The viscosity of binary mixtures of ionic liquids was then predicted by using this method, with a relative average absolute deviation lower than 3.8%. This proves that the UNIFAC−VISCO-based model can be used to correlate and then evaluate the viscosities of pure ionic liquids with different functionalities (i.e., branched or not alkyl chain shape, for example) thanks to the 3D structure of their ions (effective molar volume, effective viscosity, R and Q 
