A sequence of direct simulations is used to study mechanisms for the growth of secondary circulations and turbulence in stratified shear flows. Five cases are examined, of which four deliver Holmboe waves as the primary instability and the fifth generates Kelvin-Helmholtz billows. Secondary circulations range in strength from weak, laminar motions to turbulence that destroys the parent wave. Processes that drive disturbance growth include shear production via the Orr mechanism, sheared convection in overturned regions, and sloping convection in stably stratified wave crests. Results are compared with previous predictions based on normal mode stability analysis.
I. INTRODUCTION
This article describes mechanisms for the development of three-dimensional secondary circulations and turbulence in direct numerical simulations ͑DNS͒ of Holmboe waves and Kelvin-Helmholtz ͑KH͒ billows. Holmboe waves arise from an oscillatory instability of a shear layer that contains within it a thinner layer of stable density stratification. 1, 2 This condition is typical of fluids such as thermally stratified water, where the high molecular Prantdl number causes momentum to diffuse more rapidly than does buoyancy, and has been observed in exchange flows, 3 river outflows, 4 and salt wedge intrusions. 5 Holmboe instability grows at arbitrarily strong levels of stratification because a portion of the destabilizing shear is located in the homogeneous regions above and below the stratified layer. In the limit of weak stratification, Holmboe instability is supplanted by its better-known cousin, KH instability, see, e.g., Refs. 2, 6, and 7.
The linear Holmboe instability was first described theoretically by Holmboe 1 and was investigated subsequently in Refs. 2, 6, 8, and 9 . A mechanistic description has been provided in Refs. 10 and 11. Finite amplitude Holmboe waves have been realized in laboratory experiments, 3, 7, [12] [13] [14] [15] [16] and in two-dimensional nonlinear simulations. 14, 17 The extension to asymmetric initial profiles is described in Refs. 13 and 18. The three-dimensional development of the Holmboe wave was computed for the first time in Ref. 19 , hereafter SW03. The relatively low growth rate of the Holmboe instability suggests that it is too weak to be of practical importance in most applications; however, SW03 showed that a turbulent Holmboe wave may cause diapycnal mixing similar to that of a comparable KH wave.
Here, I examine the development of three-dimensional secondary circulations and turbulence with a view to better understanding the physical mechanisms involved in that process. An initial step in this direction was taken in Ref. 20 , hereafter SP91, where normal mode stability analysis was applied to two-dimensional Holmboe waves in an attempt to identify the dominant modes of growth of three dimensionality. That analysis was restricted to a small region of parameter space, and to small amplitude secondary disturbances, besides requiring that the time dependence of the Holmboe wave be neglected. The present work is based on DNS, which allows me to remove the restrictive assumptions of the normal mode analysis. Due to increased computer capacity, I am also able to cover a much broader region of parameter space and hence to draw conclusions that are more general than, and in some respects different from, those of SP91.
The sequence of flows studied here includes an extreme case in which stratification is weak and two-dimensional motion is driven by KH instability. The development of turbulence in KH billows has been studied extensively ͑see Ref. 21 for a recent review͒. The high Prandtl number case is less well known, however, and the present example provides a useful comparison with the Holmboe cases.
Section II describes the DNS model and analytical techniques to be employed. In Sec. III, growth rates and dominant spanwise wave numbers of secondary circulations are described for a range of stratification levels. Section IV explores the physical mechanisms that drive secondary circulations in Holmboe and KH waves. Conclusions are summarized in Sec. V.
II. METHODOLOGY

A. The mathematical model
The mathematical model employs the Boussinesq equations for velocity u, buoyancy b, and pressure p in a nonrotating physical space measured by the Cartesian coordinates x, y, and z: ‫ץ‬u ‫ץ‬t = u ϫ ͑١ ϫ u͒ − ١⌸ + bk + ٌ 2 u, ͑1͒
The variable o is a constant characteristic value of the density . Buoyancy is related to density by b =−g͑ − o ͒ / 0 , k is the vertical unit vector and g is the gravitational acceleration. Viscous effects are represented by the Laplacian operator, with kinematic viscosity .
The augmented pressure field ⌸ is specified implicitly by the incompressibility condition ١ · u = 0. ͑3͒ I assume that density ͑and hence buoyancy͒ is determined by a single scalar with diffusivity , so that
In the cases studied here, and are chosen to represent thermally stratified water ͑see sec. II C͒. Periodicity is assumed in the horizontal dimensions:
in which f is any solution field and the periodicity intervals L x and L y are constants. At the upper and lower boundaries ͑z = ±1/2L z ͒, an impermeability condition I impose on the vertical velocity:
and stress-free, adiabatic conditions on the horizontal velocity components u and v and on b:
These imply a condition on ⌸ at the upper and lower boundaries:
B. The numerical model
The numerical code is an extension of that described in Ref. 22 . It uses Fourier pseudospectral discretization in all three dimensions. Time stepping is via the third-order Adams-Bashforth operator, with a time step determined by a Courant-Friedrichs-Lewy stability condition, see, e.g., Ref. 23 . Viscous and diffusive terms are integrated exactly. Message Passing Interface routines are used for parallelization.
The model has been extended for use with weakly diffusive scalars via the addition of a second active scalar. 24 The second scalar is resolved on a fine grid with spacing equal to one half the spacing used to resolve the other fields. Interpolations and decimations between grids are accomplished using Fourier transforms. Aliasing errors are reduced by applying to both grids at every time step an isotropic filter having a cosine-bell shape that decreases gradually from amplitude 1 to 0.6 over the range 0.8-1 times the Nyquist wave number. This gradual decrease minimizes the effect of dealiasing on the resolved fields. In the present application, the second active scalar represents buoyancy. The first active scalar ͑that resolved on the coarse grid͒ is unused except for testing purposes.
Spatial resolution is isotropic and is designed so that, at peak turbulence levels, the smallest scales on which significant variations exist ͑a few times the Batchelor scale, in practice͒ are well resolved. Here, the streamwise wavelength of the primary instability is resolved using 128 grid nodes for velocity and pressure and 256 nodes for buoyancy.
C. Initial conditions
The model is initialized with a parallel flow in which shear and stratification are concentrated in a horizontal layer surrounding the plane z =0:
The constants h 0 , ⌬u, and ⌬b represent the initial thickness of the shear layer and the associated changes in velocity and buoyancy. R is the ratio of shear layer thickness to stratified layer thickness ͑Fig. 1͒. The equations can be scaled ͑see Sec. II E͒ to show that the flow evolution is determined by three nondimensional parameters: The Prandtl number Pr= / , the initial Reynolds number Re 0 = h 0 ⌬u / and the initial minimum Richardson number Ri 0 = ⌬bh 0 / ⌬u 2 . Re 0 was fixed at 1200 for the computations described here, whereas Pr was set to 9, an appropriate value for water under typical geophysical conditions. With this value of Pr, the action of molecular diffusion alone would cause the profiles ͑9͒ and ͑10͒ to spread such that the scale ratio R would retain the constant value of 3, e.g., Ref. 17 .
Further parameter choices are based on the stability characteristics of the stratified shear layer described by ͑9͒ and ͑10͒ with R = 3, which I now review. More detailed explorations may be found in, e.g., Refs. 6 and 25. Field equations ͑1͒-͑4͒ were linearized about initial state ͑9͒ and ͑10͒, and the solution was assumed to have normal mode form with growth rate r , oscillation frequency i and streamwise wave number k. The spanwise wave number was assumed to be zero. The resulting equation set was discretized using second order finite differences, yielding a matrix eigenvalue problem that was solved using standard methods. For each Ri 0 , a nonlinear optimization method was used to find the wave number at which the growth rate was a maximum. There are two distinct regimes of instability, corresponding to KH and Holmboe modes ͑Fig. 2͒. The KH modes are dominant at low Ri 0 . They are stationary ͑ i =0͒ and have growth rates and wave numbers that decrease monotonically with increasing stratification. Near Ri 0 = 0.25, the KH mode is stabilized and the Holmboe mode becomes dominant. The latter has nonzero oscillation frequency that increases with increasing stratification, as does the wave number. The growth rate increases to a maximum at Ri 0 Ϸ 1, then decreases slowly. Higher harmonics of the Holmboe mode appear at much larger Ri 0 , 25 but those will not be considered here.
To examine evolution beyond the linear regime, I employed a sequence of simulations at the Ri 0 values indicated by the vertical lines on Fig. 2͑a͒ . These span the region of parameter space from the KH-Holmboe transition to the fastest-growing Holmboe mode at Ri 0 = 1, and also include a single case in the KH regime for comparison. Parameter values are listed in Table I . The domain length L x was set equal to the wavelength of the fastest-growing mode. The domain width L y was FGM / 2, which is approximately three times the spanwise wavelength of the fastest-growing threedimensional instability of KH billows in air as described in Ref. 26 . The domain height L z was set equal to L x / 2 except in cases where extensive vertical motions were anticipated.
In addition to the profiles described earlier, the initial conditions included a two-part perturbation designed to efficiently stimulate both primary and secondary instabilities. First, a disturbance proportional to the eigenfunction of the fastest-growing primary mode was added. The amplitude was chosen so that the maximum vertical displacement was 0.2h 0 . Second, a random velocity field was added in order to excite three-dimensional motions. At each point in space, the three components of the velocity increment were chosen from a list of random numbers whose probability distribution was uniform between the limits ±0.005⌬u. During the first time step, the random motions were automatically made solenoidal by the pressure gradient force.
D. Energy budgets
The two-dimensional parent wave is characterized using the total specific potential energy
in which the subscript on the angular brackets indicates the average over all three spatial coordinates, and a wave kinetic energy
The velocity field u 2d describes two-dimensional perturbations away from the horizontally averaged flow:
To understand the mechanisms that drive secondary circulations, I employ a budget for the specific kinetic energy contained in three-dimensional motions. The latter are defined by subtracting off the spanwise-averaged velocity fields, viz.:
where the angular brackets indicate an average over the y direction ͑as ͗v͘ y is zero at t = 0, it is zero for all time͒. Similarly, the buoyancy field is subdivided as b = ͗b͘ y + bЈ.
I then define the perturbation kinetic energy
͑15͒
With the present semiperiodic boundary conditions, this can be shown to evolve in accordance with
where
The second term on the left-hand side of ͑16͒ is the divergence of a sum of advective, pressure-driven, and viscous fluxes. Because it vanishes when averaged over x and z, this term will not be considered further here. The first and second terms on the right-hand side of ͑16͒ are shear production terms. The third term, St u , describes the straining of pertur-
͑a͒ Growth rate, ͑b͒ oscillation frequency, and ͑c͒ wave number for the fastest-growing primary instability of a stratified shear layer with R =3, Re 0 = 1200, and Pr= 9. The discontinuity near Ri 0 = 0.25 marks the transition from KH to Holmboe instability. Numbered vertical lines on ͑a͒ correspond to runs 1-5. Quantities are nondimensionalized using h 0 and ⌬u as described in section IIE.
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Phys. Fluids 18, 064104 ͑2006͒ bation streamwise vorticity by the horizontal divergence ‫ץ‬U / ‫ץ‬x. The factor ͗wЈ 2 ͘ y expresses the component of streamwise vorticity whose straining contributes to the kinetic energy. Similarly, St w quantifies the straining of vertical vorticity by the vertical divergence ‫ץ‬W / ‫ץ‬z. The fifth term is the buoyancy flux and the sixth represents viscous dissipation.
Disturbance growth over time is described using an instantaneous exponential growth rate for the velocity fluctuations:
To assess the relative importance of the various terms in ͑16͒, I define partial growth rates
and similarly for the other terms, so that the K 3d budget can be written as
E. Nondimensionalization
In the following sections, all quantities are presented in nondimensional form. The length scale h 0 and the velocity scale ⌬u are combined to make scales for time, h 0 / ⌬u, energy, ⌬u 2 , etc. Figure 3 shows kinetic and potential energies of the primary Holmboe wave and secondary circulations for run 2, with Ri 0 = 0.70. For the potential and two-dimensional kinetic energies, linear theory of the primary instability ͑Section IIE͒ predicts oscillations superimposed on exponential growth at the rate indicated by the dotted line. The Holmboe wavetrain exhibits this behavior for the first few oscillation cycles. The oscillations represent a quasiperiodic transfer of energy between the wave kinetic and potential energies and the kinetic energy of the mean flow. The growth rate decreases as finite amplitude effects become significant. Eventually, the potential energy approaches an asymptotic value whereas the kinetic energy decays.
III. TEMPORAL AND SPATIAL SCALES OF DISTURBANCE GROWTH
The three-dimensional kinetic energy ͑dotted curve on Fig. 3͒ decreases rapidly immediately after t = 0 as the initial random noise field dissipates. By about t = 20, however, this decay is reversed. Beyond this time, K 3d grows roughly exponentially, with growth rate gradually decreasing but significantly exceeding the growth rate of the primary instability. K 3d saturates shortly after the primary wave reaches peak amplitude, then decays rapidly along with the primary wave.
This saturation and decay phase is associated with a strong downscale cascade of kinetic energy and subsequent strong dissipation, i.e., the Holmboe wave breaks, becomes turbulent, and dissipates. The fact that the potential energy does not decay significantly after saturation indicates that irreversible mixing has occurred.
I next compare the evolution of K 3d for runs 1-5, which differ primarily in the level of stable stratification as quantified by Ri 0 ͑Fig. 4͒. Secondary instability is evident in all five cases. Growth rate is a decreasing function of Ri 0 . In the more stratified cases, however, the phase of exponential growth lasts longer, partially counteracting the difference in growth rates. The peak amplitude of K 3d is greatest in run 1, the KH case. Among the Holmboe wave cases, the largest peak energies are attained in run 2 ͑Ri 0 = 0.70͒ and run 3 ͑Ri 0 = 0.45͒.
The weakly stratified cases 4 and 5 are comparable to cases for which secondary instability analyses have been performed. 26, 20 Although the parameter values are not exactly the same and the assumption of normal mode growth is only valid to a very crude approximation, the predicted growth rates are similar to those seen in the present DNS experiments ͑Fig. 4, thin, solid lines͒. Early in the growth phase, the spanwise variability exhibits strong scale selectivity. For run 2 ͑Ri 0 = 0.7, Fig. 5͒ the peak spanwise wave number is about 3.5. No significant difference was found in the dominant spanwise wave number as a function of Ri 0 ; it was between 3.5 and 4.0 in every case. For the KH case, this result is roughly consistent with secondary stability analyses, see, e.g., Ref. 26 . In the Holmboe case, however, SP91 predicted that secondary instability of a Holmboe wave would not be scale selective; the present results therefore differ from SP91 in this respect. The secondary stability analyses rely on a timescale separation assumption that is difficult to justify for Holmboe waves due to their oscillatory character. The present computations require no such assumption, and should therefore be regarded as more reliable.
IV. MECHANISMS OF DISTURBANCE GROWTH
The oscillatory nature of the Holmboe wave leads one to anticipate that the growth of secondary circulations will also be oscillatory. The present results show that this expectation is borne out in some cases, but not in others. In addition, several distinct mechanisms for disturbance growth may be identified. In this section, I will describe these mechanisms with reference to the five runs listed in Table I , beginning with the strongly stratified cases 1 and 2 and ending with the weakly stratified KH case 5. I begin with run 2, as it turns out to be the simplest, then proceed to the more complex physics found in runs 1, 3, 4 and 5.
A. Quasiperiodic shear production and pumping in the lee vortices I first describe a case in which secondary growth is closely tied to the oscillations of the parent wave, namely the Holmboe wave with Ri 0 = 0.7 ͑run 2͒. Figure 6͑a͒ shows the wave kinetic and potential energies, K 2d and P, during the growth phase of K 3d ͑cf. Fig. 3͒ . Vertical lines indicate maxima of the potential energy. The instantaneous exponential growth rate 3d , shown in figure 6͑b͒, oscillates about a mean value that decreases gradually until growth ceases. Oscillations are irregular, but show a marked correlation with the wave potential energy. In particular, 3d tends to peak when P is a maximum.
Contributions to the growth rate by the individual terms in the K 3d budget ͑19͒ are shown in Figs. 6͑c͒ and 6͑d͒. Terms are shown in two separate frames for visual clarity. Growth is dominated by the shear production term Sh u , which represents the interaction between the shear ‫ץ‬U / ‫ץ‬z and the Reynolds stress uЈwЈ ͓Fig. 6͑c͒, solid curve͔. This process is opposed mainly by the viscous dissipation ͓Fig. 6͑d͒, dotted curve͔͒. Both of these processes show temporal FIG. 5 . Power spectra of the spanwise divergence ‫ץ‬v / ‫ץ‬y vs nondimensional spanwise wave number l for run 2 at selected times during disturbance growth. Spectra are compensated so that equal areas represent equal power. All quantities are dimensionless. variability on a time scale similar to the Holmboe wave oscillation period, but the correlation with P is weak and inconsistent. Buoyancy production plays a much smaller role, and shear production due to ‫ץ‬W / ‫ץ‬x is negligible. In contrast to the terms discussed so far, the straining term that describes straining of vertical vorticity by ‫ץ‬W / ‫ץ‬z shows regular oscillations that are well correlated with the wave potential energy. The horizontal straining term is generally smaller and oscillates with less regularity, but it shows a clear inverse correlation with the vertical straining. Vertical straining is maximized at times when the potential energy is approaching its own maxima.
The partial growth rates give a useful first indication of the types of processes that may be most important. I next describe the spatial structures of the corresponding budget terms. This analysis will furnish mechanistic explanations for both the shear production and the periodically oscillating strain.
The deformation field of the Holmboe wave at the state of maximum potential energy is dominated by ‫ץ‬U / ‫ץ‬z, as it is at all times ͑Fig. 7͒. Near the downstream end of the large vortex located in the lee of each wave crest is a region of strong negative Reynolds stress which interacts with ‫ץ‬U / ‫ץ‬z to generate perturbation kinetic energy.
The mechanism for growth via shear production may be understood in terms of a simple conceptual model that has been used previously in studies of transition in shear flows. 27, 28 Imagine a line vortex pointing initially in the y direction, as does the entire vorticity field of the initial parallel shear flow. Now let this line vortex suffer a sinusoidal deformation into a plane parallel to the principal extensional strain of the two-dimensional flow, which is generally near 45°, as illustrated in Fig. 8 . Clearly, the extensional strain will continue to amplify the perturbation; however, another important source of amplification will be shear production via the Orr mechanism, 29 as the tilt of the vortex also makes ͗uЈwЈ͘ y negative. For a direct demonstration of this structure in KH and Holmboe waves, see Figs. 8-10 of SW03. The oscillatory action of the strain terms may be understood by considering the vertical velocities involved in the oscillation of the Holmboe wave between states of high potential and high kinetic energy. Figure 9 shows one such cycle, beginning and ending in the high potential energy state. The region downstream of each crest that was previously seen to feature large negative values of the Reynolds stress also exhibits a high concentration of ͗uЈ 2 ͘ y , and hence of vertical vorticity. Consider the region downstream of the upper ͑right-going͒ wave crest. Through most of the cycle, this region exhibits downward motion, as indicated by the blue shading. In the third, fourth and fifth frames, the disturbance is located near the lower extremity of the downwelling region, and thus experiences vertical compression. Of course, continuity requires a compensating horizontal extension, but the disturbance is configured so that regions of high ͗wЈ 2 ͘ y are not located so as to experience this straining optimally, hence the vertical strain is stronger. Although this "pumping" action of the Holmboe wave on the perturbation does not contribute strongly to perturbation growth, it is the main reason that the oscillations of the total growth rate ͑Fig. 6͑b͒͒ are so well correlated with those of the wave potential energy. Figure 10 shows the disturbance vorticity field at two times: one about midway through the growth phase, and one near maximum K 3d . Both times fall at the same point in the oscillatory cycle of the Holmboe waves. The vorticity magnitude is much greater at the later time, though this is not evident in Fig. 10 because the isosurface chosen for rendering represents a fixed percentage of the maximum value. At the later time, the vorticity field is somewhat more convoluted, with vortex filaments tending to cross rather than remain parallel, and regions of high vorticity tend to be somewhat larger. Despite these differences, it is striking that the regions of high vorticity are as similar as they are, especially considering that they are separated in time by nine oscillations of the parent Holmboe wave and three orders of magnitude in K 3d . In contrast, volume renderings computed at 
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B. Sloping convection in strongly stratified wave crests
I next examine a slightly more complex case, the strongly stratified Holmboe wave at Ri 0 =1 ͑run 1͒. For t Ͻ 100, the K 3d budget ͓Fig. 11͔ looks very similar to that seen previously at Ri 0 = 0.7. The growth rate ͓Fig. 11͑b͔͒ is dominated by the Sh u component ͓Fig. 11͑c͒, solid curve͔, and varies in phase with the wave potential energy. The pumping action of the Holmboe wave is also evident in the strain terms ͓Fig. 11͑d͒, solid and dashed curves͔. Unlike in the previous case, the buoyancy term is significant, but again it shows no correlation with the oscillation of the parent wave.
The picture changes dramatically between t = 100 and t = 150, so that for 150Ͻ t Ͻ 250 a very different mode of growth prevails. In the latter interval, the shear production no longer dominates, but rather oscillates out of phase with the buoyancy production, which is now the dominant process. The oscillations in the shear and buoyancy production terms are strongly correlated with those of the Holmboe wave, with buoyancy production peaking at the point of maximum wave potential energy. Pumping is no longer evident; instead, the straining terms oscillate in phase and at significantly reduced amplitude. Note also that both strain terms are now positive. Figure 12 is a closeup of the buoyancy production B in the upper crest at t = 215. Superimposed on B are contours of the buoyancy ͑white͒ and the Reynolds stress ͑black͒. B is positive in a sloping band to the right of the crest ͑shown in red͒, negative to the left of the crest ͑blue͒, then positive again further to the left. Far out in the plume ͑upper right͒ are regions of unstable stratification like those that drive convective instability in KH billows ͑see Ref. 26 and Sec. IV E͒, but these are not the main site of buoyancy production in the present case. Instead, the largest buoyancy production takes place in regions lower in the plume where the stratification is stable. This suggests that the mechanism of buoyancy production is sloping convection, see, e.g., Ref. 30 .
The sign of the Reynolds stress ͗uЈwЈ͘ y indicates the tilt of disturbance motions in the x − z plane. That tilt is indicated quantitatively by the blue arrows on Fig. 12 . The angle ͑measured from the horizontal͒ was computed at two points, the local maximum and minimum of the Reynolds stress, using the relation
This relation, without the spanwise averages, would hold exactly if motions were actually confined to a plane with angle of elevation . As that is only approximately true, I employ the averages in order to identify a characteristic value for the angle. Consider first the left-most region of positive buoyancy production ͑and positive Reynolds stress͒. The angle of perturbation motion is 36°. Visual comparison with the nearby white buoyancy contour shows that this slope is within the wedge of baroclinic instability, i.e., secondary circulations lying in this slope transport buoyant fluid upward 
064104-7
Secondary circulations in Holmboe waves Phys. Fluids 18, 064104 ͑2006͒
and denser fluid downward, releasing potential energy. The same is true in the right-most region of positive B, where ͗uЈwЈ͘ y Ͻ 0 and the plane of perturbation motions lies at an angle −16°to the horizontal. This extremum of the Reynolds stress coincides closely with the wave crest, however, and to the left of the crest the angle of motion is outside the baroclinic wedge. As a result, secondary circulations must do work against gravity in this region and buoyancy production is negative. I conclude that buoyancy production near the wave crests is driven by sloping convection. Alternating with periods of maximal buoyancy production are times when the shear production Sh u reaches a maximum value ͓Fig. 11͑c͒, solid curve, t Ͼ 150͔. Although Sh u is the largest contributor to disturbance growth at these times, several other terms are of nearly equal importance. Spatial structures of all the terms are shown in Fig. 13 . Although Sh u is the largest overall, much of its contribution occurs not in the wave crests but rather within the stratified interface. Here, shear is strong enough to promote secondary circulations despite strong stratification and relatively weak Reynolds stresses.
In the crest region, significant contributions come from the buoyancy flux as before ͓Fig. 13͑e͔͒, from horizontal straining St u , and from the shear of the vertical current Sh w . Horizontal motion within the crest is slower than its surroundings, so that the horizontal flow converges behind the crest and diverges ahead of it. Horizontal vorticity is therefore compressed behind, and stretched ahead of, the crest, leading to the pattern of positive and negative energy growth due to St u ͓Fig. 13͑c͔͒. The other dominant term near the crest is Sh w ͓Fig. 13͑b͔͒, which results from the strong gradient of vertical velocity across the crest interacting with the negative Reynolds stress ͑dashed contours in Fig. 12͒ .
To summarize, early in the evolution of the most strongly stratified Holmboe wave, secondary instability is driven by the same mechanism described previously for run 2 ͑Sec. IV A͒. Later, however, this mechanism is supplanted by sloping convection on the tilted isopycnals that form the wave crests. Shear production in the strongly stratified interface plays a secondary role.
C. Chaotic growth at lower Richardson number
At Ri 0 = 0.45 ͑Fig. 14͒ and Ri 0 = 0.30, secondary circulations grow rapidly but with no discernible periodicity. This aperiodic growth is not surprising, both because the secondary instability is inherently more energetic ͑Sec. III͒ and because the Holmboe wave itself is only approximately periodic during its growth phase, and is less so at lower Ri 0 . In a single oscillation period, the wave amplitude grows by a fac-
tor of exp͑2 r / i ͒. As Ri 0 decreases, r decreases slightly, but i decreases much more steeply ͓Figs. 2͑a͒ and 2͑b͔͒. As a result, the amplitude of the Holmboe wave differs significantly from one oscillation to the next, and we do not expect the secondary circulations to be periodic. The dominant mechanism is shear production by the horizontal flow, as we have seen in run 2 and early in run 1. A snapshot of the terms in the K 3d budget is shown in Fig.  15 . The concentration of strong shear production in the lee of the wave crest is visible. The aperiodicity of this process is due to chaotic advection of the perturbation within the lee vortex, which affects the efficiency with which the disturbance draws energy from the background shear. Also evident in the wave crests is the sloping convection process discussed previously. As before, this instability is driven by horizontal straining ͓Fig. 15͑c͔͒ and by the shear of the vertical current ͓Fig. 15͑b͔͒, as well as by potential energy release ͓Fig. 15͑e͔͒. The time t = 78.9 was chosen because both of these instabilities are visible in the kinetic energy budget; during most of the growth phase, the shear production mechanism is dominant. 
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D. Convective instability at low Richardson number
In run 4, the initial Richardson number was set to 0.30, which is barely inside the Holmboe regime ͑Fig. 2͒ and is similar to the value Ri 0 = 0.28 employed in the normal mode stability analyses of SP91. In this run, the Holmboe wave grew though only two oscillation periods before being consumed by turbulence.
During most of the growth phase, secondary circulations were driven by shear production in the manner described previously ͑Fig. 16͒. For a brief period between t = 58 and t = 64, however, buoyancy production increased dramatically and became the dominant term in the K 3d budget. This time interval represents the period in which the oppositely propagating wave crests were passing. At this weak level of stratification, the interaction of the wave crests is strong enough to overturn the central stratified layer and create a small region of intense convective instability ͑Fig. 17͒.
In contrast to the sloping convection seen in the more strongly stratified case ͑Sec. IV B͒, this instability is purely convective, in the sense that the local stratification is statically unstable. As in the sloping convection case, shear production is strong, but here it is uniformly positive, in contrast to the alternative bands of positive and negative shear production seen in the previous case ͓Fig. 13͑a͔͒. In the overturned regions, the form of the disturbance vorticity field closely resembles Fig. 8 . The streamwise component represents counterrotating convection rolls as expected in sheared convection, see, e.g., Ref. 31 . The tilt of the vortices leads to uniformly negative ͗uЈwЈ͘ y , and hence to uniformly positive shear production. A third significant contributor to the instability is straining by the horizontal divergence ͓Fig. 17͑c͔͒. This term is also uniformly positive in contrast to the instability of the wave crest described in Sec. IV B.
This result corresponds very well to the predictions of SP91. The stability analysis performed in that study predicted shear-driven secondary instability at most points in the oscillation cycle, but strong convective instability during a brief interval as the wave crests pass. The present results differ from SP91, however, in that they show a clearly preferred spanwise wavelength ͑Sec. III͒, whereas the stability analyses predicted ultraviolet catastrophe, i.e. growth rate increasing monotonically with increasing spanwise wave number until viscous dissipation becomes dominant.
E. Convective instability and shear production in KH billows
The final simulation of the sequence has Ri 0 = 0.15. At this low stratification, the primary instability is not a Holmboe wave but a KH billow. The transition to turbulence in KH billows has been documented elsewhere, but I include it here for comparison with the Holmboe waves and for the new insights that the present analytical approach provides.
The billow is not oscillatory, but its kinetic and potential energies vary considerably as fingers of light and dense fluid intertwine. Shortly after the first potential energy maximum, we observe a period of sustained growth driven mainly by buoyancy production. ͓A snapshot of the perturbation vorticity field during this interval is shown in Fig. 19͑a͒ .͔ The vortex core is encircled by counterrotating pairs of vortices. This is the convective secondary instability first explored in Ref. 26 . The secondary vortices are essentially convection rolls aligned with the background flow, as is usually the case with convection in a sheared environment, see, e.g., Ref. 31 .
After t ϳ 60, buoyancy production decreases markedly ͓Fig. 18͑c͒, dotted line͔, and for t Ͼ 64, it is exceeded by Sh u . This change signals the emergence of turbulent mixing in the billow cores, which quickly erases the unstable density gra- dients that drove convection previously. Beyond this time, kinetic energy growth continues, but it is dominated by shear production. Although the exponential growth rate is lower than in the convective phase, the disturbance amplitude is much greater, so that the actual rate at which K 3d is generated is large by comparison with other processes discussed in this article. The convection rolls have now evolved into a chaotic field of vortices ͓Fig. 19͑b͔͒. Their orientation in the x-z plane is such that the mean Reynolds stress is negative and they are thus able to draw energy from the background shear.
F. Energy budget comparisons
I now summarize this section with a look at the net contributions of each term in the K 3d budget to the net growth of K 3d . This fraction was computed by integrating each term from t = 0 to the time at which K 3d attained its maximum value, then dividing by that maximum value. The fractions sum to unity. Over most of the cases considered, the results are uniform. Net growth was dominated by the shear production Sh u and opposed by dissipation. This is consistent with results we have seen in detailed examinations of each case.
It is remarkable that the net K 3d budget for the KH case Ri 0 = 0.15 so closely resembles that for Holmboe waves. In that case, early growth was dominated by buoyancy production, but the actual amount of kinetic energy was negligible compared with that supplied by shear production later in the growth phase.
As Ri 0 increases to 1.0, the fraction of energy supplied by buoyancy increases dramatically, and other terms make nonnegligible contributions. This reflects the influence of sloping convection in the crests of these strongly stratified Holmboe waves, as we saw in Sec. IV B.
V. CONCLUSIONS
I have examined the growth of three-dimensional secondary circulations in a sequence of shear layers with varying levels of stable stratification. In all cases, the initial profiles are symmetric and the thickness of the stratified layer is 1 / 3 that of the shear layer. At the lowest stratification considered, Ri 0 = 0.15, the primary instability leads to KH billows. The remaining four cases are in the Holmboe wave regime. In all cases, the Prandtl number is 9 and the initial Reynolds number is 1200.
In all cases, secondary disturbance growth is approximately exponential, with growth rate decreasing monotonically with increasing Ri 0 . In the most strongly stratified case ͑run 1, Ri 0 =1͒, secondary circulations remain laminar and have little effect on the parent wave. In weaker stratification, the disturbance becomes strong enough to trigger turbulent breakdown of the wave. The maximum K 3d is attained in the KH case; among the Holmboe cases, the maximum K 3d was greatest for the intermediate cases Ri 0 = 0.45 and Ri 0 = 0.7. In all cases, the disturbance exhibited a preferred spanwise wave number with nondimensional value in the range 3.5-4.0.
In run 2 ͑Ri 0 = 0.7͒, disturbance growth is driven primarily by a transfer of energy from the shear field ‫ץ‬U / ‫ץ‬z. The disturbance is focused in the large vortices found in the lee of each crest of the Holmboe wave. The energy transfer is due to the Orr mechanism acting on the tilted vortices described by SW03. Growth is modulated by a pumping effect driven by the oscillatory interaction of the oppositely propagating component waves. This causes a periodic deformation of the lee vortices and hence a periodic modulation of the three-dimensional vorticity via vortex stretching and compression.
In the most stratified case ͑Ri 0 =1͒, disturbance growth is due initially to the same mechanism just described. As the Holmboe wave reaches larger amplitude, however, shear production is supplanted by a new growth mechanism focused in the wave crests. The main driving force for this mechanism is sloping convection, wherein secondary circulations FIG. 18 . ͑a͒ Potential and two-dimensional kinetic energies, ͑b͒ 3d , and ͑c,d͒ partial growth rates based on terms in the K 3d budget for run 5. Vertical lines indicate maxima of the wave potential energy .   FIG. 19 . ͑Color͒ Isosurfaces where disturbance vorticity magnitude is 91% of its maximum value, for run 5 at ͑a͒ t=52 and ͑b͒ t = 100. Color indicates the sign of the streamwise vorticity: red= positive, blue= negative.
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oriented within the baroclinic wedge grow by drawing upon the potential energy stored in the wave crest. The mechanism is periodic, and reaches its peak when the potential energy of the entire wave is a minimum, as it is then that the crests are steepest. One can easily imagine this mechanism acting on other classes of internal gravity waves such as solitons. When stratification is weaker, similar mechanisms act, but disturbance growth is aperiodic. In the extreme case of the KH billow, growth is driven initially by the convective instability that appeared in the normal mode analyses in Ref. 26 . That process soon mixes away the unstable stratification of the billow core, though. After this, shear production takes over and ultimately accounts for most of the disturbance growth.
In the most weakly stratified Holmboe wave case, strong convective instability appeared during a brief interval when interaction of the oppositely propagating wave crests caused the central stratified layer to overturn. This confirms the prediction made in SP91 on the basis of normal mode stability analysis, except that the latter failed to predict the scaleselectivity of the convective motions found here. This difference could be due to the strong time dependence of the Holmboe waves, which challenges the validity of the timescale separation argument upon which normal mode stability analysis is based. As conjectured in Ref. 32 , it could be that a time-dependent background flow acts preferentially to decorrelate motions at very small scales. On the other hand, the dominant spanwise wave number found here is a little greater than 4, and SP91 were only able to resolve spanwise wave numbers up to 5, so it could be that the computer power available for that study was simply insufficient to resolve the peak in the growth rate spectrum.
Comparison of cumulative energy transfers for the entire growth period showed that shear production is the dominant mode of growth in four of the five cases, including the KH case. In the opposite extreme, the Holmboe wave at Ri 0 =1, shear production was still dominant overall, but it was closely rivaled by buoyancy production due to the sloping convection mechanism.
In this study, a choice has been made to rely on direct simulations in place of the normal mode techniques used previously to analyze the growth of three-dimensional motions ͑SP91͒. This is partly a matter of economy. The computational cost of normal mode analysis increases with increasing spatial resolution more steeply than does the cost of DNS, so that normal mode computations equivalent to the present simulations would be prohibitively expensive. In addition, the normal mode analysis is restricted to small amplitude disturbances, and it requires a timescale separation assumption that is difficult to justify for Holmboe waves. It is possible that a Floquet stability analysis in which the background flow was treated as periodic rather than stationary would capture the instabilities found here. This is especially likely in the more strongly stratified cases, where the Holmboe wave is indeed nearly periodic and so is the spatial structure of the instability ͑Fig. 10 and accompanying discussion͒. Such an analysis, however, would incur an even greater computational cost than would a standard normal mode analysis, and it is not clear what additional insight would be gained.
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