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Abstract
This thesis investigates spontaneous rupture of the primary diaphragm used
in hypersonic ground testing facilities. It is known that many non-ideal and complex
flow fields arise as a result of the primary diaphragm, however it is currently not well
modelled in the literature. These complex flow fields are known to effect the final flow
conditions for the test, and therefore the ability to model them is of great importance
to the use, and optimisation, of hypersonic ground testing facilities. A brief summary
of these fluid effects has been provided. The overarching aim of this thesis was to pro-
vide a foundation of knowledge for numerical studies on the diaphragm rupture, and
to provide estimates on the opening dynamics of the primary diaphragm in the X2 ex-
pansion tube at The University of Queensland. The primary method for achieving this
aim was the use of the explicit finite element package LS-DYNA. The challenge in ob-
taining accurate estimates is in the large number of nonlinearities inherent to the prob-
lem. The model contains both material and geometric nonlinearities which must be
appropriately modelled and verified. To verify the accuracy of the estimates provided,
a series of benchmark experiments from the literature were identified and modelled
in LS-DYNA, which allowed verification of the input parameters. These experiments
provided information on various parts of the diaphragm rupture and provided insight
into the mechanisms in the different parts of the failure. The information from these
models was used to validate the final simulations of X2 since experimental measure-
ments were not taken on this facility. Final simulations of X2 were only approximate,
due to the lack of material and loading data available, however it is still expected that
these estimates are in a reasonable range of the true values. Whilst the numerical an-
swers are limited in their accuracy, the diaphragm rupture could still be qualitatively
described.
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Chapter 1
Introduction
1.1 Problem Background
Even with the rapidly improving capabilities of computation fluid dynamics (CFD),
experimental ground testing is still an integral part of design work for aircraft, both
subsonic and supersonic. Current CFD codes still have key limitations and require
validation against benchmark experiments. In particular, the following parameters
must be validated in CFD codes using hypersonic impulse facilities: numerical dis-
cretisation, turbulence modelling, flow chemistry models, transition, convective heat
transfer, radiative heat transfer and ablation [16].
Conventional wind tunnels cannot produce the required high enthalpy flow
properties to simulate hypersonic flight, and full scale flight testing is expensive. Thus,
experimental ground testing facilities play an important role in hypersonic research
programs, and impulse facilities are routinely used [40]. These provide a short dura-
tion (typically <1ms) flow of gas at hypersonic speed. Due to the high speed of the
flow, steady state conditions can still be achieved with these short test times. Typi-
cal impulse facilities work by first compressing the driver gas behind a metallic di-
aphragm. This diaphragm is ruptured either naturally, or punctured at a desired pres-
sure. The gas is released into a low pressure tube, resulting in the formation of a shock
wave which processes the test gas [24].
Different shock tube designs process the test gas in different ways to achieve
different properties. The basic shock tube is the simplest design and allows the shock
1
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Figure 1.1: Basic shock tube [39]
processed gas to pass directly over the model. This shock tube is limited by fundamen-
tal fluid mechanics principles, and for an initial test gas of air initially at 300K, the flow
Mach number asymptotes to 1.9 [16].
The operation of the reflected shock tunnel is discussed by Hannemann [19]
and shown in Figure 1.2. In summary, it is an adaptation of the basic shock tube where
a converging diverging nozzle is placed at the end of the tube. A thin secondary di-
aphragm separates the test gas from the nozzle, test section, and vacuum tank, which
enables control over the initial fill pressures in each of the sections. Due to the small
size of the nozzle opening, when the primary shock reaches the nozzle, the post shock
test gas is almost completely stagnated. Thus, a reflected shock wave forms which
raises the pressure and temperature of the test gas a second time. The resulting high
temperature, high pressure gas is then expanded through a converging-diverging noz-
zle, which results in test flows comparable to hypersonic flight. Reflected shock tubes
are limited in the flow properties that they can achieve because of the stagnation of
the test gas. If the temperature and pressure reaches sufficiently high levels, then non-
equilibrium effects can cause dissociation of the test gas, resulting in unrepresenta-
tive test gas properties. Another limitation is that as the temperature and pressure
increases, the structural requirements become unreasonable.
Expansion tubes are used as an alternative to reflected shock tubes when high
Mach number flows are required. They are avoid stagnating the test gas, which re-
moves the chemical and structural limitations associated with reflected shock tubes.
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Figure 1.2: Schematic and wave diagram of a reflected shock tunnel [19]
The test gas is separated from a low pressure chamber by a thin secondary mylar di-
aphragm. Rather than stagnating the flow, the shock processed test gas reaches the
low pressure section in the tube resulting in a rapid unsteady expansion into the low
pressure chamber. This is shown diagrammatically in Figure 1.3.
The high pressure test gas in front of the primary diaphragm can be obtained
either slowly or quickly, and due to both inertia and high strain rate effects, the di-
aphragm rupture behaviour can be significantly affected. The driver section can gain
pressure slowly using bottled gas, or rapidly using either free-piston driven, or det-
onation driven systems. Free piston and detonation driven methods provide the ad-
vantage of also increasing the temperature of the driver gas. Ideal compressible flow
theory shows that increasing the driver temperature results in an increase in flow Mach
number after rupture [16]. Figure 1.4 shows the effect that temperature and gas prop-
erties can have on the relationship between shock Mach number and pressure ratio.
1.2 Brief Review of Currently Operating Shock Tubes
The use of these shock tubes is common practice around the world for simulating
supersonic and hypersonic test flows, and many of these facilities rely on a primary
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Figure 1.3: Schematic and wave diagram of an expansion tube (longitudial scale greatly
compressed) [15]
Figure 1.4: Relationship between test gas temperature and pressure ratio [16]
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diaphragm to achieve this. Hypersonic wind tunnels are typically either detonation
driven, or free piston driven facilities, since they produce much higher enthalpy flows
than simpler bottled gas systems. Regardless, these facilities could benefit from the
current study by improving existing models for diaphragm rupture in CFD simula-
tions. By providing a framework for conducting finite element analysis of this type
of problem, this study will assist future researchers conduct their own simulations.
The following is a brief description of some currently operating shock tubes and their
operating capabilities.
The UTIAS hypervelocity shock tube located at the University of Toronto is a
combustion driven facility capable of simulating high enthalpy, hypersonic gas flows.
It can produce shock speeds of up to 7km/s and can simulate flows in the range of
Mach 1 to Mach 20. For speeds less than Mach 5, no combustion is required, and the
release of compressed air from gas bottles is sufficient. A wide range of diaphragms
can be used. For Mach numbers less than 8, single or multiple layers of Mylar are
used, and above Mach 8, a pre-scored steel diaphragm is used. When a stoichiometric
combination of hydrogen and oxygen are used (with 77.5% other gases to dilute), peak
pressures up to 400bar can be achieved in the combustion chamber [25].
The Aix-Marseille University in France has several shock tubes. The T200
IUSTI shock tube can generate flows of Mach number in the range of 1.05 to 4 using
either air, or other inert gases. The primary diaphragm is made from aluminium and
is pre-scored to a depth of 1mm. The T80 shock tube has similar pressure and Mach
number ranges of operation but can be used to study the effect of the inclination angle
on shock waves. The diaphragm in T80 is also made from aluminium but pre-scored
to a depth in the range of 12µm to 0.8mm. The T85 shock tube is designed for higher
Mach number flows and uses a double diaphragm setup. The first one is made from ei-
ther steel or aluminium, and the secondary diaphragm is made from a thin membrane.
It is combustion driven, and uses hydrogen gas and oxygen as the fuel source. Shock
waves at Mach 9 can be generated [25].
’The big shock tube,’ at Ioffe Physical-Technical Institute of Russian Academy
of Sciences, was designed for generating high enthalpy gas flows behind the strong
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shock wave. It utilises a 30kW electric heater which allows the hydrogen driver gas
to reach up to 750K and 500atm. Another shock tube is also in use which is capable
of flow above Mach 7, and requires the driver gas to be heated up to 200-400 degrees
Celsius. Both of these tubes utilise a primary diaphragm to hold the driver gas pressure
before initiation of the test [25].
Institut Franco-Allemand de Recherches de Saint-Louis (ISL) have two hyper-
sonic reflected shock tube facilities which are capable of providing flow enthalpies of
up to 8MJ/kg. The light driver gas is compressed up to 450 bar, and the diaphragm is
designed to rupture depending on the conditions of the test [17].
Hannemann et al. [19] have summarised a number of free piston shock tunnels
which are currently in use. Among them are HEG, HIEST, T4, and T5. The High En-
thalpy shock tunnel, located in Go¨ttingen, Germany, was the largest of its kind during
commissioning in 1991. It can provide stagnation pressures of 200MPa, with stagnation
enthalpies of up to 23MJ/kg. The HIEST located at JAXA Kakuda Space Centre was
designed to achieve flow speeds of 3-7km/s corresponding to stagnation enthalpies of
approximately 4-25MJ/kg. The T4 facility at UQ achieves flow enthalpies in the range
of 2.5 to 12 MJ/kg and is predominantly used for research into scramjets and scramjet
subsystems. T5 is able to provide stagnation enthalpies of up to 21MJ/kg.
Of particular interest to the current study is the characterisation of diaphragm
rupture on UQs X2 and X3 facilities, and the failure of the X2 diaphragm will be directly
simulated. X3 is the larger of the two facilities and can produce stagnation enthalpies
of up to 100MJ/s, with flow speeds greater than 8km/s [1]. These are both piston
driven facilities which utilise steel primary diaphragms. X2 typically uses a pre-scored
diaphragm, whilst X3 typically uses an un-scored diaphragm.
Due to the large number of currently operating shock tubes which utilise a
diaphragm for compressing the driver gas, it is evident that the diaphragm rupture
process is relevant to many different facilities around the world, and by improving the
current capability in diaphragm rupture modelling, the uncertainty of flow properties
and processes in these facilities could be reduced.
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1.3 Motivation for Current Study
Many studies have shown that diaphragm rupture can cause complex flow effects
which affect shock formation and fluid flow properties. Campbell et al. [7] specu-
lated that the finite opening time of the diaphragm would lead to greater mixing at the
interface, a modification to the pressure ratio, and a volume of gas not being properly
processed by the shock wave. The following section summarises the known effects on
fluid flow of diaphragm rupture.
White [49] studied the effect that a finite diaphragm rupture duration can have
on shock tube flow. It was found that due to the mixing at the interface, and for
monatomic driver/diatomic driven set-ups, a shock stronger than predicted by the
ideal model can result. However, depending on the specific heat capacities of driver
and driven gases, the resulting shock could also be weakened. He also found that the
shock-tube starting process can occur over a large part of the shock tube. In one exper-
iment, for the highest pressure ratio used (106), acceleration occurred for 40ft down the
tube. In addition to this, it was also shown by Simpson et al. [45] that the distance to
maximum shock velocity increases proportionately to the diaphragm opening time.
A study by Miller et al. [35] showed agreement with White and Simpson.
There was clear acceleration of the shock wave present in the immediate vicinity of
the diaphragm, followed by attenuation at some distance from the diaphragm. It was
noted that it was most pronounced for helium, argon and air, whilst carbon dioxide ex-
perienced less attenuation. They also observed that peak velocity of the shock occurred
at longer distances with longer pressure ratios, confirming the findings by White.
However, they did note that the diaphragm material did affect this. Furthermore, in
agreement with White, maximum velocities were found to exceed the shock velocity
predicted by conventional shock tube theory. They attributed this to the increase of
Helium driver temperature due to pressurisation, the finite opening of the diaphragm,
and two dimensional effects. It was noted that the test with helium also yielded higher
results and therefore it was inferred that interface mixing and flow chemistry are not
main contributors to this discrepancy.
Further agreement was obtained by Rothkopf and Low [43], who quantified
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the distance at which acceleration is reduced. They found that this occurs at a dis-
tance on the order of half of the shock formation distance. In addition, they not only
observed the proportionality between diaphragm opening time and shock formation
distance, but also showed that it is inversely proportional to the sound speeds in the
driver and driven gases.
Gaetani et al. [13] employed experimental and numerical techniques to inves-
tigate the resulting flow field from incomplete diaphragm rupture. A complex flow
field was described where the leading shock diffracted around the diaphragm orifice.
This resulted in reflected waves from the tube wall, which led to interactions with
the annular vortex shedding from the diaphragm edge. The subsequent system of
compression and rarefaction waves lead to pressure oscillations past the leading shock
which weakened into acoustic disturbances sufficiently far from the diaphragm, where
a single shock front is formed. The net result of this process is the weakening of shock
intensity and an increase in shock formation distance. Houas et al. [23] studied the
effect of the ratio between ruptured area and shock tube area and found similar results
to Gaetani et al [13]. They found that as this area ratio decreased, the shock formation
distance increased, whilst the pressure ratio across the shock decreased. These studies
highlighted the importance of ensuring complete diaphragm rupture when maximis-
ing shock tube performance.
The diaphragm rupture does not only lead to issues with shock formation dis-
tance and strength, but a number of practical issues can arise from the process. Work
done by Yamaki and Rooker [50] showed that petal shearing could be eliminated by
increasing the curve radius of the clamp on the low pressure side of the diaphragm. It
was found that larger pressure differentials require a larger radius. This is critical for
preventing damage to the shock tube and testing equipment.
Clearly, characterisation of the diaphragm rupture process is important so that
these effects can be more easily quantified, and integrated into CFD codes. It may
be of interest for future studies to quantitatively determine the effect of diaphragm
rupture on pressure loss and acoustic disturbances using CFD techniques, rather than
experimentation, as this is not currently possible. This is particularly important, since
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completely reconstructing the test flow conditions into a model is not possible by tak-
ing experimental measurements alone, and analytical models are limited. This thesis
attempts to investigate whether the commercially available numerical finite element
code, ANSYS/LS-DYNA, can model the rupture process, and to what level of certainty.
Currently, the iris-based model of diaphragm rupture can be used in CFD sim-
ulations involving non-ideal diaphragm effects, such as that of Goozee [18]. A 2-D
axisymmetric code is used where the boundary condition for the driver gas is such
that the diaphragm opens radially from the centreline. If viewed in three dimensional
space, this would look like an opening iris. Timing for this process has to be based
off empirical models, however with the results from this study, the opening iris model
could be either improved or replaced. In addition to improving CFD simulations, this
analysis could also lead to a better understanding of diaphragm rupture in impulse
facilities and perhaps assist in diaphragm design.
1.4 Aim
The primary aim of this thesis is to develop a capability to numerically predict the
diaphragm rupture process, and to establish to what degree of certainty this can be
done. Existing diaphragm rupture models, such as the iris opening model, can then
potentially be improved with the output data from this investigation. For this reason,
an emphasis is placed on obtaining accurate results. This will reduce the uncertainty
for any CFD simulations which build on from this work, and thus calculations for
shock formation distance and pressure loss could also be known more accurately.
A secondary aim is to establish FEA capabilities for the research group, and of
particular interest is to determine the ability to model high strain rates, large deflec-
tions and failure reliably for this sort of problem.
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1.5 Project Outline
1.5.1 Scope
The following items were in scope:
• The effects of the problem nonlinearities were investigated and simulated. These
include large deflections, plastic material behaviour, high strain rate behaviour,
material failure, and the contact which occurs as the diaphragm progressively
opens and wraps around the filleted tube entrance.
• Analytical models and benchmark experimental results were used to validate the
FEA for each of the nonlinearities present.
• The X2 diaphragm rupture was simulated, including the effect of scoring on the
behaviour.
• The sensitivity of the output results to some of the input parameters was investi-
gated. Where possible, recommendations on the required level of accuracy of the
input parameters were given.
• Different boundary and loading conditions were explored and the effect on the
simulation investigated.
The following items were out of scope:
• The secondary diaphragm rupture was not investigated. Instead of failing from
membrane failure, it shears at the boundary and is therefore out of scope for this
thesis.
• Premature rupture due to spike impact was not investigated and instead only
spontaneous rupture was investigated.
• CFD calculations with the outputs of the structural analysis were not conducted.
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1.5.2 Expected Outcomes
This thesis aims to provide important insights into the failure of the primary diaphragm
used in free piston impulse facilities. In addition, and more importantly, it will de-
termine the predictive capability of current industry standard FEA computer codes
for use in simulating the complexity of the diaphragm rupture in impulse facilities.
The findings presented in this thesis could also lead to a better knowledge of di-
aphragm geometry selection. Additionally, the results may potentially be used to im-
prove CFD models for fluid flow in existing impulse facilities by improving the defini-
tion of boundary conditions. Finally, it will provide guidelines on what material data
is necessary to be collected when choosing a diaphragm to analyse.
In summary, this thesis aims to:
• Improve understanding of modes of failure of the primary diaphragm and allow
insights into improvements to current diaphragm design
• Provide a predictive capability for diaphragm failure and similar non-linear struc-
tural loading problems using ANSYS/LS-DYNA
• Determine the most important considerations to be made when solving this type
of problem, and, in addition will attempt to determine the sensitivity of the re-
sults to the important input parameters.
• Reduce uncertainty in CFD codes through improved boundary condition selec-
tion used for predicting flow characteristics
Chapter 2
Modelling Diaphragm Rupture
2.1 Qualitative Description Of Diaphragm Rupture
To efficiently utilise computational resources, an understanding of the underlying physics
of the problem is critical. This leads to a greater ability to select element types and other
FEA parameters based on the requirements of the problem. For example, time can be
saved by using 2D, plate, shells, or 1D elements instead of 3D elements. In addition, an
understanding of which nonlinear phenomenon are present in the problem is critical
[29]. The following is a qualitative summary of what is currently known across the field
on the behaviour of diaphragm rupture. It is based on observations and experiments
from various sources. Several studies have been done using high speed cameras and
photo electric sensors. These are discussed and referenced in this section as required.
In general, the process occurs as follows:
1. The pressure is increased inside the driver tube, and as this occurs, bulging of the
diaphragm begins [35]. Diaphragms are relatively thin and therefore have low
bending stiffness. Due to the large deflections which occur, membrane stress is
present and the response is non-linear.
2. Diaphragm rupture is initiated. This is typically done either prematurely through
the use of a spike which impacts the diaphragm, or, spontaneous rupture occurs
due to high pressure load. Spontaneous rupture is the method of initiation in
piston and combustion driven facilities and is the mechanism discussed in this
12
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investigation.
3. In either case, tearing begins and petals form during opening. The material
choice, and whether or not the diaphragm has been pre-scored, affects this pro-
cess significantly [35, 42]. One consideration for the simulation discussed in
subsequent sections is that the loading conditions change during opening. It
is known from compressible flow relations that as the gas expands through the
partially opened diaphragm, the static pressure decreases. The result of this is a
decrease in applied pressure during failure.
The mechanism of diaphragm failure is significantly different depending on
the rate of pressure increase. Prickett [37] describes the behaviour of bursting discs as
follows. For slow loading, the initial deformation is elastic, but then plastic deforma-
tion occurs, initially at the disc centre. The elastic-plastic boundary moves outwards
towards the supports as the pressure continues to rise. During this process, the disc
thins until the centre of the disc reaches the ultimate stress, and the disc ruptures. For
fast loading, once the disc reaches the elastic limit, an elastic-plastic region is formed
towards the outer region of the disc near the clamp. This is called the hinge circle, and
material within the hinge circle is yet to be affected by the loading. The hinge circle
radius continues to decrease at a rate dependent on the mechanical properties and the
pressure rise rate. The material fails if the strain at the hinge circle is sufficiently large.
The final deformation is quite different and Figure 2.1 shows this. Prickett [37] showed
that for thin aluminium diaphragms (0.43mm and 0.53mm), the bursting pressure of
the diaphragm can increase by 5% when loaded dynamically instead of quasi statically.
For steel diaphragms, this can increase to 12%. This example highlights the importance
of simulating the correct loading conditions and material properties. Not only is the
bursting pressure affected, but so is the final deformed shape. The reason for this is a
combination of inertial and high strain rate material effects.
Campbell et al. [7] showed that for both copper and aluminium diaphragms,
the rupture process consisted of a slow initiation, followed by rapid opening. In their
study, it was found that when using aluminium diaphragms, it took 100µs to reach
10% opening, and then only another 80µs to reach full opening. The scored copper
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Figure 2.1: The effect of pressure rise rate on disc failure [37]
diaphragms displayed similar characteristics, although the opening time was signifi-
cantly longer, most likely due to higher ductility, and the ability of the material to ab-
sorb more energy through the tearing process. This shows that the progressive opening
of the diaphragm does not happen linearly, and the opening percentage vs time in the
final simulation should represent this.
They also noted that in the case of the copper diaphragms, an appreciable slit
forms along one score line before it forms on the other. This is consistent with a study
by Rothkopf and Low [42] who showed that the material type can have significant
effects on the rupture behaviour. Rothkpot and Low [42] noted that materials with
higher ductility rupture less cleanly, less symmetrically, and less consistently. In ad-
dition, bulging prior to rupture is affected, and it was found that aluminium bulged
much less than copper and brass. Thickness did not significantly affect the bulging of
the diaphragm, however it did effect bursting pressure.
An observation from a study by Colombo et al. [8], found that even for steel
diaphragms, the rupture process can be very asymmetrical, and that the diaphragm
thickness can affect the stability of the tearing. This makes numerical modelling very
challenging, and it may not be fully possible to capture the asymmetrical effects using
finite element analysis.
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It is clear that this problem contains several non-linearities, each of which need
to be modelled correctly and verified carefully. Non-linear geometry effects occur due
to large deflections, contact of the diaphragm on the shock tube wall, and also failure.
Non-linear material models are present due to plastic deformation and high strain rate
effects. Additionally, an explicit solver is necessary due to the short duration, and
therefore solution stability needs to be monitored.
Problems such as this can be difficult to solve accurately using FEA packages
due to convergence (implicit analysis) or stability (explicit analysis). Additionally, en-
suring that reasonable results have been produced is difficult, and careful compari-
son to experiments and/or analytical models can help to ensure that the correct input
parameters have been selected. This is due to the large number of possibilities for
material models, element types, boundary conditions, loading conditions, and other
analysis settings which are specific to different problem types. Section 2.4 details the
method of ensuring reasonable results in this investigation.
2.2 Existing Models
2.2.1 Analytical Models
Past studies have attempted to analytically characterise the behaviour of the diaphragm
rupture by making some simplifying assumptions. The focus of these studies has been
rupture pressure, opening time, and the rate of opening as a function of time.
Equation 2.1 is an example of an empirical relation which describes opening
time and was originally derived by Drewry and Walenta [11]. It has been cited in many
studies following it, however different K values are used depending on the simplifying
assumptions. For example, Curzon and Phillips [9] arose at this equation with a K
value of 1.38, whilst Simpson et al. [45] use 0.91, and the original work found K to be
0.93. It is not always clear what assumptions are made for each K value. For example,
Simpson et al. indicate that they assumed negligible resistance along the bend line (ie
free hinge model), however Drewy and Walenta indicate that they assumed a constant
bending moment along the bend line. It can be said with certainty that these models
CHAPTER 2. MODELLING DIAPHRAGM RUPTURE 16
are very approximate and require experimental validation for the particular situation.
In addition to this, since these models only characterise opening time from material
properties and geometry, they do not directly take into account factors such as high
strain rate effects or scoring, although these effects would affect the constant K, and
any changes to rupture pressure.
R.T. = K
(
Lρτ
Pr
) 1
2
(2.1)
Where: R.T.= Rupture Time, K= Empirical constant, L= Linear width of the
base of the petals, ρ = diaphragm density, τ = thickness away from the score, Pr =
rupture pressure.
The main simplifying assumptions that Drewry and Walenta [11] used in the
creation of this model are:
• Square shock tube cross section
• Rupture occurs instantaneously and four identical petals form
• Force acting on petals is a linear function of opening area
• Bending Moment from stresses at the hinge line is assumed to be constant
Simpson et al. [45] arrived at the formula in a similar way but considered the
diaphragm petals to be freely hinged petals acted on by a constant pressure to achieve
an estimate of rupture time. They integrated equation 2.2.
I
d2θ
dt2
= M (2.2)
To give equation 2.3.
t =
(
3ac+ bc
4a+ 2b
) 1
2 (ρτ
P
) 1
2
∫ θ
0
dθ
((0.5 sin(2θ)) + θ)
(2.3)
Where M = moment, I = moment of inertia, t is the time taken for plate thick-
ness (τ ), and density (ρ) to move through an angle (θ) under a pressure (P). a, b, and c
refer to geometry of the petal in Figure 2.2.
CHAPTER 2. MODELLING DIAPHRAGM RUPTURE 17
Figure 2.2: Geometry for equation 2.3 [45]
Using this model for nickel, copper, and aluminium, they achieved good agree-
ment to experimental results. It is interesting to note that the initial results published
by Drewry and Walenta showed comparatively poorer agreement between analytical
and experimental results using the same equation (but different K values). This may
be evidence to suggest that the assumptions made by Simpson et al were more appro-
priate to their specific purpose than the original work, and shows that this particular
model is limited in the range of problems in which it provides accurate predictions.
In order to improve rupture models, Hickman et al. [22] adapted the simple
model of assuming that there was no resistive moment and attempted to quantify this
value. They modified equation 2.2 to equation 2.4.
I
d2θ
dt2
= M1 −M2 (2.4)
Where M1 and M2 are the moments resulting from pressure forces and hinge
stresses respectively.
They define a parameter S, which is termed the strength parameter and defined
by equation 2.5.
S =
M2
P4yA
(2.5)
They treat S as a constant to simplify the model and this implies a constant
stress level and stress distribution at the petal hinge line. After some mathematical
manipulation they arrived at Equation 2.6.
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φ =
1
2
(
dθ
dτ
)2
+ Sθ =
∫ θ
0
PU
P4
− PD
P4
dθ (2.6)
Where θ = dθ
dτ
= 0 at τ = 0. Equation 2.6 above is integrated again to give
Equation 2.7.
θ =
∫ τ
0
s
√
φ− Sθdθ (2.7)
They concluded that S is the correct parameter for S < 0.85, however their
experimental and numerical results do not seem to be closely aligned for maximum
opening angle. A major portion of the angle vs time data seems to agree with the
experimental data however, especially for smaller angles. This led to the conclusion
that S is not constant throughout failure and that the strain rate drops substantially
during opening. Hickman et al. [22] speculated that if S is allowed to decrease with
increasing angle, then the predicted variation of angle with time would pass close to
the median of the data
Whilst both Hickman et al, and Drewry and Walenta assume constant stress in
the hinge line, the problem was approached in a different way. Instead of defining this
strength parameter, Drewry simply assumed that the bending moment was given by
Equation 2.8.
Mσ =
σbτ 2
4
(2.8)
Volkov et al. [47] took a different approach to the conventional free hinge
model by using the freely linked chain model. In doing this they made the assumption
that the pressure forces are large in comparison to the elastic forces. They postulated
that such a situation occurs in explosive and electric discharge facilities. Their mathe-
matical derivation resulting from their work was Equation 2.9.
t0 = 0.6
(
2Lρδ
P
) 1
2
(2.9)
This result is approximately 1.5 times lower than the result of studies men-
tioned earlier.
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Figure 2.3: Diaphragm Opening Percentages over Time based on Experimental Data -
[42]
Rothkopt and Low [42] performed experiments on the diaphragm rupture for
aluminium, copper, and brass diaphragms. Their final results were normalised and
have been included in Figure 2.3. The main conclusion that they drew in their study
was that the diaphragm rupture occurs in approximately two phases. The tearing and
then the opening. Each phase is approximately linear and Figure 2.3 shows the plots
for time after the first 5% of opening.
These studies highlight the difficulty in characterising the rupture process with-
out making significant assumptions. It is no surprise then, that there are very few an-
alytical models which attempt to do this. The use of numerical tools is one way for
improving models for such a complicated failure mechanism.
A key observation to be made with these studies is that the two studies which
attempted to model the hinge resistive moment showed worse agreement than the
studies which didn’t. This could show that the hinge resistance is very low and that
the later studies are over compensating by including it, or alternatively, that these mod-
els are over simplified and are not well grounded in the underlying physics of the
problem. Whilst these formulae have provided insight into rupture mechanics, often,
in the development of shock tubes, experimental data is used to make decisions into
diaphragm geometry and material choice, rather than these analytical formulas. An
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example of this is the study conducted by Yamaki and Rooker [50] to determine the
choice of diaphragm in the a shock tube at the Langley Research Centre. In this study,
extensive testing was conducted on a variety of different diaphragm configurations.
2.2.2 A Previous FEA Study
Numerical modelling of rupturing diaphragms have not been commonly conducted,
however Colombo et al. [8] conducted an FEA study with two aims in mind: predict
the bursting pressure of scored steel plates, and determine the structural response of
the diaphragm. Their study was conducted using Helium gas as the driver gas with
an average pressure rise rate of 0.0135 MPa/s. This somewhat limits applicability of
this study to shock tubes which do not experience rapid pressure rise rates.
Their study involved the use of hot rolled circular diaphragms with grooves
created with a milling machine. They used material data based on a uniaxial tension
test of the same material and thickness as the diaphragms. For experimental validation,
they used four strain gauges which recorded strain data during the process.
The results of the bursting pressure were considered to be fairly good, with a
discrepancy of -12.4% occurring between the numerical and experimental maximum
burst pressure. By evaluating the results of their two test cases, they concluded that the
bursting process is governed by the membrane behaviour of the diaphragm, since large
deflections at failure were reached. The results for post rupture behaviour were mixed.
Some strain gauges showed very good agreement whilst others did not. This was put
down mainly to some limitations of the model. The FEA model utilised symmetry by
splitting the diaphragm up into quarters. As such, they could not model the asymmet-
rical nature of the diaphragm rupture. Additionally, they assumed completely homo-
geneous materials, with no defects. These differences are what are believed to be the
main discrepancies between experimental and numerical results.
This particular study was limited in the fact that it investigated only slow pres-
sure rise cases, and only two geometries were used. Additionally, it did not correctly
characterise post rupture behaviour due to the quarter model choice. Finally, the exper-
imental rig which was used had constant diameter on both upstream and downstream
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sides of the diaphragm, which allowed the numerical model to be modelled simply
using a simple fix support. Consequently, the effects of different diameter tubes and
the fillet radius of the downstream side of the diaphragm could not be investigated.
The current study improved upon this study in several ways:
• Investigated the option of reducing the 3D elements to 2D elements to reduce
computational time.
• Investigated the effect that high strain rates have on the diaphragm rupture me-
chanics
• Investigated the effect of different diameter tubes on either side of the diaphragm
with filleting on the downstream side. This required the modelling of contact
between two surfaces.
• Provided an estimation of the sensitivity of the key parameters and provide rec-
ommendations on how these parameters can be simplified.
Chapter 4 is dedicated to replicating this experiment and using the original
data as a benchmark for the failure component of the FEA model.
2.2.3 Discussion of Existing Models
The above mentioned models are only approximate, and the assumptions are limiting.
In addition, experimental data taken on opening percentage is open to interpretation
and susceptible to error. Thus, progressive opening data is not necessarily accurate.
The formulations do not take into account other factors such as strain rate/pressure
rise rate and therefore, either these effects are negligible, or results are inaccurate for
different operating conditions. Equations only capture time to tear fully open, and thus
the initial bulging phase is not captured. This would be an important part of 3D CFD
calculations on shock tubes, since the initial bulging would likely lead to a non-planar
initial shock wave. It is expected that if commercial FEA software packages can be
used for the simulation of this process, then not only would a greater understanding
of diaphragm rupture be achieved, but also, the role of experimentation in diaphragm
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design would be less important. The most significant benefit of such a capability would
be the ability to improve CFD simulations, since existing models are inadequate.
2.3 A Brief Overview of FEA Modelling
The behaviour of a physical phenomenon in a system depends on the geometry or do-
main of the system, the properties of the material or medium, and the boundary, initial,
and loading conditions. As described by Liu and Quek [29], the general procedure for
performing an FEA follows the following steps:
1. Modelling of the Geometry
2. Meshing (Discretisation)
3. Specification of the material properties
4. Specification of the boundary, initial, and loading conditions
It is assumed that the reader has a basic understanding of the FEA process.
Consequently, the following discussion is limited to a brief discussion of equation
solvers and validation techniques which can be used to solve this type of problem.
Additionally, an approach has been specified for solving this particular problem. A
number of books have been published on the finite element method which can be re-
ferred to for more detail. Descriptions of how specific non-linearities are handled by
the code are present in the chapter specific to those non-linearities.
2.3.1 Equation Solvers
As previously identified, this study contains several non-linearities which need to be
accounted for. As summarised by Heitzmann [20], the general process for solving non
linear problems is:
1. Load/displacements are applied incrementally
2. After each time step, the non linear changes must be considered in the following
step.
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There is some flexibility in how the system equations can be solved. The two
important considerations to be made when choosing a solver are memory require-
ments and CPU time. Methods for solving can be grouped into implicit and explicit
solvers. [29]. These two main types are briefly discussed here.
Implicit Solvers
This section is mostly adapted from Heitzmann [20].
Implicit solvers utilise implicit time integration to solve the system equation
directly for the nodal displacements. To achieve this, the stiffness matrix must be
inverted by one of the two different solution methods - direct or iterative. For non-
linearities, the stiffness matrix is a function of the nodal displacements and therefore
the Newton-Raphson method is typically used. Loading is incremental for a time step
and equilibrium must be achieved in each time step, otherwise convergence is not
achieved and the solution is terminated.
The computationally intensive part of the solving procedure is inverting the
stiffness matrix, particularly in the presence of non-linearities. However, because the
nodal displacements are solved, small time-steps are not necessary, and although each
time step is computationally expensive, there do not need to be a large number of time
steps. Thus, the overall time-scale does not play a large role in the solution procedure.
However, some consideration must be given to providing a small enough time-step
such that proper momentum transfer can occur to capture the dynamic response (if
present). Implicit solvers typically work best when problems have smooth solution
behaviour.
Explicit Solvers
This section is mostly adapted from Heitzmann [20].
In contrast to implicit solvers, explicit solvers do not solve the large systems of
equations. They avoid solving the system of equations by instead solving for the nodal
accelerations from Newton’s law and integrating. The accelerations are expressed in
Equation 2.10.
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x¨ =
F
m
+ b (2.10)
Where: x¨ are the nodal accelerations, F are the nodal forces, m is the nodal
mass, and b are the components of body acceleration.
Note that the forces can be external and internal forces.
Consequently, solving for each time step is very efficient. The nodal displace-
ments can be calculated from the velocities which can be calculated from the accelera-
tions using equations 2.11 and 2.12.
x˙
n+ 1
2
i = x˙
n− 1
2
i + x¨
n
i ∆t
n (2.11)
x
n+ 1
2
i = x
n− 1
2
i + x˙
n
i ∆t
n (2.12)
These new displacements are used to find the new internal forces and thus
the process is iterated. Internal forces are estimated by any non-linear relation be-
tween stress and strain, and also, by accounting for the non-linear relation between
strain and displacement. Even non-linearities such as contact are included in the inter-
nal force vector. Consequently, explicit solvers are best suited for problems involving
non-linearities. In particular, they are better than implicit solvers at handling discon-
tinuities and non-linearities such as contact, large deflections, and geometric/material
non-linearities.
This method has the benefit that it does not require a convergence criteria in
each time step. This is because the system equations are uncoupled. The CFL (Courant-
Friedrichs-Lewry) condition is employed to ensure stability of the solution instead. It
requires that a sound wave does not travel the distance of the smallest characteristic
element dimension of the mesh in one time-step. Equation 2.13 defines this condition.
∆t ≤ f
(
h
c
)
m
in (2.13)
Where: ∆t is the maximum time step for the problem, f is the time step sta-
bility factor which defaults to 0.9 in LS DYNA, h is the characteristic dimension of
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the element, and c is the local material soundspeed. h is calculated in different ways
depending on the element type. This can be seen in the ANSYS documentation [3].
Mass scaling is a technique used to increase the maximum time step possible
in the simulation. Since the mesh size is typically not completely uniform, and the size
of elements varies, the smallest element limits the maximum time step size. As can
be seen in Equation 2.14, the maximum time step is proportional to the square root
of mass for an element. This comes from the fact that sound speed is dependant on
density.
∆t ∝ 1
c
=
√
m
V C
(2.14)
This method involves increasing the mass of the system in different parts of the
mesh, and consequently can alter the results, however, if small amounts of mass are
added to specific locations on the mesh, the maximum time step can be significantly
increased without altering the result significantly. By increasing the maximum time
step, fewer steps are required to reach the end time of the simulation, and therefore the
time taken to solve the problem can be reduced.
Since time steps are often required to be very small, explicit solvers are not well
suited to static problems, since many time-steps would be required to solve the solu-
tion. However, it is possible to simulate quasi-static simulations through time scaling
and static damping. Time scaling involves loading the structure at a faster rate than
was done experimentally. As long as the kinetic energy in the system is kept low com-
pared to internal energy, and strain rate effects aren’t being modelled, results should
still remain consistent with the true static case.
Static damping can be used for two things, the first being the damping of con-
stant frequency oscillations which arise in the explicit solution. The damping value
should be calculated using equation 2.15.
R =
2∆t
T
(2.15)
Where R is the static damping value, ∆t is the time step, and T is the longest
period of oscillation.
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It is not always easily known what the value should be for the oscillation time,
however it is most important to avoid over damping, since this can increase the end
time of the simulation and skew the results. The second use is by letting the solu-
tion reach an equilibrium stress state once the load has reached a constant value. The
equilibrium stress state represents the static solution.
The combination of time scaling and static damping allows an explicit solver
to simulate quasi-static events.
2.3.2 Commercial Software
Whilst implicit methods can deal with non-linearities, explicit solvers are specifically
tailored for highly non-linear problems and are much better at simulating short dura-
tion events. Explicit solvers can be used when the direct computation of the dependant
variables is possible. Each time step is calculated from the previous state, and there-
fore they can become unstable. Whilst implicit are more stable, they are less efficient
for a single step [29]. Therefore an explicit solver was required to efficiently solve this
problem. Rust and Schweizerhof [44] provide a brief description of both ANSYS and
LS-DYNA which are summarised here.
ANSYS is a finite element program capable of solving many different types
of problems, such as static, dynamic, and multiphysics. It allows many types of non-
linearities to be solved, such as non-linear material properties, contact, and large de-
flections. It also allows the simulation of material failure. It allows shell elements to
be used to reduce computation time, and a large library of element types is available.
The bending theory implementation is based on Mindlin kinematics (or Kirchoff con-
ditions). For modelling contact, penalty and Lagange methods are used. Non-linear
equations are solved using the Newton-Raphson method, where both direct or itera-
tive solution methods are available.
LS DYNA is linked to ANSYS through an export feature. LS DYNA has been
specifically designed for solving highly-nonlinear problems, predominately because
it is an explicit solving method. Time integration is done using a modified central
difference method. The main applications of LS-DYNA have been described as crash
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simulation, metal forming, drop tests, and other contact applications. This makes LS-
DYNA an appropriate choice for the simulation of diaphragm rupture. Due to the
nature of many real-life industry simulations being dominated by shell structures, a
large number of element formulations are available to choose from, allowing the user
to prioritise computational efficiency or accuracy. Over 100 different material models
are available to represent the different types of non-linear material behaviour.
For the comprehensive capability of these programs, the combination of AN-
SYS and LS-DYNA was expected to be suitable for solving the diaphragm rupture
problem. In addition, there exists a comprehensive amount of documentation and
published literature on ANSYS making it easier to troubleshoot problems and identify
issues. Finally, a license was already available at the University of Queensland for use,
and therefore it was chosen for this investigation.
Whilst LS-DYNA does contain some capability for implicit analysis, the ex-
plicit solve method was used throughout this thesis, and as such, only the formulations
for explicit solvers will be discussed from this point forward.
2.3.3 Validation Techniques
There are a number of good practice techniques for establishing whether the FEA re-
sults are valid. For example, some simple checks can be used initially by using basic
hand calculations. A simple check is that a 1G static load produces the expected re-
action forces. Additionally, the reaction forces should balance the applied loads in
each direction. The results should be consistent with assumptions and make intuitive
sense. For example, if small deflections were assumed, then the deflections in the fi-
nal results should be checked to ensure that this was appropriate. Deformations and
stresses should be believable (in both magnitude and direction) and be comparable to
hand calculations.
The quality of the mesh is very important in creating meaningful results. Thus,
the mesh quality should always be ensured when running FEA simulations. The first
check should be mesh independence, which can be done by simply increasing the num-
ber of elements in the model, and showing that the results do not change significantly.
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In addition to this, the actual elements should be checked to ensure that they are of
good quality. Elements of some shapes can produce poor results due to the approx-
imate nature of the finite element method. Skewness, aspect ratio, and warpage are
several of the tests that can be done on the mesh. Lee [28] summarises some of the key
points for checking element quality.
If results arent matching up to their theoretical/experimental results, then
there are a number of known issues which arise from FEA simulations and should
be checked to see if they are present. The following is a summary of element issues
from Heitzmann [21], but does not intend to be a comprehensive list, and other is-
sues are only discussed as appropriate. Possible problems include the limitation of
the triangular constant strain element, shear locking, hour glassing, volume locking,
and bending convergence. The triangular elements can cause locking due to the fact
that the triangular element strains must be constant and cannot map linear bending
stress distributions. Shear locking can occur with lower order quadrilateral elements
when modelling thin bending dominated domains. Higher order elements mitigate
this. Hour glassing is the softening of the elements when a reduced integration scheme
is used for higher order elements. It can be seen in the mesh as a zig-zag pattern. Vol-
ume locking occurs in plane strain elements when low order elements cannot repro-
duce the incompressibility constraint correctly. The result is that the elements become
too stiff in bending, and to mitigate this, higher order elements must be used.
2.4 Problem Approach
The specific approach for solving this problem was developed with the intention of
ensuring quality results at the conclusion of the study. Each of the previously men-
tioned non-linearities were tested using their own benchmark. Initially, large deflec-
tions and material model non-linearities were assessed in a quasi-static analysis. This
analysis allowed for both analytical and experimental verification. A number of other
things were also verified using these simulations. The most important thing being the
mesh size, mass scaling parameters, and symmetric boundary conditions. Whilst mass
scaling and mesh sizes should be checked for each simulation, this very simple test
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provided a starting point for the simulations to follow. They also required the oppor-
tunity to gain some insight into the effect of the material model on the final results.
Once this was verified, a benchmark was found which enabled the checking of the
contact conditions of the system. Not only did this verify the numerical simulation
choices around contact, but also provided some insight into the effect of the filleted
tubes on the boundary conditions and overall behaviour of the metallic plate. Once
this was done, failure models could be analysed. Finally, high strain rate effects were
investigated for the X2 loading, before the final results were produced. The combina-
tion of these benchmarks created insight into the physics of the problem by assessing
each of the non-linearities individually, but also in combination with each other. This
helped to ensure that the final results were reasonable.
Chapter 3
Quasi-Static Benchmarks
3.1 Large Deflections
3.1.1 Quasi-static Large Deflections in LS-DYNA
In implicit analyses, the method of solving the nodal displacements is typically based
on the assumption that small deflections are present. This enables the stiffness matrix
to remain constant, enabling it to be inverted either directly or iteratively. In the special
case when large deflections need to be considered, the stiffness matrix must be updated
after each time step, and therefore, the Newton-Raphson technique is implemented.
The formulation of the explicit solver in LS-DYNA is such that large deflections are
always accounted for. However, it is still desired to test the LS-DYNA code in this way
to ensure that it is providing satisfactory results, and to assess the use of LS-DYNA in a
quasi-static analysis. A simple benchmark experiment was used to verify the use of the
correct material models, symmetric boundary conditions, and other analysis settings.
As was discussed in Section 2.3.1, quasi-static analyses can be performed with
explicit solvers using time scaling. By applying the load faster than in the actual exper-
iment, but still keeping the kinetic energy of the system low compared to the internal
energy, reasonable solutions can be obtained in reasonable time frames. This ensures
that forces due to inertia and damping remain small [30, 12]. Although increasing the
load rate could effect the strain dependant material properties, if the material proper-
ties are insensitive to strain rate, then the error is minimal. Thus, the challenge becomes
30
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loading the system as quickly as possible to reduce the number of computational time
steps necessary to reach the end time, whilst keeping inertial forces low. The other
method for decreasing computation time is through the use of large amounts of mass
scaling. The ANSYS help guide [3] specifies that a maximum mass scaling of 1000%
is permissible for quasi-static analyses. Both time scaling and mass scaling are used
in this investigation to reduce computation time. Whilst using implicit FEA would be
more efficient for this problem, it would not test the important input parameters in the
LS-DYNA solver.
3.1.2 Analytical Theory
Classification of Plates
The following classification of plate behaviour is summarised from Ventsel and Krautham-
mer [46]. Note that this classification is conditional, since it depends on loading and
boundary conditions. Nonetheless, it provides some insight into the mechanics of plate
behaviour. The lateral deflection of the plate is denoted by the symbol ”w”, the thick-
ness is denoted ”h”, the radius ”a”, and the variable ”r” describes the location on the
plate between 0 and ”a”.
When loads are sufficient to cause lateral deflections to increase above approx-
imately 30% of the plate thickness, stretching of the middle surface results in a compo-
nent of tension in the plate significant enough to change the load carrying capability.
If lateral deflections are of the order of the plate thickness, then the membrane action
(tension component) becomes comparable to the bending component. For analytical
purposes, plate structures can be characterised as either being thick, thin, or mem-
branes. Thick plates have a ratio of radius to thickness less than about 8-10 ( a
h
≤ 8−10)
and the solutions for these plates follow the general equations of three-dimensional
elasticity. Membranes have a radius to thickness ratio of above 80-100 ( a
h
≥ 80 − 100)
and have negligible bending stiffness compared to the in plane tensile stresses. Fi-
nally, thin plates have geometry between the two regions and both effects should be
accounted for when modelling.
Thin plates are broken down further as stiff or flexible, depending on Young’s
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modulus and boundary conditions. Stiff plates have deflection to thickness ratios less
than 0.3. These plates are flexually rigid and carry loads by internal bending and twist-
ing moments, whilst mid plane deflections are negligible. Flexible plates have a ratio of
max deflection to thickness greater than 0.3. There is stretching of the mid surface and
loads are carried by internal bending moments, shear forces, and membrane forces. It
is this behaviour which is of interest in this chapter.
Analytical Solutions
Roark et al. [41] have summarised a number of formulas for calculating the maximum
deflections and stresses for circular plates with large deflections. These are valid if the
maximum deflection is more than half of the plate thickness. Equations 3.1 and 3.2
show these relationships.
Pa4
Eh4
= K1
w0
h
+K2 (w0/h)
3 (3.1)
σa2
Eh2
= K3
w0
h
+K4 (w0/h)
2 (3.2)
Where for a fully clamped plate with uniform pressure (P): K1 = 5.331−ν2 , and
K2 =
2.6
1−ν2 K3 =
2
1−ν2 , andK4 = 0.976 at the centre of the plateK3 =
4
1−ν2 , andK4 = 1.73
at the edge of the plate
3.1.3 Large Deflection Simulations
Simulation Parameters
To test the finite element setup for static deflections, and the ability to solve quasi-static
problems, a model was created such that validation could be completed with equations
3.1 and 3.2. Thus, an aluminium diaphragm was chosen, as this would enable large
deflections to occur at lower stresses than steel (plasticity would be analysed in the
next benchmark). Table 3.1 summarises the tests which were completed. All samples
had a thickness of 1mm, loaded to 40kPa and were fully clamped at the boundary.
Test 1 was used predominately to check the FEA model parameters and then the other
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Table 3.1: Simulation parameters
Test Radius (m) Pressure Load (Pa)
1 0.05 40 000
2 0.0625 40 000
3 0.075 40 000
tests were used to show that this model was applicable to these different geometries.
Both explicit and implicit solvers were used to show that the explicit solvers were
appropriate. The explicit solver used was LS-DYNA and the implicit solver was static
structural in ANSYS workbench.
Analysis Settings
Some of the main analysis settings are discussed here. The hex integration type was
set to exact. The ANSYS help guide states that it ”provides an accurate calculation of
element volume even for warped elements.” The number of shell sub-layers was se-
lected to be 12. This is explored in the section on mesh convergence below. The shell
shear correction factor was left at its default of 0.8333. The shell BWC warp correction
was set to yes. This is because the Belytschko-Lin-Tsay element formulation becomes
inaccurate if the elements are warped. This correction includes warping [3]. The Flana-
gan Belytschko was used for hourglass damping. Static damping was set to 1000. This
is due to the fairly fast loading of the system (0.02sec), and therefore this high static
damping was needed to minimise oscillations in the final solution.
Results
The results are shown in Table 3.2. All of the explicit values were found using 12 sub-
layers and an element size of 0.001m. No mass scaling was used. The implicit solver
used was static structural from ANSYS Workbench. An element size of 0.001m was
also used in the implicit simulations.
The results from Table 3.2 show reasonable agreement between the formula-
tions from Roark and the finite element solutions from ANSYS. Note however, that the
implicit solution matches closely with the explicit, however there is significant differ-
ence between the analytical solution. It is believed that the assumptions that Roake
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Table 3.2: Results of Large Deflections Simulations
Test 1
Result Analytical Implicit ExplicitValue %from analytical Value %from analytical
Centre Stress (MPa) 51.59 49.1 5% 48.52 6%
Edge Stress (MPa) 79.59 71.2 11% 69.95 12%
Centre Deflection (mm) 0.52 0.514 1% 0.5082 2%
Test 2
Result Analytical Implicit ExplicitValue %from analytical Value %from analytical
Centre Stress (MPa) 70.14 61.3 13% 60.95 13%
Edge Stress (MPa) 110.04 100.3 9% 98.87 10%
Centre Deflection (mm) 0.979 0.952 3% 0.9457 3%
Test 3
Result Analytical Implicit ExplicitValue %from analytical Value %from analytical
Centre Stress (MPa) 81.3 65.107 20% 64.95 20%
Edge Stress (MPa) 129.3 124.82 3% 123.3 5%
Centre Deflection (mm) 1.46 1.3995 4% 1.394 5%
used in developing his formulations are not completely accurate. Analytical formu-
las such as these tend to be based off key assumptions which are not always accurate.
One common approach is by assuming the deflected profile and solving the governing
equations using that solution. The assumed deflection profile used by Roarke is un-
known, however, one assumed shape was presented by Yin Zhang [51] in solving the
same problem. This is given in Equation 3.3. Figure 3.1 shows a comparison between
the deflected shape found in the FEA, and the shape found using Equation 3.3.
w = w0
(
1− r
2
a2
)2
(3.3)
This hypothesis is also reinforced by the fact that the error becomes larger as
the maximum deflection increases, since increases in the deflection would result in
more significant differences in the stress state of the material.
The implicit model was used simply to provide more confidence in the explicit
solution. In addition, it is important to note that the deflections are quite accurate,
however there is some larger discrepancy in the stresses. Despite this, the implicit and
explicit solutions are reasonably close, and therefore, a greater confidence can be put
on the quasi-static finite element analysis.
To show that the inertial forces in the simulation were kept low, the kinetic
energy of the system could be plotted on the same axis as the internal energy. This plot
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Figure 3.1: Deflection Shape Comparison
can be seen for test case 1 in Figure 3.2.
Due to the low ratio of kinetic energy to internal energy, it has been shown that
the inertial forces did not play a significant role in the solution, and hence the quasi-
static solution has been achieved. Also, the hourglass energy was found to be zero for
the entire simulation which implies that there was no energy error.
Mesh
The model utilised shell elements as this would reduce the computation time. The
mesh was created using a quadrilateral dominant method. Figure 3.3 shows an image
of the mesh before and after loading. In the image after loading, the displacement scale
factor had been changed to 5 to exaggerate the deflected shape.
A mesh convergence study had to be done on two aspects of the mesh - both
the element size and the number of shell sublayers. The number of sublayers defines
the number of locations where the integration points are found throughout the thick-
ness of the isotropic shell [3]. Due to the large bending stresses in the plate, this number
had to be increased to obtain higher resolution of stresses through the thickness.
The results of the mesh convergence study for element size can be seen in Table
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Figure 3.2: Simulation energy over time - Test 1
Figure 3.3: Test 1 - Unloaded and Loaded State
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Table 3.3: Mesh Convergence Study - Element Size
Element
size 0.002 0.001 0.0005
Centre Stress
(MPa) 48.46 48.52 48.54
Edge Stress
(MPa) 67.61 69.95 71.21
Centre
Deflection (mm) 0.5079 0.5082 0.5083
Solve Time 54sec 10min 24 sec 1hr 23 min 5 sec
Table 3.4: Mesh Convergence Study - Number of Shell Sub-layers
Number
of sublayers 3 6 9 12
Centre Stress
(MPa) 39.7 46.28 47.77 48.52
Edge Stress
(MPa) 55.82 66.42 68.81 69.95
Centre
Deflection (mm) 0.5141 0.5141 0.5141 0.5108
Solve Time 2min 51 sec 3min 54sec ∼5min 6min 36sec
3.3, and the results of the shell sublayer study can be seen in Table 3.4. This data has
been reproduced in graphical form for the centre stress in Figure 3.4 and Figure 3.5
respectively.
This study showed that the edge stresses tend to have a much greater depen-
dency on the mesh size than the centre deflection and centre stress. The implications
for this are that the when simulations are done on the failing diaphragm, and partic-
ularly when plasticity is implemented, the mesh refinement will be very important
for ensuring that stresses are resolved accurately. One such technique to improve the
results, whilst maintaining lower simulation times, will be to refine the mesh near the
fixed support. Additionally, the stresses calculated on the plate at all locations was very
dependant on the number of sub shells, effecting results as much as 20%, and therefore
this is a very important factor to consider in plates with a large bending component.
Symmetric Boundary Conditions
This problem is symmetric and therefore the geometry was split into quarters by util-
ising symmetry boundary conditions. One simulation was run using the full model
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Figure 3.4: Simulation energy over time - Test 1
Figure 3.5: Simulation energy over time - Test 1
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Figure 3.6: Symmetric Boundary Conditions
to verify that the symmetry boundary conditions had been applied correctly. By only
simulating one quarter of the diaphragm, computation time was reduced. Figure 3.3
also qualitatively shows that the deformed shape and stress distribution match what
would be theoretically expected. This helps to validate the boundary conditions used.
Symmetric boundary conditions in LS-DYNA have to be created manually and
as such require some understanding of the physical problem. In Figure 3.6, these
boundary conditions are described. These correctly represent a quarter of the system
and allow quicker solve time.
Boundary conditions A and B shown in Figure 3.6 are velocity boundary con-
ditions which specify that the velocity in the x direction (boundary condition A) and
in the y direction (Boundary condition B) are fixed at zero. Boundary conditions E and
F are rotation boundary conditions which prevent rotation about the y-axis (bound-
ary condition F) and about the x-axis (boundary condition E). These boundary condi-
tions (velocity and rotation) simulate the circumferential tension in the circular plate
preventing these edges from either rotating in that direction, or translating in that di-
rection. Note that these four symmetric boundary conditions are applied to the entire
edge, and therefore all nodes along these edges are restricted by these conditions.
Note that the pressure load on the plate in the quarter model remains un-
changed compared to the full model. This is because pressure is defined per unit area,
and as such the same force per unit area should be applied to either the quarter plate
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Table 3.5: Symmetric Boundary Conditions Verification
Full Model 1 Quarter Model
Centre Stress
(MPa) 48.52 48.6
Edge Stress
(MPa) 69.95 70.03
Centre
Deflection (mm) 0.5082 0.5082
Solve Time 10min 24 sec 25min 35 sec
or the whole plate.
To verify that the symmetric boundary conditions had been correctly imple-
mented, the simulation was rerun as a full model. The results can be seen in Table
3.5.
The results in table 3.5 show good agreement between the two methods, and
therefore it is justified that the symmetric boundary conditions have been implemented
correctly.
3.2 Plasticity
3.2.1 Plasticity Theory
ANSYS breaks up its isotropic and orthotropic plasticity material models into bilinear
and multilinear. Bi-linear models utilise a stress strain curve comprised of two linear
sections. The first section goes from (0,0) to the yield stress and has a gradient equal
to the Young’s modulus. The second section spans from the yield stress and has a
gradient equal to the tangent modulus, which is calculated by approximating the slope
of the plastic region on a stress-strain plot. The multi-linear model is an improvement
on the bilinear approximation which takes many data points and joins straight lines
to those sequentially. Whilst the bilinear model is more computationally efficient, the
multilinear model provides higher accuracy. Note that the stress-strain data referred
to here is all true stress and true strain. This section will discuss rate independent
plasticity only. Rate dependant behaviour is discussed in Chapter 5. There are several
material models available in ANSYS which can be used for modelling this behaviour.
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Figure 3.7: Behaviour of the two Plasticity Models [4]
Figure 3.8: Stress Strain Curves of Plasticity Models [4]
It is assumed that the reader has an existing understanding of the plastic behaviour
of materials in general, and this section will just talk about the implementation of the
finite element method to solve problems involving plasticity.
The yield surface change which occurs with progressive yielding is found with
the hardening rule. It allows the stress states for subsequent yielding to be established.
Two hardening rules exist, work (isotropic) and kinematic. Figure 3.7 shows how the
yield surface changes with loading in the two different models. Figure 3.8 shows the
way in which the stress-strain curve differs between the two models.
In the case of the work hardening model, the size of the plastic zone increases
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in size whilst the centreline stays centred. In contrast, kinematic hardening assumes
that the actual size of the plastic zone is constant, however, the surface moves with
progressive yielding. In simpler terms, this means that when a material is yielded in
tension, then unloaded and loaded in compression, the new yield stress in tension is
the same as the compression one. This is not a true reflection of real materials and
consequently, kinematic hardening should be used when the Bauschinger effect is im-
portant. The Bauschinger effect is the phenomenon that the compressive yield stress
decreases as a result of yielding in tension. Thus, the kinematic assumption is used
for cases when the structure will experience loading followed by unloading. For de-
tailed mathematics on the implementation within LS-DYNA, the reader is referred to
the LS-DYNA Theory Manual [36].
3.2.2 Experimental Setup
A study conducted by Ardon et al. [6] tested the bursting pressure of AISI4135 steel
within Helium and Hydrogen gas atmospheres to test the effects of hydrogen embrit-
tlement on the bursting pressure of steel plates. The Helium test results can be used as
a benchmark for the plasticity models in the current study, since the material properties
and experimental parameters have been well defined.
The testing equipment can be seen in Figure 3.9. The system consists of a
clamping mechanism which holds the plate in place whilst the pressure rises within
the chamber. All tests utilised a constant pressure rise rate of 1.6 × 10−3 MPa/s. The
plates tested were 0.75mm and 1.5mm thick.
The material chosen was AISI4135 steel, which is a low alloy steel quenched
and tempered. Samples for the experiment were machined from the middle thickness
and along various radial positions of a gas cylinder. Because of this, material data was
obtained directly from a tensile test where the initial strain rate was set to ˙ = 10−4s−1.
The tensile testing showed some variation across the different samples. Figure 3.11
shows the testing data for the maximum and minimum samples. Both of these curves
were used in this benchmark to validate the results.
The Young’s modulus was found to be 206000MPa by Ardon et al. How-
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Figure 3.9: Experimental Apparatus [6]
Figure 3.10: Testing data for AISI4135 samples. Adapted from [6]
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Table 3.6: AISI4135 Material Properties
Maximum data -
V2T6
Minimum Data -
V2T5
Yield Stress
(MPa) 848 670
Yield Strain 0.0043 0.0034
Proportional
Limit Stress (MPa) 823 607
Proportional
Limit Strain 0.00398 0.00294
Young’s
Modulus (MPa) 206000 206000
Tangent
Modulus (MPa) 3834 5712
Density
(g/cmˆ3) 7850 7850
Poisson’s
Ratio 0.3 0.3
ever, when the plots were digitised, the values were calculated to be 206799 MPa and
206167Mpa for the maximum and minimum cases respectively. Since the curve was
adapted from the original paper by digitising the original data, there was some uncer-
tainty in the results found, and therefore the value of 206000MPa, as quoted by Ardon
et. al, was used instead. The Poisson’s ratio was taken to be 0.3 as quoted by Ardon et
al. and the density was taken to be 7850 kg/m3 [33]. The yield stress was not quoted in
the original article, and thus had to be calculated using a 0.02% proof stress. Similarly,
the proportional limit was not quoted in the original paper and had to be calculated
from the data. The material parameters have been summarised in Table 3.6.
3.2.3 Plasticity Simulations
Geometry, Boundary Conditions, and Analysis Settings
The geometry shown in Figure 3.9 shows a disk diameter of approximately 26.5mm,
however this does not take into account the fillet radius. For the sake of simplicity, and
so that the contact modelling as the plate deformed did not have to be modelled, the
disk diameter was instead assumed to be 27.5mm. This is assumed to be appropriate
due to the small size of the fillet. Typically, a fillet such as this in one of these tests helps
to relieve stress at the boundary and change the behaviour. Since, the fillet is small
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relative to the overall diameter, this effect is unlikely to be significant. In addition,
it was noted by Ardon that all disks burst at the periphery of the disk. This further
reinforces the hypothesis that the fillet has had negligible affect on the results, since if
its effect was significant then the stress in this region would be relieved.
The boundary conditions used for this was a fully clamped support. Similarly
to the large deflection simulations, a quarter model was used. This quarter model
used the same boundary conditions as previously identified. Again, a shell model was
used to reduce computation time. The system utilised time scaling, and the system
was loaded to 40MPa within 0.07 seconds. Mass scaling was also used, with a max-
imum mass increase percentage of 1000%. When run, the output result was 669.15%
mass scaling which was within the bounds set. This resulted in a time step of 9×10−8
seconds.
The initial mesh was made entirely of shell elements, as this would reduce
the computation time to complete the solution. As with the previous benchmark, a
quadrilateral dominant mesh was used with some triangular elements permissible.
The previous benchmark reached convergence with 50 elements along the radius of
the plate, with 12 sub-layers, so this was used as a starting point for this simulation.
Given that the radius of the disk for this simulation is 13.75mm, the element size to
achieve 50 elements in this distance is 0.275mm.
Other analysis settings were chosen to be similar to those in the large deflec-
tions benchmark.
Material Models
To determine the effect of different plasticity models on the final results, two material
models were used. These were the bilinear and the multilinear isotropic hardening
models. For both of these models, the Young’s modulus was approximated to be 206
GPa as quoted by Ardon et al. [6]. For the bilinear model, the tangent moduli for the
maximum and minimum data values were approximated as 3537 MPa and 3422 MPa
respectively. These models can be seen in Figure 3.11 along with the experimental
data. The plot shows that the multilinear model and experimental data are almost
CHAPTER 3. QUASI-STATIC BENCHMARKS 46
Figure 3.11: True Stress Strain Data Material Models
indistinguishable, whilst the bilinear models are not as precise. This said, the bilinear
model for the maximum material data is very good.
To compare these three models, the 0.75mm thickness plate was used for both
the maximum and minimum material data sets. These provided a rough upper and
lower bound for the results of the modelling. By testing each of the material models
mentioned, some understanding of the sensitivity of plate behaviour to the material
model choice was developed. An understanding of this would help to both reduce
the computation time required by the simulation, as well as provide a basis for the
detail of material knowledge required to perform a reasonable simulation. For exam-
ple, proper test data may not be necessary if accuracy is only desired to a low degree
of certainty. Alternatively, if the full set of stress data is unavailable, then the bilinear
approximation could be useful.
Table 3.7 shows the computation time of the models. These were all run on
the MOSS Student server at the University of Queensland for comparison. The results
show negligible difference between the multi linear and bilinear models in terms of
computation time, and therefore the extra accuracy in the final result is easily justified
by using the multilinear model, if the data is available. In terms of accuracy how-
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Table 3.7: Computation Time Comparison Between Material Models
Material Model Computation Time
Max Bilinear 4hrs 33min
Max Multilinear 4hrs 36min
Min Bilinear 4hrs 42min
Min Multilinear 4hrs 46min
Figure 3.12: Pressure - Deflection Results for Maximum Data Values
ever, both models produced almost identical pressure deflection plots. Therefore, if
the multi-linear data is not available, then the bilinear will provide a fairly accurate
alternative. It is expected that the quality of the bilinear model depends significantly
on the material being used however.
The test results for this data can be seen in Figure 3.12 and Figure 3.13.
Mesh Convergence
A mesh convergence study was done on this system. The results are in Figure 3.14 and
Table 3.8. The mesh convergence simulations were done arbitrarily with the maximum
multi-linear data, and shell elements were used. No mass scaling was used to keep the
timing data consistent. An element size of 0.275mm was deemed to be an appropriate
compromise between accuracy and simulation time.
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Figure 3.13: Pressure - Deflection Results for Minimum Data Values
Figure 3.14: Mesh Convergence - Plasticity
Table 3.8: Mesh Convergence - Plasticity Study
Experimental Coarse (0.55mm) Medium (0.275mm) Fine (0.1375mm)
Element Size (mm) - 0.55 0.275 0.1375
Pressure 31 31 31 31
Max deflection 2.020725389 2.034 2.021631 2.02
Solve Time - 1hr 4 min 4hrs 36min 162hr 44min
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Table 3.9: 3D Through Thickness Mesh Convergence
Number through Thickness 1 3 5
Pressure (Mpa) 30 30 30
Max deflection (mm) 2.110439 1.992406 1.99164
Solve Time 2hr 3 min 5hr 38 min 11hr 56min
Figure 3.15: Through Thickness Mesh Convergence Study
It was also of interest to investigate the use of 3D elements instead of shell
elements. Shell elements can reduce the solution time in comparison to an equivalent
3D model, however 3D elements are required for modelling scoring, and several failure
models. When using 3D elements for thin structures, it is important to verify that
there are enough through thickness elements to properly reflect the stiffness of the
structure in bending. In an impact test conducted by Iqbal et al. [26], it was found
that the solution converged when 6 through thickness elements were used. A mesh
convergence test was done on this problem also to determine the required number.
For the current study, the element size was held constant at 0.275mm and the
number of through thickness elements changed from 1 to 5. Table 3.9 shows the nu-
merical results at 30MPa which was somewhat arbitraily chosen as a comparison point.
Figure 3.15 shows the pressure vs deflection curves for the different tests.
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Figure 3.16: 3D Mesh Convergence Study - Pressure vs Deflection (Minimum Material
Data)
Thicker Plate
The experiment conducted by Ardon et al also examined the use of thicker diaphragms
under the same experimental apparatus. Simulations were also conducted for these
diaphragms. The results are shown in Figures 3.16 and 3.17.
Since the shell elements did not show good agreement to the experimental
data, the simulations were also done with 3D meshes. These plots show poor agree-
ment to the experimental for both the shell and 3D meshes. Qualitatively, the shape is
appropriate, however the magnitudes of the deflection are incorrect. Interestingly, the
FEA conducted by Ardon et al. also did not show good agreement, and matched more
closely with the FEA conducted in this experiment, than to what was achieved exper-
imentally. In their paper, there isn’t reference to the thickness of the specimens tested
in the tensile test, and as such, the changed thickness could have effected the material
properties achieved in these tests. Additionally, perhaps there was an issue with the
experimental data. Since the results qualitatively matched up, and the thin plate gave
good agreement, it was expected that this was not an issue. Plates for X2 are thin, and
therefore the thin plate simulation was more important for the current study.
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Figure 3.17: 3D Mesh Convergence Study - Pressure vs Deflection (Maximimum Mate-
rial Data)
3.3 Contact Theory
In many shock tubes, the high and low pressure chambers separated by the primary
diaphragm are tubes with different diameter. To reduce the stress concentration on the
diaphragm, and to prevent shearing of the diaphragm during failure, the entrance to
the low pressure chamber is often filleted. As the plate deforms plastically, it contacts
the steel fillet. This eases the stress at the clamp support and alters the boundary con-
ditions. This allows failure to occur at the centre of the disc rather than at the clamp
support, which is critical for preventing the shearing of the diaphragm petals and dam-
aging the inside of the shock tube and model.
3.3.1 FEA Contact
ANSYS/LS-DYNA allows contact to be modelled one of three ways - single surface
contact, surface to surface contact, and nodes to surface contact. Nodes to surface
contact is known to be the most efficient, and is best for modelling contact between
flexible surfaces and rigid bodies. These simulations were based on the assumption
CHAPTER 3. QUASI-STATIC BENCHMARKS 52
that the clamping mechanism remains rigid, whilst the diaphragm fails. This allowed
the efficient use of the nodes to surface contact formulation.
Interfaces between bodies can be modelled as frictionless, frictional, or bonded.
Frictional and frictionless material properties are of primary interest to this investiga-
tion. In the case of frictional contact, the friction coefficient is defined by equation 3.4.
µ = µd + (µs − µd)e−βν (3.4)
where: µd = dynamic friction, µs = static friction, β = Decay constant, ν =
relative sliding velocity at point of contact
3.3.2 Model Parameters
A study by Nasser et al. [2] was used as a benchmark for the current study for mod-
elling the changing boundary due to contact forces. Nasser et al. performed tests with
5 different AHSS steels, however only the tests for DP 600 were repeated here.
The setup for these benchmarks was similar to the earlier simulations. The
pressure loading was applied normal to the surface and was a linearly increased from
0 MPa to 18 MPa in 0.045sec and then held constant for the last 0.005sec. Mass scaling
was allowed up to 1000%. The high mass level of mass scaling was permitted due to the
relatively slow loading rate. Hexahedral 3D elements were used for these simulations
and it was ensured that 5 elements were used in the through thickness direction of the
material.
3.3.3 Geometry
The model setup can be seen in Figure 3.18.
The inner bore radius, dc is equal to 105.7mm, the fillet radius, Rc = 6.35mm,
and the plate thickness, t0 is 1mm.
3.3.4 Material Model
The material data was extracted from a tensile test and can be seen in Figure 3.19.
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Figure 3.18: Experimental Setup - [2]
Figure 3.19: Stress Strain FE Data Input - adapted from
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Figure 3.20: Pressure vs Deflection Curve for Contact Benchmark
The young’s modulus was 201GPa as specified by Aydemir et al. [14], and
the Poisson’s ratio was assumed to be 0.3, due to a lack of actual data. An isotropic
material model was selected for simplicity.
3.3.5 Boundary Conditions
As with previous simulations, a quarter model was used in the contact benchmark.
The boundary conditions at the periphery of the diaphragm was clamped. This was
done at the edge of the fillet such that the diaphragm was free to deform over this
surface.
3.3.6 Frictionless Contact Results
The simulations were first run with frictionless contact. The results can be seen in
Figure 3.20. This shows the experimental and numerical results plotted on the same
axes. In addition, mesh independence is demonstrated using three different meshes.
The fine mesh corresponds to an element size of 0.5mm, medium corresponds to an
element size of 1mm, and coarse corresponds to an element size of 1.5mm.
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The results of Figure 3.20 show reasonably good agreement between the simu-
lations and the experimental data, however the numerical results showed higher com-
pliance than the experimental data. The cause of this is unknown, but this should be
kept in mind when viewing the final results in X2 simulations.
These results were repeated using a frictional coefficient of 0.8, which is a typ-
ical upper bound for friction between two steel surfaces. There was no discernible
effect on the results, and this is most likely because the sliding motion across the two
surfaces would be minimal.
It is expected that the effect of friction was low in these quasi-static simulations
due to the low loading rate and it is expected, that due to the nature of the contact, the
effect of friction in the X2 shock tubes will also be negligible. However, this hypothesis
was checked properly through simulation.
3.4 Concluding Remarks
Overall, LS-DYNA accurately simulated the large deflections of the diaphragm. The
isotropic material model has shown to be appropriate for simulating this type of prob-
lem with steel. It was found that both the multi-linear model and bi-linear model pro-
duced good agreement to experimental results. The multi-linear model did not add
significant computation time to the results. Therefore, this was used for the rest of the
simulations. In addition, both 3D and 2D elements accurately described the plastic
behaviour of the diaphragm. 5 through thickness elements were required through the
thickness when 3D simulations were being conducted.
The difference in the plastic strain distribution between the simulations when
contact is modelled, compared to when the plate is fully clamped is significant. The
region of maximum stress and strain occurs at the centre of the plate rather than at
the clamp, which was the case in the fully clamped simulations. This reinforces the
importance of using a filleted downstream tube in these ground testing facilities.
The results of the contact simulations showed reasonable agreement, however
it was noted that the numerical results consistently overestimated the deflected shape,
and therefore this should be remembered when viewing the final results.
Chapter 4
Failure Benchmark
4.1 Failure Mode Theory
The two failure models investigated in this study were principle strain and Johnson-
Cook failure. The principle strain failure model is one of the simplest ductile failure
models. The maximum plastic strain is defined, and if exceeded in an element, it is
deleted. The main issue with this failure model, as identified by Wu et al. [48], is the
calibration of the critical strain value. This is because whilst it is a convenient and
simple failure model, it is not theoretically justified. If the failure load is known for
a particular structure, then one option is to scale the failure strain such that it fails at
the known value. This would allow for the study of the mechanisms of failure without
requiring extensive material data, but has the disadvantage that the failure pressure
must be known.
Wu et al. [48] conducted a study on the impact of ship hulls using this failure
criterion and achieved good agreement between numerical and experimental results
when simulating the impact of a blunt body into a hull consisting of thin skins and
lateral stiffeners. A sensitivity analysis of the results showed that a 20% reduction of
the rupture strain generally caused a 20-25% reduction in the energy absorption capac-
ity of the structure. This number would vary largely depending on the failure modes
present in the simulation, and it is important to remember that the failure studied con-
sisted of buckling, axial compression, and membrane stretching. It is expected that
for a structure experiencing tensile failure as the dominant failure mode, such as the
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current study, then the sensitivity would be different.
In contrast, the Johnson Cook failure model, which is also used to model duc-
tile failure, accounts for the effect of large strain rates and elevated temperatures, as
well as plasticity. Failure is based on a damage parameter, D, which is given by Equa-
tion 4.1. When the damage value in an element reaches a value of one, the element fails
and is deleted from the simulation [3].
D =
∑ ∆
f
(4.1)
The value f is the equivalent failure strain and given by equation 4.2.
f =
(
D1 +D2e
D3σ∗
)
(1 +D4ln|˙∗|) (1 +D5T ∗) (4.2)
where: σ∗ = σhydrostatic
σV onMise
and is a measure of the stress triaxiality, ˙∗ =
˙
pl
˙0
, T ∗ =
T−Troom
Tmelt−Troom , which is referred to as dimensionless temperature.
The mechanism behind ductile failure is known to be dominated by the grow-
ing and connecting of micro-cavities in a material. The growth of these voids leads to
a reduction in the cross sectional area of the material, resulting in eventual failure [5].
The use of the damage parameter attempts to better represent the physical mechanisms
behind ductile failure.
This model is used in conjunction with the Johnson Cook strength model which
differs slightly to the isotropic multi-linear model. Instead of entering a set of data
points, material constants must be used instead. The constants in the equation are still
obtained experimentally, and plastic strain, strain rate, and temperature can effect the
material yield strength. Equation 4.3 describes this relationship.
Y =
(
A+Bnp
) (
1 + Cln(∗p)
)
(1− TmH ) (4.3)
where: p = effective plastic strain, np normalised effective plastic strain rate,
TH = homologous temperature = T−TroomTmelt−Troom
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4.2 Failure Simulations
4.2.1 Experimental Set-up
To establish the adequacy of these failure models, a study by Colombo et al. [8]
was replicated in LS-DYNA. This study involved the simulation and experimentation
of bursting scored steel plates. The initial research aims of Colombo et al. were to
establish the structural response and bursting pressure of circular X-scored steel di-
aphragms with different thickness and score depth. The diaphragms were clamped in
a cylindrical container with an inner bore diameter of 481mm. The pressure loading
was achieved by allowing helium to flow into the cylinder with a pressure rise rate
of 0.0135MPa/s. Due to the low pressure rise rate, strain rate independent material
properties were assumed. An electro-valve connected to a PC was used to stop the
introduction of helium just after the bursting of the diaphragm. Score lines were cut
on the low pressure side of the diaphragm with a milling machine. The diaphragms
are made from hot rolled S235JR steel sheets, and due to the lack of data, isotropic
material properties are assumed in these simulations. Whilst two different diaphragm
topologies were tested by Colombo et al., only the type B diaphragm was reproduced
in the current study. This is because the type A diaphragm did not fail in a way similar
to ground testing facilities. Rather than petaling and rapidly opening, the diaphragm
split down one of the scorelines and only partially openened. The type B diaphragm
was 2mm thick and had a score depth of 0.8mm. It is shown in Figure 4.1.
The experimental testing rig can be seen in Figure 4.2.
4.2.2 Material Parameters
Plasticity
The material data was supplied through a tensile test performed as part of the original
research. The Young’s modulus was 210GPa, the poisson’s ratio was 0.3, and the den-
sity was 7835kg/m3. Tensile data in the plastic region of the plot can be seen in Figure
4.3.
Since the Johnson-Cook strength model was being used to model the plastic
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Figure 4.1: Diaphragm geometry [8]
Figure 4.2: Experimental Setup [8]
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Figure 4.3: Specimen B Material Model - adapted from [8]
behaviour of the diaphragm, as well as failure, the material constants for equation 4.3
had to be determined. Using a curve fit, the constants ”B” and ”n” were solved for.
These values were found to be 537.5MPa and 0.65 respectively. The value for ”A”
was set to be the yield strength of 350MPa and was found directly from the stress-
strain curve. ”C” was set to zero due to the assumption of a strain rate independent
solution, and ”m” was set to be arbitrarily large at 1000 to make temperature change
effects negligible. The fitted curve is also shown in Figure 4.3 next to the experimental
test data to ensure that the fitted model was adequately replicating the multi-linear
model used previously. These curves do not match perfectly, but are sufficiently close
to approximate the tensile test data.
Damage and Failure
Colombo et al. used a damage initiation indicator model to determine the failure strain
of the material. The failure strain used in the calculations was determined using Equa-
tion 4.4.
CHAPTER 4. FAILURE BENCHMARK 61
f =
(
1.650e
−3
2
σ∗
)
(4.4)
Colombo et al. set the value for 0 to 0.75 based on independent research on
similar steels. Equation 4.4 is in the same form as the Johnson-Cook model, how-
ever strain rate and temperature dependency terms are not present. Therefore, values
D1, D4, D5 in the Johnson Cook model were set to zero in the simulations, and D1 and
D3 were set to 1.2375 and -1.5 respectively.
Strain rates were expected to be negligible, and are discussed further in Section
5, however it was of interest to investigate the plausability of this assumption. Figure
4.2.2 shows a plot of the strain rate over time at several different locations on the di-
aphragm, including along the scoreline. The plot shows that during the initial loading,
the strain rate is quite low, and that it is only once the onset of failure occurs that the
strain rate rapidly increases. It should be noted that these locations of high strain rate
are localised to the scoreline, and therefore should not significantly effect the overall
response of the diaphragm. In general, strain rate effects tend to start being important
above 100s−1, therefore it can be assumed that strain rate effects did not effect the fail-
ure pressure of the diaphragm, and since areas of high strain rate only occurred along
the diaphragm, high strain rate effects would be expected to have negligible effect on
the post rupture behaviour.
4.2.3 Model Setup
As with the other simulations, a quarter model was used to reduce the computation
time. The pressure loading was parabolic to help reduce the sudden change of pres-
sure on the diaphragm. This was intended to reduce the oscillations which occur in the
solution as an artefact of the time scaling used. The pressure rise rate was increased
compared to that of the experimental tests to reduce the number of time steps required
to reach the end of the solution. The loading time occurred in 0.045 seconds in the sim-
ulation, mass scaling was used where possible, but kept below 100%. Other analysis
settings, including the boundary conditions were kept the same as the earlier simula-
tions.
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captionStrain Rate of Failure Simulation over Time
4.2.4 Loading Conditions
To assess the appropriateness of the Johnson Cook Failure model, appropriate loading
profiles were necessary. Whilst it is known that the pressure increases linearly with
time during the test, the change in pressure as the diaphragm begins to rupture is
unknown. Therefore, three different loading conditions were simulated and the final
deformed shape compared. Whilst strain gauge data was provided, it did not provide
accurate time data during the failure and could not be used for validation of post rup-
ture behaviour. It is known that the pressure ratio for an isentropic flow is given by
equation 4.5. It is known that the flow will be approximately stagnated against the
diaphragm before rupture, and as the diaphragm ruptures, the flow will choke. There-
fore, it can be inferred from this equation that the static pressure acting against the steel
diaphragm should be on the order of approximately half of the stagnation pressure.
P
Pt
=
(
1 +
γ − 1
2
M2
) −γ
γ−1
(4.5)
Therefore, as a best estimate, a linear decrease in the pressure was assumed
to be appropriate. To better gauge this effect on the results, three simulations were
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Table 4.1: Rupture Pressure Comparison
Test Rupture Pressure (MPa)
Test 1 1.00
Test 2 1.15
Test 3 0.89
FEA Colombo 0.93
FEA Current Study 1.13
run. One where the pressure was held constant after rupture, one where the pressure
decreased linearly to zero during the rupture, and one where the pressure was reduced
linearly to half of the rupture pressure during opening.
4.2.5 Tests and Results
Figure 4.4 shows the change in deflection over time of the diaphragm as it is loaded,
and compares it to the original paper’s numerical results. As can be seen from this
figure, the behaviour before failure is very similar, however the rupture pressure is
different between the two simulations. Since the same material model was used, it
is unclear as to why there is a discrepancy. It is possible, since Colombo et al. used
ABAQUS, that the different solvers simply produced different results. Alternatively,
it was noticed in simulations for the present study, that if mass scaling was used too
much, then a lower failure pressure would result. If mass scaling had been used in the
original paper by Colombo et al. to reduce the simulation time, then their numerical
results could be artificially low. This cannot be confirmed however, and therefore it is
still unknown why there is a discrepancy.
Note that the oscillations present in the numerical studies do not truly repre-
sent reality. These oscillations occur because the loading in these simulations is signif-
icantly increased to reduce the number of steps required to reach the end time. This is
the major limitation of explicit solvers for quasi-static problems. These oscillations are
not seen in Figure 4.4 since their data was smoothed when it was digitised, but can be
seen in Figure 4.6 through to 4.8.
The results of rupture pressure presented by the paper are presented in Table
4.1.
Comparing the results in Table 4.1 to the rupture pressure found in the simu-
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Figure 4.4: Central Deflection vs Pressure Numerical Comparison
lation shows that the simulated rupture pressure is within the experimental spread of
the data, and therefore provides some confidence in the failure model used.
To further validate the behaviour pre-failure, strain gauge data was compared
with the simulation results. Figures 4.6, 4.7, and 4.8 compare this data. Figure 4.5
shows the strain gauge locations.
These results show that the behaviour of most of the strain gauges as being
modelled relatively accurately by the simulations. There is some significant error, par-
ticularly for strain gauge 3, however it can be seen that the original numerical study
by Colombo et. al. matches the numerical results quite closely. This could potentially
mean that some issue was present with the experimental set-up, since it is unlikely
that two independent FEA studies produced the same incorrect results. Unfortunately,
only one strain gauge test for this location was provided in the original paper, and
therefore this cannot be verified. Also, note the oscillations present in both the original
study FEA and the current study FEA. As noted previously, these are not seen in the
experimental data since they are purely an artefact of the explicit solver and the time
scaling.
There was not sufficient strain gauge data to validate the post rupture be-
haviour due to the resolution of the plots, however, since the behaviour prior to rup-
ture was well recreated, it is expected that this would continue after rupture.
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Figure 4.5: Strain Gauge Locations
Figure 4.6: Strain Vs Pressure - Strain Gauge 1
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Figure 4.7: Strain Vs Pressure - Strain Gauge 2
Figure 4.8: Strain Vs Pressure - Strain Gauge 3
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Table 4.2: Opening Time Comparison
Loading Failure Mode Opening Time
Half Pressure Plastic Strain 0.00276
Half Pressure JC Failure 0.00276
Zero Pressure JC Failure 0.003185
Constant Pressure JC Failure 0.002275
4.2.6 Johnson Cook Failure vs Plastic Strain Failure
The pre-failure behaviour of the diaphragm will be the same regardless of the failure
model chosen, however it was unknown what the effect of the failure model would
have on the post failure behaviour. Therefore, it was of interest to investigate the dif-
ferences. The motivation for this is that the plastic strain failure problem is much sim-
pler than the Johnson Cook failure, and the diaphragm rupture problem case is unique
in that, for many existing shock tubes, the rupture pressure is already known. Thus,
the feasibility of producing accurate results of rupture dynamics using this model was
investigated. By scaling the plastic strain failure value such that failure occurs at the
same pressure as experimentally determined, the opening dynamics could still be cal-
culated, but with far fewer material constants. Therefore, the rupture strain value was
altered to match the failure pressure of the Johnson Cook material model. The failure
strain found was 0.5256.
The opening times comparing the opening time of the Johnson Cook model for
different loadings to the plastic failure strain failure for linear decrease to half pressure
loading can be seen in Table 4.2.
The results show that the loading post failure has fairly significant effects on
the rupture dynamics, and that solid fluid interaction studies should be completed to
better obtain an estimate for the pressure distribution over time. However, an upper
and lower bound has been created which shows that the rupture time has an uncer-
tainty of -17.6% or + 15.4%. These bounds are expected to be far too large and the
value calculated using the linear decrease to half pressure is expected to be quite a
reasonable estimate.
More importantly however, it should be noted that the difference between the
Johnson Cook and plastic strain failure model results are the same within the time-
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Figure 4.9: Final Deformed Photographs from Experiment
step saved of the simulation, which is 0.000077s. It should be noted however, that
this estimate of difference is probably too small of an estimate. Due to the difficulty
in choosing a precise rupture strain, the plastic strain simulation failed approximately
0.0003835 seconds earlier than the Johnson Cook. This means that the loading expe-
rienced by the diaphragm after failure is slightly different, however it is small. Since
the rupture occurred sooner for the plastic strain failure case, it means that it would be
subjected to a higher load, and therefore, since they both failed at the same rate, would
imply that the plastic failure strain model ruptures slightly slower than the Johnson
Cook model.
The final shape of the diaphragms could be compared against the images taken
in the experiment. These images can be seen in Figure 4.9. Figure 4.10, 4.11, and 4.12
show final images of the diaphragm after failure.
From these results, it can be inferred that the simulation reproduces the final
shape to a good level of certainty. It was observed in the experimental images that two
failure modes were present. The first involved the complete failure of the diaphragm
resulting in a square cross section of the opened portion of the diaphragm. The second
involved the partial opening of the diaphragm with shearing at the boundary. The
simulation has produced data in-between these two failure models, and thus seems to
have done well to simulate the problem. It was observed that the higher the pressure
remained during failure, the more shearing at the boundary occurred. It is expected
that if solid fluid interaction had been properly modelled in the simulation, then the
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Figure 4.10: Johnson Cook Failure Final Shape - Pressure decrease to zero after Failure
Figure 4.11: Johnson Cook Failure Final Shape - Pressure decrease to half after Failure
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Figure 4.12: Johnson Cook Failure Final Shape - Constant Pressure after Failure
results would improve, and would approach that of the experimental. From these
images, it was selected that the best loading condition was the one where the pressure
decreases to half of the applied pressure.
Since this was known, the maximum plastic strain failure criteria was imple-
mented to make comparisons and validate this failure model. To do this, the plastic
strain was found at the onset of failure, and this value was used in the effective plastic
strain model. The pictures of the final deformed shape can be seen Figure 4.13. Com-
paring this to the Johnson Cook model final shape shows minimal differences. The
linear decrease to half pressure was used again as the loading condition.
The final validation for this technique is the determination of the opening per-
centage over time, and the comparison between the two models. To do this accurately,
a video file was extracted from LS DYNA which was then converted into a series of
jpeg images. A python script was written to count the number of red and black pixels
in the image. Based on this information, the opening percentage could be accurately
calculated. Figure 4.14 shows an example of just four of the images used in this pro-
cess. However, many more were used, and the time step between each image was
0.000077s.
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Figure 4.13: Final Deformed Shape - Plastic failure Strain
Figure 4.14: Progressive Opening of the diaphragm - View from above showing pro-
jected area
CHAPTER 4. FAILURE BENCHMARK 72
Figure 4.15: Normalised Opening Percentage vs Normalised Time
When this pixel counter is used, the results can be seen in Figure 4.15.
These results show that the rupture behaviour is very similar for both models
and that therefore, it is expected that if the rupture pressure is known, then the effective
plastic strain to failure criteria can be used to provide a reasonable estimate for the post
rupture diaphragm dynamics. It is speculated that this is due to the fact that the mode
of failure for the material does not change during failure. Therefore, the Johnson Cook
failure model would behave identically in different parts of the diaphragm. Thus, if an
equivalent plastic strain failure value is known, then it can be used to predict the post
failure dynamics.
4.2.7 Mesh Independence
A mesh independence study was done on the above simulations. To do this, mass
scaling was heavily increased on the order of 1000% (compared to 0% for the earlier
simulations). This was to reduce computation time for the simulation. The results of
this mesh convergence test can be seen in Figure 4.16.
This shows that accurate results could be obtained with approximately 100000
elements.
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Figure 4.16: Mesh Convergence Test
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4.2.8 Concluding Remarks
It was found in this chapter that the Johnson Cook failure model can accurately pre-
dict diaphragm behaviour and failure. Due to the good agreement found here, it is
also expected that this good agreement extends to the post rupture behaviour. In ad-
dition to this, it was found that the plastic strain failure model can replicate the post
rupture behaviour achieved by the Johnson Cook model to a good level of accuracy.
Both the progressive opening behaviour and the magnitude of the opening time were
quite close. The challenge here is finding an accurate failure strain to enter into the
simulations. It was noted that the strain rates found in the pre-rupture portion of the
simulation was low, and during failure, strain rate increases to high levels, but only in
regions localised to the scoreline.
Chapter 5
Model for X2
5.1 Geometry
5.1.1 Primary Diaphragm
The tube downstream of the diaphragm has a bore diameter of 85mm and the up-
stream side has a bore diameter of 111.23mm. The fillet is approximately circular and
has a radius of 13.065mm. A cross section of this configuration can be seen in Figure
5.1. Diaphragm thicknesses of either 1.2mm, 2mm, or 2.5mm are regularly used. The
1.2mm case was used as the basis for this investigation, but final results are provided
for the other thicknesses also.
Figure 5.1: X2 Geometry
The steel diaphragm in X2 is scored at room temperature and thus creates some
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Figure 5.2: X2 Score Geometry
Table 5.1: X2 Score Geometry
A8 A9 H10 H11 V12
135 315 0.0002m 0.0002m 0.0007
cold working effect along the scoreline. Exactly quantifying this effect would not be a
straight forward process. It is expected that due to its localisation to the scoreline, the
effect that it has on the rupture pressure and opening of the diaphragm would be low.
Therefore, no attempt was made to model this effect in the FEA simulations. The score
geometry can be seen in Figure 5.2 and Table 5.1.
5.2 Loading conditions
Since X2 is piston driven, the loading conditions are much more rapid than those of
the benchmark experiments presented earlier in this thesis. This has the potential
to change the behaviour of the diaphragm during failure. It was assumed that the
driver gas produces a uniform pressure distribution across the face of the diaphragm.
The loading conditions for various diaphragm thicknesses can be seen in Figure 5.3.
These were generated using numerical simulations by Gildfind et al. [10] and the rup-
ture pressures were approximated. These were 15.5MPa, 27.9MPa, and 35.7MPa for
the 1.2mm, 2.0mm, and 2.5mm diaphragms respectively. Note that X2 is over-driven,
meaning that the pressure continues to rise even after diaphragm rupture. As done
in the failure benchmarks, the pressure loading is assumed to decrease linearly after
rupture, however, since X2 is over-driven, this is even less likely to be appropriate.
However, without the use of CFD calculations, there was no alternative, and this load-
ing condition was assumed regardless.
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Figure 5.3: X2 Pressure Loading
5.3 Model Setup
5.3.1 Boundary Conditions
The primary diaphragm is clamped such that the driver gas applies force to the pe-
riphery of the diaphragm increasing the clamping force. This provides a secure clamp
on the diaphragm regardless of the initial conditions, and therefore, simulations of X2
assumed a fully clamped boundary.
As with the previous simulations, a quarter model was used to reduce the
computation time of the simulations. This required imposing fixed displacement con-
ditions in the circumferential direction of the diaphragm at the boundaries of the simu-
lation. As mentioned, a fixed support was used to simulate clamping, and the tube wall
was modelled as being a rigid body. Contact was enabled such that as the diaphragm
deforms, it contacts the filleted entrance to the downstream shock tube, effectively
changing the boundary conditions of the diaphragm.
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Figure 5.4: X2 Mesh Convergence Test
5.3.2 Mesh
The mesh consisted of 3D hexahedral elements which enabled the simulation of scor-
ing. The final mesh element size was 0.003mm and 6 elements were used through the
thickness. Figure 5.4 shows a mesh convergence study on the diaphragm by plotting
rupture pressure against element size. The fine, medium, and coarse mesh sizes re-
ferred to element sizes of 2mm, 3mm, and 5mm respectively. All rupture pressures
were found to be equal at approximately 19MPa. Note that these values are artificially
high since the tangent modulus used in these tests was miscalculated as 3.5GPa, rather
than the true 500MPa. Whilst the magnitude of these values would be different, the
element size determined for mesh convergence is still appropriate.
The final mesh used for the results can be seen in Figure 5.5.
5.3.3 Material Models
The material used for the primary diaphragm in the X2 material is cold rolled AS1595
steel. The bilinear model was selected to model this material since the stress strain
curve was not available. As mentioned in Section 3, the bilinear approximation pro-
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Figure 5.5: X2 Final Mesh
Table 5.2: X2 Diaphragm Material Properties
Thickness (mm) Yield Stress (MPa) Tensile Strength (MPa) % Elongation Estimated Tangent Modulus
1.2 197 337 0.39 590
2 251 362 0.44 440
2.5 280 382 0.3 500
vides reasonable results. Only the yield stress, ultimate stress, and percent elongation
were known about the diaphragm material, and therefore the tangent modulus was
estimated from these values. These values are presented in Table 5.2.
To verify that these values were appropriate, a brief literature search was con-
ducted to identify values of other steels. Table 5.3 shows a summary of the results
estimated from Figure 5.6, which was originally produced by Ranganathan et al. [38].
It is evident from this figure that there is not a large variety in the tangent modulus
across a variety of different steels. In particular, 1020 steel is likely to provide the best
representation of tangent modulus because it also has low alloying compositions. Since
these values are all in the vicinity of the estimated values, they are likely to produce
reasonable results for the analysis.
To determine the effect that miscalculating the tangent modulus would have
on the final results, a study was conducted to determine the sensitivity of the simula-
tion results to the tangent modulus. A parabolic increasing pressure loading fitted to
the first side of the loading curve for the 1.2mm thickness diaphragm was used in these
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Table 5.3: Typical Tangent Modulus Values for Steel [38]
Steel Grade Tangent Modulus (MPa)
1020 Steel 444
4130 Steel 444
8650 Steel 1030
Figure 5.6: True Stress Strain Material Data - Common Metals [38]
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Figure 5.7: X2 Loading for Tangent Modulus Sensitivity Study
Table 5.4: Tangent Modulus Mesh Sensitivity Study - X2
Tangent Modulus
(GPa) Rupture Pressure (MPa) Max Displacement (mm)
0.1 2.8 11.5
0.3 8.53 26.2
0.6 15.1 35.3
1 22.9 40.3
tests. Since the plastic strain failure was found to be at approximately 1.418 for the
1.2mm diaphragm (discussed below), this value was used for the failure strain value.
Figure 5.7 shows this loading compared against the X2 pressure trace. The tangent
modulus was changed to 0.1MPa, 300MPa, 600MPa, and 1GPa to observe the effect
that this had on the rupture pressure and the loading behaviour. Figure 5.7 shows the
loading used for this test.
The results from this study can be seen in Table 5.4 and Figure 5.8.
These show that the effect of tangent modulus significantly effects the final re-
sults if the plastic strain failure is kept constant. It not only effects the magnitude of
failure pressure and center displacement, but also effects the slope of the pressure de-
flection plot. In a simulation such as this, where large plastic deformations are present,
obtaining reasonable values for the plastic behaviour is very important. It was no-
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Figure 5.8: X2 Tangent Modulus Sensitivity Study
ticed that the shape of the load deflection curve varied more significantly as the dis-
placements increased. This is because the tangent modulus only effects the plastic be-
haviour, and therefore, the effect becomes much more pronounced at higher levels of
plasticity. Therefore, it can be concluded that it is important to ensure that the plastic-
ity properties are correct to a reasonable level of accuracy when modelling diaphragm
rupture, otherwise the final results are unlikely to be reasonable.
Figures 5.9 and 5.10 show the approximate dependency of the rupture pres-
sure and maximum displacement on tangent modulus. It can be seen that the relation-
ship between rupture pressure and tangent modulus is approximately linear, whilst
the dependency of deflection at rupture is curved. These are very important outcomes,
because they highlight the important role that the plastic behaviour material constants
play on the simulation results. Both rupture pressure and maximum deflection effect
the diaphragm dynamics at failure, and consequently the resulting fluid flow. There-
fore, it is particularly important that for CFD simulations using this information, de-
flection and opening times can be relied upon.
The determination of rupture pressure was not explicitly stated in the paper
by Gildfind et al. [10], but upon personal communication with David Gildfind, these
results are based off of a pressure test for the 1.2mm diaphragms, and the other rupture
pressures were scaled based on thickness. The details of this test were unknown and
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Figure 5.9: X2 Tangent Modulus Sensitivity Study - Rupture Pressure
Figure 5.10: X2 Tangent Modulus Sensitivity Study - Maximum Displacement
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Table 5.5: Rupture Properties for X2
thickness plastic strain limit Rupture Pressures Used in sims (MPa) Rupture pressure quoted by Gildfind etal.
1.2mm 1.418 14.28711645 15.5
2mm 1.404 26.22388856 27.9
2.5mm 1.401 39.29576985 35.7
therefore these values could not be verified for accuracy. Regardless, the final simu-
lations of X2 were based off of these values. To determine the plastic failure strain of
the diaphragm, simulations were run with the loading shown in Figure 5.3. Then the
plastic strain at the known rupture pressure could recorded and used in subsequent
simulations. A problem arose when this was done, and the simulations failed to com-
plete. The reason for this is that the elements became so distorted that the time-step
had to decrease, dramatically slowing down the solution. Some elements were even
automatically deleted by LS-DYNA due to them going past their plastic strain limit.
To prevent this from happening, the rupture strain was reduced below the value when
the simulation became unsolvable. Therefore, the rupture strains were changed to ap-
proximately 1.4. The determined values for each of the diaphragm thicknesses can be
seen in Table 5.5. Whilst these rupture pressures are lower than predicted by Gildfind
et al., the original estimates are not well justified, so cannot be relied upon. It is ex-
pected that this result occurred either due to an underestimated tangent modulus, or
alternatively, the failure pressures were overestimated. Regardless, the rupture strain
of 1.4 was deemed to be a reasonable value for this material. Referring back to Figure
5.6, it can be seen that for the material most similar to AS1595, which is 1020, the curve
stops at a strain of approximately 1.4. Whilst The plastic strain at failure is not a hard
value, and depends on the stress state in the material, it is likely that the plastic failure
strain would also be in the vicinity of this value, and therefore helps to validate it as a
choice in these tests.
5.3.4 Effect of High Strain Rate Material Properties
As mentioned previously, the loading rate of the X2 diaphragm is significantly faster
than the benchmark simulations. To assess the effect of high strain rate material prop-
erties on the behaviour of the diaphragm, similar materials were investigated.
CHAPTER 5. MODEL FOR X2 85
Table 5.6: Chemical Composition of S235 Steel compared to AS1595
%C %Mn %P %S %Si
AS1595 0.05 0.21 0.002 0.0013 TR
S235 0.22 max 1.6 max 0.05 max 0.05 max 0.05 max
Figure 5.11: Strain Rate dependency of S235 Steel - [27]
S235 steel is also a low carbon steel and its chemical composition can be seen in
Table 5.6 compared against that of AS1595. Whilst the percentage of alloying elements
in AS1595 is lower than than S235, S235 has well documented material properties and
should still provide an idea of the strain rate effects on the primary diaphragm in X2.
The yield stress is nominally around 235 MPa with a tensile strength in the range of
360-510 MPa, which is approximately in the range of AS1595 (Table 5.2).
Figure 5.11 shows the tensile stress strain curves for S235 steel at different
strain rates. It shows that for strain rates on the order of 100s−1, the change to the
stress strain curve is minimal, however as it continues to increase, the variation be-
tween static behaviour increases. Thus, if the strain rate in the simulation of X2 stays
on this order of magnitude, then the effect of ignoring this more complex material
behaviour would be minimal.
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Figure 5.12: Strain Rate dependency of 4340 Steel - Using Constants from Table 5.7
Table 5.7: Johnson Cook Plasticity Model - 4340 Steel - citeMilan2015
A B n Theta melt theta transition m C eps dot 0
792 510 0.26 1793.2 293.2 1.03 0.014 1
5.3.5 High Strain Rate Material Test
To gain a further understanding of the effect of high strain rate on the solution, two
simulations were run with 4340-C30 steel, which has well defined Johnson-Cook ma-
terial properties. This steel is a higher strength material than AS1595, as it is difficult to
find appropriate material data for low carbon steels. Nevertheless, this material could
provide insight into the problem at hand, and help to evaluate the appropriateness of
neglecting the high strain rate effects in the final simulations. The effect of the strain
rate on the material model can be seen in Figure 5.12.
Material Data
Material data for the Johnson Cook Material Model can be seen in Table 5.7 and Table
5.8.
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Table 5.8: Johnson Cook Failure Model - 4340 Steel [34]
rho d1 d2 d3 d4 d5
830 0.05 3.44 2.12 0.002 0.61
Figure 5.13: Strain Rate effects on pre-rupture behaviour on 4340 Steel
Results
Figure 5.13 shows the pre-rupture effects of high strain rate dependency modelled with
the X2 loading.
It was found that the rupture pressure increased by approximately 10% when
high strain rate effects were included in the simulations. However, when high strain
rates were modelled, the maximum deflection increased by approximately 6%. These
numbers give an indication of the effect of the high strain rate behaviour when a di-
aphragm is subjected to the loading in X2. Of particular interest was the effect of
the high strain rates on the post rupture dynamics. The opening times found were
0.0006161s and 0.00096799s for simulations where high strain rates were modelled, and
were not modelled respectively. This lead to a decrease of approximately 35% when
high strain rate effects were modelled. In Chapter 2 it was mentioned that original ex-
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Figure 5.14: Strain Rate effects on post-rupture behaviour on 4340 Steel
perimental work found that the rupture time was inversely proportional to the square
root of rupture pressure. Therefore, according to this relationship, increasing the rup-
ture pressure by 10% would result in a decrease in rupture time by approximately 5%.
This cannot completely account for the decrease in rupture time for this. The other
major factor is the increased pressure loading applied throughout the loading, which
as observed in Section ??, has a very large effect on the opening time. It would be very
difficult to create a controlled test which would allow the direct comparison of these
two failure models and the opening time, however it has been noted that there could
be some difference in behaviour between the two models in terms of opening time. To
attempt to remove this effect from the results, the opening percentage over normalised
time has been compared in Figure 5.14.
The plot shows that the consequence of the different models is the change in
shape of the opening vs time curve. It was found that when high strain rate effects
were modelled, the tearing behaviour of the rupture process took longer, compared to
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Figure 5.15: Effect of Friction on Pre-Rupture Behaviour
the rapid opening of the petals.
5.4 Results
5.4.1 Effect of Modelling Friction
Since it was then known that strain rate effects could be neglected with accuracy within
approximately 10%, the effect of friction on the system needed to be determined. To do
this, two simple simulations were run for the 1.2mm diaphragm using the parabolic
loading mentioned earlier. One simulation used a coefficient of static friction of 0.8
with a decay constant of 0. This is the most conservative approach to take as it would
over predict the friction in the system. Another simulation was run with frictionless
boundary conditions. The results of these two simulations can be seen in Figure 5.15.
The two deflection vs time plots are virtually indistinguishable, and therefore
it was determined that the effect of friction on the system was negligible, even for the
rapid loading generated by the X2 piston. For the remainder of the simulations, the
coefficient of friction was set to 0.8, since this is a more likely to be a realistic model of
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Figure 5.16: Diaphragm Pressure Loading
the contact model.
5.4.2 Results
Simulations were run for all three cases. Table 5.2 summarises the material properties
used for these tests. The loading profile used is the same as that shown in Figure 5.3,
but modified to have a linear decrease in the pressure to half of the rupture pressure
over the duration of the opening process. These loading cases can be seen in Figure
5.16 compared against the total static pressure as measured my a pressure probe of the
gas over time.
The pre-rupture pressure displacement plot can be seen in Figure 5.17. This
plot shows the differing behaviour of the diaphragms. The failure deflections and
pressures are summarised in Table 5.9. These show that the behaviour of the 2mm
and 2.5mm diaphragms are quite similar, however the 1.2mm diaphragm deflected
disproportionately lower than the other diaphragms.
The opening times for the different thickness diaphragms have been presented
in Table 5.10. These values show that as the thickness increases, the rupture time de-
creases. According to Equation 2.1, an increase in the thickness increases the rupture
time. However, due to the increase in thickness, the rupture pressure also increases,
CHAPTER 5. MODEL FOR X2 91
Figure 5.17: Pre-Rupture Diaphragm Behaviour - Time-Displacement Plot
Table 5.9: Deflections at Failure of Different Thickness Diaphragms
Thickness Max deflection (mm)
1.2mm 10.4
2.0mm 39.5
2.5mm 42.3
and it is known that increasing the rupture pressure has the opposite effect. Using this
equation to look at the percentage changes of the thickness and rupture pressure, the
opening time should theoretically decrease by 9%. Instead, the rupture pressure de-
creases by 20%. There is a significant discepency here, but the direction in which the
opening time changed was correct. The percentage of opening vs normalised time has
been presented in Figure 5.18. These figures show that whilst increasing the thickness
of the diaphragm reduces the opening time, it does not significantly effect the open-
ing dynamics of the diaphragm. The 2.0mm and 2.5mm cases look similar, whilst the
1.2mm diaphragm failed differently. This is explored in more detail below. Addition-
ally, the normalised opening area plot from Rothkopt and Low [? ] from Chapter 2 has
been reproduced here as Figure 5.19 for comparison. These experimental tests were
done with copper, aluminium and brass, which means that their material properties
are quite different, and in addition, Rothkopt and Low normalised their time to 5% of
opening time, rather than from 0%. Nonetheless, there are some similarities between
the findings and the approximate shape of the curves is similar, although the numerical
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Table 5.10: Opening Times for X2 Diaphragms
Thickness t1 t2 Opening Time
1.2mm 0.0024836 0.0029044 0.0004208
2mm 0.0027656 0.0029160 0.0001504
2.5mm 0.0032779 0.0034003 0.0001224
Figure 5.18: Diaphragm Opening Percentages over Time
simulations have distinctly more curvature.
The final deformed shapes of the X2 diaphragm can be seen in Figures 5.20 and
5.21 compared against images taken of the actual diaphragms after use. The colour
map represents the plastic strain at the end position. Figure 5.22 shows the final de-
formed shape of the diaphragms in all three simulations. Figure 5.23 shows the actual
final shape of the X2 diaphragms taken experimentally.
For the case of the 2.5mm diaphragm, the experimentally determined final
shape has been accurately recreated. In both the simulation and the experimental im-
age, the petal shape is curved and has started to form cracks perpendicular to the petal
edge. Additionally, there is visible plastic deformation present on the experimental
image which is also shown in the figure. It can be seen that the maximum plastic strain
occurs in a region where there is significant crinkling on the outer surface of the experi-
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Figure 5.19: Diaphragm Opening Percentages over Time based on Experimental Data
- [42]
Figure 5.20: Final Shape Comparison - 1.2mm Diaphragm
Figure 5.21: Final Shape Comparison - 2.5mm Diaphragm
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Figure 5.22: Final Shape Comparison - 1.2mm, 2.0mm, 2.5mm from left to right
Figure 5.23: Final Shape Comparison - 1.2mm, 2.5mm from left to right
mental image. The main difference between the two is that the extent to which the tear
propagated along the scoreline in the simulation is not as large as that in the experi-
ment, however it is close. Another miner difference is that the scoreline is not sharp in
the simulations like it is in the experiments. Possible reasons for this is the either the
mesh is not fine enough in this region to obtain accurate results, or alternatively, the
score geometry was idealised too much compared to that in the true experiment.
For the case of the 1.2mm diaphragm, the behaviour that was simulated was
drastically different to that of the experimental. Whilst the precise reason for this is
unknown, some speculation has been made. Figure 5.24 shows the progressive failure
to assist in the explanation. The scale for the colour map is not provided, since it
changes from frame to frame, but it has been set to show plastic strain and provides
qualitative information about the failure. Initially, the diaphragm plastically deforms
elastically to a certain value. Figure 5.17 shows that it stays at this value some time and
oscillates. After some time, it starts to plastically deform along the scoreline and fail.
Midway through the tearing process, the pressure load towards the tip of the petals
creates a moment on the petal which causes it to bend plastically. Then the diaphragm
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continues to open and the petals collide into the outer side of the tube. The final shape
is an incomplete ruptured diaphragm. The conclusions which were drawn from this is
that the loading conditions are incorrect, and the assumptions made aren’t completely
valid. It is speculated that the true reason for this is a result of fluid dynamics. The
speed at which the fluid is flowing over different parts of the diaphragm would be
different, therefore the pressure at different locations on the diaphragm would also be
different. This altered loading would cause behaviour to deviate from that predicted
by the simulations since a uniform load was assumed. The other, more obvious issue
with the loading is that it is only a very rough approximation, and it is likely that the
load over time is not a linear function.
The are two likely reasons why this did not happen to the thicker diaphragms.
The first is to do with the score size. Since the score geometry, including depth, is
the same for all diaphragms, this means that thicker diaphragms have a score which
is proportionately smaller. This means that prior to failure, more plastic deformation
occurs across the entire plate, rather than being localised to the scoreline. This means
that the material hardens before rupture occurs, and the moment which occurs on the
petals can more easily be resisted by the material. The second major reason is prob-
ably less significant than the first, although could still be present. The fact that the
diaphragm has an actual thickness greater than the thinner ones means that it has a
greater ability to resist the bending moment in the first place. Whilst it is true that as
the thickness increases so to does the rupture pressure and the subsequent moment
acting on the diaphragm petal, however it is unknown which of these effects would be
more significant.
5.5 Concluding Remarks
In summary, the X2 diaphragm was simulated using LS DYNA. The main problem
faced during these simulations was lack of information for the input parameters. Con-
sequently, values were estimated and then the effects of these assumptions quantified.
The tangent modulus was estimated to have an approximate value of 600MPa. It was
found that the results are quite sensitive to the tangent modulus and that this should
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Figure 5.24: Progressive Failure of 1.2mm Diaphragm
be kept in mind when viewing the final results.
High strain rate effects were investigated qualitatively using S235 steel, and
quantitatively using 4340 steel. The results showed that high strain rate effects do alter
the final results, however the value when this is excluded is likely to be 10% or less.
The rupture pressure was assumed based on previous work in this area, how-
ever will likely have some error associated with it. Final simulations provided esti-
mates for the maximum deflection prior to rupture, the opening times, and the rate
of opening over time. It was found that increasing the thickness decreases the overall
rupture time, which would result in more favourable shock properties. Additionally,
the behaviour was similar across the different thicknesses when normalised.
Overall, it was determined that whilst the rupture behaviour of the diaphragm
could still be correctly simulated qualitatively, the numerical values for opening time
and maximum deflection likely have high levels of error, and therefore should not be
trusted. The main recommendations for future research is two fold. Initially, material
behaviour should be characterised more precisely primarily so that failure pressure
can actually be estimated properly for the X2 diaphragms using finite element analysis.
Additionally, it would allow greater confidence to be placed on the plastic non-linear
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material behaviour, particularly with high strain rates. Finally, the use of better tech-
niques, such as solid fluid numerical simulation, for establishing loading conditions
should be implemented if the computation is possible.
Chapter 6
Conclusions and Recommendations
6.1 Conclusions
The motivation of this study was centred around the improvement of experimental
ground testing for hypersonic and supersonic flight vehicle research. The non-ideal
diaphragm rupture is known to create complex flow fields in the test gas during a shot
of the tunnel. These complex flow fields effect shock start-up distance, shock accelera-
tion, and shock strength. In the use of hypersonic tests, it is critical to be able to know
to a high level of certainty what the conditions of the flow field are during the test, and
currently, the interactions from the diaphragm rupture is an area for uncertainty. In
understanding the test flow, there are a very limited number of measurements that can
be taken, and therefore CFD calculations can be done to gain a greater knowledge of
the flows.
The initial aims of this thesis were two fold. The primary aim was to develop
the capability to numerically predict the diaphragm rupture process, and to establish
to what degree of certainty this can be done. Additionally, the secondary aim was to
establish the FEA capabilities for the research group, and to determine the ability of
LS-DYNA in solving for high strain rates, large deflections, and failure for this type of
this problem.
To achieve this aim, existing models were investigated, and these were mostly
limited in their application and accuracy. Therefore, finite element analysis was justi-
fied as being the best possible approach for creating a robust way of establishing time
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dependant information on diaphragm rupture.
A series of quasi-static benchmarks were completed which simulated the large
deflections, plasticity, and contact aspects of the failure process. Overall, very good
agreement was found when simulating these aspects of the failure. It was found that
both the multi-linear and bi-linear models produced adequate results for the plastic-
ity region of the failure. The use of both 2D and 3D simulations was done and it was
found that the shell element formulation also produced excellent results, however it
was not possible to implement 2D elements when scoring was being modelled. Of
particular importance from these quasi-static benchmarks was the plastic strain dis-
tribution between the simulations when contact was modelled compared to when it
was fully clamped. As expected, the region of max stress changed from the support
to the center of the plate. This highlighted the importance of using filleted tubes in
hypersonic shock tube facilities.
A series of experiments were done to determine the applicability of modelling
failure. It was found that the Johnson Cook failure model could accurately predict
the behaviour of the diaphragm, although post rupture behaviour was not directly
verified. Additionally, simulations were conducted to compare the results of Johnson
Cook to plastic strain failure. It was found that the failure model type had negligible
difference on the post rupture behaviour of the diaphragm.
In the simulation of the X2 diaphragm, results were produced which described
the pre and post rupture behaviour of the diaphragm, however there were several
factors which have lowered confidence in the final results. The major one was the
lack of material data. Due to this, the tangent modulus was estimated based on the
% elongation and the yield and ultimate stresses. It is expected that this value would
have some significant error assigned to it, and therefore the sensitivity of the results
to this value were investigated. It was found that the sensitivity of max deflection
to the tangent modulus was very significant, whilst the rupture pressure was less so.
Regardless, the error involved would likely not be insignificant. As with the failure
benchmark, high strain rates were also investigated qualitatively and quantitatively. It
is expected that the overall effect of this would be an increase in the rupture pressure
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by less than 10 %.
One of the major issues with the X2 modelling was the lack of material data,
and therefore this should be improved upon in future studies.
Overall, it was determined that whilst the rupture behaviour of the diaphragm
could still be correctly simulated qualitatively, the numerical values for opening time
and maximum deflection likely have high levels of error, and therefore should not be
trusted.
6.2 Recommendations
Whilst it has been shown that LS-DYNA can be used to model the diaphragm rupture,
there is some work left to do in obtaining more accurate results. Initially, the material
behaviour of AS1519 should be accurately defined. This should be done through the
determination of the 10 material constants for the Johnson Cook model. This would
allow the rupture pressure of X2 to actually be estimated, and therefore the original
estimates by Gildfind et al. [10] could be validated. Additionally, the deflection imme-
diately prior to failure would be able to be determined to a greater level of accuracy, as
this is an important parameter in terms of non-ideal diaphragm effects. Work done by
Majzoobi et al. [32, 31] describes the method in which they determined Johnson Cook
material properties.
The other main recommendation for this work is the determination of more
accurate loading inputs into the FEA. As mentioned, this is one of the most significant
areas for uncertainty in the calculations which were performed, and therefore, an im-
provement for these values would significantly improve the certainty in the results.
This could potentially be done through the use of the solid fluid interaction codes
present in ANSYS, but the feasibility of this would need to be determined. Alterna-
tively, the loading could be approximated by performing CFD simulations based off of
the results of the current study. Then the pressure loading as a function of the opening
percentage could be retrieved and used as an approximate input to the FEA simula-
tion. This would not solve the problem of an uneven distribution of pressure over the
petal surface, however would improve the pressure time data used in the simulations.
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Finally, only the X2 shock tube was analysed in this investigation. Larger shock
tubes, such as the X3 expansion tube at UQ are also of interest, and it is expected that
larger facilities such as this one would have differing loading conditions, leading to
possible higher strain rates achieved. Additionally, the X3 diaphragm is not scored and
so it behaves differently to X2. Since it is not scored, the resulting shape which comes
from X3 is much more varied shot to shot. The repeatability of the diaphragm rupture
alone would be useful when determining whether the diaphragm should be scored
or un-scored. Reviewing Equation 2.1, the rupture time decreases as the thickness
decreases and the rupture pressure increases, both of which can be achieved by not
using a scored diaphragm, however there is a trade off with repeatability. These factors
could be explored using FEA along with the use of Stochastic failure. Stochastic failure
attempts to capture material inhomogeneity by randomly changing the failure stresses
and strains in the material. A study into this would allow for numerical results in
determining the trade off between scored and un-scored diaphragms.
In general, these results have provided a baseline for future work in this area,
however could be significantly improved through better material models, more precise
loading conditions, and correct modelling using stochastic failure.
In future CFD studies of these facilities, it is recommended that the opening
percentage vs time function be modelled as an exponential function rather than a lin-
ear one, as this would more accurately simulate the venting of the driver gas during
the tearing phase of the opening procedure. In addition, it is believed that the maxi-
mum deflection of the diaphragm prior to rupture should also be incorporated into the
simulations, particularly for the 2.0mm and 2.5mm diaphragms, where the maximum
deflection increased up to 35% of the disc radius just prior to failure. The effect that
this initial deflection has on the resulting flow field should be quantified.
Bibliography
[1] X3 expansion tube. http://hypersonics.mechmining.uq.edu.au/x3, 2016. Ac-
cessed: 21/03/2016.
[2] A. Nasser; A. Yadav; P. Pathak ; T. Altan. Determination of the flow stress of five
ahss sheet materials (dp 600, dp 780, dp 780-cr, dp 780-hy and trip 780) using
the uniaxial tensile and the biaxial viscous pressure bulge (vpb) tests. Journal of
Materials Processing Technology, 2009.
[3] ANSYS. Help System - Explicit Dynamics Analysis Guide.
[4] ANSYS. ANSYS Mechanical APDL Theory Reference. 275 Technology Drive Canons-
burg, PA 15317, 2013.
[5] Miroslav Spaniel Milos Moravec Jan Dzugan Pavel Konopik An-
tonin Prantl, Jan Ruzicka. Identification of ductile damage parame-
ters. In 2013 Simulia Community Conference, 2013. www.3ds.com/simulia
http://www.3ds.com/fileadmin/PRODUCTS/SIMULIA/PDF/scc-
papers/identification-of-ductile-damage-parameters-13.pdf.
[6] Kevin Ardon, Yann Charles, Monique Gasperini, and Jader Furtado. A numerical
and experimental study of the disk pressure test. In ASME 2013 Pressure Bessels
and Piping Conference, volume 6B: Materials and Fabrication, Paris, France, July
2013. ASME.
[7] G. A. Campbell, G. M. Kimber, and D. H. Napier. Bursting of diaphragms as
related to the operation of shock tubes. Journal of Scientific Instruments, 42(6):381,
1965.
102
BIBLIOGRAPHY 103
[8] M. Colombo, P. Martinelli, and M. Prisco. Validation of a computational ap-
proach to predict bursting pressure of scored steel plates. Experimental Mechanics,
54(9):1555–1573, 2014.
[9] F. L. Curzon and M. G. R. Phillips. Low attenuation shock tube: Driving mecha-
nism and diaphragm characteristics. Canadian Journal of Physics, 49(15):1982–1993,
1971.
[10] Eichmann D.E. Gildfind; R.G. Morgan; M. McGilvray; P.A. Jacobs; R.J.
STalker; T.N. Free-piston driver optimisation for simulation of high mach number
scramjet flow conditions. Shock Waves, 2011.
[11] J.E. Drewry and Z.A. Walenta. Determination of Diaphragm Opening-times and Use
of Diaphragm Particle Traps in a Hypersonic Shock Tube. Univ., Inst. for Aerospace
Studies, 1965.
[12] Wilhelm Rust & Ulrich Franz. Quasi static limit load analysis by ls dyna in com-
bination with ansys.
[13] Paolo Gaetani, Alberto Guardone, and Giacomo Persico. Shock tube flows past
partially opened diaphragms. Journal of Fluid Mechanics, 602:267–286, 2008.
[14] B. Aydemir ; H.K.Zeytin ; G.Guven. Investigation of mechanical properties of
dp600 ssteel at elevated temperatures. TBTAK National Metrology Institute (UME),
2014.
[15] David E. Gildfind. Expansion Tubes in Australia, pages 399–431. Springer Interna-
tional Publishing, 2016.
[16] David E. Gildfind. Part 1: Shock wave theory, hypersonic ground testing, local
surface inclination techniques, and viscous hypersonic flow. MECH4470 Lecture
Notes, UQ, 2016.
[17] Patrick Gnemmi, Julio Srulijes, Friedrich Seiler, Berthold Sauerwein, Myriam
Bastide, Christian Rey, Pierre Wey, Bastien Martinez, Hermann Albers, Gunther
BIBLIOGRAPHY 104
Schlffel, Robert Hruschka, and Thibaut Gauthier. Shock Tunnels at ISL, pages 131–
179. Springer International Publishing, Cham, 2016.
[18] Richard J. Goozee. Simulation of a complete chock tunnel using parallel computer codes.
Phd thesis, School of Engineering, UQ, 2003.
[19] Klaus Hannemann, Katsuhiro Itoh, David J. Mee, and Hans G. Hornung. Free
Piston Shock Tunnels HEG, HIEST, T4 and T5, pages 181–264. Springer International
Publishing, Cham, 2016.
[20] Michael Heitzmann. Mech3300 finite element methods - lecture 10 the solution
step (introduction solver). University of Queensland, 2015.
[21] Michael Heitzmann. Mech3300 finite element methods - lecture 6 plane element
and element technology. University of Queensland, 2015.
[22] Roy S. Hickman, Larry C. Farrar, and James B. Kyser. Behavior of burst di-
aphragms in shock tubes. Physics of Fluids, 18(10):1249–1252, 1975.
[23] L. Houas, L. Biamino, C. Mariani, O. Igra, G. Jourdan, and A. Massol. The effects
that changes in the diaphragm aperture have on the resulting shock tube flow.
Shock Waves, 22(4):287–293, 2012.
[24] Ozer Igra. Experimental Methods of Shock Wave Research, volume 9. Springer Inter-
national Publishing, Cham, 2015.
[25] Ozer Igra and Lazhar Houas. Shock Tubes, pages 3–52. Springer International
Publishing, Cham, 2016.
[26] M.A. Iqbal, G. Tiwari, P.K. Gupta, and P. Bhargava. Ballistic performance and
energy absorption characteristics of thin aluminium plates. International Journal of
Impact Engineering, 77:1 – 15, 2015.
[27] HIROFUMI MINAMOTO; ROBERT SEIFRIED; PETER EBERHARD; SHOZO
KAWAMURA. Eeffect of strain rate dependency of material properties low ve-
locity impact. International Journal of Modern Physics B, 2008.
BIBLIOGRAPHY 105
[28] Garreth Lee. Element quality and checks, 2012.
[29] G. R. Liu and S. S. Quek. The Finite Element Method : A Practical Course, volume
Second edition. Butterworth-Heinemann, Oxford, UK, 2013.
[30] GMbh LSTC, Inc & DYNAmire. Quasistatic simulation. http://www.
dynasupport.com/howtos/general/quasistatic-simulation, 2004.
[31] A.; Shahvarpour A. Majzoobi, G.H.; Hosseini. An investigation into ductile frac-
ture of st37 steel and pure copper at high strain rates: Part 2: Simulation. In Special
Edition Metal Forming Conference, 2008.
[32] A.; Shahvarpour A. Majzoobi, G.H.; Hosseini. An investigation into ductile frac-
ture of st37 steel and pure copper at high strain rates: Part i: Experiments. In
Special Edition Metal Forming Conference, 2008.
[33] AZO Materials. Aisi 4135 alloy steel (uns g41350). 2012. Accessed 08-08-2016.
[34] Peter Pastorek Martin Moilan Martin Vybook Milan mindk, Zoran Pelagia. Finite
element modelling of high velocity impact on plate structures. The 20th Interna-
tional Conference: Machine Modeling and Simulations, 2015.
[35] C.G. Miller, J.J. Jones, and Langley Research Center. Incident Shock-wave Character-
istics in Air, Argon, Carbon Dioxide, and Helium in a Shock Tube with Unheated Helium
Driver. National Aeronautics and Space Administration, 1975.
[36] John O.Hallquist. LS-DYNA Theory Manual. Livermore Software Technology Cor-
poration, March 2006.
[37] P.W. Prickett. The performance of bursting dics at varying rates of pressurisation.
In I.CHEM. E. Symposium Series NO. 85, Symposium series no.85. IChemE, n.d.
[38] Bradly; Zhao Ranny Ranganathan, Raghavendar; Verdant. Bilinear isotropic hard-
ening behaviour. Cornell University - MAE5700 Final Project.
[39] Brun Raymond. Shock tubes and shock tunnels: Design and experiments, 2009.
BIBLIOGRAPHY 106
[40] A. N. Ridings. Uq’s t4 shock tunnel data acquisition system. National Instruments
Technical Symposium, 2012.
[41] Raymond Jefferson Roark, Warren C. Young, and Richard G. Budynas. Roark’s
formulas for stress and strain, volume 7th. McGraw-Hill, New York, 2002.
[42] E. M. Rothkopf and W. Low. Diaphragm opening process in shock tubes. Physics
of Fluids, 17(6):1169–1173, 1974.
[43] E. M. Rothkopf and W. Low. Shock formation distance in a pressure driven shock
tube. Physics of Fluids, 19(12):1885–1888, 1976.
[44] Wilhelm Rust and Karl Schweizerhof. Finite element limit load analysis of thin-
walled structures by ansys (implicit), ls-dyna (explicit) and in combination. Thin-
Walled Structures, 41(23):227–244, 2003.
[45] C. J. S. M. Simpson, T. R. D. Chandler, and K. B. Bridgman. Effect on shock
trajectory of the opening time of diaphragms in a shock tube. Physics of Fluids,
10(9):1894–1896, 1967.
[46] E. Ventsel and T. Krauthammer. Thin Plates and Shells: Theory: Analysis, and Appli-
cations. CRC Press, 2001.
[47] V. A. Volkov, V. N. Parmon, and B. K. Tkachenko. Process of opening of an inelas-
tic diaphragm in a shock tube. Journal of Applied Mechanics and Technical Physics,
18(4):506–509, 1977.
[48] Fuqiang Wu; Robert Spong; Ge Wang. Using numerical simulation to analyze
ship collision. Presented at the ICCGS 2004, 3rd International Conference on Collision
and Grounding of Ships, 2004.
[49] Donald R. White. Influence of diaphragm opening time on shock-tube flows. Jour-
nal of Fluid Mechanics, 4(6):585–599, 1958.
[50] Y. Yamaki and J.R. Rooker. Experimental Investigation of Circular, Flat, Grooved and
Plain Steel Diaphragms Bursting Into a 30.5-centimeter-square Section. Defense Tech-
nical Information Center, 1972.
BIBLIOGRAPHY 107
[51] Yin Zhang. Large deflection of clamped circular plate and accuracy of its ap-
proximate analytical solutions. Science China Physics, Mechanics and Astronomy,
59(2):1–11, 2016.
Appendices
108
Appendix A
Appendix A - LS DYNA X2 Model
Setup
This appendix describes the complete setup of the X2 Model and is set out in such a
way that a reader unfamiliar with LS DYNA can reproduce this model.
ANSYS Workbench can be used to export directly to the LS DYNA Solver and
can be run from the command line for use on communal servers.
Engineering Data
The Engineering Data tab contains all of the material data for the materials that are
used in the simulation. To set up the model for X2, a new material had to be defined.
The material properties that must be defined are: density, Young’s Modulus, yield
stress, poisson’s ratio, effective plastic strain failure, and tangent modulus. These ma-
terial constants are enough to use the effective plastic strain failure model. To do this,
select the material and add density, isotopic Elasticity, and Bilinear Isotropic harden-
ing.
If the Johnson Cook model parameters were known, then instead, add density,
isotropic elasticity, Johnson Cook Strength, and Johnson Cook Failure
Geometry
There are two options available for creating a geometry in ANSYS. The inbuilt design
modeller is a basic CAD program which can be used to draw the geometry. Alterna-
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tively, geometry can be imported from another software package. ANSYS accepts a
large range of file formats.
Model
The model step opens up ANSYS Mechanical which is where the inputs to the model
are input.
Under the ”Geometry” tab in the tree, ensure that the materials are assigned to
their correct materials.
Then, under the connections tab, define the contacts and body interactions.
The contact bodies should be assigned to the plate and the target body should be as-
signed to the shock tube wall. Either frictional or frictionless contact definitions can be
used.
Under the mesh tab, insert a method. Set this to Multizone and set the mapped
mesh type to hexahedral. This type of mesh works well for explicit dynamics. Also
under mesh, insert a body sizing. Use this to choose the average elements size of the
plate. Also, add in an edge sizing, and select the vertical edges of the plate. Set the
edge sizing to be at least 6 and set the behaviour to hard. This will create 6 elements in
the through thickness direction of the plate.
Under the Explicit Dynamics tab, the loading and boundary conditions can be
set. Add in fixed supports for the tube and the plate. Then add a pressure loading to
the plate. If a quarter model is being used then the boundary conditions need to be set
along these boundaries, as mentioned in Chapter 3.
Keyword snippets can also be added under the explicit Dynamics tab. If the
Johnson Cook material model is being used, then the keyword snippet should include
a 6 under NEIPS and under NEIPH. This ensures that the damage parameter will be
saved to the solution file and can be shown in the post processing software. Addition-
ally, regardless of the material model being used, if it is desired to have the material
strain viewable as a colour map in the final results, then strflg must be set to 1. The
code is shown below:
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The analysis settings chosen were:
Step Controls:
Max cycles = 10000000
End Time = 4.105e-3s
Initial Time step = Program Controlled
Maximum Time step = Program Controlled
Time step safety Factor = 0.9
Automatic mass sclaing = No
Solver Controls
Unit System = m, kg, s
beam SOlution Type = Bending
Beam Time Step Safety Factor = 0.5
Hex integration Type = Exact
Shell Sublayers = 3
Shell Shear Correction Factor = 0.8333
Shell BWC Warp Correction = Yes
Full Shell Integration = Yes
Tet Pressure Integration = Average Nodal
Samping Controls
Linear Artificial Viscosity = 6e-2
Quadratic Artificial Viscosity = 1.5
Hourglass damping = standard
Viscous Coefficient = 0.1
Static Damping = 0
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Erosion Controls
On minimum elemtn timestep = No
Output Controls
Save Results on = Equally Spaced Points
Number of POints = 400
Save Restart Files on = Cycles
Ccles = 5000
Analysis Data Management
Solver Files Directory = C:\Job Name\dp0\SYS\MECH
Solve Step
Pressing the solve button does not solve the model, it creates an LSDYNAexport.k file
in the directory ”JOBNAME\dp0\SYS\MECH”. This file contains all of the informa-
tion required by the solver.
To run the solver, it can be launched from the ANSYS product launcher. Open
this program and then change the simulation envioronment to LS-DYNA Solver. Nav-
igate to the LSDYNAexport.k file and click run.
To run the code from the command line, use the following code: ”lsdyna
pr=aa r dy i=LSDYNAexport.k NCPU=1”
If double precision is required, then add -dp to the end of the line. If a memory
error occurs, add memory=XXXXXXX to set the memory. If the launcher is being used,
then these things can be changed in the settings.
Post Processing
The results are viewed in a program called LS Pre-Post. The installer for this program
is present in ”C:\Program Files\ANSYS Inc\v170\ansys\bin\winx64”
