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Fusing Geometrical and Visual Information via Superpoints
for the Semantic Segmentation of 3D Road Scenes
Liuyuan Deng, Ming Yang , Zhidong Liang, Yuesheng He, and Chunxiang Wang
Abstract: This paper addresses the problem of the semantic segmentation of large-scale 3D road scenes by
incorporating the complementary advantages of point clouds and images. To make full use of geometrical and
visual information, this paper extracts 3D geometric features from a point cloud using a deep neural network for 3D
semantic segmentation and extracts 2D visual features from images using a Convolutional Neural Network (CNN)
for 2D semantic segmentation. In order to bridge the features of the two modalities, this paper uses superpoints as
an intermediate representation to connect the 2D features with the 3D features. A superpoint-based pooling method
is proposed to fuse the features from the two different modalities for joint learning. To evaluate the approach, the
paper generates 3D scenes from the Virtual KITTI dataset. The results of the experiments demonstrate that the
proposed approach is capable of segmenting large-scale 3D road scenes based on the compact and semantically
homogeneous superpoints, and that it achieves considerable improvements over the 2D image and 3D point cloud
semantic segmentation methods.
Key words: scene understanding; point cloud semantic segmentation; multi-modal information fusion; deep learning

1

Introduction

Point cloud semantic segmentation is one of the
fundamental tasks for autonomous driving, aiming to
semantically segment point clouds into meaningful
parts, and then assign each part a category label
from predefined classes. Point clouds from LiDAR and
images from cameras are the most common modalities
for the semantic understanding of road scenes. As an
intelligent vehicle driving along a road, point clouds and
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sequences of images are captured simultaneously. This
paper explores the semantic segmentation of 3D road
scenes incorporating both modalities.
Recent years have seen a breakthrough in the
semantic segmentation of images via the use of
Convolutional Neural Networks (CNNs) and largescale datasets[1–5] . Images are encoded as regularly
arranged RGB pixels, which can provide the detailed
local texture information. The hierarchical structure
of CNNs makes them effectively in learning the
knowledge from the images: the local corners and edges
are captured in the lower layers, while the semantic
information is captured in the upper layers. A 3D
point cloud is a set of 3D points sampled on the
surfaces of physical objects. CNNs cannot be directly
employed on point clouds due to the latter’s irregular
structure. To make use of the power of CNNs, some
approaches have converted the point clouds into regular
formats, such as virtual 2D images[6] and 3D voxel
grids[7] . However, such a conversion leads to a loss of
information or to quantization degradation. Other works
have designed specific deep learning architectures to
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learn the geometrical features by directly consuming
point clouds[8] or clusters of points[9] .
The two modalities have complementary advantages.
The 2D image contains plenty of textural details.
Besides, the 2D representation is relatively more
efficient than a 3D representation, and benefits from
the advances in image descriptors and large-scale image
datasets[10] . The 3D point cloud data provide the
geometrical information that the 2D images lack, and
predictions benefit from the spatial context relationship
learned from these geometrical cues. A promising
research direction is to generate semantic labels for a
3D scene using both a point cloud and images. There
are three common approaches to this method.
(1) Perform semantic segmentation on images and
then project the pixel-level semantic labels onto a 3D
point cloud[11] . Post-processing procedures can then
be used to refine the results. The problem with this
approach is that it does not make best use of the
geometrical information.
(2) Use RGB values as attributions of the 3D data,
from which 3D semantic segmentation methods are
then used to learn features directly[7, 8] . Although all
of the information is included as input, this approach
has the drawback that current 3D methods cannot
effectively learn features from visual information due
to the limitations in deep learning architectures and
a lack of large-scale training data. Alternatively, 3D
data can be projected onto the 2D image domain, and
then 2D methods are used to learn features, such as
SnapNet[6] . The problem with this approach is that it
does not make the best use of 3D spatial structures due
to the information loss that occurs when the 3D data are
projected to the 2D domain.
(3) Learn features in the respective modalities using
3D and 2D methods, and then combine the features[12] .
This approach allows the algorithm to take full
advantages of both modalities. Note that, the RGB
values can also serve as attributions of the 3D data, as
in the previous approach.
This paper adopts the third approach so as to
gain the most from the geometrical and visual
information. An intermediate representation is required
to bridge the 3D point cloud and 2D images. One
option for this is a volumetric or voxel grid[12] , on
which the visual features can be projected. However,
volumetric-based point cloud segmentation methods
have poor computation and memory efficiency and
generate quantization degradation. Another option for
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the intermediate representation is to use the points to
bridge the 3D and 2D features[13] . However, like the
volumetric-based methods, this approach is limited in
its ability to handle large-scale point clouds[9] . In this
paper, we adopt the representation of clusters proposed
in Ref. [14] and the called “superpoint” in Ref. [9],
because this form of representation is compact and
semantically homogeneous.
This paper addresses the problem of fusing the
information of 3D point clouds and 2D images for
the semantic segmentation of 3D road scenes. We
learn features from point clouds and images. The 3D
features are learned from a 3D point cloud semantic
segmentation method, while the 2D features are learned
from a 2D image semantic segmentation method. To
bridge the 3D features and 2D features, we propose
a superpoint-based pooling method to incorporate the
features from the two different modalities. This method
allows the algorithm to effectively incorporate features
from geometrical and visual information in 3D and
2D domains, respectively. To evaluate the algorithm,
we conduct experiments on 3D scenes generated from
Virtual KITTI (vKITTI)[15] .

2

Related Work

Early semantic segmentation efforts largely relied on
handcrafted features (like color, texture, and context
on images; shape, position, and density on a 3D
point cloud), and then used shallow classifiers, such
as Random Forest and Boosting, to predict the
categories[14, 16–18] . Conditional random fields were
then used to refine the results. In recent years, deep
neural networks have led to huge steps forward in
vision recognition due to the emergence of large-scale
datasets and high-performance Graphics Processing
Units (GPUs), which greatly advanced feature learning.
Semantic segmentation of images. The accuracy
of the semantic segmentation of images was
advanced by adapting classification networks into
Fully Convolutional Networks (FCNs)[1] . With
this method, the accuracy on benchmarks, like
Cityscapes[5] , was continuously improved[2, 3, 19] . The
ongoing improvement is due to the development of
increasing model capacity, such as VGGNet[20] and
ResNet[21] , and some hand-crafted designed structures
for the encoding and decoding process[22–24] and
the contextual information aggregation[2–4, 25, 26] . In
contrast to maximum-accuracy approaches, some
works[27] explored a good tradeoff between the
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accuracy and the efficiency for a better on-board
deployment, considering that the autonomous driving
must multitask with limited computational resources.
ERFNet[27] achieved a good balance by using residual
connections and factorized convolutions.
Semantic segmentation of point clouds. Recently,
this field has witnessed a breakthrough with the
proposal of several approaches based on deep learning.
These methods can be divided into three classes:
multi-view-based[6] , volumetric-based[7, 28] and pointbased[8, 13, 29] . The multi-view method can draw on the
experience of image segmentation and requires less
computation cost than the other methods. However,
information loss caused by projecting 3D points to a
2D representation is a major problem for this method,
especially for semantic segmentation purposes. The
volumetric method is a natural extension of 2D CNNs.
However, the accuracy of 3D CNNs is limited by
the resolution of the input because of the high space
complexity. PointNet[8] is a pioneering attempt to
use a point-based method to deal with segmentation
tasks, while PointNet++[13] adds a consideration of
hierarchical features of point sets. However, these
methods cannot easily extend to large-scale scenes.
SPGraph[9] , in contrast, is specially designed for the
semantic segmentation of large-scale point clouds and
has achieved excellent performance on public datasets.
Fusing geometrical and visual information. It is
common to project RGB onto the point cloud and
use RGB as extra information to the classification,
but this method cannot utilize semantic information
thoroughly from the image. Zhang et al.[18] used
traditional methods to segment the image and point
cloud separately and fused the segmentation results
using late fusion. However, it did not make use of

Fig. 1

the geometrical information from the point cloud when
fusing, and deep learning-based methods can allow
for a more flexible fusion of image and point cloud,
thus achieving better results. Hegde and Zadeh[12] used
a voxel representation to fuse the 3D features and
2D features, but this form of representation generates
quantization degradation.

3
3.1

Methods
Architecture

The proposed approach aims to perform the semantic
segmentation of point clouds by incorporating the
point cloud and its associated images. The features
are learned from the point cloud and the images,
and then combined to predict the categories based on
superpoints. The framework is illustrated in Fig. 1.
In Fig. 1, “FC” and “BN” denote the fully connected
layer and the batch normalization layer, and “ECCGRU” denotes the graph convlutions used in this paper,
which adopts the techniques of the gate recurrent
unit[30] and the edge-conditioned convolution[31] .
The point cloud is first segmented into simple and
geometrically homogeneous clusters (superpoints)[9] . A
graph of superpoints is constructed by linking nearby
superpoints. 3D features are then learned from the
superpoints, while 2D features are learned from each
of the images. The 3D features and 2D features are
combined based on superpoint-based pooling. Finally,
the joint features are used to classify the superpoints
with graph convolutions.
3.2

Generation of superpoints and the superpoint
graph

The generation of superpoints is an unsupervised step,
which takes the whole point cloud as input and outputs

Framework of the proposed approach.
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a set of clusters. The input point cloud C is represented
as a set of points fpi ji D 1; : : : ; ng, where each pi is
a vector of its 3D position and other observations, like
color and intensity. The point cloud C is represented
by an undirected graph Gnn D .V; Enn /, in which the
nodes V are the set of points and the edges Enn encode
their adjacency relationship, which defined by the tennearest neighbors. Each point pi is associated with
its local geometrical feature vector fi 2 Rdv . For each
point, planarity, linearity, verticality, scattering feature,
and the elevation are computed as the features, so the
feature dimension dv D 5. The partition for superpoints
is modeled as the problem of minimizing the following
Potts segmentation energy,
X
X
g  D arg min
kgi fi k2 C 
1fgi ¤ gj g
g2Rdv jV j i 2V

.i;j /2Enn

(1)
where 1fg is an indicator function, so that
1fa true statementg D 1 and 1fa false statementg D 0,
and  is a regularization factor used to determine the
coarseness of the resulting partition. A set of nonoverlapping superpoints, denoted as D fS1 ; : : : ; Sk g,
are then obtained by solving the optimization problem
with a greedy graph-cut-based l0 -cut pursuit algorithm.
The superpoints are expected to be small parts of the
objects and not to cover objects of different classes.
The SuperPoint Graph (SPG) is defined as a directed
attributed graph G D . ; E ; F /. The nodes of G are the
set of superpoints , while the edges E represent the
adjacency relationship between superpoints, which are
obtained from a Voronoi diagram defined on the input
point cloud. F 2 RjE jdE represents the attributions
assigned to the edges, where jE j is the number of
adjacent superpoints, and dE is the dimension of the
attributions. The attributions with dE D 13 are derived
by comparing the shape and size (e.g., mean offset,
volume ratio, etc.) of the adjacent superpoints.
3.3

Feature learning from point clouds

For each superpoint Si , we use a PointNet to compute

Fig. 2

Fig. 3

a feature descriptor Qi 2 Rdq , where dq is the output
dimension. PointNet can efficiently embed a set of
points into a fixed-size feature vector using Multi-Layer
Perceptrons (MLPs) and a max-pooling layer.
The embedding process is shown in Fig. 2. Each
embedded feature vector is computed independently
on a superpoint. The number of points in superpoint
Si is Nsi . The points are first reduced or duplicated
to a fixed number Nr , and this is then followed by
data augmentation. A Spatial Transformer Network
(STN) is used to align the points, with only X and Y
coordinates transformed). In order to stay covariant
with shape sizes, the metric diameter of the superpoint
is concatenated to the global feature. The attributes of
points consist of their normalized position p0 , geometric
features fi , and RGB values if available; so the input
dimension df D dp0 Cdv CdRGB , where dp0 D 3; dv D
5; and dRGB D 3.
3.4

Feature learning from images

A sequence of images is associated with a 3D scene
and features are learned from the images using a 2D
semantic segmentation network. ERFNet is adopted to
extract the features because of its good efficiency and
accuracy. The ERFNet is built with redesigned residual
layers constructed by the residual block with factorized
(1D) kernels, called non-bt-1D block, as shown in
Fig. 3a. The downsampler block of ERFNet is the
concatenation of the outputs of a 3  3 convolutional
layer with stride 2 and a max pooling layer, as shown in
Fig. 3b.
We do not use the final class scores of the net, rather
we use the generated features before the last layer. For a
given image I l , the output feature Eu;v;l 2 RdI at pixel
position .u; v/ is formulated by
Eu;v;l D P .Iu;v;l jI l I  /
(2)
where  represents the model parameters and dI is the
dimension. The features are pooled to form the 2D
features as described in Section 3.5.

Framework of PointNet for feature embedding.

(a) Non-bt-1D block
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(b) Downsampler block

Non-bt-1D block and downsampler block of ERFNet.
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3.5

Joint learning based on superpoint-based
pooling

The features on the point cloud are extracted at
superpoint level, while the features on images are
extracted at pixel level. The problem is therefore
how to bridge at these features of different levels for
joint learning. We propose a superpoint-based pooling
method to harvest the pixel-level image features to
superpoint level. Given the image features fEu;v;l g and
a set of superpoints generated from the point clouds,
the superpoint-based pooling method computes a 2D
feature descriptor Ui 2 RdI for each superpoint Si . To
implement the task, we project the pixel-level features
onto the superpoint-level space through the mapping
relationships between the pixels and the superpoints.
We denote the mapping relationship as Ai D fIu;v;l g
for superpoint Si , where jAi j D Nsi and Iu;v;l is the
associated pixel in superpoint Si , which means that for
each point in Si , the corresponding pixel can be found
in Ai . As we have exacted the feature Eu;v;l for pixel
Iu;v;l , we can get the 2D feature set ui D fEi;j;l g for
superpoint Si according to Ai . We then use pooling
operations to aggregate the features. The superpointbased pooling method can choose from three types
of pooling operations: max pooling (Ui D Max.ui /),
average pooling (Ui D Avg.ui /), or a concatenation of
these two operations (Ui D CatfMax.ui /; Avg.ui /g).
After obtaining the superpoint-level image features
Ui with the superpoint-based pooling method, we
concatenate them with the superpoint-level point cloud
feature Qi for joint learning, as formulated by
Ji D CatfQi ; Ui g
(3)
To make the best use of the geometrical relationship
of the superpoints, graph convolutions are used to
retrieve the contextual information from the SPG. This
part is denoted in Fig. 1 as the “ECC-GRU” module.
Concretely, for each superpoint Si , a Gated Recurrent
Unit (GRU)[30] is used to model the complex spatial
dependencies. The hidden state is initialized with the
joint feature f .Ji / .f ./ denotes a fully connected
layer). At each iteration, the GRU takes its hidden
/
state h.t/
and an incoming message m.t
as input and
i
i
C1/
computes a new hidden state h.t
.
The
incoming
i
.t/
message mi to superpoint Si is computed as the
weighted sum of the hidden states hj.t / of neighboring
superpoints j . The weighting for a superedge .j; i /,
is computed from its attributes Fj i , using a MultiLayer Perceptron (MLP) , adopting the idea of Edge-
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Conditioned Convolutions (ECC)[31] . The ECC module
is formulated by
/
.t /
m.t
(4)
i D meanj j.j;i /2 .Fj i I We / ˇ hj
where ˇ is an element-wise multiplication operation,
and We denotes the parameters of , which is an
MLP with four layers. After several iterations through
the GRU, the hidden states over all time steps are
concatenated and followed by a final fully connected
layer. The output yi 2 RNc , where Nc is the number of
categories, is formulated by
.T C1/ T
yi D W o .h.1/
/
(5)
i ; : : : ; hi
where T is the number of iterations (T is set to 10) and
W o represents the weights of the fully connected layer.

4

Generation of Dataset for the Semantic
Segmentation of 3D Road Scenes

There are few real-world datasets for on-road 3D
semantic segmentation with point clouds and the
associated images. We therefore transform a synthetic
video dataset to evaluate the proposed approach.
The vKITTI dataset contains several on-board video
sequences of urban scenes and each frame has
the ground truth for depth and pixel-wise semantic
segmentation. In order to generate 3D scenes of point
clouds, every other frame of 2D depth is projected
into 3D world space using a camera intrinsic matrix
and an extrinsic matrix with random noise, and then
accumulated to form an overall point cloud.
Supposing a 3D point .Xw ; Yw ; Zw / in a 3D world
coordinate system and a corresponding pixel .u; v/ in
an image plane, the mapping between the 3D point and
2D pixel is expressed by
2 3
2 3
Xw
u
6Y 7
6 7
6 w7
Zc 4v 5 D KŒIj0M 6 7
(6)
4Zw 5
1
1
2
3
fu
0
u0
7
6
where K D 4 0
fv
v0 5 is the camera intrinsic
0
0
1
matrix, fu and fv represent focal length in terms
of pixels, "u0 and #
v0 represent the principal point,
R
t
and M D T
is the extrinsic matrix. R is the
0
1
rotation matrix, t is the translation matrix, and Zc can
be obtained from depth images.
According to Eq. (6), we can then compute .Xw ;
Yw ; Zw /,
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2

3
Xw
6Y 7
6 w7
6 7DM
4Zw 5
1

"
1
1 K
T
0

2
3
# uZc
7
0 6
6vZc 7
6
7
1 4 Zc 5
1

(7)

The accumulated point clouds are downsampled and
divided into 23 scenes of point clouds for training and
testing. Each point in the 3D scenes links to a pixel in
an image. Of the 23 3D scenes, 17 are used for training
and the remainder are used for testing.

5

Experiments

This section evaluates the performance of our approach
on the transformed vKITTI dataset[15] , and compares
our approach with other state-of-the-art methods. The
approach is implemented in Pytorch and on a platform
with an Intel Xeon E5-2620 CPU and a GTX 1080Ti
GPU.
5.1

Implementation

The generation of superpoints and SPG are
unsupervised. The networks are trained in two stages:
we first train the ERFNet to extract the 2D features,
then we train the network for joint learning using the
2D features.
The vKITTI dataset contains color images at different
angles and in a variety of weather conditions, and we
used more than 10 000 images to train the ERFNet. The
net is trained for 30 epochs using Nesterov Accelerated
Gradient with a mini-batch of 12, momentum of 0:9,
and weight decay of 2  10 4 . The learning rate is
initialized to 0:05 and divided by 2 every 10 epochs.
The pixel-wise features with dI D 16 are produced by
the layer before the last upsampling layer.
We preprocess the point clouds to generate
superpoints and construct superpoint graphs for
each scene. We train the model on the training set for
200 epochs with a mini-batch of 2. The learning rate is
initialized to 0:02 and decreases by 30% when training

Fig. 4
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step reaches 100. Adam is used as the optimizer. Each
superpoint keeps at most Nr D 128 points during
training. The dimension of embedded feature dq is
set to 32. Superpoints randomly rotating around the
vertical axis and jittering point features with Gaussian
noise are performed for data augmentation.
5.2

Results

We compare the proposed approach with the following
three approaches: the original SPGraph[9] , ERFNet,
and LateFusion, which is a variant of the proposed
approach. The ERFNet takes images as input and
produces 2D semantic segmentation results. The 3D
results are produced by projecting the 2D results by
ERFNet onto the 3D scenes. We also constructed
a method denoted as LateFusion for comparison, as
shown in Fig. 4. The LateFusion method and the
proposed approach use the same superpoint-based
method to bridge the 3D features and 2D features. The
major difference between them is where the features
of different modalities are combined. The LateFusion
method combines the features after the “ECC-GRU”
module, thus implementing a late fusion of features.
The fusion is simple, and it has a poor ability to learn
the correlation in mixed feature space. In contrast, the
proposed approach combines the features before the
“ECC-GRU” module, thus implementing a mid-level
fusion of features. The network can exploit highly
complex interdependencies through the joint feature
learning.
We performed our evaluations based on the mean
Intersection over Union (mIoU) and overall accuracy.
The test results are reported in Table 1. Three types of
input sources were considered: “XYZ” means inputting
a point cloud without RGB attributes for each 3D point,
“XYZ+RGB” means that RGB values are used as extra
attributes for each point, and “I” means that the 2D
color images are taken as input. The SPGraph with XYZ
and RGB input shows better performance than that with

Framework of the LateFusion method.
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Table 1 Result of different approaches.
Method
3D
2D Pooling mIoU (%) Accuracy (%)
SPGraph
XYZ
47.4
81.6
SPGraph XYZ+RGB 49.2
84.8
ERFNet
I
52.6
84.6
LateFusion XYZ+RGB I
Max
46.3
84.2
LateFusion XYZ+RGB I
Avg
53.1
85.9
LateFusion XYZ+RGB I
Cat
54.6
87.5
Proposed
XYZ
I
Max
48.0
86.4
Proposed
XYZ
I
Avg
59.0
88.7
Proposed
XYZ
I
Cat
60.8
87.6
Proposed XYZ+RGB I
Max
52.1
87.0
Proposed XYZ+RGB I
Avg
61.5
89.2
Proposed XYZ+RGB I
Cat
59.0
88.6

only XYZ input, but the improvement is small, which
underlines the fact that the 3D method can not make
full use of the visual information. The ERFNet shows a
large improvement using only visual information, but
the accuracy is insufficient. Although vKITTI has a
large number of images for training, the diversity of
the scene is lacking, and therefore the generalization
performance of the net is restricted. The LateFusion
shows further improvement by fusing 3D features and
2D features when using the “Avg” and “Cat” pooling
methods. The proposed approach shows a significant
improvement. The best performance is achieved using
average pooling and RGB as an extra attribute: this
gives improvements of 12:3% for mIoU and 4:4% for
overall accuracy over the original SPGraph with XYZ
and RGB input, and of 6:9% for mIoU and 1:7% for
overall accuracy over LateFusion.
Figure 5 shows some examples of point cloud
segmentation produced by SPGraph with XYZ and
RGB input, ERFNet, and the proposed approach.
From this figure, we can see the original SPGraph
has difficulty in distinguishing some similar shapes
due to not making the best use of visual information;
for example, some vegetation is recognized as
terrains in the second image. The ERFNet does not
leverage the geometrical information and produces
lots of noisy labels. Our approach takes advantage of
both geometrical and visual information and thereby
achieves better results.

6
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use a superpoint-based pooling method to combine
the features. This approach can avoid the quantization
degradation by using the superpoint method to bridge
the features and can effectively handle large point
clouds. The results of our experiments show that it
is difficult for the 3D methods to make full use
of the visual information. The proposed approach is
effective in exploiting the complementary advantages
of geometrical and visual information, and it achieves
considerable improvements over the 2D image and 3D
point cloud semantic segmentation methods. At present,
the net used for 2D feature learning is detached from the
whole network during training; future work will design
the whole network end-to-end.
Acknowledgment
This work was supported by the National Natural
Science Foundation of China (No. U1764264/61873165),
Shanghai Automotive Industry Science and Technology
Development Foundation (No. 1807), and the International
Chair on Automated Driving of Ground Vehicle.

References
[1]

[2]

[3]

[4]

[5]

[6]

[7]

Conclusion

This paper presents a semantic segmentation approach
for 3D road scenes incorporating a 3D point cloud
and 2D images. We extract 3D features from the point
cloud and 2D features from the images, and then

[8]

E. Shelhamer, J. Long, and T. Darrell, Fully convolutional
networks for semantic segmentation, IEEE Trans. Pattern
Anal. Mach. Intell., vol. 39, no. 4, pp. 640–651, 2017.
F. Yu and V. Koltun, Multi-scale context aggregation
by dilated convolutions, arXiv preprint arXiv:1511.07122,
2015.
H. Zhao, J. Shi, X. Qi, X. Wang, and J. Jia, Pyramid scene
parsing network, in Proc. IEEE Conference on Computer
Vision and Pattern Recognition, Honolulu, HI, USA, 2017,
pp. 6230–6239.
L. C. Chen, G. Papandreou, I. Kokkinos, K. Murphy,
and A. L. Yuille, Deeplab: Semantic image segmentation
with deep convolutional nets, atrous convolution, and fully
connected CRFs, IEEE Trans. Pattern Anal. Mach. Intell.,
vol. 40, no. 4, pp. 834–848, 2018.
M. Cordts, M. Omran, S. Ramos, T. Rehfeld, M. Enzweiler,
R. Benenson, U. Franke, S. Roth, and B. Schiele, The
cityscapes dataset for semantic urban scene understanding,
in Proc. IEEE Conference on Computer Vision and Pattern
Recognition, Las Vegas, NV, USA, 2016, pp. 3213–3223.
A. Boulch, B. L. Saux, and N. Audebert, Unstructured
point cloud semantic labeling using deep segmentation
networks, in Proc. of Eurographics Workshop on 3D
Object Retrieval, Lyon, France, 2017, pp. 17–24.
L. P. Tchapmi, C. B. Choy, I. Armeni, J. Gwak, and
S. Savarese, Segcloud: Semantic segmentation of 3d point
clouds, arXiv preprint arXiv: 1710.07563, 2017.
C. R. Qi, H. Su, K. Mo, and L. J. Guibas, Pointnet:
Deep learning on point sets for 3d classification and
segmentation, in Proc. IEEE Conference on Computer
Vision and Pattern Recognition, Honolulu, HI, USA, 2017,
pp. 652–660.

Liuyuan Deng et al.: Fusing Geometrical and Visual Information via Superpoints for the Semantic Segmentation : : :

505

Fig. 5 Examples of point cloud semantic segmentation by different approaches. The first row is the input 3D scenes, the second
row is the ground truth, the third row shows the results by SPGraph with XYZ+RGB input, the fourth row shows the results by
ERFNet, and the last shows the results of the proposed approach.
[9]

L. Landrieu and M. Simonovsky, Large-scale point
cloud semantic segmentation with superpoint graphs, in
Proc. IEEE Conference on Computer Vision and Pattern
Recognition, Salt Lake City, UT, USA, 2018, pp. 4558–
4567.
[10] H. Su, S. Maji, E. Kalogerakis, and E. Learned-Miller,
Multi-view convolutional neural networks for 3d shape
recognition, in Proc. IEEE International Conference on

Computer Vision, Santiago, Chile, 2015, pp. 945–953.
[11] R. Zhang, G. Li, M. Li, and L. Wang, Fusion of images
and point clouds for the semantic segmentation of largescale 3d scenes based on deep learning, ISPRS Journal of
Photogrammetry and Remote Sensing, vol. 143, pp. 85–96,
2018.
[12] V. Hegde and R. Zadeh, Fusionnet: 3d object classification
using multiple data representations, arXiv preprint arXiv:

506

Tsinghua Science and Technology, August 2020, 25(4): 498–507

1607.05695, 2016.
[13] C. R. Qi, L. Yi, H. Su, and L. J. Guibas, Pointnet++: Deep
hierarchical feature learning on point sets in a metric space,
in Proc. of Advances in Neural Information Processing
Systems, Long Beach, CA, USA, 2017, pp. 5099–5108.
[14] S. Guinard and L. Landrieu, Weakly supervised
segmentation-aided classification of urban scenes
from 3d lidar point clouds, Int. Arch. Photogramm. Remote
Sens. Spatial Inf. Sci., vol. XLII-1/W1, pp. 151–157, 2017.
[15] A. Gaidon, Q. Wang, Y. Cabon, and E. Vig, Virtual worlds
as proxy for multi-object tracking analysis, in Proc. IEEE
Conference on Computer Vision and Pattern Recognition,
Las Vegas, NV, USA, 2016, pp. 4340–4349.
[16] J. Shotton, J. Winn, C. Rother, and A. Criminisi,
Textonboost for image understanding: Multi-class object
recognition and segmentation by jointly modeling texture,
layout, and context, Int. J. Comput. Vis., vol. 81, no. 1, pp.
2–23, 2009.
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