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Modelos macroeconométricos: Simultaneidad' 
y recursividad, estimación y observaciones escasas· 
El criterio que el enfoque del presente es 08.1IlCIUuenlte 
sítivo. En él se analizan algunas ideas acerca de la naturaleza de 
y su estimación; el nivel de la ex]DO!>lCl:ón prcesupone 
Cllruento de Econometría (equiparable, por qCllLl"IV. 
todos en Econometría» de Johnston (1» y en la por 
de demostración de cada uno de los 
es familiarizar al economista interesado en la 
estimación de un modelo macroeconométrico con los 
con que encontrarse, e introducirlo tanto a las más reciente-
mente propuestas como a una serie de criterios para entre una 
de Para aquellos lectores que no intenten 
ser de interés como ayuda a la COInpretllSi¿1D 
UU.lo;;illiJl~ inherentes en los trabajos de aplicación práctica. 
El artículo consta de tres secciones. En la primera se introduce una consi-
deraci6n sobre la aplicabilidad a la Economía Española los métodos 
de estimación simultánea. La segunda se dedica a presentar los problemas la 
simultaneidad y modelos de tipo recursivo propuestos por Wold y 
La tercera sección se a la estimación de modelos macroeconométricos 
los estimadores de clase k, señalando también una serie 
muestras, que se enfrentan con la cuestión de 
más conveniente. A continuación se exponen los esti-
madores por Por último, sobre el tema de observa-
dones escasas se presentan de soluciones: Una que utiliza la 
reducida no pero opera con sólo algunos componentes de ella 
(Klok-Mennes y y otra que utiliza la forma reducida r",<:tMnnt 
ímpart! en el Departamento de Teoría Eron6mica. 
ut<"cwu", de 1972. 
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1. UNA CONSIDERACIÓN PREV1A: LA APLICABILIDAD A ESPAÑA 
DE MÉTODOS DE ESTIMACIÓN SIMULTÁNEA 
Es interesante, antes de entrar en el tema central del artículo, considerar 
hasta qué punto las cuestiones aquí tratadas están o no alejadas de las posi-
bilidades de investigación econométrica en nuestro país. La objeción que de 
forma más inmediata puede plantearse se refiere a la limitación de datos con 
que el investigador ha de enfrentarse: las series estadísticas disponibles 
son tan cortas en observaciones que impiden en principio toda considera-
ción acerca de modelos simultáneos. La objeción tiene ciertamente su fun-
damento. Sin embargo, conviene aclarar de entrada que ello no cierra las po-
sibilidades de trabajo econométrico en nuestro país. 
El argumento contenido en esta objeción puede ilustrarse con base en un 
trabajo pionero dentro del campo cconométrico español: e! modelo contenido 
en uno de los anexos del III Plan de Desarrollo (2); concretamente la ver-
sión definitiva de! modelo a largo plazo. Supongamos que se quiere estimar 
este modelo para el período 1959-1969, considerando que los cambios estruc-
turales en la Economía Española en 1959 fueron tan profundos que no es 
aconsejable utilizar observaciones anteriores a tal fecha y al mismo tiempo 
las observaciones posteriores a 1969 se quieren utilizar para los tests de pre-
dicción. Supongamos además que se incluye en el modelo variables dummies 
para la intersección de los hiperplanos de regresión. Si bajo tales supuestos 
los problemas de estimación que la simultaneidad del modelo presenta, los 
abordáramos con la aplicación de los mínimos cuadrados bietápicos (MCB), 
nos encontraríamos con que los resultados obtenidos coincidirían con los co-
rrespondientes a la aplicación de los estimadores mínimo cuadrático ordina-
rios (MCO) o directos. La simultaneidad consecuentemente, en dichas circuns-
tancias no se podría tener en cuenta en la estimación. El motivo por el que 
en dichas circunstancias los MCB coincidirían con los MCO, obedece a que 
e! número de variables predeterminadas que entran en e! sistema (m) son once; 
es decir, igual al número de observaciones disponibles (T).l Por tal raz6n, la 
matriz de variables predeterminadas (Z) sería cuadrada (T X T) y, por tanto, 
la condición de los grados de libertad en la estimación mínimo cuadrático 
bietápica -m < T - no se cumple.2 Esta circunstancia hace que Z-l exista 3 
y así, en la primera etapa de la estimación, los instrumentos para la matriz 
1. El número de observaciones son once, suponiendo que hls variables retardadas que 
entran en el sistema no hacen perder una observación, sino que se toma el valor de ¡ 958 como 
válido. Si se pierde una ob5"1:Vación, la forma reducida empleada en hl primera etapa de los MCB 
es inestimable. 
2. ~ es el problema que se trata en la sección III, pero aquí es más grnnde, pues no 
~lo es un inconveniente en la primera etapa sino también en la segunda. 
3. Si no existe no es posible esumar la forma reducida. 
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de variables endógenas, que aparecen como regresares (Y1 ) en la ecuación bajo 
estudio y que vienen dados por 
[1J 
se reducirán a 
[2] 
es decir, los instrumentos 
exactamente las 
sión contÍene 
zan en la ,..,,.·orr,,,,, a no ser 
fJJ,,",,u.'J~ en el procedimiento MCE (Y1 ) serían 
T 
suplantar, por 10 que 
en que cuando Z es 
reducida (F R) no 
no dejarnos ninguno para la 
se sustraer de Y 1 y que evi-
CI""'H¡J.!V propuesto, y el hiperplano de 
la muestra. ello, MCE no se 
In q o 
intui-
pr()dllCen me-
(3) 
pero 
una mejor 
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nes retardadas entre las variables. Por último, incluso los modelos de creci-
miento o a muy largo plazo se construyen ya con base trimestral. Es más, en 
algunos sectores como el monetario, los modelos trimestrales están siendo sus-
tituidos por los mensuales. 
Además de lo dicho, el investigador econométrico puede colaborar a reme-
diar el problema dedicándose al estudio sobre la utilización de modelos con 
errores en las observaciones, para poder hacer pleno uso de toda la informa-
ción existente introduciendo en el programa series de fiabilidad escasa. Tam-
bién, y esto es más importante, modelos con observaciones perdidas permi-
tirían combinar series trimestrales con series anuales en un modelo trimestral. 
La literatura sobre este último tema es escasa (véase (39) y (40)) y en 
ella la investigación se ha concentrado en el problema de observaciones per-
<lidas al principio (o al final) del período muestral para un subconjunto de 
~ariables endógenas. Esta especialización refleja la necesidad surgida, en países 
como el Reino Unido, al estudiar ciertos sectores económicos como salarios y 
empleo, comercio internacional, etc. Estos estudios, además de requerir series 
procedentes de la Contabilidad Nacional, usan otras publicadas independiente-
mente y que aparecieron con periodicidad trimestral con anterioridad a la 
Contabilidad Nacional. Así pues, en un modelo para estos sectores, variables 
<como PNB tienen un bloque de observaciones perdidas al principio del pe-
.:íodo. 
Sargan y Drettakis estudian el problema dentro de un modelo simultáneo 
.autorregresivo y el procedimiento empleado consiste en estimar por el mé-
todo de la máxima verosimilitud los parámetros del sistema para el subperíodo 
-en el que todas las series están completas. Con dichos resultados y la infor-
mación estadística para el subperíodo inicial se estiman los datos perdidos 
.que se usan posteriormente para reestimar el modelo para todo el período. 
Con estos nuevos estimadores se vuelven a calcular las observaciones perdidas 
y así sucesivamente hasta alcanzar el maxima maximorum de la función de 
verosimilitud. 
En Sargan y Drettakis (39) y Drettakis (40) no se usa la información anual 
sobre las series con observaciones perdidas, pues esto complica considerable-
mente el problema aunque no necesariamente lo convierte en insoluble. Pero 
si este tipo de solución se aplicase a la economía española sería importante, 
.quizás imperativo, investigar cómo utilizar dicha información anual. En cual-
quier caso este tipo de solución exige una experiencia, por corta que sea, 
de observaciones trimestrales. Si esto no es así y en el modelo entra una serie 
<:on observaciones sólo anuales a lo largo de todo el período, habría que buscar 
si existe otra variable, suficientemente correlacionada con ella, con observa-
<:iones trimestrales, que se pudiese utilizar para interpolar la primera. No 
obstante, quedará todavía el problema de la variación estacional que se puede 
atacar operando con series ajustadas. 
En realidad, el tratamiento de la base estadística y el estudio de modelos 
apropiados a nuestra situación es un paso necesario, sin el cual los estudios 
MODELOS MACROECONOMÉTRICOS 7 
econometncos sobre nuestra economía 
mente deficientes y por tanto poco para 
que ser necesarÍa-
pr<::dic:ció,n y simula-
ci6n económica en ellos. 
II. SIMULTANEIDAD y RECURSIVIDAD 
Hay que advertir que a lo simple-
mente sistemas lineales. Ello no es a que tales sistemas supongan una 
reIJreserlta,ción adecuada de la realidad económica -al un «buen» 
modelo económico esencialmente tiene que contener no lineales--, 
con la extracomplicación de la no el tratamiento de los 
p[()DlelIlas que nos proponemos quedaría y no permitiría cap-
tar fácilmente otros aspectos fundamentales los programas económicos. No 
VU,'UUHC- para la estimación por el método MCO o variables instromen-
que no requieran operar con la forma es que el 
sea lineal en los parámetros, pudiendo no en las Para 
la estimación en este caso por MCB se remite al lector a (7) 
para los problemas sobre la no linearidad en Econometría" una ~p,'pr'>f"\_ 
cía muy útil en Goldfeld y Quandt (8). 
de las principales características de los mex:1e'los 
de los físicos es la determinación 
el modelo; es decir, los outputs son al mismo 
es conocido en Econometría con el nombre de y ",,,n,,tit,,,,, .. 
prC::lOJ.elIUl que ha preocupado a los investigadores desde los comienzos 
.t.c'ODl)rnetría moderna. La simultaneidad fue tratada inicialmente por 
mo (4). Con posterioridad, en la Cowles Commission se los 
mas de la identificación y estimación de dichos modelos y sus se 
en monografías diez a catorce (5, Desde entonces la inves-
Ug'll:ll.Jll sobre los referidos programas ha la mayor parte la 
ratuta econométrica. 
Es conocido Goldberger (9) capítulo que si se prt:teIlde 
estimar un sistema simultáneo por MCO obtenemos estimadores inconsistentes 
los parámetros; tal circunstancia ha llevado a estu-
Dr()p<)flf~r otros estimadores que, al menos 
U';""''''J''~ pr()pI.ea.aa~~s de consistencia y eficiencia. Dichas 
.u.""'""""'"" de la Máxima Verosimilitud, de la 
aunque los mismos ofrecían el inconveniente de que las ecuaciones norma-
en las que se son altamente no lineales y los algoritmos conocidos en 
para su resolución exigían mucho tiempo en un ordenador elec-
no tan perfeccionados como los de nuestros 
y Bassman, separadamente, los MeB ( 
poste:rl()rnlerlte Theil y Zellner, los estimadores mínimo Lll:«Hallct 
(13). Ambos estimadores, bajo ciertas hipótesis bastante 
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ge.nelrW1es, tienen las mismas propiedades asintóticas que los 
estlm~laores de la máxima de información limitada (MVIL) y de 
modo que en 
endógenas 
cir, han 
modelos 
(MVIC) de la Cowles Commíssion y a su vez son más 
debido a Theil y Nagar, dentro de la clase 
... u .... ".,"" ...... ..,11 limitada, se han propuesto los estimadores de 
k(l1 y 15). 
U¡,(<ll..lVH de programas econométricos, debido a 
es\:,eCIÍlcllr el modelo de forma recursiva, de modo 
consistentemente. La idea básica reside en que, 
a cada ecuación una variable 
se pueden ordenar las ecuaciones de 
leSlma la iésima variable, las varibles 
entran en ella como regresares son de orden menor a i, es de-
Sin embargo, a pesar de la lógica de los 
radica en que en Economía no podemos obser-
entran en el sistema (o al menos no se dispone de esta-
f'IP"nf'nc.o. como sea necesario para hacer 
m()delos estándar son anuales o tri-
rpr"r.;:i"irl"rl expuesta arriba no es una 
'lI.lUUJ'<;;H que, inclusa en un sistema está-
afecten al output), para que los es-
con que el modelo sea recursivo 
las que 
condición que ciertamente no se en un 
ser también muchas veces una característica que dltere:nC:la 
mación de un modelo económico res,pecto 
control, por ejemplo, asumen 15".U<:Jl<"l'I.UCU en las diversas per-
turbaciones aleatorias que el sistema en un momento determinado de 
tiempo (t). 
De lo dicho concluir que en la P'dII..U'C<. 
modelo económico recursivo al que la 
Ahora bien, si tal de recursividad no es una 
de modelos recursivos en de F. M. Fisher ( 
mente. Estos sistemas propuestos por Fisher son una f¡CJCl"'.<1UL<1'_'VH 
Wold y la idea consiste en considerar al 
rrespondientes a diferentes de 
con sus respectivas ecuaciones en vez de considerar indivi-
dualmente. La de del sistema es entonces la 
hipótesis de que en el iéSLmO no entran que se 
explican en bloques de orden mayor a i es y la de que las 
perturbaciones de distintos bloques sean es mucho menos res-
tringente que la correspondiente a la propuesta Wold. Con ello se ha divi-
dido el sistema en bloques recursivos, que a su vez son, aisladamente consi-
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derados, respecto a las variables que 
en ellos se Asumiendo que no hay correlación serial en 
ciones, lo es para conseguir que las V".U"Ul~;:' CHU'UI4':H.'" 
cualquier no estén correlacionadas con las 
de bloques de mayor orden. Desgraciadamente, en Economía la ausencia de 
correlación serial contra de lo que frecuentemente se 00 es 
una hipótesis No introduciendo la en el 
programa, bajo ciertas sobre la matriz de retardos y la 
de covariancias, un del de Fisher todavía tiene la mencionada 
propiedad. Como veremos esta de la idea 
recursividad es todavía una incorrecta para un modelo económico 
(como el mismo en el artículo referido); no es 
mucho más la idea de W old y puede ser aceptada con más facili-
dad como en una investigación empírica. 
Es conveniente expresar analíticamente Jo hasta ahora dicho. 
que el modelo en cuestión en t puede ser representado 
forma: 
[3] YI eXI + UI 
vectores (n Xl) de donde Ye e YI-1 son respelctí'ílarneJJte 
nas contemporáneas y con un 
exógenas y UI es un vector (n X 
XI es un vector (m X 1) de 
1) de perturbaciones aleatorias. 
ponemos que [3] las 
matrices (n X n), (n X n) y (n X 
timados. 
de costumbre sobre X y Ut. 
de parámetros que tienen que ser es-
A =F f{J donde f{J es la matriz en todos sus elementos son ceros y, 
tanto, el sistema es de directa. Además suponemos que 
modelo ha sido de forma que todos los elementos en la \.U""'VU<" 
prllnc¡p¡1! de A son ceros; es en cada ecuación la variable que 
aparece a la del no se repite en el otro lado de la ex-
presión. Adviértase también que para que el conjunto de ecuaciones pro-
puestas en [3] sea es necesario que (I A) --donde 1 es la ma-
triz unidad- sea una matriz no pues de 10 contrario el modelo 
no representaría una teoría de formación conjunta de las variables UCIf""llUl't:U-
tes; en cierta manera, una de que (I A)'l existe nos viene dada 
por el mismo contenido de la T eoria Económica acerca del carácter interde-
pendiente con que las variables se relacionan entre sí. 
El modelo es dinámico pues B =F ~. Obsérvese que si en el modelo entran 
variables endógenas con más de la es 
tras una redehnición de las supongamos que 
en el sistema intervienen hasta r de y'e de forma 
que la representaci6n en t es 
[4] 
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fácilmente se comprueba que definiendo: 
A= 
B= 
Yt= 
A* 
O 
O. 
B* 1 B;. 
1 O 
O 1 
Ó O. 
O O. .0 
.0 .. O. .0 
B* . ,
O. .0 
O 
[3] es una válida representación de [4]. En 10 que sigue tomaremos 
[3] como una expresión bastante generalizada y supondremos, sin entrar 
aquí en su discusión, que el sistema es estable. 
En un modelo estático, es decir, B = O, las condiciones de recursividad 
de \Vold bajo las cuales los MeO son consistentes son: 
W-l. 
W-2. 
A es triangular con ceros arriba de la diagonal principal y 
la matriz de variancias de Ut (Vo) es diagona1.4 
Dado que estamos bajo el supuesto de un modelo estático las 
perturbaciones pueden estar sometidas a correlación en el tiempo y 
los estimadores MeO ser todavía consistentes, aunque no eficientes. 
Pero en la realidad B nunca es O y, por tanto, se necesita una tercera 
condición para la consistencia de Meo. Para su formulación definamos 
antes la matriz V( e) como la matriz de covariancias entre los vecto-
4. Esta forma de exposición e;; la que se encuentra en Fisher (16) en cuyo artículo está 
basada principalmente la presente rusc"Usión de recursividad y recursividad en bloque. 
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res Ut y Ut-fJ. se dejado implícito al 
estamos suponiendo que 
t; es decir, el proceso <U\"'HUUV 
de estacionariedad no es 
..... "vv'a"_W_HJ de una observación por 
la condición se puede expresar; 
W-3. como A, 
es para cualquier () 
V( ()) > O) tienen ceros en todos los '-J,,,,J,H'-,lU\J~ 
que ninguna de las tres 
para un mO,aeJIO macroeconométrico. Con todo, el 
\.U,Lll,l:,J,J"Illn.lHV como en el que 
a circunstancias que la 
¿constituyen por lo menos una "P'IV.1..J,,W,,,,,,lUU """'¡J'''U,1'''' 
y la práctica que ya 
a aceptar la opinión 
como algo 
recursividad de 
F-L A es por bloques 
F-2. V(()) es diagonal por bloques 
B es triangular por bloques, 
11 
las 
tanto 
pues 
con-
tipo 
no 
triangular por bloques para () > O Y o bien todos 
hlnt1n'>o en la diagonal de B son cero, o lo son todos los bloques en 
UL"tI,VJ"'HO", de todas las matrices V(()), para () > O. 
F-l es una 
en el Sin embargo, 
que entran en el se componen 
omitidas y algunas de 
aunque ciertamente con intensidades 
que efectos sean 
miento acerca 
cero para 
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el sistema de ecuaciones en diferencias finitas [3 ] se puede descomponer de for-
ma que «lo que ocurre en sectores de orden superior nunca influye en lo 
que ocurre en los sectores de orden inferior» 5 y esto, como el lector puede 
suponer, es irreal. Así pues, F-2 y F-3 no se dan en la práctica ni siquiera de 
forma aproximada; en consecuencia, el uso de variables endógenas contempo-
ráneas como instrumentos en sectores de orden superior puede ocasionar ses-
gos considerables, es decir, dichas variables endógenas necesitan ser reempla-
zadas por otros instrumentos en la estimación. Fisher demuestra que bajo 
ciertas condiciones bastante generales y aceptables en las perturbaciones alea-
torias, la hipótesis de que los retardos endógenos no están correlacionados con 
las perturbaciones aleatorías contemporáneas de los bloques de mayor or-
den se cumple con bastante aproximación, si bien tales retardos pueden estar 
correlacionados con las perturbaciones correspondientes a bloques de menor o 
igual orden. En consecuencia, dichas variables se pueden usar como instru-
mento en aquellos sectores, mientras que para usarlos en los íiltimos con 
igual nivel de consistencia Fisher propone retardarlos un período más. Este 
resultado, que puede parecer muy débil, es muy importante para el investi-
gador empírico en este campo. 
El trabajo de Fisher se basa en un estudio de los estimadores principal-
mente desde el punto de vista de su primer momento y obtiene unas reco-
mendaciones para la estimación por el procedimiento de variables instrumen-
tales, que es el más usado en macromodelos amplios. Tal método es de in-
formación limitada, es decir, no incorpora los conocimientos a priori sobre las 
demás ecuaciones 6 ni tiene en cuenta la correlación entre las perturbaciones. 
Al no introducir estos aspectos, fácilmente se intuye que dichos estimadores 
serán menos eficientes que aquellos que hagan uso de ella, es decir, los de 
información completa. Todo esto es válido bajo el supuesto de que la infor-
mación extra es correcta y sirve para mejorar y no empeorar los resultados 
(punto éste muy debatido en el que no entramos). Pero sí que se desprende 
de lo dicho que un estudio basado en los segundos momentos de los estima-
dores se tendría que referir a los métodos de información completa. Ahora 
bien, cuando en la práctica se realiza la estimación simultánea de un modelo 
(véase (19)), las hipótesis F-2 y «no correlación serial» se toman necesaria-
mente como ciertas debido a la alta escasez de observaciones con que se tra-
baja. D. Hendry (20) ha desarrollado y aplicado el estimador propuesto por 
Sargan (21) MVIC con un proceso autorregresivo en los errores. Para modelos 
pequeños éste es el procedimiento recomendable siempre que los datos 10 per-
mitan. Para modelos amplios el número de observaciones requerido impedirá 
por completo su uso. Una posible solución sería descomponer el modelo en 
5. FISHER (161, p. 609. 
6. El procedimiento de variables instrumentales es el que generalmente no tiene en cuenta la 
información contenida en las otras ecuaciones, pero el procedimiento que Fisher propon~ en la 
segunda parte de su artículo y que se comenta en la sección III de estas notas, sí que la tiene 
presente. 
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pequeños bloques recursivos y aplicar en cada uno de ellos un procedimiento 
similar al realizado por Hendry. Otro modo de prescindir de la hipótesis de 
ausencia de correlación serial es aplicar el método de Hannan (36) (capítu-
lo VII), véase también (37), a un modelo simultáneo (labor que no ha reali-
zado todavía nadie hasta la fecha) y estimarlo utilizando la información espec-
tral en vez de los segundos momentos. Éste es actualmente el tema de inves-
tigación del que escribe estas lineas. 
Poco más añadiremos sobre estimación simultánea en el resto de estas 
notas que se dedicarán, por razones mencionadas, a las técnicas de informa-
ción limitada. Veremos que incluso en ellas la escasez de observaciones es 
todavía problema y discutiremos algunas de las soluciones propuestas. 
IIl. LA ESTIMACIÓN DE MODELOS MACROECONOMÉTRICOS 
Como se ha señalado en la Introducción, para la estimación por MeB yen 
general por cualquier método del tipo clase k, se necesita estimar en una pri-
mera etapa la forma reducida no restringida. Si el modelo es suficientemente 
amplio surge el problema de que el número de variables predeterminadas (m) 
es superior al de observaciones y, por tanto, dicha FR no puede ser estimada 
de forma única y no se pueden obtener sin modificación estimadores estruc-
turales únicos de clase k. 
1. Estimadores de clase k 
Consideremos una ecuación estructural. 
[5] 
Los estimadores de clase k consisten en estimar [5] por variables ins-
trumentales (véase fórmula [11]) utilizando como instrumentos para Y¡, i\ -
- K1\ donde i\ y VI son los valores estimados a través de la forma redu-
cida de Y 1 Y de los errores. La fórmula para tales estimadores es: 
[6] ( b) (Y'Y - 1-..'\1'V Y'Z )'1 (y' - 1-..'\1') _ ¡ = 1 1 ¡ 1 1 ¡ 1 1 yl = o(K) 
el Z~Y~ Z~ZI Z'1 
donde VI es la matriz estimada de los errores de la FR correspondiente a Y1 . 
7, En esta formulación la matriz Z puede contener variables endógenas retardadas además 
de variables exógenas. El sufijo 1 sirve para indicar las variables que enrran en la ecuación, mien-
rras pueden haber otras en el sistema no incluidos en ella, 
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Fácilmente se ve que si k = O tenemos las fórmulas para los MeO y si 
k = 1 las correspondientes a los MCB. En tal caso, [6] se puede expresar 
de la siguiente manera 
[7] (b) (Y'Z(Z'Z)-lZ'Y Y'Z(Z'Zf1Z'Z )-1 (Y'Z(Z'Z)-lZ' ) I _ 1 1 1 l' 1 JI 
• - Z'Z(Z'Z)-1Z'Y Z'Z(Z'Z)-lZ'Z Z'Z(Z'Z)-1Z' el 1 1 I I JI 
[8] 
o bien 
[8a] 
fácilmente se ve en [8] y también en [6] que si 
m>T 
(Z'Z) que es una matriz (m X m), tiene a 10 más rango T y, por tanto, es 
singular y (Z'Zf1 no existe y los estimadores expresados en [6] no se pueden 
obtener. 
2. Estimadores MVIL 
El mismo problema ocurre con MVIL, pues éstos son un caso particular 
de [6] en los que k es estocástico y viene dado por el valor de la raíz 
característica más pequeña (ll) de la ecuación determinamental 
[9] det (W** -lW*) = O 
donde las matrices W consisten en sumas de cuadrados y productos transver-
sales de los residuos en la estimación mínimo cuadrática de ]a FR de las va-
riables endógenas (JI Y1). Se incluye JI en [9] pues MVIL es independiente 
de la variable que se normalice ya que la estandarización empleada en ellos es 
b*' W* b* = 1 
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cm~cien,tes de la ecuación en cuestión sin normalizar. 
nrrwü'np de la estimación hecha con todas las varia-
pr~!aetermlna(1aS y matriz W** con sólo las que apa-
recen en la ecuación estructural. 
Otra forma de ver los estlm:aaClres MVIL es como el vector característico 
normalizado asociado con 11 • 
Antes de considerar el caso m > T 
valor de k en [6 J es conveniente 
ser interesante comentar qué 
veremos que no 
es muy definitivo lo que se puede decir sobre ello. 
3. Elecci6n k cuando existe 
~Clm(~n(:eIIlos por observar que para 
raíces características de 
[10J 
de k a las 
los propuestos en [6J obviamente son explosivos. De ahí que el 
valor (la raíz característica menor de (l01) sea, como han señalado Savin y Fa-
rebrother (22), un estadístico de interés. 
Los MCO (k O) tienen la 
residuos, pero el inconveniente 
los estimadores definidos en 
de minimizar la variancia de 
ser inconsistentes. Para la consistencia de 
se requiere que 8 
[11 J Plim k = 1 o lim k L 
sea k estocástica o no. 
MCB es, pues, consistente y también MVIL, ya que 
Plim 11 = 1 
El el valor de k no se presenta asint6ticamente, puesto 
que como es k cumple [l1J en el límite, estimador con· 
sistente coincidirá con MCB. El problema de este es un problema de 
pequeñas muestras, que por otra parte son la cotidiana. Esta cues-
tión se resolver la distribución exacta de 13 
muestras y aquel valor de k que minimizase la suma de 
de los errores de los estimadores respecto el verdadero valor de a. Desgracia-
damente hasta la fecha distribución no ha sido derivada por ningún autor, 
8. Ver H. THEIL (43), pp. 504-506. 
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pues envuelve una complicación extraordinaria, aunque existen trabajos para 
el caso de MCB y MVIL con sólo un regresor endógeno en la ecuación [véase 
(24), (25) Y (26)], en un sistema estático. Para 5(k) el máximo resultado obte-
nido es el debido a Kediyala (23) que demuestra que la suma de los cuadra-
dos de los residuos es una función monótona creciente de k para O .¿ k .¿ ).. por 
lo que él apunta que MCB son preferibles a MVIL. Este criterio, aunque muy 
ilustrativo, no es el único o definitivo: Kadane (3) ha demostrado que para 
grados de sobreidentificación pequeños (.¿ 6) la esperanza matemática de los 
cuadrados de los errores (respecto al verdadero valor) de cualquier combinación 
lineal de los parámetros estimados por MCB es menor que la correspondiente 
a MVIL. No obstante, para sistemas amplios, lo contrario es posiblemente 
cierto; no es claro pues en qué ocasiones los MCB son mejores que MVIL, 
pues, comD advierte Kadane, los estudios de Monte Carlo que concluyen pre-
firiendo MCB a MVIL se basan en pequeños modelos y los resultados pueden 
ser muy distintos para modelos más amplios. La sugerencia de Kadiyala es 
tomar como estimador una media ponderada de MCO, MCB y MVIL, pero 
no es intuitivo qué ponderación señalar a cada unD de ellos. Además Farebro-
ther y Savin han demostrado que si está lejos de tI el gráfico de 3(K) en fun-
ción de k es bastante plaoo y por tanto no se gana nada por la ponderación 
de Kadiyala. Las primeras sugerencias en este campo fueron debidas a Na-
gar (27) quien propuso un valor 
Y. 
K=l+-T 
donde y. es un número real independiente de T; tal estimador es consistente y 
él deduce el valor de y. que minimiza la variancia. Tal valor en general resulta 
menor que uno aunque aproxime a uno; para casos en que m es muy grande 
y. posiblemente es superiDr a uno. 
El inconveniente de todos los trabajos sobre las propiedades de los esti-
madDres en pequeñas muestras es que se basan en modelos que no contienen 
retardos endógenos y éste nD es el tipo de programa con el que se opera en 
la realidad. No obstante, por lo uabajos mencionados y por muchos otros en 
este campo, puede decirse que bajo «ciertas condiciones» y en «cierto sen-
tido» los MCB son tan buenos o quizá mejores que los MVIL y más fáciles 
de obtener. Por ello, la elección del valor uno para k es la más popular, pero 
frec temente todavía existe el problema de qué instrumentos emplear en la 
primera etapa y a ese problema volveremos nuestra atención en el epígrafe 4. 
Quizás en el resto de este artículo será muy útil considerar a los MCB 
como un tipo de estimadores por variables instrumentales más que como un 
caso de [6]. 
MODELOS MACROECONOMÉTIUCOS 17 
Estimadores por V~l~U'~~ lnsttument.ues& 
Fijémonos en la ecuación y supongamos que tenemos exactamente 
nI mI insttumentos para sustituir a Xl y llamemos P a la matriz de 
vaciones de esos insttumentos: premultiplicando [5] por tenemos 
(lla] 
y como, por construcción, 
p 11m o 
po,jenCJOs sin perder consistencia de tal información a medida que T 
tiende a infinito en [11 a] y estimar al por la fórmula 
[ 
En general, el número de insttumentales (VI) es mayor que 
n¡ m¡ y se nos presenta el problema de instrumentos elegir. La soludón 
es la combinación lineal de VI a nuestra disposición. Es de-
buscar una matriz H tal que, nos dé nI + m1 instrumentos 
VI-",,,,,,cv;>. HP1 . Pero H no se determinar de forma única, por lo que 
que imponerle alguna restricción y usando 
H'K I 
K es 
K = p 11m 
el estím:adc,r óptimo por VI es 
[ 
[llc] con [8aJ vemos que MCB son un caso particular 
9. Estll =ión M sido es.critll basándose en el artkulo del 
su curso de "T eotia de la &onoroetría» en la London School 
2. 
D. SARGA.!>! (38) y en 
.troOOl1l1CS, 1970-71. 
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de la clase de estimadores por VI en el que P es la matriz de todas las varia-
bles predeterminadas del sistema (Z). O comparando [llb] y [8a] vemos que 
'" 
( Y' ) ( 'l':Z') ( "9' ) P' = Z/ Z(Z'ZflZ' = Z' = Z; 
1 1 1 
es decir, MCB equivale a tomar las variables exógenas que entran en [5] 
como instrumentos de sí mismas y a los valores estimados a través de la forma 
reducida para las variables endógenas incluidas en [5] como instrumentos 
de Y1. Obsérvese que empleamos la palabra instrumentos en dos circunstancias 
distintas. Para referirnos a los instrumentos usados en la primera etapa, Z, 
o para referirnos a los utilizados en la segunda ("9¡Z¡). Este uso simultáneo se 
continúa haciendo a lo largo del artículo sin especificar a veces si nos referimos 
a la primera o a la segunda etapa, pero por el contexto queda claro cuál de 
ellas es la envuelta. 
Se puede demostrar que si todos los instrumentos posibles entran en el 
sistema, MCB es eficiente dentro de la clase de VI, no ganando nada consi-
derando retardos de las variables ya incluidas en Z. Si existen instrumentos 
adecuados fuera del modelo es indicio de que éste contiene errores en la es-
pecificación, y antes de pasar a estimarlo debemos mejorar aquélla. 
4. El uso de componentes principales en la primera etapa 10 de MCB 
Volviendo al caso, en [8J no es aplicable, pues m > T. Este problema 
no es en absoluto nuevo y una de las primeras soluciones propuestas fue la 
debida a KIoek y Mennes (28) que consiste en usar como instrumentos para 
los regresares endógenos su valor estimado en una regresión sobre componen-
tes principales de las variables predeterminadas y no sobre todo el conjunto. 
Con ello, utilizando un número de componentes principales compatible con 
las observaciones disponibles, los MCB son factibles. Como es bien sabido 
(véase (29) secciones 2.2 y 5.6) la técnica de los componentes principales con-
siste en que dado un conjunto de variables se debe encontrar un número de 
combinaciones lineales de ellas mutuamente independientes y que en cierto 
sentido tengan máxima variabilidad. Si Z es la matriz de observaciones de 
variables predeterminadas, la correspondiente matriz de r componentes prin-
cipales viene dada por 
[12] Cr = ZAr 
10. La t=inología de la primera y de la segunda etapa eS ambigua. pues para obtener MCB 
no hay que operar en la FR en una primera etapa y con dichos resultados pasar a la segunda, 
sino que [8] permite el cllculo directo e igualmente [6] se puede expresar de forma donde el 
aílculo es directo. Si aquí se mantienen a vec:e; los términos como primera etapa es con la esperanza 
de que de esa forma la expresión sea más clara, 
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donde 
[13 ] 
donde al es el vector característico normalizado correspondiente a la iésima 
raíz característica de Z'ZfT. 
Teniendo en cuenta que 
[14] ( ZT'Z)-l = A A-l",A' 11 
donde 
[15J Am= 
: A". 
siendo A. la iésima raíz característica de Z'ZIT, [14] puede ser aproximado 
mediante 
y sustituyendo en [8] tenemos: 
[l6J 
( b~) = (Y~ZArA;l A'rZT1 Y;ZArA~l A~Z]') 1 (Y',ZArA-l A'rZ'y') C· Z'7 ArA -1 A' A' Z'Z Z' Z' Z' 'V 1 r- r ,. l' 1 1 }'" ] 
que es la fórmula 12 que sugiere Dhrymes para operar. 
Estos estimadores tienen la misma eficiencia que los MCB si a medida que 
aumenta T también se aumenta r. Pero como señala Dhrymes (41) en este 
tipo de estimadores el tomar las propiedades asintóticas como una aproxima-
ción para pequeñas muestras a partir de cierto tamaño es más peligroso, pues 
al tender T a infinito no es sólo la ley de los grandes números la que opera 
11. La matriz A en [l4] es como la de{mida en [13], pero con todos los componentes prin-
cipales en vez de s610 los r primeros. 
12. En [16] las variables entran medidas como Jesviaciones sobre la media. 
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sino que la naturaleza del estimador mismo cambia, de una que omite cierta 
información muestral a otra que finalmente la utiliza. 
El método tiene además ciertos inconvenientes. Primero los componentes 
principales no son independientes de las unidades con que se miden los ele-
mentos de Z. El número de grados de libertad 
[17] q=T-r 
con que se va a operar, es una elección arbitraria del investigador. Un proce-
dimiento bastante usado para determinar q (véase KIein (19)), que tiene cierta 
justificación intuitiva, es ir escogiendo componentes principales (de mayor a 
menor orden) hasta obtener cierto porcentaje fijado de antemano de la va-
ñancia generalizada de Z. 
[18] !Z'Z I Varo 6. (Z) = T 
explicado por los componentes principales escogidos. En realidad se ha tras-
ladado el problema de elegir q a p, pero quizá la arbitrariedad ha quedado 
reducida al introducir un nuevo criterio que tiene presente a la variancia gene-
ralizada. 
Tercero, como observa Fisher, el procedimiento no envuelve principios 
económicos. Por último, como han advertido varios autores y Maddala (30) 
es particularmente claro en ello, no tiene por qué ser cierto que los compo-
nentes principales de mayor orden sean los más correlacionados con la variable 
endógena considerada, ya que es la matriz Z'Z/T la que se considera para 
calcular los componentes principales. Para asegurar esto último 13 habría que 
calcular todos los componentes principales y seleccionar entre ellos por el pro-
cedimiento de regresión por etapas, pero tal proceso se puede realizar directa-
mente sobre Z sin recurrir a e a no ser que se esté interesado en obtener regre-
sores ortogonales. 
Señalemos por último que el método de KIoek y Mennes (en lo sucesivo 
K-M) sirve también para resolver el problema de la multicolinearidad en la 
primera etapa. 
13. Esta descripción está tomada de (JO). 
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instrumentales estructuralmente ordenadas de 
Al de 3 el problema ha planteado en cómo escoger los ins-
trumentos en la primera etapa y la solución de K-M se ha señalado 
que en ella no se tienen en cuenta los principios económicos 
a las variables. Lo que se propone Fisher es hacer uso de tallnIOr.maICl()fl. 
En la de instrumentos que considerar tres aspectos: a) que 
los instrumentos no estén con las y 
obtener así estimadores que los instrumentos estén causal-
mente conexionados con las que reemplazan para estimadores 
y e) que los instrumentos no estén correlacionados entre sí en la 
etapa de la estimación. 
La multicolinearidad en la segunda etapa, como señala es inevita-
ble, pues estamos escogiendo los instrumentos de entre las variables que en-
tran en el que por otra parte es el único modo de hacerlo. 
Este es, pues, común a todas las propuestas por 
autores. 
El conjunto el que tenemos que los instrumentos está forma-
do por las variables eX()jJ:e:nas y las variables "'"""V/'i.'-U"3 retardadas. Los dos pri-
meros '-''-,,,'''.'-"'-''" no están con las f'lPlrhlrh"ri/"\_ 
nes pero en no ofrecen que con cierta 
aproximación las condiciones b) y c) y ello hay que recurrir también a los 
retardos los que ya discutido en qué 
cumplen a). Se trata pues ahora, de hacer la elección 
mirando al principio de causalidad. Conviene aclarar que los criterios a) y b) 
son incompatibles en el sentido de que cuanta más más 
con los errores y cuanta menos menos causalidad con las 
que se En desde el punto de vista de la 
mejor candidato es la variable en se quiere sustituir 
por estar correlacionada con las y un candidato no correlacio-
nado con los errores es uno totalmente al sistema y en consecuencia sin 
ningún vínculo la solución ha de ser necesariamente un 
entre ambos criterios. 
La sugerencia de es como Considérese una variable eHiJOj.¡en¡a 
cualquiera que aparezca como explicativa en la ecuación que tiene que ser 
estimada y un orden causal cero. la ecuación que deter-
mina tal variable un orden causal de uno a las variables 
que aparezcan como en ella. Tómense las variables de 
orden causal uno, las ecuaciones que las determinan y un 
orden causal de a las variables explicativas. Continúese el proceso 
nando un orden (i 1) a las variables de las variables en-
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dÓ,gellaS de orden causal i. Con ello hemos utilizado la ínformaci6n económica 
contenida en el sistema para subdividir las variables predeterminadas el 
criterio la Una clasificación de estas variables respecto 
a una cero se obtener de la siguiente forma, aun-
que no es la única. Llámese p al mayor número de órdenes ... ,,,,,,,,,,,,,, dltere:nt(~s 
a los que una variable predeterminada cualquiera. A cada instru-
a"il~li~lUU varios órdenes causales, tómense sólo aquellos 
ordénense de forma creciente en un vector de p com-
a elementos vacíos se les da el valor infinito. Este vector 
variable predeterminada sirve para establecer un orden de 
pnrlelrencia entre dando un valor mayor a uno de dos instrumentos, si 
elemento vector es mayor que el primer 
del vector es mayor que el 
en el otro vector, cuando todos los elementos previos son 
1-'".u"kn'¡'H por el contrario causal puede modificarse para tener en 
cuenta el criterio de la por ejemplo prefiriendo siempre a una 
con orden causal finito sobre los retardos 
es combinar la información a priori contenida 
en este ordenamiento con ínformación a posteriori de la muestra. Para ello, 
Fisher la variable de orden cero con los T-2 primeros instru-
....... , .. "',,,'-,,, por etapas hacia atrás partiendo del ins-
trumento menos y el valor estimado de la variable de orden cero 
se usa como instrumento en la etapa. 
variable de orden cero corresponderán generalmente 
en la etapa, hace que los peligros de incon-
sistencia en la son mayores. Fisher (6) ya señala este punto, que 
es asimismo el mayor inconveniente que (31) encuentra al método 
propuesto. Además Mitchell y (32)), en tal caso, no es claro 
la matriz asintótica de variancia. Para resolver 
proponen que, una vez los instru-
sustituir en la regrese 
y utilizar el valor pro-
cedente tal instrumento en la 
de Mítchell y Fisher talIlb¡!':n 
el que VIEO no son 
identidades, así como el 
tengan el mismo en la mencionada. l)(~sgra(:¡aijalnent(~, 
ello complica más aún el método que por tal 
MitcheU (33) no ha sido nunca. 
Mitchell ha cogido el reto L<U!LaUlV Griliches (31) Y ha comparado 
estimadores de K-M con los lI.au .... v!'J" a una versión de setenta 
y siete ecuaciones del modelo variables 
usando 54 observaciones. La estimadores 
VIEO son a los K-M con 15 componentes En los VIEO 
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se usan menos de 15 variables instrumentales pero requieren mucho más 
tiempo en un ordenador electrOnl.CO. 
No obstante, el método VIEO contiene también cierta arbitrariedad al 
ordenar los si se cierto compromiso entre 
el criterio de causalidad y el de consistencia. está basado en que F-1 
sea aproximadamente con 10 que los retardos de endógenas 
determinadas en bloques orden descartados como 
posibles instrumentos. Si todos los 
retardos endógenos como 
o se decide arbitrariamente 
y cuáles no. 
6. Estimadores por val"tal¡tes instrumentales en la forma reducida 
El problema que se presenta cuando m > T en la estimación por métodos 
de información limitada puede ser atacado de dos maneras. utilizando 
en la primera etapa una forma reducida no con un número de 
variables predeterminadas compatibles con el número de los 
métodos de K-M y VIEO siguen utiliza en 
etapa una forma reducida de ",,.u\..t',,,,, 
dedicamos esta sección, ha sido alcanzado 
mes (41) y Brundy y J orgenson (34) Y coincide C~CU\.l"'llll"ll." 
de Lyttkens (35) y Maddala (30). En este 
basándonos en (41) Y (30) principalmente y aportaremos como nuevo una 
comparación de ambos procedimientos indicando en sentido la su~;er<:nCla 
de Maddala puede ser más atractiva que la de 
El método de Dhrymes, denominado por él mismo estimadores de infor-
mación limitada iterativos por variables instrumentales 
estimar al en [5] por medio de VI la fórmula ( 
el sistema para dichos valores obteniendo así la FR l'CO,LUll;:¡"U<1 
para calcular la parte sistemática de Y1 (tI). Por se estima 
civamente [5] por medio de [llb] usando como matriz P a: 
Para la existencia de ILIVI se necesita que 
que en 
mente 
T> max (ni mí) 
1 
cumple todo modelo. Estos 
a MCB. 
son asintótica-
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Dhrymes propone también un procedimiento similar con el que se obtienen 
unos estimadores asintóticamente equivalentes a MCT, pero para su existen-
cia el modelo ha de cumplir: 
T>n 
condición que no satisfacen los sistemas amplios. 
En la obtención de ILIVI hay que decidir arbitrariamente qué instru-
mentos emplear en la primera regresión de la forma estructural. De hecho 
existen (m ~ mi) posi:bles decisiones. Asintóticamente independiente de 
m 
qué elección inicial se haga, obtenemos estimadores equivalentes a MCB, pero 
en pequeñas muestras las diferencias pueden ser importantes. 
Maddala (30) estudia varios métodos de estimación y el que ofrece 
mejor comportamiento es el que él denomina, estimación por VI basados 
en la FR restringida iterando mediante la resolución de la FR (VIFRR). El pro-
cedimiento es el mismo que el propuesto por Dhrymes pero continuándolo de 
forma iterativa hasta que converja. Es decir, con los estimadores definitivos 
de Dhrymes se vuelve a resolver el sistema, obteniendo la forma reducida 
y estimando con ella de nuevo la parte sistemática de Yl que se usa como 
instrumento en la estimación de la forma estructural y así sucesivamente. 
Maddala demuestra que los estimadores VIFRR tienen la misma distribución 
asintótica que los MCB, es decir, con la iteración no se ha ganado en efi· 
ciencia respecto al método ILIVI. 
Obsérvese que los métodos que usan la FR restringida utilizan toda la 
información sistemática de la FE y no sólo la contenida en las restricciones 
cero de la ecuación en cuestión, con todas las ventajas e inconvenientes que 
de ello se puedan derivar. Maddala demuestra que el uso de extrainformación 
no aumenta la eficiencia, lo cual, de paso, indica que la mayor eficiencia de 
MCT y MVIC sobre MCB y MVIL es por vía de la información adicional 
sobre los procesos aleatorios y, por tanto, no sólo la parte sistemática del 
modelo, sino también las perturbaciones aleatorias, deben ser introducidas 
con precisión en el programa siempre que sea posible. 
No obstante lo mencionado arriba, los estimadores VIFRR tienen sobre 
los ILIVI la ventaja -según los resultados detenidos por Maddala- de 
que, independientemente de los instrumentos iniciales, VIFRR convergen 
al mismo punto o si en varios puntos sólo uno es estable. Vemos, pues, 
que el iterar sirve para eliminar la arbitrariedad señalada al método de 
Dhrymes, logrando una solución única independiente del punto de partida. 
La última indicación de Maddala en su artículo muestra que los estima-
dores VIFRR no son asintóticamente equivalentes a los MVIC cuando la 
variancia de los errores es diagonal (MVICD), pero una pequeña modifi. 
cación en las ecuaciones normales de VIFRR nos dan las ecuaciones corres-
pondientes a MVICV que son más eficientes que los primeros. 
Para concluir digamos que cuando m > T no fallan los métodos de 
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estimación estructural de sino sólo aquellos que operan 
a través la FR no restringida. En tal caso, además de los métodos propues-
tos por Kloek-Mennes y Fisher, otra quizá más prometedora, es 
operar con la FR restringida. Con instrumentos iniciar el procesa de los 
LAL!.""""V"'_~ que siguen esta línea arbitraria, pero los VIFR 
sirve al 
de 
soluciones únicas del punto inicial, lo que 
mismo tiempo para que tener en cuenta las restricciones 
las ecuaciones favorece para encontrar una solución aunque 
para es necesario un proceso iterativo y no el pararse en la 
vuelta. No los MVICD poco más trabajo y san más 
ICllI.1Cl.HIC~, por lo que es el de cuando MVIC 
u otros más sofisticados como los propuestos Sargan o aquellos que 
utilizan la espectral no son último, la experiencia 
con MVICD en el modelo alemán (42) es el que produce estimadores más 
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