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Single Neuron Local Rational Arithmetic Revealed in Phase Space of
Input Conductances
Meng Wang and Chang N. Zhang
Department of Computer Science, University of Regina, Regina, Canada S4S OA2
ABSTRACT We present a phase space analysis to explore the potential of single neuron local arithmetic operations on its
input conductances. This analysis was conducted first by deriving a rational function model of local spatial summation by
using the equivalent circuits for steady-state membrane potentials. It is shown that developed functional phases exist in the
space of input conductances, where a single neuron's local operation on input conductances can be described in terms of
a set of well-defined arithmetic functions. It is further suggested that this single neuron local rational arithmetic is program-
mable, in the sense that the selection of these functional phases can be effectively instructed by presynaptic activities. This
programmability adds the degree of freedom in a single neuron's ability to process the input information.
INTRODUCTION
During the past three decades, the classical view of single
cortical neurons as simple summing machines of synaptic
inputs has been significantly changed to include various
nonlinear operations as elementary features of neuronal
signal processing. Through the investigation into biophysi-
cal mechanisms of membrane potential dynamics, a number
of arithmetic and logic operations have been proposed that
can be performed by single neurons on their input conduc-
tances (Blomfield, 1974; Torre and Poggio, 1978; Koch et
al., 1982; Shepherd and Brayton, 1987; Zador, et al., 1992;
Mel, 1994; Carandini and Heeger, 1994). Most of these
models have been inspired by certain required physiological
properties of cortical neurons and have served as feasible
explanations for some physiological functions that are hard
to be accounted for by the classical linear summation model
(Hubel and Wiesel, 1962; Marr, 1970; Blomfield, 1974;
Torre and Poggio, 1978; Koch et al., 1982; Heeger, 1992,
1993).
The computational approach to single neuron functions
focuses on the operational properties of membrane struc-
tures equipped with cross-membrane ionic pathways. In this
approach, a computational model of single neurons looks at
a set of admissible operations that can be supported by
certain biophysical mechanisms, where the gated conduc-
tances are the operands and local postsynaptic potentials are
the outcomes of the operations. This viewpoint defines a
mapping from the space of the input conductances to the
space of membrane potentials. Two types of models of this
mapping can be identified: single mode and multiple mode.
Previous models (Blomfield, 1974; Torre and Poggio, 1978;
Koch et al., 1982; Shepherd and Brayton, 1987; Zador et al.,
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1992; Mel 1994; Carandini and Heeger, 1994) may be
referred to as the single mode models in the sense that there
is only one operation in the set of admissible operations. In
other words, those models have defined exactly one opera-
tion (e.g., division) that can be performed by a given input
configuration (e.g., a shunting conductance and an excita-
tory conductance). In contrast, multiple mode models would
consider a set of multiple operations that can be performed
in a given configuration. In this case, we perceive the space
of input conductances to contain several well-defined (per-
haps overlapping) phases such that different operations may
be conducted when the values of inputs fall in different
phases for a given input configuration.
In this work, we developed a phase-space analysis to
derive a multiple mode model of neuronal local arithmetic.
Specifically, we studied the phase structure of mapping
from gated conductances to the local membrane potentials.
Starting with a pavement of membrane using a simplified
circuit model, a rational function model was formulated as
a general relation between the gated conductances and
postsynaptic potentials. Then, several forms of clean oper-
ations that approximate the rational function model were
considered. The conditions for performing these clean op-
erations led to a partition of the input conductance space
into functionally distinct phases. A multiple mode model
was finally established by verifying the developedness of
those clean operations. Furthermore, by noting that all those
clean operation modes were developed from a common
general form, and therefore that they can turn to each other
mode under the instruction of presynaptic activities, a con-
cept of programmability of neuronal local arithmetic was
proposed.
A complete electrical model of a membrane patch re-
quires both the conductive and capacitive pathways to be
considered. In this work, a simplified model consisting of
only the conductive mechanisms was used. Dealing with
such simplified models is equivalent to dealing only with
the steady state of the membrane potentials. In slow synap-
tic events where the time window between successive open-
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ing/closing of channels is remarkably larger than the mem-
brane time-constant, the steady-state value corresponds to a
peak of the membrane potential, and for a majority time of
observation the membrane potential takes one of these peak
values. In these circumstances, steady-state values and all
statistical measurements based on them are physiologically
significant (Kandel et al., 1991). By dropping the capacitive
component, the governing equation of membrane potential
dynamics becomes an algebraic equation, where it helps to
find an explicit and closed-form representation of mem-
brane potentials as functions of the gated conductances.
RATIONAL FUNCTION MODEL OF
SPATIAL SUMMATION
General model
The membrane surface of a single neuron is considered as a
segmentation, or a pavement, by membrane patches. So far
as spatial summation is concerned, we consider the simpli-
fied circuit model of a passive membrane patch as shown in
Fig. la where the capacitive pathway is removed. This
patch model possesses a patch electromotive potential
vm-gmEm + gsp Esp ( 1)
gm + 9sp
which has a zero at go = -gm Em/Esp and no pole because
gm > 0 and gsp 0O. Relation 1 can be regarded as a rational
function when the potential-conductance relationship is
considered.
Tangential-membrane interactions among patches are
modeled by an axial resistance network. If the tangential-
membrane current between patch i and patch j is significant
(for instance, in the case of two adjacent dendritic patches),
then an axial resistance rij is considered in the network that
associates the equivalent circuits of patch i and patch j. Fig.
1 b illustrates the general equivalent circuit model corre-
sponding to an arbitrary pavement geometry. Formally, the
definition of patch electromotive potential given in relation
1 can be generalized: let Vm be the electromotive force of
patch i, which is measured at the site of Vi in Fig. 1 b when
patch i is isolated from the axial resistance network, and is
evaluated according to relation 1. We define the inter-patch
conductance Gii as
Gij = [(gm + gj) ±+ Rij] ', (2)
which is the conductance of patch j in a series with the
conductance resistance Rij evaluated in the open-circuit
configuration in Fig. 1 c (in general Gii 0 Gji).
A pavement of the whole membrane by such membrane
patches defines a set of n spatial summation values { V1, V2,
. . ., Vn} measured at n sites on the membrane, where Vi is
the cross-membrane potential observed at patch i when it is
connected with the axial resistance network. Applying
Kirchhoff s current law to the total current from all patches
to the considered patch i, we have the following basic
theorem of spatial summation:
Theorem
In an n-patch membrane pavement with a specific axial
resistance network, the spatial summation Vi at any patch i
is a weighted average of the patch electromotive potential of
all patches, with the weighting factors given by the inter-
patch conductances calculated from all individual patches to
the patch i, respectively. Let Vi be the spatial summation at
patch i, Vjm be the electromotive potential of patch j, and Gij
be the inter-patch conductance between patches j and i; we
then have
1 n
Vi =- X,j Gj E G;; X VJm, i = 1, 2.), * * , n. (3)
In regard to the relation between patch electromotive
potentials and spatial summations, Eq. 3 states a weighted-
averaging model for spatial summation. However, for the
relation between spatial summations and individual gated
conductances, Eq. 3 represents a rational function model for
spatial summation. In fact, by substituting Eqs. 1 and (2)
Extracellular side
11 r~Vi yVi tVn
Esp I Em. VI |-v -V
EspT- JEm Axial resistance network
Cytoplasmic side
(a) (b)
Axial resistance network
(c)
FIGURE 1 (a) The equivalent circuit model of a membrane patch used for calculation of spatial summation, showing the nongated and transmitted-gated
pathways. Ep is the reversal potential of synaptic potential, that is, ESP = EEPSP for excitatory patches and EP = ElPSP for inhibitory patches. (b) The general
circuit model corresponding to arbitrary pavement strategy. Spatial summation is measured at points Vl, V2, . . ., Vn. The extracellular environment is
supposed to be of low resistance so that the extracellular side of the circuit is isopotential and is represented by a short circuit. The resting property of
membrane is assumed uniform throughout all patches so that the values of gm and Em are the same everywhere. (c) Measurement of R1i.
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into Eq. 3, one has Local model
Ij (Emgm + Ejgj) 17kj[l +Rik(gm + gk)]Vi Ej (gm + gj) f7Lj[l + Rik(gm + gk)] (4
i = 1, 2,- ,n.
This relation defines the spatial summation Vi as a rational
function of the gated conductances g,, g2, . . ., g.. Both the
numerator and the denominator of Eq. 4 are polynomials of
the nth degree concerning g,, g2,. , gn. The degree of the
polynomials in gj (j = 1, 2, ... n) is one. If we restrict
ourselves to positive constitutive relations, then all coeffi-
cients, with the possible exception of Ej, are positive con-
stant. The sign of Ej is determined in reference to the
selection of Em: if Em is chosen to be -65 mV, then Ej =
EEPsP = 0 if patch j is excitatory and Ej = ElPSP = -70 mV
if patch j is inhibitory; if Em is chosen to be zero, then Ej =
EEPSP = 65' mV if patch j is excitatory and Ej = EIPSP =
-5 mV for inhibitory patches. Regardless of this selection,
the rational function (Eq. 4) is analytical everywhere in its
domain of definition. For typical cortical neurons, the val-
ues of conductances gm and gj are in the order of micromhos
(10-6 S), and the axial resistances may range from near zero
to several million ohms.
In the rational function (Eq. 4), it is easy to verify that V"
is a monotonic increasing (or decreasing) function of gj, j =
1, 2, . . . if Ej = EEPsP (or ElPSP). In fact, from the basic
theorem (Eq. 3) we know that aV1/lV7m = Gij/(EG1j) > 0,
which means that V1 is an increasing function of patch
electromotive potentials. On the other hand, one has from
relation 1 that aVj7/agj = gm(Ej - En)/(gm + gj)2. There-
fore, Vj7 is an increasing function of gj when Ej > Em (i.e.,
when Ej = EEPSP) and a decreasing function when Ej < Em
(i.e., when Ej = EIpsp).
It is well known that spatial summation saturates itself for
large-valued gated conductances. This property is reflected
in the rational function model by the fact that both the
numerator and the denominator of Eq. 1 are of the same
degree of gj, j = 1, . . ., n. To estimate the upper and lower
bounds for the value of V1, we notice that, from Eq. 3,
min{Vm, Vm, * Vm} ' Vi ' max{Vm, Vm, * m*v}. (5)
According to Eq. 2, if the axial resistance Rpq is extremely
large for a pair of (p, q), then both Gpq and Gqp are small
and so the mutual influence between patches p and q can be
ignored. Theoretically we are able to detect and discard all
such negligible Gij's in evaluating V1 (i = 1, . . ., n), which
results in n sets of admissible indices Si (i = 1, . . ., n) such
that
1 2n
Vi =yn GE Glj X Vjm.
jC i ij jE-Si
In all of the possible index sets SI, S2. S, of interest is
a partition of the index sets into the following groups
IS1,9 S129 }9 ISP19 SP29 . . *}*9.. * sr{ Sr2 ..*I*
such that S, n sp = D where SI and Sp belong to different
groups. If such a partition can be constructed, then the
spatial summations VI, V2, . .. , Vn can also be partitioned
in the same manner:
{vlls V121 . }s IVpls VP21 * } ** {Vl Vr2l }
In this circumstance, patch electromotive potentials (and the
spatial summations) in a specific group are related to each
other, but are independent of the patch electromotive po-
tentials and spatial summations in any other group. This is
a situation where the single neuron activity contains several,
relatively independent, local activity zones (Koch et al.,
1982). This localization can proceed further for each of the
groups until the following relation
1j Ejgi (8)
becomes a good approximation to the original rational func-
tion (Eq. 4). Relation 8 is a zero-axial-resistance model for
a local computation with B participating patches, where a
unique spatial summation V is produced. We shall focus on
the local model (relation 8) for the rest of this work.
Because relation 1 requires that
Em ' V> < EJ, if Ej = EEPSP,
Em.-VT > EJ, if Ej =Elpsp,
we have a looser relation:
min{Em,El E2, , Enj V; < max{Em, El ,E2 * Erj.
(6)
An even looser estimator follows that
ElPSP < Vi < EEPSP.
PHASE SPACE OF LOCAL ARITHMETIC
All four basic arithmetic operations, including addition,
subtraction, multiplication, and division, are involved in the
rational function model (Eq. 4), whereas the multiplication
is missing in the local model (relation 8). To what extent can
the potential of these arithmetic operations on the gated
conductances be realized through biologically plausible ar-
rangement of parameters in the general model? To address
this issue, we first considered the conditions under which
the local model (relation 8) is reduced to various simple
forms.
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Basic arithmetic modes
A basic arithmetic mode is defined to be the case where the
original rational function (Eq. 4) is approximated by a clean
single arithmetic operation. For the well-definedness, two
types of measure are used to characterize a clean arithmetic
operation: 1) for a given E> 0, V is said to be approximated
by a clean operation g, o g2 in an area S in g, -g2 plane,
if for any (g1, g2) E S we have IV - g o g21 < E. Sis
referred to as the dynamic range of the operation o; 2) for
a given S, the quantity -1 = max{g, o g2} - min{g, o g2}
((g1, g2) E S) is used to describe the value range of the
operation o. We consider the following four types of clean
operations.
Summation and subtraction
In these two clean operations, the low-axial-resistance op-
eration (relation 8) is approximated by linear arithmetic:
V E E )(9)
and when g2 < g[E + /E(E + 41E2141E21,
O < 2IE11g1 < V[g2(IEIl + |E21) + 2Egm]2 + 16EIE, Ig2m
+ 2Egm - (1E1I - E21)g2. (12)
It is seen from Fig. 2 that the dynamic ranges for the two
types of linear approximations possess different natures. In
general, the additive mode is observed when both g, and g2
are small in respect to the gm (refer to relation 10). This
observation is consistent with the general intuition that the
linear approximation (Eq. 9) is valid in the small signal
circumstances. Nevertheless, as can be seen from Fig. 2 b,
the subtractive mode does not necessarily operate with
small signals: the S of the subtractive mode occupies a
narrow band expanding over a wide range in both g, and g2
dimensions. The slope of this band can be well described by
the ratio 1E21/1E11. For El = 65 and E2 = -5, this indicates
that the magnitude of the inhibitory conductance signal has
to be around 13 times higher than the excitatory conduc-
tance signal to perform effectively a subtractive operation.
where summation takes place among the gated conduc-
tances of isopolarized patches and subtraction among het-
eropolarized patches. In the case of B = 2, the dynamic
range S of the linear arithmetic is determined as follows (see
Appendix Al):
Case I: El = E2 + 0 (additive mode):
0 < g1 + g2 < gm[E + 4E(E + 4IE|1)]/JE11. (10)
Case II: El > 0 > E2 (subtractive mode; the case of
E2 > 0 > E1 can be known by symmetry): when g2 .
g,[E + VE(E + 41E21)]/1E21,
9[g2(1E11 + |E21) - 2EgM]2 - 16EIE,jg2
- 2Egrn < 2|E1Ig, + (|E11- E21)g2
Multiplication
For B = 2, we consider the multiplicative approximation of
relation 8 of the form
(13)
The dynamic range of it is determined for three cases (see
Appendix A2):
Case I: El = E2 + 0 (isopolarized multiplication):
4g2(|E1I - E) -|E1g2(g2 + 2gm)
+ j[4g2(IEI - E) + jE1Ig2(g2 + 2gm)]2 - 32El2gmg2
<21E19g1g2 < 4g2(IE1I + E) -|E1g2(g2 + 2gm)
+ /[4g2(JE1 + E) + 1E|1g2(g2 + 2gm)]2 - 32E2g3g2.
< Iig2(0E1I + 1E21) + 2Egm]2 + 16EIE1Igm + 2Egm, (1 1)
le-06
gl (S)
FIGURE 2 Dynamic range of the linear approxima-
tion in the case of (a) El = E2 = EEpSP and (b) El = 5e-07
EEpSp and E2 = IEPSP- Parameters for the curves: EEpSP
= 65, ElPSP = -5, g. = 100 , e = 5.
0 v
5e-07 le-06 0
(14)
4e-06
2e-06 I
(a)
valid zone of the
additive approximation
g2(S)
gl(S) (b)
valid zone of the
subtractive
approximation
g2 (S)g2 (S)I
Ll
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Case II: E1 > 0 > E2 (heteropolarized multiplication): Division
4g2(IE E) - IE21g2(g2 + 2gm)
+ 1[4g2(IE2I - E) + IE21g2(g2 + 2gm)]2- 32E2gmg2
<21E21g1g2 <4g2(IEII + E) - E21g2(g2 + 2gm)
+ j[4g2(IE21 + E) + E2Ig2(g2 + 2gm)]2 - 32Eg3g22
(15)
Case III: E1 = O, E2 + 0 (shunting multiplication):
tg2IE21(g2 + 2gm) - 4Eg2]2 + 16(gmg2JE21)2
-[1g2IE21(g2 + 2gm) + 4Eg2] < 21E21g1g2
< vt2IE21(g2 + 2gm) + 4Egm]2 + 16(gmg2JE21)2
-[1g2jE21(g2 + 2gm) - 4Eg2].
Fig. 3 illustrates the dynamic ranges of the multiplicative
mode (Eq. 13) in isopolarized, heteropolarized, and shunt-
ing cases. In both the isopolarized and heteropolarized
cases, the S is a narrow band bounded by two curves (not
strictly hyperbolic; see relations 14 and 15). When one of
the two patches is of the shunting type, the shunting con-
ductance g, can vary in a wide range for small g2 and this
range becomes more narrow as the shunted conductance
increases (Fig. 3 c).
In relation 8, suppose that the index set {} is partitioned
into two nonoverlapping subsets {k} and {1} such that
kK Ekgk + IE
VB*gm+ Ek gk + EI> (7
where K + L = B. A divisive approximation of relation 8
takes the form of
EK gl
V%Xg.+ Elg1' (18)
that is, the conductances corresponding to the subset {I}
effectively divide the conductances in the subset {k}. For
the case of B = 2(L = K = 1), the rational function (Elgl
+ E2g2)/(g1 + g2 + 2gm) is approximated by E2g2/(g1 +
2gm), for which the dynamic range is determined as follows
(see Appendix A3).
Case I: E1 = E2 + 0 (isopolarized division):
-[E(g2 + 4gm) + 2gmIEII]
+ V 2gmIEiI - Eg2]2 + 41EI1(1E11 + E)g2
2(IEiI+E)
(19)
< gl < E(g2 + 4gm)- 2gmEl I
+ /[Eg2 + 2gmIEiI]2 + 41E11(1E11- E)g2
2(1E1 |-E)
le-05
5e-06
FIGURE 3 Dynamic range of the multiplicative ap-
proximation in the case of (a) E, = E2= EEpsp, (b)
El = EPSP and E2, = EIPSP, and (c) E, = 0 and E2
= EEpsp. Parameters for the curves: EEpsp = 65,
EPSP = -5, gm = 10-6. For (a) and (c), E = 5. For
(b), E = 3.
0
0 5e-06
5e-06
4e-06 I
3e-06
2e-06
le-0
5e-0
6
le-05 0
gl (S) (c)
valid zone of the
multiplictive
approximation
II2
le-06 I
5e-06
0
2e-06 4e-06 6e-06 8e-06 le-05
gl (S) (b)
valid zone of the
multiplictive
17 approximation
0 /z
le-05
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Case Il: E1E2 < 0 (heteropolarized division):
0 < g1 <
E(g2 + 4gm) - 2gmIEI|
+ J[Eg2 + 2g.nE,1I]2 - 41E21(1E1 -,E)g
2(1EII- E)
° C- 92 -C + |(|E |-IE)l
~E21(1E11 E) 0.5E
Case III: El = 0 and E2 * 0 (shunting division):
g1 > g2[ 0.25 + 1E21/E- 0.5] - 2gm.
5 illustrates the value ranges of other basic modes. It is
noteworthy that for the cases of subtractive (Fig. 5 a),
isopolarized (Fig. 5 b) and shunting multiplicative (Fig.
2 5 d), and isopolarized divisive (Fig. 5 e) modes, although
their the dynamic ranges are narrowly bounded (see Figs. 2
b, 3, a and c, and 4 a), their value ranges are broad. Divisive
(20) mode for the case of E1E2 < 0 has two realizations: El >
0 > E2 and El < 0 < E2. In the former the quotient is purely
negative, whereas in the latter the quotient is positive. The
original rational function (relation 8) can take both positive
(21) and negative values in the area of S (Fig. 5, f and g).
The S of the isopolarized division is shown in Fig. 4 a.
Similar to the case of subtraction, the S is a narrow band, but
with a slope of almost one. There are two possibilities with
the case of E1E2 < 0, that is, El > 0 > E2 (Fig. 4 b) and E1
< 0 < E2 (Fig. 4 c). For both of them, the S is stretched
along the dimension of the inhibitory conductance. The S of
the shunting division occupies one half of the g1 -g2 plane,
indicating a very loose restriction to be met by the two
participating conductances to perform a division.
Because of the monotonity of the rational function (rela-
tion 8) and of its various approximations (Eqs. 9, 13, and
18) it suffices to determine the value range of each of
the basic modes by looking at the function value on the
boundaries of the S. For the additive mode and
the shunting divisive mode, it is readily known that
n = [E + (\/E(E+41E11)]/2. With E = 5, it gives 20.7 mV
for El = 65 (EPSP) and 8.1 mV for El = -5 (IPSP). Fig.
Phase diagram of arithmetic modes
Based on the identification of the four basic arithmetic
modes, phase diagrams can be achieved for three types of
polarization configurations: 1) two isopolarized patches,
2) two heteropolarized patches, and 3) a shunting patch
and an excitatory (or inhibitory) patch. Phase diagrams
(Fig. 6) prescribe a restriction on what types of arithmetic
can be performed by a specific polarization configura-
tion. As can be seen from Fig. 6, two isopolarized patches
can effectively perform addition, multiplication, and di-
vision, but no subtraction (Fig. 6 a); two isopolarized
patches may perform subtraction, multiplication, and (a
little) division (Fig. 6 b); finally, multiplication and di-
vision are two typical operations with the shunting con-
figuration (Fig. 6 c). There are overlaps between some
FIGURE 4 Dynamic ranges of the divisive approx-
imation. (a) When El = E2 = EEpsP. (b) El = EEpSp
and E2 = ElPSP. (c) El = ElPSP and E2 = EEPSp. (d)
When E1 = 0 and E2 = EEPSp. Parameters for all
curves: EEpsP = 65, ElPSP = -5, g. = 10 6, = 5.
0 5e-06
le-05
5e-06 .
gl (S)
4e-06
2e-06 I
le-05 0
(c)
valid zone of the
/ divisive
approximation
le-05
5e-06
0 1 g2 (S)I
0 5e-06 le-05
2e-06 4e-06
le-06 2e-06 3e-06
gl (S) (b)
valid zone of the divisive
approximation
g2 (S)
gl (S)
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FIGURE 5 Value ranges of the basic arithmetic modes
shown as functions of g2. (a) Subtractive mode with El =
EEPSP and E2 = ElPSP. Curves b and c: upper and lower
bounds of the subtractive approximation. Curves a and d:
original rational function (4) evaluated on the upper and
lower boundaries of the dynamic range, respectively (see
Fig. 2b). (b)-(d) Multiplicative mode with (b) El = E2 =
EEPSP, (c) E] = EEPSP and E2 = Elpsp, and (d) El = 0 and
E2 = EEPSP. (b) Curves a and d: lower and upper bounds
of the multiplicative approximation. Curves b and c:
original rational function evaluated on the lower and
upper bounds of the dynamic range, respectively (see Fig.
3a). (c) Curves c and d: upper and lower bounds of the
multiplicative approximation. Curves a and b: original
rational function evaluated on the upper and lower bound-
aries of the dynamic range, respectively (Fig. 3b). (d)
Curves a and d: upper and lower bounds of the multipli-
cative approximation. Curves b and c: original rational
function evaluated on the lower and upper boundaries of
the dynamic range, respectively (Fig. 3c). (e)-(g) Divisive
mode with (e) E} = E2 = EEPSP, (f ) El = EEPSP and E2
= ElPSP, and (g) El = EIPSP and E2 = EEPSP. (e) Curves
a and d: upper and lower bounds of the divisive approx-
imation. Curves b and c: original rational function eval-
uated on the upper and lower boundaries of the dynamic
range, respectively (refer to Fig. 4a). (f ) Curve b: upper
bound of the divisive approximation. Curve a: original
rational function evaluated on the upper boundary of the
dynamic range (Fig. 4c).
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phases, indicating that for certain input values the arith-
metic function of the system may be interpreted in a
number of ways. The areas not marked with specific
functions correspond to the general rational function
(relation 8).
IMPLICATION TO PHYSIOLOGICAL FUNCTIONS
In the last section we have constructed the phase space for
two-patch systems. In group operations that usually involve
more than two varying conductances, composite arithmetic
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7e-06
5e-06
3e-06
FIGURE 6 (a) Three-phase diagram of the system of
two isopolarized patches in g, - g2 plane. (b) Three-
phase diagram of the system of two heteropolarized
patches. (c) Two-phase diagram of the system of a shunt-
ing patch and an excitatory patch. A: additive phase; S:
subtractive phase; M: multiplicative phase; D: divisive
phase.
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operations can be observed. Some of these operations are
1) Eq. 18: division-after-addition/subtraction; 2) V =
[I{k) Ekgk] [ j} Ejgj]: multiplication-after-addition (rll
operation); 3) V = Ei j Ejgigj: addition-after-multiplication
(11H operation), and so on. The dynamic range and value
range of these composite operations can be determined. For
instance, for Eq. 18 with shunting denominator (El = 0 for
all 1), the dynamic range is given by
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The local computation model we have developed above
under the zero-axial-resistance condition may serve as a
point neuron model. When such model neurons are embed-
ded into a specific neural circuit, certain physiological func-
tions can be simulated. As an example, we consider a
normalization model for simple cells in the primate visual
cortex (Heeger, 1992; Carandini and Heeger, 1994). Ac-
cording to this model, a simple cell's response begins with
a linear stage, which performs essentially the same function
as in the linear summation model, followed by a normal-
ization stage (Fig. 7 a). At the normalization stage, each
cell's linear response is divided by a quantity proportional
to the pooled activity of other cortical cells (Heeger, 1992;
Carandini et al., 1994). The mechanism underlying the
normalization model has been considered (Carandini et al.,
FIGURE 7 Heeger normalization. (a) Diagram of the normalization
model. (b) Equivalent circuit model used by (Carandini, M., and D. Heeger
1994) to explain the membrane mechanism of normalization (adapted from
Carandini and Heeger (1994)).
1994) in terms of the equivalent circuit model of a isopo-
tential membrane (see Fig. 7 b). The Eleak - gleak branch
corresponds to the Em - gn branch in our work; the two
gated conductances ge and gi represent excitatory and
inhibitory lateral Geniculate nucleus (LGN) contribu-
tions, respectively; and the gated channel gsh.n, repre-
sents lateral interaction within the visual cortex. The
steady-state value of membrane potential V is calculated
as V = Id/g, with
Id= geEe + giEi + gshuntEshunt + gleakEleak,
g = ge + gi + gshunt + gleak-
It was postulated (see Carandini et al., 1994) that ge and gi
act as "linear synaptic conductances" and gshunt as "normal-
....
....
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-(a--
gl (S) (b)
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ization synaptic conductance." By setting
gi + ge + gleak = const, (23)
Eshunt = 0, (24)
the membrane potential V can be approximated as V
(geEEe + giE; + const)/(gshu.t + const), which effectively
states that the linear summation ge Ee + giEi of LGN inputs
is divided by pooled cortical activity (the gshut term). This
model can explain a variety of physiological phenomena
(Heeger, 1992, 1993). However, there are difficulties in
proposing biologically plausible mechanisms for the key
assumption Eq. 23. As conductances are nonnegative, it is
not plain to see how gi and ge trade off against each other.
If we interpret group K as the input from the LGN, group
L as the pooled cortical activity, then our relation 18 restates
the normalization model given by Heeger et al., the constant
B X gm in the denominator corresponding to the semisatu-
ration constant (Heeger, 1992, 1993). The difficulty in the
explanation of the assumption Eq. 23 can be overcome by
our model: for a given E, the model neuron can effectively
perform Eq. 18 as long as the participating afferents meet
relation 22. As we have seen in the case of B = 2, this
relation specifies a half plane in the phase space of conduc-
tances as admissible conductance values, it can be easily
satisfied by a large set of configurations.
Table 1 lists some dynamic ranges for the normalization
model. The ratio Ykgk/B x gm reflects the total activity level
of LGN input in respect to the resting level; the ratio
lEkEkgkl/Ekgk indicates the average membrane potential
change induced by LGN input; and the ratio Y2lgl/Ekgk
describes the level of intracortical activity in comparison to
the LGN activity. As seen from Table 1 (row one), when the
LGN input activity level is 50% as much as the resting level
and the average LGN contribution to membrane potential is
6 mV, then the cell will perform a nice normalization
operation (E = 1) for any nonzero intracortical activities.
With the same level of intracortical activity (row two), if the
LGN input is intensified to the same level as the resting
level, then the required LGN-contributed membrane poten-
tial change is only 2 mV (allowing more inhibitory patches
to be involved). At the same LGN activity level (rows four
and five), if there are more excitatory patches involved, then
a higher level of intracortical activity is needed to maintain
the same level of operational accuracy. As a worst-case
estimate, the last row of Table 1 presents the case where the
LGN-contributed membrane potential change reaches the
TABLE 1 Dynamic ranges of the normalization model
E Ekgk/B X)( lEkEkgkl/Ekgk zI1l/2kgk
1.00 0.50 6.00 >0.00
1.00 1.00 2.00 >0.00
1.00 2.00 0.75 >0.00
1.00 1.00 4.00 >0.56
1.00 1.00 8.00 > 1.37
1.00 10.00 65.00 >7.48
peak of 65 mV (all patches are excitatory) and the LGN
input level is 10 times as much as the resting level; in this
case, the ratio between the intracortical and LGN input
activity levels is 7.48. A numerical simulation result is
illustrated in Fig. 8.
DISCUSSION
Well-developedness of the arithmetic modes
Some previous works have suggested the existence of cer-
tain types of neuronal clean arithmetics. Blomfield (1974)
has derived three types of operations: isopolarized addition
(with small conductance changes), heteropolarized subtrac-
tion (with small conductance changes), and heteropolarized
division (with large inhibitory conductance). Another work
(Torre and Poggio, 1978) proposed a possible mechanism
for shunting multiplication. Because their derivation is
based on Taylor expansion of the original rational function,
the result of (Torre and Poggio, 1978) applies only to small
conductance circumstances, and some additional procedures
are required to remove the unwanted terms in the expansion
to give a clean multiplication (Poggio and Torre, 1981;
Koch and Poggio, 1992).
By systematically exploring the phase space of the gated
conductances, these established observations are verified
and extended. As shown in Fig. 6, a total of eight phases can
be observed in the three possible polarization configura-
tions. All these clean operation modes can be described in
three categories: less-developed, developed, and well-devel-
oped. A mode is called developed if it has a wide dynamic
range (compared with gm) in at least one dimension; it is
well developed if, in addition, the dynamic diagram occu-
pies a large portion of the phase space; and it is less
developed if the dynamic range is narrow in both dimen-
sions. Therefore, subtraction is found to be a developed
mode for its broad dynamic range in both g, and g2 dimen-
sions (Fig. 6 b) together with its wide dynamic range (Fig.
5 a); and it is not well developed because of the limited
phase area. As an extension to Blomfield's observation, it is
evident from the phase diagram that the subtraction works
not only for small conductance changes but also for large
changes. The feature of a long, narrow band of the subtrac-
tion phase suggests that it is the interrelation between the
two conductances, rather than the magnitude, that is impor-
tant for the formation of a subtractive operation. Being also
a linear operation, the addition is a less developed mode due
to the narrow dynamic range in both dimensions (smaller
than gm). These two linear modes are so dissimilar in their
phase diagrams that it is reasonable to consider them as two
functionally different modes.
The multiplicative mode is developed in all three config-
urations. The isopolarized and shunting multiplications pos-
sess a wide dynamic range in both g1 and g2 dimensions
(Fig. 6, a and c), whereas the heteropolarized multiplication
is widely defined only in the g2 dimension. The value range
of the isopolarized and shunting multiplications is wide
2388 Biophysical Journal
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FIGURE 8 Simulation of the
normalization model. A total of
400 patches is used, and the aver-
age LGN contribution to mem-
brane potential is set to 20 mV. In
a, c, and e, a hypothetic sinusoidal
temporal pattern of LGN activity
Y2kgk is shown as curve 1, the lower
bound for intracortical activity
level as determined by Eq. 22 is
shown as curve 2, and an admissi-
ble intracortical activity is shown
as curve 3. Intracortical activity is
determined in (a) by the bound
(Eq. 22) plus white noises, in c as
an oppositely phased temporal pat-
tern, and in e as an in-phase pat-
tern. The corresponding original
rational model and the normaliza-
tion model are depicted on the
right. For all curves, e = 1.
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(Fig. 5, b and d). In contrast, heteropolarized multiplication
has a narrow value range (Fig. 5 c). It is worth noting that
the phase diagrams of the isopolarized and shunting multi-
plications possess (not strictly) a hyperbolic nature that, as
we shall see below, implies important restrictions on the
activity patterns of g, and g2.
Division is also observed in all three configurations. As
judged from the small dynamic range (Fig. 4 b), the hetero-
polarized division of the excitatory-divides-inhibitory type
is a less developed mode. On the other hand, the division of
the inhibitory-divides-excitatory type can be observed for a
large range of inhibitory conductance value (Fig. 4 c),
suggesting that it is a developed mode (this is consistent
with Blomfield's study). The isopolarized division is a
developed mode (Fig. 5 e and Fig. 6 a) and has a narrow
phase band similar to the case of subtraction.
In all of the eight possible modes, the shunting division is
the only well-developed mode. This is evident from its
broad dynamic range (Fig. 6 c) and large phase area (a
half-phase plane). It also has a wide value range (r- = [E +
E/E(E + 41E11)]/2), which is independent of the value of the
two conductances.
The developedness of each arithmetic mode is summa-
rized in Table 2. The developedness of an arithmetic mode
implies the physiological observability of the mode. Thus,
the well-developedness of the shunting division suggests it
to be a mostly observable physiological phenomenon. The
developed modes can be observed under certain conditions.
In general, less developed modes correspond to rare behav-
iors. However, as we shall see below, addition can be an
observable mode when the cell's electrical activity is sus-
tained at a low level.
Dependence on presynaptic activity
The phase diagrams in Fig. 6 divide the input space into
functional areas: given an accuracy E, an arbitrary conduc-
tance pair (gl, g2) may be said to carry out a general rational
operation, a clean arithmetic, or several types of clean
arithmetics (in the case of overlapped phases). Physiologi-
cally significant situations are those where the conductance
pair (g,, g2), though changing, remains to stay in a specific
phase for a remarkable time period such that a persistent
clean operation is performed. For time-varying g, and g2,
this requirement implies that it is not the magnitude but the
temporal pattern of conductance changes that is relevant to
the triggering of a specific arithmetic mode.
group g (S) (a)
3N,/X\z\, N
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IV IV AP/2
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2: normalizaiton model
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TABLE 2 Developedness of arithmetic modes
Mode Range in g, Range in g2 Phase area Developedness
Addition Narrow Narrow Small Less-developed
Subtraction Wide Wide Small Developed
Isopolarized multiplication Wide Wide Small Developed
Heteropolarized multiplication Narrow Wide Small Developed
Shunting multiplication Wide Wide Small Developed
Isopolarized division Wide Wide Small Developed
Heteropolarized division Narrow Narrow Small Less-developed
(inhibitory/excitatory)
Heteropolarized division Wide Narrow Small Developed
(excitatory/inhibitory)
Shunting division Wide Wide Large Well-developed
From Fig. 6, it is seen that the persistent triggering of the
isopolarized multiplication and division, of the heteropolar-
ized subtraction, and of the shunting multiplication (with
large shunted conductance in respect to the gm), demands
highly ordered (g1, g2) activity patterns. Specifically, in-
phase (g1, g2) temporal patterns may effectively trigger
isopolarized division and heteropolarized subtraction, and
oppositely phased (g1, g2) patterns may trigger a multipli-
cation. Take the sinusoidal g2 as example. It can be derived
from relations 14, 19, and 11 that the most effective pattern
of g, is a synchronized one with a phase difference of '7r for
the multiplication and of zero for the division and the
subtraction (Fig. 9).
Some clean arithmetics, such as addition and shunting
division, do not require highly ordered input patterns. Ad-
dition is performed whenever the both gated conductances
are small in respect to gm. This condition associates the
addition mode with the spontaneous synaptic activities,
which are typically low-level and randomly phased. The
shunting division does not require a well organized input,
either. This nature, together with the large phase area the
shunting division occupies in the phase space, suggests it to
be a mostly observable functional state in the shunting
configuration.
Strategy of single neuron arithmetics
Based on the above analysis, the strategy followed by single
neuron arithmetic functions can be summarized for different
configurations. Because of the high axial resistances, basic
arithmetic operations are generally performed in local areas.
For a local area consisting of mainly isopolarized patches, if
the presynaptic activity level is low, then linear addition
may be performed; if the presynaptic activity level is large
and is in-phase synchronized, then division is performed;
with high-level, oppositely phased presynaptic activities,
multiplication is performed. In the local area consisting of
isopolarized patches, low-level presynaptic activity may
2e-05
FIGURE 9 Temporal relation-
ships between g, and g2 for trigger-
ing a specific clean arithmetic.
Given the sinusoidal pattern of 92,
the admissible range of g, is deter-
mined by relations 14, 19, and 11.
(a) In the case of isopolarized mul-
tiplication, patterns of g2 and g, are
shown to possess a phase difference
of T. In-phase synchronized patterns
are observed in (b) for isopolarized
division and (c) for heteropolarized
subtraction. In all figures, E is en-
larged to 10 to show the close-up of
the admissible zone for g,.
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0
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effectively evoke division, subtraction, and multiplication,
and high-level in-phase activity would trigger subtraction.
For local areas rich in shunting patches, high-level oppo-
sitely phased presynaptic activities can produce multiplica-
tions, and sufficiently high-level activities in shunting
patches can produce divisions.
In general, an ideal general-purpose arithmetic mecha-
nism is required to possess a wide dynamic range and a
wide value range. In this sense, single neurons and their
computational dendrites are not good general-purpose arith-
metic computers. However, it is this lack of generality that
makes the single neurons and their computational subunits
good programmable special-purpose computers. We have
shown that the input space of single neurons can be divided
into functional phases based on their arithmetic modes.
Furthermore, transitions between functional phases are in-
structed by presynaptic activity. All these properties suggest
single cortical neurons to be programmable rational ap-
proximators. Because there are a remarkable number of free
parameters in the rational model, it is reasonable to expect
more computational functions in the proposed model than
what can be achieved by neuronal polynomial approxima-
tors (Poggio and Girosi 1990; Dubin and Rumelhart 1990;
Mel and Koch 1990).
Case I/
El> > E2. Supposing that IEIlg, > IE21g2, the error (Eq. 25) becomes
(gI + g2)(IE1Igl - jE21g2)
2g.(g1+ g2+ 2g.) (27)
by which one has
2Egm + g2(IE21 - 1E1I)
-C[g2(IEII + 1E21) + 2Eg ]2+16EIEiIg2
2E1EI
<gl <
2Egm + g2(1E21 - IEII)
+ I[g2(IEI I + |E21) + 2Egm]2 + 16EjE1 Ig2
21E1I
Because
2Egm + g2(IE21 - 1E1I)
< I92(1E1 + IE21) + 2Egm]2 + 16EIE1Ig2M
the lower bound is replaced such that
IE21g2 < <
IE1 Kg1KAPPENDIX
2Egm + g2(1E21 -E 1)
+ 9[g2(IE1I + |E21) + 2Egr]2+16EIE,Ig.
21E1I (28)
In the following we assume that e > 0 is sufficiently small in comparison
to min{IEI, 1E21} for nonzero El and E2.
Al. Dynamic range of linear modes
The general form of the error is:
Eig1+ E2g2 Eig, + E2g2
g1 +g2+ 2gm 2gm
(g1 + g2)IE1gl + E2g21
' E. (25)2gm(g1 + g2 + 2gm)
Case I
El = E2 0O. The error (Eq. 25) takes the form
IE11(g1 + g2)2
2gm(g1 + g2 + 2gm)
from which it is seen that
(26)
gm[E - VE(E + 41E,1)]/|E,|
< g1 + g2 < gm[E + 4E(E + 41E11)]IIE11,
Supposing, on the other hand, we have IE, Ig s IE21g2, the error (Eq. 25)
becomes
(g1 + g2)(IE21g2 - ElIgI)
2gm(g1 + g2 + 2gm) (29)
If g, = 0, which requires by Eq. 29 that g2 < gm[E + V\/E(E + 41E21)]/1E21,
we readily have Eq. 12. If g, > 0 org2 ' gm[E + E\(E + 41E21)]/1E21, we
must have [g2(iEI + 1E21) - 2egm2 2 16eIE,gM. Because g2(IE2 - E,l)
- 2Eg <'< V[g2(IEI + 1E21) - 2EgM]2 -16EIE,gm for sufficiently small
E, the error formula leads to
g1 >
g2(1E21 - 1E11) - 2Egm
+ A/[g2(IE1 + 1E21) - 2Egm]2 - 16EIE1Ig2
21E1I
This condition is consistent with the assumption that E, Ig, s IE21g2
because
g2(IE1I + 1E21) + 2Egm
. 4tg2(IEj + IE21) - 2Egm]2-16EIE Ig2m
and one has
IE21g2
IE ,gI >
g2(1E21 - 1E1I) - 2Egm
+ jIg2(IEII + IE21) - 2Egm]2-16EIE Ig2.
21EII
(30)
and relation 10 is implied because E < VE(e + 41E I).
2391Wang and Zhang
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(32)
(33)
A2. Dynamic range of multiplicative modes
The error formula is
Eig1 + E2g2 E2
g1+ g2+ 2gm 4g2 9192
_j4gm(E1g1 + E2g2) -E2g1g2(g1 + g2 + 2gm)I
4gm(g + g2+ 2gm)
(31)
Case I
El = E2 A 0. If 4g2(g1 + g2) > g9g2(g1 + g2 + 2g,,), the error becomes
IEij[4gm(g1 + g2) -gig2(gj + g2 + 2gm)]
4gm(g1 + g2 + 2gm)
which leads to
2IE11g1g2 > 4g(IE11-CE) - E1Ig2(g2 + 2gm)
+ +L4gm(IEII - E) - jE1Ig2(g2 + 2gm)]2
+ 16jE1gIg92[g2(IE1 - E) - 2Egm]
If 4g9m (g1 + g2) ' g9g2(g1 + g2 + 2gm), the error is
E119[g1g2(g1 + g2 + 2gm) - 4gm(gl + g2)]
4gm(g1 + g2 + 2gm)
from which one has
21E11gg2 < 4g2(IE1I + E) -|E1g2(g2 + 2gm)
+ 444g2 (IE|I + E) - jEi1g2(g2 + 2gm)]2
- 16jE1gWg42g2(IE1I + E) + 2Egm]
Combining Eqs. 32 and 33 we have Eq. 14.
Case 11
El > 0 > E2 (similar to Case I).
Case 111
El = 0, E2 * 0 (similar to Case I).
A3. Dynamic range of divisive modes
For the case of L = K = 1, the error formula is:
Eig1 + E2g2 E2g2
g1+ g2 + 2gm gl + 2gm
_ E1gl(g, + 2g.) - Esg2
(gI + g2 + 2gm)(gi + 2gm)
Case I
El = E2 0. If g1(g, + 2gm) > g2, or g1> g+ the error(Eq. 34) becomes
|E11[gl(g1 + 2gm) - g2]
(g1 + g2 + 2gm)(g, + 2gm) -E.
This can be satisfied if
E(g2 + 4gm) - 2gmIEll
+ TcEg2 + 2gmjEi 1]2 + 41E11(1E11- E)g22(IEiI-E)
Therefore we have
2 2
;gm + g2 -gm < gl
9(g2 + 4gm) - 2gmrIEij (35)
+ 4tEg2 + 2gm|IEi]2 + 41E1II(E1 - E)g2
2(IEiI-I )
If gI(gI + 2gm) ' g2, orgI - Vgm + g2 - g, the error (Eq. 34) becomes
|E1 [g2 - gi(gl + 2gm)]
(g1 + g2 + 2gm)(gi + 2gm) -
This leads to the condition that
-[9(g2 + 4gm) + 2gmiEll]
+ yt2gmIE1- g2]2 + 41E1I(IE1I + E)g2g, > 2(1E1I + E)
Thus we have
1g9m~+g2-gm 2 g1
- [E(g2 + 4gm) + 2gmjE1I] +
yt2gmlEil - Eg2]2 + 41E11I(1El + E)g2
2(IEiI + E)
Combining Eq. 36 with Eq. 35 we have Eq. 19.
(36)
Case 11
E1E2 < 0. The error Eq. 34 becomes
IE1Igl(g, + 2gm) + IE2g2c
(g1 + g2 + 2gm)(gi + 2gm)
which results in Eq. 20 because
9(g2 + 4gm) - 2gmIEl I
< j4Eg2 + 2gmIEiI]2 - 41E21(1E11-E)g2
for small e.
(34)
Case I11
El = 0 and E2 # 0. The error (Eq. 34) is
IE21g2
(g1 + g2 + 2g.)(g1 + 2gm)
from which we readily have Eq. 21.
The authors are grateful to the reviewer for valuable comments and
suggestions that have helped greatly in improving this work.
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