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ABSTRACT
The main objective of this work is to accelerate the maximum likelihood (ML) estimation
procedure in radio interferometric calibration. We introduce the ordered-subsets–least-squares
(OS–LS) and the ordered-subsets–space alternating generalized expectation (OS–SAGE) radio
interferometric calibration methods, as a combination of the OS method with the LS and
SAGE maximization calibration techniques, respectively. The OS algorithm speeds up the ML
estimation and achieves nearly the same level of accuracy of solutions as the one obtained by
the non-OS methods. We apply the OS–LS and OS–SAGE calibration methods to simulated
observations and show that these methods have a much higher convergence rate relative to the
conventional LS and SAGE techniques. Moreover, the obtained results show that the OS–SAGE
calibration technique has a superior performance compared to the OS–LS calibration method
in the sense of achieving more accurate results while having significantly less computational
cost.
Key words: methods: numerical – methods: statistical – techniques: interferometric.
1 IN T RO D U C T I O N
Radio interferometry is the technique of combining and correlating
signals from two or more separate antennas to observe the target
astronomical object with a resolution determined not by the size
of a single antenna but by the area covered with all the incorpo-
rated antennas. Therefore, a much better angular resolution can
be achieved using radio interferometers with multiple antennas in-
stead of single dishes (Thompson, Moran & Swenson 2001; Burke
& Graham-Smith 2009).
The main objective of designing the new generation of radio
interferometers, such as the Square Kilometer Array (SKA),1 the
Murchison Widefield Array (MWA),2 the Precision Array to Probe
Epoch of Reionization (PAPER),3 the 21-cm Array (21CMA),4 the
Hydrogen Epoch of Reionization Array (HERA),5 the Long Wave-
length Array (LWA)6 and the Low Frequency Array (LOFAR),7
with the ability to collect enormous amounts of data, is improving









Therefore, to deliver their scientific goals, there is a need for pro-
cessing a large amount of data and for upgrading the accuracy as
well as the processing time of the existing calibration techniques.
Propagation medium and the receivers’ effect in radio interfero-
metric data are initially unknown and have to be calibrated and cor-
rected before imaging. Self-calibration (Pearson & Readhead 1984)
estimates the maximum likelihood (ML) estimate of the unknowns
utilizing only the measurements, and due to its high accuracy, it has
become the method of choice, as in this paper, for calibrating the
new generation of radio synthesis arrays.
In the presence of additive Gaussian noise, calibration is per-
formed as a non-linear least-squares (LS) optimization that cal-
culates the ML estimation using iterative-gradient-based meth-
ods such as Levenberg–Marquardt (LM) method (Levenberg 1944;
Marquardt 1963). However, the LS calibration suffers from a very
low convergence rate because the parameters must be updated si-
multaneously on a complete data space. Solving for a large num-
ber of unknowns, the Jacobian computation corresponding to the
applied-gradient-based method is considerably costly. This makes
the LS calibration impractical for calibration of giant radio tele-
scopes like SKA with thousands of receivers.
The convergence rate and computational efficiency of calibra-
tion are significantly improved by the recently proposed space al-
ternating generalized expectation (SAGE) maximization calibra-
tion technique (Yatawatta et al. 2009; Kazemi et al. 2011). SAGE
method (Fessler & Hero 1994) is a specific version of the expecta-
tion maximization (EM) algorithm (Feder & Weinstein 1988) which
C© 2013 The Authors
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converges even faster than the conventional EM (Fessler & Hero
1993). The SAGE algorithm partitions the data space to smaller
‘hidden’ data spaces and at every iteration, it alternates between
updating parameters on some or all of them. Obtaining the ML esti-
mate for the parameters of these small data spaces, which carry less
information compared to the complete data space, provides SAGE
algorithm with a superior accuracy as well as lower computational
cost compared to the LS technique. Nevertheless, there is still a
need for improving the speed of calibration process especially for
radio synthesis arrays such as LOFAR and SKA.
In this paper, we utilize the ordered-subsets (OS) algorithm for
accelerating the speed of calibration. The well known OS algorithm
accelerates the convergence rate of iterative ML estimations and
has been widely used in medical imaging (Hudson & Larkin 1994;
Erdogan & Fessler 1999). This method decomposes the objective
(likelihood) function to several sub-objective functions and updates
the parameters by using the gradient of one, or some, of the sub-
objective functions as an approximation to the original objective
function’s gradient. At the initial iterations, when the parameters
are far from the optimum point, these approximations are quite
reasonable since the gradient is only an approximation at those
stages. Thus, they can be efficient substitutions for the gradient of the
original cost function and considerably accelerate the computations
of the OS algorithm. However, it must be taken into account that
the highest accuracy that OS methods can achieve is the same as
the one which could be obtained by the conventional (non-OS)
techniques. Close to the optimal solution, OS methods generally do
not converge but rather become stuck at a sub-optimal limit cycle
of as many points as there are sub-objective functions. Therefore, if
OS method becomes globally convergent (Hudson & Larkin 1994;
Ahn 2004), it maintains exactly the same accuracy of the convergent
non-OS methods.
This paper is organized as follows. In Sections 2 and 3, we present
the general data model of radio interferometric calibration and the
classical LS and SAGE calibration techniques. In Section 4, we
introduce the OS–LS and OS–SAGE calibration techniques in or-
der to cut down the processing time of the conventional LS and
SAGE calibration methods. The computational advantages of ap-
plying the OS-type calibrations instead of the conventional methods
are also shown. For the ML estimations, the LM method is applied.
At the end of Section 4, we show an application of OS calibra-
tion to accelerate computations when calibrating for an individual
data sample. The technique is based on partitioning data over base-
lines and hence could also be useful in speeding up the calibration
procedure of radio telescopes with a large number of receivers. In
Section 5, we give results based on simulations to demonstrate the
superior convergence rate of the OS calibration schemes compared
to the non-OS ones. Finally, we draw our conclusions in Section 6.
The following notations are used in this paper: bolditalic, low-
ercase letters refer to column vectors, e.g., y. Uppercase san serif
letters refer to matrices, e.g.,C. The transpose, Hermitian transpose
and conjugation of a matrix are presented by (.)T, (.)H and (.)∗, re-
spectively. The matrix Kronecker product is denoted by ⊗. R is the
set of Real numbers. E{} denotes the statistical expectation operator.
The real and imaginary parts of complex quantities are shown by
Re and Im, respectively.
2 C A L I B R AT I O N DATA M O D E L
In this section, the general measurement equation of a polari-
metric radio interferometer is presented. For some introduction to
radio polarimetry and calibration the reader is referred to Hamaker,
Bregman & Sault (1996) and Hamaker (2006).
Consider a radio interferometer with N antennas which observes
K uncorrelated sources. The induced voltage at antenna p, v˜pl , due
to radiation of the lth source, el , is given by v˜pl = ˜Jplel , where ˜Jpl is
the complex 2× 2 Jones matrix (Hamaker et al. 1996) corresponding
to the sky and instrumental corruptions of the signal.
The total signal obtained at antenna p, vp , is a linear superposition
of K such signals plus the antenna’s thermal noise. After correcting
for geometric delays and the instrumental effects, the pth antenna
voltage is correlated with the other N − 1 antennas voltages. The
correlated voltages E{vpvHq }, referred to as visibility (Hamaker et al.









GHq + Npq, (1)
where Npq is the baseline’s additive noise and Cl = E{eleHl } is the
lth source coherency matrix (Hamaker et al. 1996; Born & Wolf
1999). The errors common to all directions (mainly the receiver
delay and amplitude errors) are given by Gp and Gq. We assume
that an initial calibration, at a finer time and frequency resolution,
is performed to estimate Gps (direction-independent effects). Then,
the corrected data are obtained as
V˜pq = G−1p VpqG−Hq , (2)
where V˜pq are the visibilities after correction for effects common to
all directions. The remaining errors are unique to a given direction,
but residual errors in Gps are also absorbed into these errors, which
are denoted by Jpl in the usual notation. The vectorized form of
corrected visibilities is given by
vpq ≡ vec(V˜pq ) =
K∑
l=1
spql + npq, (3)
where spql = J∗ql ⊗ Jplvec(Cl) and npq = vec(G−1p NpqG−Hq ). The
unknowns of the calibration problem are the real and imaginary
parts of the Jones matrices complex elements:
θ = [vec(Re{J11})T vec(Im{J11})T vec(Re{J12})T · · ·]T,
and therefore, θ ∈ R8KN×1.
Consider a data set of τ time and frequency samples that form a
small enough time and frequency interval over which θ is invariant.
Stacking up the real and imaginary parts of the instrument’s visi-
bilities and noise vectors in y = [Re{vT12} Im{vT12} Re{vT13} · · ·]T





sl(θ) + n. (4)
In (4), sl(θ) = [Re{sT12l} Im{sT12l} Re{sT13l} · · ·]T. y, n and sl are
vectors of size 4τN(N − 1), and the noise vector n is assumed to be
white Gaussian. Calibration is the ML estimation of the unknown
parameter vector θ from (4). Note that calibration methods could
also be applied to the uncorrected visibilities of (1) to estimate Gp
and Gq errors as well. Moreover, having a large enough N and small
enough K, there will be enough constrains to solve for the 8KN
unknown parameters of θ using the 4τN(N − 1) measurements
of y.
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3 TH E L S A N D S AG E C A L I B R AT I O N
M E T H O D S
In this section, both the LS and SAGE calibration algorithms are
briefly outlined. The OS scheme is applied to both methods.
3.1 LS calibration
Since the noise vector n in the calibration data model (4) is assumed
to be white Gaussian, LS calibration method estimates the ML
estimate of θ ∈ R8KN×1 by minimizing the sum of squared errors:






Gradient-based optimization techniques are used for solving (5).
Among those, the LM method (Levenberg 1944; Marquardt 1963)
is one of the most robust in the sense that it mostly converges to a
global optimum. Defining the cost function φ(θ) = y −∑Kl=1 sl(θ ),
where φ(θ) ∈ R4τN(N−1)×1, and initializing the starting point θ̂1, the
LS calibration method via LM algorithm is outlined as follows:





k+1 ∈ R8KN×1 using LM algorithm as
θ̂
k+1 = θ̂ k − (Tθθ + λH)−1Tθ φ(θ)|θ̂k . (6)
endfor
In (6), θ = ∂∂θ φ(θ ), λ is the damping factor (Lampton 1997),
and H = diag(Tθθ ) is the diagonal of the Hessian matrix. The
sizes of the Jacobian θ and the linear system solved in (6) are
4τN(N − 1) × 8KN and 8KN, respectively. Consequently, the cost of
computing Tθθ is O((8KN )2 × 4τN (N − 1)). Therefore, since
at every iteration all the 8KN parameters of θ are simultaneously
updated, LS calibration has a very low speed of convergence. Fur-
thermore, estimating a large number of unknowns, the Jacobian
computation also becomes considerably costly.
3.2 SAGE calibration
In the case of solving for multiple sources in the sky, the SAGE cal-
ibration algorithm (Yatawatta et al. 2009; Kazemi et al. 2011) has
a significantly improved computational cost and convergence rate
compared to the LS calibration. The key point is that, in general,
the SAGE algorithm (Fessler & Hero 1994) partitions the complete
data space to smaller ‘hidden’ data spaces and estimates parame-
ters in them rather than in the complete data space. Applying the
SAGE algorithm to the calibration problem, the contribution of ev-
ery lth source in the observation is assumed to depend only on a
subset of parameters, θ l ∈ R8N×1. Therefore, the parameter vector
θ ∈ R8KN×1 could be partitioned for different directions (sources)
in the sky as
θ = [θT1 θT2 · · · θTK]T .
This partitioning is justifiable when the sources are sufficiently





denotes the estimate of θ obtained at the kth iteration,
SAGE calibration algorithm is executed as follows:




for all or some l ∈ {1, 2, . . . , K}, update the lth source parameters
θ l ∈ R8N×1:
(i) Define the hidden data space as
xl = sl(θ l) + n ∈ R4τN(N−1)×1. (7)
Thus, the observed data y ∈ R4τN(N−1)×1 is given by





(ii) SAGE E step: calculate the conditional mean
x̂
k
































(iii) SAGE M step: estimate
θ̂
k+1
l = arg min
θ l
||[x̂kl − sl(θ l)]||2,





l − (Tθ lθ l + λH)−1Tθ l φ(θ l)|θ̂kl , (9)
where φ(θ l) = [x̂kl − sl(θ l)] ∈ R4τN(N−1)×1.
endfor
endfor
Based on the above, at every kth iteration, SAGE method al-
ternates between updating parameters of some or all the sources,
l ∈ {1, 2, . . . , K}. Calculating the ML estimate of θ l ∈ R8N×1 in
(9), instead of the ML estimate of all parameters θ ∈ R8KN×1 as in
(6), it has been proved that the SAGE algorithm benefits from an
accelerated convergence rate (Fessler & Hero 1994) compared to
the LS method. The sizes of the Jacobianθ l and the linear system
solved in (9) are 4τN(N − 1) × 8N and 8N, respectively. In addition,
the cost of computing Tθ lθ l is O((8N )2 × 4τN (N − 1)). Thus,
applying LM algorithm for estimating θ l from (9), the computa-
tional expense of the SAGE calibration is much cheaper compared
to the LS calibration.
Note that in the SAGE calibration, instead of partitioning the
parameters of the individual sources, one could also make partitions
including more than a single source sharing common parameters
(Kazemi, Yatawatta & Zaroubi 2013). This is more efficient when
some sources have a small angular separation from each other in
the sky and hence share some parameters.
4 T H E O S – L S A N D O S – S AG E C A L I B R AT I O N
M E T H O D S
In this section, OS–LS (Liu, Yin & Shan 2005) and OS–SAGE
(Hongqing et al. 2004) calibration algorithms, combinations of OS
algorithm with LS and SAGE calibration methods, are introduced
to speed up the conventional LS and SAGE calibration procedures.
OS algorithm is applied to those optimization problems with a
cost function that can be expressed as a sum of several other cost
functions for accelerating the convergence rate. The solutions ob-
tained by the OS method attain almost the same accuracy as those
obtained by the non-OS optimization methods in a fraction of the
time (Hudson & Larkin 1994). The key idea is to consider the Jaco-
bian of one, or some, subcost functions as an approximate gradient
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of the original cost function. These approximations are quite rea-
sonable when one is far from the optimal point, and provide OS
method with a very fast convergence rate. However, at later itera-
tions and when the parameters are close to the global optimum, the
approximations restrict the OS method to a sub-optimal limit cycle
(the optima of the individual sub-observations which are processed
in OS iterations). Therefore, the OS method does not converge
globally (Ahn 2004).
Denote the visibility vectors of the τ time and frequency samples
that have the fixed gain errors θ ∈ R8KN×1 by y1, y2, . . . , yτ , where
yt ∈ R4N(N−1)×1 for t ∈ {1, 2, . . . , τ}. Since the noise is statistically
independent, calibration problem could be restated as








Lt (θ | yt ), (10)
where ft and Lt are the probability density and the log-likelihood
functions for the visibility vector yt , respectively. OS algorithm
is applied for accelerating the maximization of this sum of log-
likelihood functions. Supposing that the following Jacobian equiv-
alence conditions hold
θL1 ∼= θL2 ∼= · · · ∼= θLτ , (11)
then the OS method sequentially updates the parameters θ for one
or some visibility vectors yt (sub-observations). The solution of
every sub-observation is used as the starting point of the next sub-
observation. Since each subcost function Lt involves a subset of
data, yt , which is independent from the others, the method is named
‘ordered subsets’. Sub-observations might be ordered for updating
by some scheme that gives preferences to the data items, or, as in this
work, in random. An introduction to the OS algorithm is presented
by Ahn (2004). In the following, the OS–LS and OS–SAGE methods
are outlined. Note that the size of sub-observations yt s must be
greater than or equal to the number of unknown parameters in θ .
4.1 OS–LS calibration
In the presented OS–LS calibration, the LM method is selected as
the gradient-based ML estimation algorithm of the LS calibration.
Starting with an initial suggestion θ̂
1 ∈ R8KN×1, OS–LS is executed
as
for every iteration k = 1, 2, . . . until an upper limit or convergence
of θ̂
k
, run m OS iterations:
for some or all sub-observation { yt |t = 1, . . . , m ≤ τ }:
Select θ k = θ̂ t , and calculate
θ k+1 = θ k − (Tθθ + λH)−1Tθ φ(θ)|θk ,
(12)
where φ(θ ) = [ yt −
∑K
l=1 sl(θ )] ∈ R4N(N−1)×1.
Select θ̂
(t mod m)+1 = θ k+1 for the next sub-observation.
endfor
endfor
As given above, at every LM iteration, parameters are sequen-
tially updated for some or all sub-observations. The sizes of the
Jacobian θ and the linear system solved in (12) are
4N(N − 1) × 8KN and 8KN, respectively. Moreover, the cost of
computing Tθθ is O((8KN )2 × 4 N (N − 1)). When (11) holds,
the Jacobian is calculated only for one, or a few, number of
sub-observations per iteration and hence, the OS–LS method’s con-
vergence rate is considerably increased compared to the LS method.
4.2 OS–SAGE calibration
In this section, the OS–SAGE calibration method is introduced. A
similar OS–SAGE technique is used for positron emission tomog-
raphy (PET) by Hongqing et al. (2004).
Initializing θ̂
1 ∈ R8N×1, OS–SAGE is outlined as follows:
for every k = 1, 2, . . . until an upper limit for k or convergence of
θ̂
k
, execute m OS iterations:
for some or all sub-observations { yt |t = 1, . . . , m ≤ τ }:
Select θ k = θ̂ t .
for all or some l ∈ {1, 2, . . . , K}, update the lth source
parameters θ l ∈ R8N×1:
(i) Define




sz(θ z), xl = sl(θ l) + n.
(ii) SAGE E step: calculate x̂kl = E{xl | yt , θ k} as
x̂
k




sz(θ kz), yt ∈ R4N(N−1)×1.
(iii) SAGE M step: similar to (9), estimate
θ k+1l = arg min
θ l
||[x̂kl − sl(θ l)]||2,
using the LM method, by
θ k+1l = θ kl −
(Tθ lθ l + λH)−1Tθ l φ(θ l)|θkl (13)
endfor
Select θ̂
(t mod m)+1 = θ k+1 for the next sub-observation.
endfor
endfor
OS method reduces the data size from 4τN(N − 1) to
4N(N − 1), since it calculates the partial gradients for sub-
observations yt ∈ R4N(N−1)×1, t ∈ {1, 2, . . . , τ}, instead of the
whole observed data y ∈ R4τN(N−1)×1. Thus, the size of the Jaco-
bian θ l , where φ(θ l) = [x̂kl − sl(θ l)] ∈ R4N(N−1)×1, calculated by
LM method for every OS iteration of the OS–SAGE calibration at
(13), is 4N(N − 1) × 8N. The size of the linear system solved in (13)
is 8N and the cost of computingTθ lθ l isO((8N )2 × 4 N (N − 1)).
When m 
 τ , the OS–SAGE method converges much faster than
the conventional SAGE algorithm for which the Jacobian size is
4τN(N − 1) × 8N. On the other hand, for every tth OS iteration,
the updated result of the (t − 1)th sub-observation is used as the
starting point. Every OS–SAGE iteration includes m number of
SAGE iterations. Therefore, at initial iterations when (11) holds,
OS–SAGE algorithm increases the likelihood function as equiva-
lent to SAGE method with m iterations. Thus, the convergence of
OS–SAGE compared with SAGE is accelerated.
4.3 Partitioning the baselines
So far, we have divided the data into sub-observations only based
on their integration time and frequency. However, there are cases in
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which we need to calibrate for a single time and frequency interval.
For instance, consider calibrating only for the ith time and frequency
interval when 1 ≤ i ≤ τ . To apply OS calibration to such a case,
one can define sub-observations by partitioning the data vector yi





i2 · · · yTiB
]T
, B 
 N (N − 1)
2
.
Then, similar to (11), the calibration problem becomes




Lb(θ | yib) (14)
for which OS methods presented by Sections 4.1 and 4.2 are applica-
ble, and where OS iterations are executed over { yib|b = 1, . . . , m ≤
B}. Utilizing such an OS calibration could also be beneficial in cut-
ting down the computational expense of calibration of interferom-
eters with a large number of receivers. The only points that should
be taken into account are the following.
(i) Every partition of data (sub-observation) yib, for b ∈ {1, 2,
. . . , B}, must have visibilities from different baselines such that
the baselines cover all the receivers of the instrument (or all the
parameters).
(ii) The number of visibilities of every sub-observation must be
equal to, or larger than, the number of calibration unknowns,
|| yib||1 ≥ 8KN. (15)
4.4 Discussion
To wrap up all the discussed calibration algorithms, we present a
general overview in Fig. 1. Fig. 1 illustrates LS, SAGE, OS–LS and
OS–SAGE calibrations algorithms.
Note that the following.
(i) As it is discussed at the beginning of Section 4, the OS al-
gorithms do not necessarily converge. Nevertheless, there exist two
major approaches in dealing with the convergence problem of the
OS method: (a) using relaxation parameters (step sizes) (Ahn 2004).
Calculating suitable relaxation parameters per every iteration is con-
siderably costly. That makes the approach of progressively decreas-
ing the number of sub-observations in OS method to be preferable.
(b) Reducing the number of subsets with increasing iterations until
the complete data set estimate is reconstructed (Hudson & Larkin
1994). In the OS method, one can incrementally combine some sub-
observations together until there are no individual sub-observations
remaining. Therefore, at the final iteration, the OS method is in
fact changed to the non-OS technique which is used for the ML
approximations, solving for the complete data set. This approach
guarantees global convergence as long as the non-OS ML estimation
techniques (LS, SAGE, etc.) converge. However, it must be taken
into account that the highest accuracy achievable by the proposed
scheme is equal to any non-OS optimization methods. Modifying
OS calibration in order to achieve an accuracy superior to the ones
obtained by non-OS calibrations is addressed in future work.
(ii) When the signal-to-noise ratio (SNR) is poor, shifting to
non-OS calibrations after running a few number of OS iterations
is recommended. Moreover, instead of running the OS method
on every individual time and frequency sub-observation yt , for
Figure 1. Diagrams illustrating LS, SAGE, OS–LS and OS–SAGE calibrations algorithms.
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Figure 2. Instead of running the OS method on every individual sub-observation, one could also apply the method to combinations of two or more sub-
observations to improve the SNR. Examples of having incrementally ordered data sets of size two, randomly chosen data sets of the same size and randomly
chosen data sets from different sizes are shown from left to right, respectively.
t ∈ {1, 2, . . . , τ}, one could also apply the method to combinations
of two or more sub-observations to improve the SNR. Fig. 2 shows
examples of having incrementally ordered data sets of size two, ran-
domly chosen data sets of the same size and randomly chosen data
sets from different sizes, from left to right, respectively. The data
sets could be arranged in different orders depending on the char-
acteristics of specific observations. Similarly, subsets of frequency
ordered sub-observations could be introduced.
(iii) In the calibration data model presented by (4), we consider
a very general form of the Jones matrices J, as complex 2 × 2
matrices, and then search for the real and imaginary parts of their
elements which are collected in θ . However, one can use a more
detailed presentation of the Jones matrices in the data model, for
instance, when the elements of the Jones matrices are functions of
time ζ and frequency ξ ,
J =
[
η1(ζ, ξ ) η2(ζ, ξ )
η3(ζ, ξ ) η4(ζ, ξ )
]
. (16)
Then, calibration is estimation of these functions, denoted by η in
(16). But, this leads again to estimation of some constant parameters
which define the functions. Therefore, OS calibration is also useful
for such a case as well and its partitioning of data to time and
frequency sub-observations would not cause any degradation of the
accuracy of calibration.
5 R ESULTS
In this section, simulated data are used to compare the performance
of LS and SAGE calibrations with OS–LS and OS–SAGE ones.
Note that n in this section denotes the number of iterations of the
conventional LS and SAGE methods. The implementation of the
calibration algorithms are done using MATLAB software. The unit of
colour bars of all the images are in Jansky (Jy).
5.1 Simulations
A 12-h observation of Westerbork Synthesis Radio Telescope
(WSRT), including 14 receivers observing a sky with 50 sources, is
simulated. Three sources are very bright with intensities 160, 107
and 108 Jy, and 47 other sources are faint with intensities below
15 Jy. The source positions are following a uniform distribution.
The Jones matrices are generated as multiplications of different
Figure 3. An 8◦ × 8◦ WSRT 12 h simulated observation of three bright
sources, with intensities 160, 107 and 108 Jy, and 47 faint sources, with
intensities below 15 Jy. The frequency is 355 MHz and the SNR is 80.
linear combinations of sin and cos functions. Their gradients vary
slowly (coherence time about 3 min) as a function of time such that
on a few seconds time intervals the variation could be negligible.
We keep the SNR = 80. The simulated single channel image at
355 MHz is shown in Fig. 3 in which the background faint sources
are almost invisible.
We partition the simulated data to 10 s time intervals, τ = 10,
including sub-observations obtained from 10 individual seconds,
for which the gain errors are assumed to be the same. Then, we cal-
ibrate the data partitions only for the three brightest sources via the
LS and SAGE calibration methods. The residual images, obtained
after n = 9 iterations, are presented in Fig. 4. As Fig. 4 shows,
among those three subtracted bright sources, the central one is the
best removed (slightly underestimated) by both SAGE and the LS
calibration methods. The unsolved 47 faint sources are also visible
in both residual images. But, the two other bright sources are not
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Figure 4. The residual images of the LS (a) and the SAGE (b) calibrations, solving only for the three brightest sources with n = 9 iterations. Calibrations are
executed on every τ = 10 sub-observations simultaneously. From the three subtracted sources, the central one is the best removed (slightly underestimated)
by both the SAGE and the LS calibrations. The unsolved 47 faint sources are also visible in both (a) and (b). However, the two other bright sources are not
subtracted perfectly which is expected to be improved by increasing the number of iterations. The residual noise of the SAGE algorithm is lower than of the
LS method (Table 1). This reveals the superior performance of the SAGE calibration compared to the LS calibration.
Table 1. Execution times of calibration (min) and the standard
deviation of the residual noise (mJy). The OS calibrations perform
much faster than the conventional LS and SAGE calibrations. The
lowest execution time of the OS results is obtained for m = 1. On
the other hand, the most accurate results are obtained for m = 2
number of OS iterations. Moreover, SAGE-type calibrations are
always preferred to the LS ones, having a higher accuracy and less
computational complexity.
m = number of OS iterations LS SAGE
LS or SAGE iterations n = 9 Time Noise Time Noise
(min) (mJy) (min) (mJy)
OS, m = 1 41.3 234.2 9.7 226.1
OS, m = 2 75.5 232.9 20.4 225.7
Conventional methods 103.9 180.1 86.3 179.2
subtracted perfectly (overestimated in the left- and right-hand sides
and underestimated in the central parts). This problematic pattern
is expected to be improved by increasing the number of iterations.
There is no significant difference between the residual images pro-
duced by the LS and SAGE methods in Fig. 4. However, as it is
shown in Table 1, the noise level in the residual image of the SAGE
calibration is lower than the one of the LS method. Therefore, SAGE
calibration reveals a superior performance compared to the LS cal-
ibration since it achieves more accurate results with a considerably
less computational complexity (Kazemi et al. 2011).
The data are also calibrated by the OS–LS and OS–SAGE meth-
ods using n = 9 iterations. OS iterations are executed for m = 1, 2
number of sub-observations which are randomly chosen. The resid-
ual images after subtracting the three brightest sources are presented
in Fig. 5. As Fig. 5 shows, the central source becomes problematic
in the results of the OS calibrations and it was much better removed
by the conventional LS and SAGE calibrations in Fig. 4. Except for
this source, the OS calibrations have a similar quality in the resid-
ual images to the conventional LS and SAGE calibrations. The two
other subtracted sources are not perfectly removed and the other 47
faint sources are visible in the images, similar to Fig. 4. The residual
images obtained for m = 1 and m = 2 OS iterations look almost
the same. There is no significant improvement in the residual noise
level when using m = 2 OS iterations instead of m = 1, as it is
evident in Table 1. In this case, the OS calibration with m = 1 OS
iteration is preferable in comparison with m = 2 since it carries a
lower computational cost.
The calibrations execution times, in minutes, and the resid-
ual noise levels, in milliJansky (mJy), are presented in Table 1.
Table 1 shows that the OS calibrations have a much faster process-
ing speed compared to the conventional LS and SAGE calibrations.
Among OS calibrations, the ones with a smaller number of OS it-
erations always have faster execution, as it is the case comparing
the processing times for m = 1 to m = 2. The fastest execution
speed of the calibration method belongs to the OS calibrations
with m = 1 OS iteration. On the other hand, the OS calibrations
including a large number of OS iterations usually produce more
accurate solutions since they use a higher level of information in
their computations. As the results of Table 1 demonstrate, the accu-
racy obtained by m = 2 number of OS iterations is slightly higher
than the one achieved by m = 1. However, the use of m = 1 num-
ber of OS iterations is still preferred compared to m = 2 since it
has a considerably lower processing time. Note that the use of the
SAGE-type calibration methods is always preferred compared to
the LS ones, providing more accurate results in a lower processing
time.
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Figure 5. The residual images of the OS–LS calibration for m = 1 (a) and m = 2 (c), and the OS–SAGE calibration for m = 1 (b) and m = 2 (d) OS iterations.
Calibrations are executed for the three brightest sources using n = 9 iterations. The central source is problematic in the residuals of the OS calibrations and was
much better removed in the results of the conventional LS and SAGE calibrations presented in Fig. 4. Except for this source, the residual images obtained by
the OS calibrations maintain the quality of the ones produced by the conventional LS and SAGE calibrations in Fig. 4. There is no visible difference between
the results of m = 1 and m = 2 OS iterations in the images. That makes the OS calibration with m = 1 OS iteration preferable in comparison with m = 2 since
it carries a lower computational cost.
Fig. 6 illustrates the residual noise level achieved by the cal-
ibration procedures versus the number of iterations of the LS
and SAGE methods, when it varies between one and nine,
n ∈ {1, . . . , 9}. The number of OS iterations is denoted by m.
In the plots of Fig. 6, the residual noise levels of the OS calibrations
are higher than the ones of the non-OS calibrations. However, it
must be taken into account that these results are obtained by using
a comparably less computational cost compared to the classical LS
and SAGE calibrations. By increasing n, the result of SAGE cali-
brations is always better than the one of LS calibrations. Moreover,
the accuracy of OS calibration using m = 2 OS iterations is also
always superior to the results obtained by m = 1.
As we have seen so far in this simulation, among the OS calibra-
tions, the ones with a smaller number of OS iterations (smaller m)
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Figure 6. The residual noise standard deviations of the calibration methods in (mJy) versus their number of iterations which varies between one and nine,
n ∈ {1, . . . , 9}. The number of OS iterations are denoted by m. In the plots of Fig. 6, the residual noise levels of the OS calibrations are higher than the ones
obtained by the non-OS calibrations. However, it must be taken into account that these results are generated spending a comparably less computational cost
compared to the classical LS and SAGE calibrations. By increasing n, the result of SAGE calibrations are always better than of LS calibrations. Moreover, the
accuracy of OS calibrations which use m = 2 OS iterations is superior to the one obtained by m = 1.
have a lower execution time. On the other hand, the OS calibrations
including a large number of OS iterations usually produce more ac-
curate solutions since they use a higher level of information in their
computations of the Jacobian. However, the use of a small number
of OS iterations is still preferable since it is considerably faster and
applying a high enough number of calibration iterations, we would
achieve the same accuracy as with large m.
In this section, we also demonstrate the applicability of the OS
calibration in calibrating for a single time and frequency data sam-
ple, as it is discussed in Section 4.3, where the data must be par-
titioned over the instrument’s baselines. There are various ways of
such a partitioning of visibilities among which we use the most
efficient one for this specific simulation.
(i) The first question is ‘what is the maximum number of par-
titions of data over the baselines that we can define such that the
baselines of every single partition cover all the receivers of the
interferometer?’. The reason of searching the maximum is to get the
highest level of information at every calibration’s sub-observation
later on. To answer this question, we use some well-known defini-
tions of graph theory (Diestel 2012).
Consider the interferometer as a complete graph of order N8 where
the receivers and the baselines are the nodes and edges of the graph,
respectively. Therefore, since in this simulation N is even, the answer
to our question is the chromatic index of this graph which is equal
to N − 1. This means we can colour the N(N−1)2 edges of the graph
by N − 1 colours where every colour is covering all the N nodes and
N
2 number of edges. For instance, Fig. 7 shows a complete graph
of order eight, coloured by 8 − 1 = 7 colours, where every colour
covers all the nodes by 82 = 4 number of edges. We partition the
8 A complete graph of order N has N nodes and every pair of nodes is
connected to each other by a unique edge.
Figure 7. A complete graph of order eight, coloured by 8 − 1 = 7 number
of colours. Every colour covers all the nodes by 82 = 4 number of edges.
visibilities based on the colour of their corresponding baselines in
the graph. Thus, at every partition, we have N2 number of visibility
matrices.
(ii) The second question is ‘how many partitions should be col-
lected at every OS calibration’s sub-observation to ensure that (4)
is not an underdetermined system?’. Every partition has N2 of base-
lines and we are trying to estimate KN Jones matrices. Therefore,
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Thus,
x ≥ 2K + 1. (18)
We have N = 14 number of receivers in WSRT. Thus,
N(N−1)
2 = 91 number of baselines, providing 2 × 2 visibility ma-
trices, at every time and frequency sample. According to (i) we
can make 13 partitions of baselines so that every partition includes
N
2 = 7 number of visibilities covering all the receivers. Since we
Figure 8. There are N = 14 number of receivers in WSRT and hence
N − 1 = 13 number of partitions over its baselines, each including
N
2 = 7 number of visibilities and covering all the receivers. Every OS sub-
observation consists of x ≤ 7 number of such partitions. Thus, at every
sub-observation we have x × N2 number of visibility matrices.
calibrate for K = 3 bright sources A, B and C, using (ii), x ≥ 7. This
means at every OS sub-observation we must collect at least seven
numbers of those partitions. Thus, at every sub-observation we have
x × N2 = 49 number of visibility matrices and that is enough for
estimating KN = 42 number of Jones matrices. Indeed better ac-
curacy of OS calibration is expected to be obtained by increasing
x till x ≤ N − 1. This approach of defining sub-observations of
the OS calibration is demonstrated in Fig. 8. As this figure shows,
there are no overlaps between the baselines of the 13 different
partitions. Therefore, the maximum information level, achievable
by using x × N2 = 49 number of visibilities, is provided for every
sub-observation of the OS calibration.
OS–SAGE calibration is executed, using m = 2 number of time
samples at every iteration (two number of OS iterations) for x = 7
and x = 10. The residual images are shown in Fig. 9. We can see
that by increasing the number of visibilities in the sub-observations
from 49 (x = 7) to 70 (x = 10), the calibration accuracy is highly
improved. We also can see that the two images of Fig. 9 have a
higher residual noise and artefacts compared to the result obtained
for x = N − 1 = 13, which is presented in Fig. 5 as image (d). This
shows that better accuracy of the OS calibration is achieved when the
number of visibilities in every sub-observation is large. However,
the calibration’s processing times for x = 7 and x = 10 are 73.5 and
92.8 min, respectively, while for x = 13 it is 108.8 min (Table 1).
Remember that the whole point of partitioning the baselines was to
cut down the computations. We also can benefit from this approach
to speed up the initial calibration iterations for the telescope with a
large number of baselines such as SKA.
As a final remark, for partitioning baselines of a telescope with
an odd number of receivers N, an alternative would be (i) first
partitioning baselines for N − 1 number of receivers, as it is already
Figure 9. The residual images obtained by the OS–SAGE calibration, using m = 2 number of sub-observations at every iteration for x = 7 (a) and x = 10
(b). By increasing the number of visibilities in the sub-observations from 49 (x = 7) to 70 (x = 10), the calibration accuracy is highly improved. Plus, the two
images have a higher residual noise and artefacts compared to the result obtained for x = N − 1 = 13, which is presented in Fig. 5 as image (d). This shows that
better accuracy of the OS calibration is achieved when there exist a larger number of visibilities in every sub-observation. However, the calibration’s processing
time for x = 7 and x = 10 is 73.5 and 92.8 min, respectively, which is faster than the one for x = 13 that was 108.8 min (Table 1).
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explained in this section, and (ii) assigning the remained baselines
to these N − 1 partitions.
5.2 Averaging of visibilities
The OS calibration method divides the data into sub-observations
and alternates. The use of fewer data samples in each iteration is the
principle cause of the speedup. So far, we have used segments of
data consisting of multiple integrations in time and have considered
the individual integrations as the sub-observations. This is reason-
able for the use of OS calibrations. However, for the non-OS-type
calibrations all of these integrations are explicitly considered to be
equivalent. Therefore, one could ask if it is easier to average the
data before calibration to decrease the computational cost.
To answer this question, consider the case of calibrating data for a
point source far away from the phase centre of an observation. Based
on (3), the visibilities of baseline p − q at every sub-observation are
formulated as
vpq = J∗q ⊗ Jpvec(C) + npq, (19)
where









In (20), j2 = −1, ξ is the frequency of the observation, c is the speed
of light, (l, m) are the source direction components corresponding to
the observation phase centre, (u, v, w) are the geometric components
of baseline p − q and I is the intensity of the source.
Since the source is far away from the phase centre, (l, m) in
(20) are large. Therefore, even very small variation of the baselines
(u, v, w) on different sub-observations cause huge differences in
the phase terms of (20). Subsequently, averaging the visibilities of
(19) causes de-correlation (losing amplitude) and smearing effects
in the calibration residuals.
To illustrate this, we simulate a 12-h observation of WSRT from
a very bright source with 130 Jy intensity is simulated. The source
is about 4◦ away from the phase centre. In the centre of the field
we also put 23 faint sources with intensities below 9 Jy. The Jones
matrices for the faint sources are considered as identity matrices.
For the bright source, they are multiplications of different linear
combinations of sin and cos functions which are invariant on 25 s
time intervals. That provides time samples of size τ = 25 including
sub-observations, from every individual second, for which the gain
errors are exactly the same. White Gaussian noise is also added to
the simulated data(see Fig. 10).
It is expected that traditional calibration after averaging data per-
forms as equivalent as the OS calibration which iterates on the
individual sub-observations. The reason is that the simulated cor-
ruptions in the signals on 25 s time intervals are invariant. However,
the results, illustrated in Fig. 11, are completely the opposite.
Fig. 11 shows the residual images obtained by the LS and the
OS–LS calibration, utilizing m = 2 number of OS iterations and
n = 9 number of LS iterations. The processing time in minutes is
shown at the bottom right-hand corner of every image. In image
(a) of Fig. 11, LS calibration is applied on averaged data obtained
from τ = 25 time samples. In this image, the bright source is highly
underestimated (almost not subtracted at all) and there exist elon-
gated radial features. This is due to the de-correlation by averaging
the visibilities. However, in image (b) of Fig. 11, for which OS–LS
calibration is applied on individual integrations, the bright source
is perfectly subtracted and the other fainter sources are completely
Figure 10. A 12-h simulation of WSRT with a bright, 130 Jy source. The
source is about 4◦ away from the phase centre. There also exist 23 other
faint sources with intensities below 9 Jy in the centre of the field. White
Gaussian noise is also added to the simulated data.
visible. This proves that we cannot simply apply calibration on aver-
aged visibilities to cut down the computations and reveals the need
of using the OS calibration. We have also executed LS calibration
on non-averaged data sets of τ = 25 time samples. The resulted
residual image has been exactly the same as image (b) of Fig. 11,
which is generated by OS–LS calibration. The reason is that the
Jones matrices on every 25 s calibrated data are invariant. There-
fore, the solution which is obtained by OS calibrations, using few
integrations (sub-observations) within 25 s, is the same as the one
obtained by non-OS calibrations using all the data. However, in re-
ality, Jones matrices vary with time. In such a case, the result of the
non-OS calibrations is always better than, or equivalent to, the one
of OS calibrations. It is because finding a global solution which fits
all data is generally more efficient than solving only for a part of data
set. The execution time of the LS calibration was 78.15 min, which
is indeed longer than the one of OS–LS calibration (19.43 min).
6 C O N C L U S I O N S
This paper introduces OS–LS and OS–SAGE radio interferomet-
ric calibration, as combinations of the OS method with LS and
SAGE calibration techniques. We show that the OS calibration pro-
vide a significant improvement in the execution speed compared
to the conventional (non-OS) calibration algorithms. The key idea
is to partition the observed data into groups of sub-observations
for which the gain errors are considered to be fixed. OS-type cali-
brations solve for every group by iteratively updating the solutions
for that group’s sub-observations in an ordered sequence. The cal-
ibrations benefit from very fast computations and preserve almost
the same quality as the one obtained by the non-OS calibrations.
But, we must take in to account that their accuracy never becomes
higher than the one of the non-OS calibration. Simulations show that
OS calibration methods have considerable computational improve-
ments compared to the conventional non-OS calibration methods.
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Figure 11. The residual images obtained by the LS and the OS–LS calibrations, utilizing m = 2 number of OS iterations and n = 9 number of LS iterations.
The processing time is shown at the bottom right-hand corner of every image. LS calibration on averaged visibilities (a), and OS–LS (b) calibration are applied.
In (a), the bright source is highly underestimated (almost not subtracted at all) and there exist severe smearing effects. This is due to the de-correlation by
averaging the visibilities. However, in (b), for which OS–LS calibrations is applied on individual integrations, the bright source is perfectly subtracted and the
other fainter sources are completely visible. That makes OS–LS calibration the method of choice, despite its longer execution time.
They also indicate that the OS–SAGE calibration provides a better
quality results in a shorter time compared to the OS–LS calibra-
tion, as it is the case for the conventional SAGE and LS calibra-
tions. In future work, we address a novel accuracy of calibration
obtained via a hybrid of non-OS and OS calibration techniques
which has a computational cost almost as cheap as the one of OS
calibrations.
AC K N OW L E D G E M E N T S
We would like to acknowledge the reviewer, editor, and the assistant
editor for a careful review and valuable comments. S. Kazemi would
also like to acknowledge NWO grant 436040.
R E F E R E N C E S
Ahn S., 2004, PhD thesis, Univ. Michigan
Born M., Wolf E., 1999, Principles of Optics. Cambridge Univ. Press,
Cambridge
Burke B., Graham-Smith F., 2009, An Introduction to Radio Astronomy.
Cambridge Univ. Press, Cambridge
Diestel R., 2012, Graduate Texts in Mathematics, Vol. 173, Graph Theory,
4th edn. Springer-Verlag, Heidelberg
Erdogan H., Fessler J. A., 1999, Phys. Med. Biol., 44, 2835
Feder M., Weinstein E., 1988, IEEE Trans. Acoust. Speech Signal Process.,
36, 477
Fessler J. A., Hero A. O., 1993, IEEE Conference Record of Nuclear Science
Symposium and Medical Imaging Conference, Vol. 3. IEEE, Piscataway,
NJ, p. 1897
Fessler J. A., Hero A. O., 1994, IEEE Trans. Signal Process., 42, 2664
Hamaker J. P., 2006, A&A, 456, 395
Hamaker J. P., Bregman J. D., Sault R. J., 1996, A&AS, 117, 137
Hongqing Z., Huazhong S., Limin L., Jian Z., 2004, 11th IEEE International
Workshop on Systems, Signals and Image Processing. IEEE, Piscataway,
NJ
Hudson H. M., Larkin R. S., 1994, IEEE Trans. Med. Imaging, 13, 601
Kazemi S., Yatawatta S., Zaroubi S., de Bruyn A. G., Koopmans L. V. E.,
Noordam J., 2011, MNRAS, 414, 1656
Kazemi S., Yatawatta S., Zaroubi S., 2013, MNRAS, 430, 1457
Lampton M., 1997, Comput. Phys., 11, 110
Levenberg K., 1944, Q. Appl. Math., 2, 164
Liu L., Yin Y., Shan B., 2005, J. Image Graphics, 10, 628
Marquardt D. W., 1963, J. Soc. Industrial Appl. Math., 11, 431
Pearson T. J., Readhead A. C. S., 1984, ARA&A, 22, 97
Thompson A. R., Moran J. M., Swenson G. W., Jr, 2001, Interferometry and
Synthesis in Radio Astronomy. Wiley, New York
Yatawatta S., Zaroubi S., de Bruyn G., Koopmans L., Noordam J., 2009,
IEEE 13th Digital Signal Processing Workshop and 5th IEEE Signal
Processing Education Workshop. IEEE, Piscataway, NJ, p. 150
This paper has been typeset from a TEX/LATEX file prepared by the author.
Downloaded from https://academic.oup.com/mnras/article-abstract/434/4/3130/959659
by University Library user
on 05 April 2018
