Abstract. In this paper we study the commutator of Cauchy type integrals C on a bounded strongly pseudoconvex domain D in C n with boundary bD satisfying the minimum regularity condition C 2 as in the recent result of Lanzani-Stein. We point out that in this setting the Cauchy type integrals C is the sum of the essential part C ♯ which is a Calderón-Zygmund operator and a remainder R which is no longer a Calderón-Zygmund operator. We show that the commutator [b, C] is bounded on L p (bD) (1 < p < ∞) if and only if b is in the BMO space on bD. Moreover, the commutator [b, C] is compact on L p (bD) (1 < p < ∞) if and only if b is in the VMO space on bD. Our method can also be applied to the commutator of Cauchy-Leray integral in a bounded, strongly C-linearly convex domain D in C n with the boundary bD satisfying the minimum regularity C 1,1 . Such a Cauchy-Leray integral is a Calderón-Zygmund operator as proved in the recent result of Lanzani-Stein. We also point out that our method provides another proof of the boundedness and compactness of commutator of Cauchy-Szegö operator on a bounded strongly pseudoconvex domain D in C n with smooth boundary (first established by Krantz-Li).
Introduction and statement of main results
The theory of Hardy spaces originated from the study of functions on the complex plane. Denote the open unit disc in the complex plane by D = {z ∈ C : |z| < 1}. We recall that the classical Hardy space H p , 0 < p < ∞, on D is defined as the space of holomorphic functions f that satisfy f H p (D) < ∞, where
It is easy to check that the pointwise product of two H 2 (D) functions is a function in the Hardy space H 1 (D). The converse is not obvious but actually is true and we have the important Riesz factorization theorem: "A function f is in H 1 (D) if and only if there exist g, h ∈ H 2 (D) with f = g · h and f H 1 (D) = g H 2 (D) h H 2 (D) ." A similar result holds for the Hardy space H 1 on the unit circle T = {z ∈ C : |z| = 1}. This factorisation has a key role in proving the equivalence of norms
where [b, H](f ) = bH(f ) − H(bf ) is the commutator of a BMO function b and the Hilbert transform H on the unit circle. We note that this result can be interpreted through Hankel operators, and one then recovers a famous result of Nehari [27] . See [19] for the history and literature of the Nehari theorem. See also [5] for the norm equivalence
, where R j (j = 1, . . . , n) is the jth Riesz transform on the Euclidean space R n , and [4] for the application of commutator to certain version of div-curl lemmas. Related estimates on commutators have been studied extensively in different settings, see for example [2, 7, 8, 9, 11, 12, 13, 14, 23, 24, 25, 26, 29, 32, 33, 6] and the references therein.
We now recall the extension of this fundamental commutator result to the setting of several complex variables. Let D be a bounded domain in C n with C 2 boundary bD, dσ the Lebesgue surface measure on bD and L p (bD) the usual Lebesgue space on bD with respect to the measure dσ. Let H p (D) be the holomorphic Hardy spaces defined in [16, 30] . Fatou's theorem [15] shows that, for any 0 < p ≤ ∞, a holomorphic function f ∈ H p (D) has a radial limit at almost all points on bD. It then follows from the maximum principle that one can identify H p (D) as a closed subspace of L p (bD). Let S : L 2 (bD) → H 2 (D) be the orthogonal projection via the reproducing kernel S(z, w) which is known as the Szegö kernel. For a number of special cases and classes of domains D, we may identify the operator S as a singular integral operator on bD; in fact, in many instances the Szegö kernel S(z, w) is C ∞ on bD × bD\{z = w}.
Recall that when D is a strictly pseudoconvex domain in C n with smooth boundary, let T S be the singular integral associated with the Szegö kernel, in fact one has S(f )(z) = 1 2 f (z) + cT S (f ) for almost every z ∈ bD. Krantz and Li [18] first proved the following result regarding the boundedness of the commutator of T S with respect to the BMO space on the boundary bD, as well as the compactness of commutator with respect to the VMO space.
Here the BMO and VMO spaces were studied in [17] . To be more precise, Theorem A ( [18] ). Let D be a bounded strictly pseudoconvex domain in C n with smooth boundary and let b ∈ L 1 (bD). Then for 1 < p < ∞,
(i) b ∈ BMO(bD) if and only if [b, T S ] is bounded on L p (bD). (ii) b ∈ VMO(bD) if and only if [b, T S ] is compact on L p (bD).
We note that in the study of boundedness of the commutator [b, T S ], the regularity of the kernel S(z, w) plays a key role. In the proof of Theorem A, it follows from the results in [1, 10, 28] that the Szegö kernel S(z, w) ∈ C ∞ (bD × bD\{(z, z) : z ∈ bD}) and is a standard Calderón-Zygmund kernel, hence the boundedness and compactness of the commutator follows from the standard approach as in [5] with suitable modifications. Conversely, when [b, T S ] is bounded on L p (bD), to show b ∈ BMO(bD), Krantz-Li used the fact that the reciprocal of the Szegö kernel, 1 S(z,w) has a decomposition as a finite sum of holomorphic functions. Hence, by writing 1 = S(z, w) × 1 S(z,w) and by the decomposition of 1 S(z,w) , they could link the BMO norm to the commutator with some additional algebra. By using this technique they also showed that when [b, T S ] is compact, b ∈ VMO(bD).
Recently, Lanzani and Stein [21] studied the Cauchy-Szegö projection operator in a bounded domain D in C n which is strongly pseudoconvex and its boundary bD satisfies the minimum regularity condition of class C 2 . The measure that they used on the boundary bD is the Leray-Levi measure dλ (for the details we refer to Section 2 below). They obtained the L p (bD) boundedness (1 < p < ∞) of a family of Cauchy integrals, where the space L p (bD) is with respect to dλ. Here, we point out that the kernel of these Cauchy integral operators do not satisfy the standard size or smoothness conditions for Calderón-Zygmund operators. To obtain the L p (bD) boundedness, they decomposed the Cauchy transform C which is the restriction of such a Cauchy integral on bD into the essential part C ♯ and the remainder R, i.e.,
where the kernel of C ♯ , denoted by C ♯ (w, z), satisfies the standard size and smoothness conditions for Calderón-Zygmund operators, i.e.
for an appropriate constant c > 0 and where d(z, w) is a metric suitably adapted to D. And hence, the L p (bD) boundedness (1 < p < ∞) of C ♯ follows from a version of T (1) theorem. However, the kernel R(w, z) of R satisfies a size condition and a smoothness condition for only one of the variables as follows
for an appropriate large constant c R . It is worth pointing out that in the size condition and smoothness condition above, the dimensions are strictly smaller than the homogeneous dimension 2n of the boundary bD. The L p (bD) boundedness (1 < p < ∞) of R follows from Schur's lemma. It is also worth to point out that the hypothesis of minimal smoothness is sharp, see more explanations and counterexamples in [22] when the boundary bD does not satisfy the C 2 smoothness. Thus, along the literature of Nehari, Cofiman-Rochberg-Weiss, Krantz-Li, it is natural to study the behavior of the commutator of Cauchy type integrals as studied by LanzaniStein ([21] ), which is not a standard Calderón-Zygmund operator, with a BMO function for a bounded strongly pseudoconvex domain in C n with minimal smoothness.
The main result of our paper is on the commutator of Cauchy transform C (as in [21] ).
is a bounded domain whose boundary is of class
We first point out that the method in [18] does not work in this setting, since in general there is no information about the reciprocal of the kernel of Cauchy transform C.
To obtain the necessary condition in (1) above, we use the decomposition C = C ♯ + R from [21] . Then when b is in BMO(bD, dλ), we study the boundedness of commutators [b, C ♯ ] and [b, R], respectively. For [b, C ♯ ], the upper bound follows directly from the known result in [17, Theorerm 3.1] since C ♯ is a Calderón-Zygmund operator. For [b, R], although the kernel of R does not satisfies the smoothness condition for the first variable and the dimension of the size condition does not match the homogeneous dimension, we can still obtain the upper bound by using the condition that D is a bounded domain and using the sharp maximal function and the John-Nirenberg inequality together with a suitable decomposition of the underlying space bD. Thus, combining the above two results, we obtain the upper bound of the commutator of [b, C] .
To prove the sufficient condition in (1) above, we first point out that comparing to the previous results such as in [33, 24, 8, 32] , the kernel of the operator here does not satisfy the conditions such as dilation invariance or sign invariance in a collection of chosen balls. Hence we make good use of the explicit kernel condition of the essential part C ♯ and the upper bound of the kernel of the remainder R as in d) above, and then combine an idea from [33] (see also [24] ) of using the median value for the definition of BMO space instead of average, and exploiting a suitable decomposition of the underlying domain to match the kernel condition.
To obtain the necessary condition in (2) above, again we point out that since C ♯ is a Calderón-Zygmund operator, the proof follows from [18] . It suffices to prove that [b, R] is compact when b ∈ VMO(bD, dλ). This follows from a standard approach via Ascoli-Arzela theorem, together with the specific conditions on the kernel of R.
To prove the sufficient condition in (2) above, we note that the classical approach of [33] does not apply since C is no longer a Calderón-Zygmund operator. To verify that b ∈ VMO(bD, dλ) when [b, R] is compact, the key steps are the following: i) our approach in the proof of the sufficient condition in (1) by using a suitable modification of decompositions; ii) a fundamental fact that there is no bounded operator T : ℓ p (N) → ℓ p (N) with T e j = T e k = 0 for all j, k ∈ N. Here, e j is the standard basis for ℓ p (N). It is worth to point out that this proof here is new in the literature of compactness of commutators.
We also consider the Cauchy-Leray integral in the setting of Lanzani-Stein [20] , where they studied the Cauchy-Leray integral in a bounded domain D in C n which is strongly Clinearly convex and the boundary bD satisfies the minimum regularity C 1,1 (for the details we refer to Section 3 below). They obtained the L p (bD) boundedness (1 < p < ∞) of the Cauchy-Leray transform C by showing that the kernel K(w, z) of C satisfies the standard size and smoothness conditions of Calderón-Zygmund operators as in a), b) and c) above (for details of these definitions and notation, we refer the readers to Section 3), and that C satisfies a suitable version of T (1) theorem. Following a similar approach as in the proof for Theorem 1.1, we arrive at the second main result of this paper on the commutator of the Cauchy-Leray transform (as in [20] ). Theorem 1.2. Let D be a bounded domain in C n of class C 1,1 that is strongly C-linearly convex and let b ∈ L 1 (bD, dλ). Let C be the Cauchy-Leray transform (as in [20] ). Then for
This paper is organised as follows. In Section 2 we recall the notation and definitions related to a family of Cauchy integrals for bounded strongly pseudoconvex domains in C n with minimal smoothness, then we prove Theorem 1.1. In Section 3 we recall the notation and definitions related to the Cauchy-Leray integral for bounded C-linearly convex domains in C n with minimal smoothness and we prove Theorem 1.2. In the last section we point out that our method here can provide a different proof of Theorem A for the Szegö operator on a strictly pseudoconvex domain in C n with smooth boundary, which was first obtained in [18] Throughout this paper, c andc will denote positive constants which are independent of the main parameters, but they may vary from line to line. For every p ∈ (1, ∞), p ′ means the conjugate of p, i.e., 1/p + 1/p ′ = 1. By f g, we shall mean f ≤ cg for some positive constant c. If f g and g f , we then write f ≈ g.
2.
Cauchy type integral for bounded strongly pseudoconvex domains in C n with minimal smoothness 2.1. Preliminaries. The submanifolds we shall be interested in are the boundaries of appropriate domains D ⊂ C n . More precisely, we consider a bounded domain D with defining function ρ, which means that D = {z ∈ C n : ρ(z) < 0} with ρ : C n → R.
In this section, we always assume that D is a bounded strongly pseudoconvex domain whose boundary is of class C 2 .
We now recall the notation from [21] . Since our domain is strongly pseudoconvex, we may assume without loss of generality that its defining function ρ is strictly plurisubharmonic (see [34] ). The assumptions regarding the domain D and ρ will be in force throughout in this section and so will not be restated below.
Let L 0 (w, z) be the negative of the Levi polynomial at w ∈ bD, given by
where ∂ρ(w) = (
∂wn (w)) and we have used the notation η, ζ =
for some c > 0, whenever w ∈ bD and z ∈D is sufficiently close to w. Then a modification of L 0 is as follows
Here χ = χ(w, z) is a C ∞ -cutoff function with χ = 1 when |w − z| ≤ µ/2 and χ = 0 if |w − z| ≥ µ. Then for µ chosen sufficiently small (and then kept fixed throughout), we have that
for z inD and w in bD, with c a positive constant. Note that the modified Levi polynomial g 0 has no smoothness beyond continuity in the variable w. So in [21] , for each ǫ > 0 they considered a variant g ǫ defined as follows: let {τ ǫ jk (w)} be an n × n-matrix of C 1 functions such that
and define
Now g ǫ is C 1 in w and C ∞ in z. We note that
We shall always assume that ǫ is sufficiently small, we then have
where the equivalence ≈ is independent of ǫ. Now on the boundary bD, define the function
Next we recall the Leray-Levi measure dλ on bD defined via the (2n
To be more precise, we have the linear functional
defined for f ∈ C(bD), and this defines the measure dλ. Then one also has
where j * denotes the pullback under the inclusion j : bD ֒→ C n , dσ is the induced Lebesgue measure on bD and Λ(w) is a continuous function such that c ≤ Λ(w) ≤c, w ∈ bD, with c andc two positive constants.
We also recall the boundary balls B r (w) determined via the quasidistance d and their measures, i.e.,
According to [21, p. 139 
for some c λ > 1.
In [21] they defined the Cauchy integrals determined by the denominators g ǫ and studied their properties when ǫ is kept fixed. For convenience of notation we will henceforth drop explicit reference to ǫ. Thus, we will write g for g ǫ in the following. To study the Cauchy transform C, which is the restriction of such a Cauchy integral on bD, one of the key steps in [21] is that they provided a constructive decomposition of C as follows:
where the essential part
with the kernel
Thus, if we write
Moreover, Lanzani-Stein pointed out that the kernel C ♯ (w, z) satisfies the standard size and smoothness conditions as follows:
for an appropriate constant c > 0. Furthermore, concerning the function g(w, z) in the size estimates, according to [21, p. 139] , there exist C g ,C g > 0 such that
The kernel R(w, z) of R satisfies
for appropriate positive constants C R and c R .
We now recall the BMO space on bD. Consider (bD, d, dλ) as a space of homogeneous type with bD compact. Then BMO(bD, dλ) is defined as the set of all b ∈ L 1 (bD, dλ) such that
where
And the norm is defined as
We now recall the VMO space on bD (see for example [17] ).
where r B is the radius of B.
We also let BU C(bD) be the space of all bounded uniformly continuous functions on bD. Then we recall the following fundamental lemma from [18] .
Moreover, b ξ satisfies the following conditions: there is an ǫ ∈ (0, 1) such that
Next, we also have another fundamental lemma, whose proof follows from Lemma 1.3 in [18] . For each 0 < η << 1, we let R η (w, z) be a continuous extension of the kernel R(w, z) of R from bD × bD\{(w, z) : d(w, z) < η} to bD × bD such that
Now we let R η be the integral operator associate to the kernel R η (w, z). Then we have the following.
We should mention that the kernel of R is not a standard kernel.
Characterisation of BMO(bD, dλ) via the Commutator
The sharp function f # is defined as
where f B is defined in (2.9).
The following three lemmas are immediate results of [3, Theorems 1.4-1.6].
Lemma 2.4 (Maximal Inequality). For every
Lemma 2.5 (John-Nirenberg Inequality). For every 1 ≤ p < ∞ there exists a constant c(bD, p) such that for every f ∈ BMO(bD, dλ), every ball B,
We note that in the unbounded domain we have f L p f # L p , however, in the bounded domain, we will need to subtraction of the average of f over the whole domain.
We also need the L p boundedness of C ♯ and R which can be found in the proof of [21, Theorem 7] . Lemma 2.7. Suppose 1 < p < ∞ and D ⊂ C n , n ≥ 2, is a bounded domain whose boundary is of class C 2 and is strongly pseudoconvex. Then C ♯ and R are bounded operators on L p (bD, dλ).
We now prove the argument (1) in Theorem 1.1.
Proof of (1) in Theorem 1.1. Necessity:
We first prove necessity, namely that b ∈ BMO(bD, dλ) implies the boundedness of [b, C]. Since b ∈ BMO(bD, dλ), without loss of generality we assume that
From Lemma 2.7 we can see that C ♯ is bounded on L p (bD, dλ). Since the kernel of C ♯ is a standard kernel on bD × bD, according to [17, Theorerm 3 .1], we can obtain that [b,
Thus, it suffices to show that
To see this, we first prove that for every f ∈ L p (bD, dλ),
Since bD is bounded, there exists C > 0 such that for any B r (z) ⊂ bD we have r < C. For anyz ∈ bD, let us fix a ball B r = B r (z 0 ) ⊂ bD containingz, and let z be any point of B r . Now take j 0 = ⌊log 2 C r ⌋ + 1. Since d is a quasi-metric, there exists i 0 ∈ Z + , independent of z, r, such that d(w, z) > c R r whenever w ∈ bD \ B 2 i 0 r , where c R is in (2.8). We then write
For I, by Hölder's inequality and the John-Nirenberg inequality (Lemma 2.5), we have
where we have chosen q, v ∈ (1, ∞) such that 1 < qv < p < ∞ and have set β := qv.
To estimate III, observe that if i 0 ≥ j 0 , then bD \ B 2 i 0 r = ∅ and |III(z) − III(z 0 )| = 0. If i 0 < j 0 , then we have
Since bD is bounded, we can obtain
Similarly, by the John-Nirenberg inequality, we have
where the last inequality comes from the fact that r log 2 ( C r ) is uniformly bounded. By the above estimates we obtain that
which, together with Lemma 2.4 and the fact that R is bounded on L p (bD, dλ), implies that (2.15) holds.
Based on (2.15), we now prove (2.14). We note that in the unbounded domain we have that g L p g # L p , however, in this bounded domain, we will need a subtraction of the average of g over the whole domain on the left-hand side of this inequality (see Lemma 2.6).
Thus, we have that
where the second inequality follows from Lemma 2.6 and the last inequality follows from (2.15). Now it suffice to show that
For the term A 1 , by Hölder's inequality, the John-Nirenberg inequality and recalling that b bD = 0, we have that
For the term A 2 , by Hölder's inequality, the John-Nirenberg inequality and recalling that b bD = 0, we have that
where we have chosen γ, µ > 1 satisfying
Therefore, (2.17) holds, which, together with (2.16), implies that (2.14) holds. Hence, the proof of the necessity part is complete.
Sufficiency:
We next turn to proving the sufficient condition, namely that if
We now write C(w, z) in Mod-Arg form as follows:
where ı 2 = −1 and θ(z, w) is uniformly continuous on bD × bD, since g(w, z), R(w, z) are continuous both in w and z and bD is bounded. Therefore, there exist δ ∈ (0, 1) such that for any (z 1 , w 1 ), (z 2 , w 2 ) ∈ bD × bD satisfying d(z 1 , z 2 ) < δ and d(w 1 , w 2 ) < δ, we have
For any ball B = B r (z 0 ) on bD, letB = B r (w 0 ) ⊂ bD with d(w 0 , z 0 ) = 3r. Since d is a quasi-metric, there exist constants C d ,C d , which depend only on d and satisfy C d ≥ 1 ≥ C d > 0, such that for any z ∈ B, w ∈B, we havẽ
Let γ 0 = min{ 1 2Cg C R Cd , δ}, where C g , C R are defined in (2.7), (2.8), respectively. We test the BMO(bD, dλ) condition on the case of balls with big radius and small radius.
Case 1: In this case we work with balls with a large radius, r ≥ γ 0 . By (2.4) and by the fact that λ(B) ≥ λ(B γ 0 (z 0 )) ≈ γ 2n 0 , we obtain that
Case 2: In this case we work with balls with a small radius, r < γ 0 . We aim to prove that
From (2.19) we can see that for any z ∈ B and w ∈B, we have
Thus, there exist σ = σ(z 0 , w 0 ) with |σ| = 1 such that for any z ∈ B and w ∈B,
Therefore,
By (2.7) and (2.8), we can see that for every z ∈ B and every w ∈B, we have 
Therefore, from (2.23), (2.22) and (2.25) we obtain that
Then, by using (2.21) and the fact that [b, C] L p (bD,dλ)→L p (bD,dλ) < ∞, we further obtain
Re σ
where the last inequality follows from a direct calculation: if λ E 1 ≥ λ F 1 , then
Similarly, we can obtain that 1
This finishes the proof of (1) in Theorem 1.1.
2.3.
Characterisation of VMO(bD, dλ) via the Commutator [b, C]. We now prove the argument (2) in Theorem 1.1.
Proof of (2) in Theorem 1.1. Sufficient condition: Assume that 1 < p < ∞ and that
. By the argument (1) in Theorem 1.1, we have b ∈ BMO(bD, dλ). Without loss of generality, we may assume that b BMO(bD,dλ) = 1. To show b ∈ VMO(bD, dλ), we seek a contradiction. In its simplest form, the contradiction is that there is no bounded operator T : ℓ p (N) → ℓ p (N) with T e j = T e k = 0 for all j, k ∈ N.
Here, e j is the standard basis for ℓ p (N).
The main step is to construct the approximates to a standard basis in ℓ p , namely a sequence of functions {g j } such that g j L p (bD,dλ ≃ 1, and for a nonzero φ,
Suppose that b / ∈ VMO(bD, dλ), then there exist δ 0 > 0 and a sequence
Following the proof of (1) of Theorem 1.1, for each B j , letB j = B r j (w j ) ⊂ bD with d(w j , z j ) = 3r j . Since d is a quasi-metric, there exist constants C d ,C d depending only on d with C d ≥ 1 ≥C d > 0, such that for any z ∈ B j , w ∈B j , we havẽ
We further assume that for all j, r j < min{ 1 2Cg C R Cd , δ}, where δ is the constant such that the argument function θ(z, w) as in (2.18) satisfies (2.19) . Now choose a subsequence {B j i } of {B j } such that
where c λ is the constant as in (2.4) .
For the sake of simplicity we drop the subscript i, i.e., we still denote {B j i } by {B j }. From (2.19) we can see that for any z ∈ B j and w ∈B j , we have
Thus, there exists σ j = σ(z j , w j ) with |σ j | = 1 such that for any z ∈ B j and w ∈B j ,
By (2.7) and (2.8), we can see that for every z ∈ B j and every w ∈B j , we have
Now let m b (B j ) be the median value of b on the ballB j with respect to the measure dλ. Then, by the definition of median value, we can find disjoint subsets F j,1 , F j,2 ⊂B j such that
Next we define
We now consider Then, based on the decay condition of the radius {r j }, we obtain that for each j,
Now for each j, we have that 1
Thus, combing with (2.26) and the above inequalities, we obtain that as least one of the following inequalities holds:
We may assume that the first one holds, i.e., 2
Therefore, for each j, from (2.31), (2.30) and (2.33) we obtain that
Following the same estimate as in the proof of (1) of Theorem 1.1, we obtain that 1
where in the last equality, we use p ′ to denote the conjugate index of p. Next, by using Hölder's inequality we further have
where in the above inequalities we denote
Thus, combining the above estimates we have that
Then, from (2.34), we obtain that
Thus, it is direct to see that {f j } j is a bounded sequence in L p (bD, dλ) with a uniform L p (bD, dλ)-lower bound away from zero.
We denote the limit function by g 0 , i.e.,
Moreover, g 0 = 0. After taking a further subsequence, labeled g j , we have
This contradiction shows that b ∈ VMO(bD, dλ).
From Lemma 2.3, for any ξ > 0, there exists b ξ ∈ BU C(bD) such that b − b ξ * < ξ. Then by Theorem 3.1 in [17] , we have
. By Lemma 2.2 and (2.12), without loss of generality, we may assume that b ∈ BU C(bD) and (2.13) holds. By Lemma 2.3, it suffices to prove that for any fixed η satisfying 0
To conclude the proof, we now argue that the image of the unit ball of L p (bD, dλ) under the commutator [b, R η ] is an equicontinuous family. Compactness follows from the Ascoli-Arzela theorem.
It remains to prove equicontinuity. For any z, w ∈ bD with d(w, z) < 1, we have
=: I(z, w) + II(z, w).
For I(z, w), by Hölder's inequality, we have
where the last inequality is due to the fact that R η (u, z) ∈ C(bD × bD) and bD is bounded.
, by a discussion similar to [18, p . 645], we can obtain that
} is an equicontinuous family, where U is the unit ball in L p (bD, dλ). This finishes the proof of (2) in Theorem 1.1.
2.4.
A remark on the Commutator [b, C ♯ ]. We also point out that from the proof of the main result above, we can also deduce that the commutator of the essential part C ♯ of C can also characterise the BMO space on the boundary bD.
To be more precise, we have the following. 
is a bounded domain whose boundary is of class
Proof. We point out that the proof of Theorem 2.8 follows from the proof of Theorem 1.1, and in fact, it is simpler, since the operator C ♯ is a Calderón-Zygmund operator. We only sketch the proof here.
Proof of (1): It is clear that the necessary condition follows from the necessary part in the proof of Theorem 1.1 above.
Thus, it suffices to show the sufficient condition. To see this, assume that b is in
We now write 1 g(w,z) n into Mod-Arg form as follows:
where θ(z, w) is a continuous function on bD × bD, since g(w, z) is of class C 1 in w and of class C ∞ in z. Again, we have θ(z, w) is uniformly continuous on bD × bD, since g(w, z) is continuous both in w and z and bD is bounded. Therefore, there exists δ ∈ (0, 1) such that for any (z 1 , w 1 ), (z 2 , w 2 ) ∈ bD × bD satisfying d(z 1 , z 2 ) < δ and d(w 1 , w 2 ) < δ, we have
For any ball B = B r (z 0 ) on bD, letB = B r (w 0 ) ⊂ bD with d(w 0 , z 0 ) = 3r. Since d is a quasi-metric, there exist constants C d depending only on d such that for any z ∈ B, w ∈B, we have
We test the BMO(bD, dλ) condition on the case of balls with big radius and small radius. Case 1: In this case we work with balls with a large radius, r ≥ δ. By (2.4) and by the fact that λ(B) ≥ λ(B δ (z 0 )) ≈ δ 2n , we obtain that
Case 2: In this case we work with balls B with a small radius, r < δ. Similar to the argument for (2.21), from (2.35) we can see that for any z ∈ B and w ∈B, we have |θ(z, w) − θ(z 0 , w 0 )| < π 2 .
Then, following the approach of the proof of Case 2 in the proof of Theorem 1.1, we obtain that 1
Proof of (2): the proof follows from the proof of (2) of Theorem 1.1. This finishes the proof of Theorem 2.8.
3. The Cauchy-Leray integral for domains in C n with minimal smoothness
In this section, we focus on the bounded domain D ⊂ C n which is strongly C-linearly convex and whose boundary satisfies the minimal regularity condition of class C 1,1 .
3.1. Preliminaries. We now recall the notation from [20] . Suppose D is a bounded domain in C n with defining function ρ satisfying 1) D is of class C 1,1 , i.e., the first derivatives of its defining function ρ are Lipschitz, and |∇ρ(w)| > 0 whenever w ∈ {w : ρ(w) = 0} = bD;
2) D is strongly C-linearly convex, i.e., D is a bounded domain of C 1 , and at any boundary point it satisfies either of the following two equivalent conditions
for some c,c > 0, where
and d E (z, w + T C w ) denotes the Euclidean distance from z to the affine subspace w + T C w . Note that T C w := {v : ∂ρ(w), v = 0} is the complex tangent space referred to the origin, w + T C w is its geometric realization as an affine space tangent to bD at w. On bD there is a quasi-metric d, which is defined as
The Leray-Levi measure dλ on bD introduced in [20] is defined as that in Section 2. According to [20, Proposition 3.4] , dλ is also equivalent to the induced Lebesgue measure dσ on bD in the following sense: dλ(w) =Λ(w)dσ(w) for σ a.e. w ∈ bD, and there are two strictly positive constants c 1 and c 2 so that c 1 ≤Λ(w) ≤ c 2 for σ a.e. w ∈ bD.
We also denote by B r (w) = {z ∈ bD : d(w, z) < r} the boundary balls determined via the quasidistance d. By [20, Proposition 3.5], we also have
The Cauchy-Leray integral of a suitable function f on bD, denoted C(f ), is formally defined by
When restricting z to the boundary bD, we have the Cauchy-Leray transform f → C(f ), defined as
where the function f satisfies the Hölder-like condition
The main result in Lanzani-Stein [20] is as follows: To obtain the L p (bD) boundedness, the main approach that Lanzani-Stein [20] used is first to obtain the kernel estimate for the Cauchy-Leray transform C and then to use the T (1) theorem. To be more specific, let us take K(w, z) to be the function defined for w, z ∈ bD, with w = z, by
This function is the "kernel" of the operator C, in the sense that
whenever z lies outside of the support of f and f satisfies the Hölder-like condition for some α. The size and regularity estimates that are relevant for us are:
for an appropriate constant c K > 0. Moreover, for the size estimates we actually have Proof of Theorem 1.2. We point out that the proof of Theorem 1.2 follows from the proof of Theorem 1.1, and in fact, it is simpler, since the operator C is a Calderón-Zygmund operator. We only sketch the proof here.
We first prove (1) of of Theorem 1.2. From Theorem 3.1 and the size and smoothness conditions of the kernel K above, we see that C is a Calderón-Zygmund operator. According to [17, Theorerm 3.1] , if b ∈ BMO(bD, dλ), we can obtain that [b, C] is bounded on L p (bD, dλ). Thus, it suffices to verify the sufficient condition.
To see this, assume that b is in
We now write K(w, z) into Mod-Arg form as follows:
where θ(z, w) is a continuous function on bD × bD, since ∆(w, z) is of class C 1 in w and of class C ∞ in z. Again, we have θ(z, w) is uniformly continuous on bD × bD, since bD is bounded. Therefore, there exists δ ∈ (0, 1) such that for any (
For any ball B = B r (z 0 ) on bD, letB = B r (w 0 ) ⊂ bD with d(w 0 , z 0 ) = 3r. Since d is a quasi-metric, there exists a constant C d depending only on d such that for any z ∈ B, w ∈B, we have
We test the BMO(bD, dλ) condition on the case of balls with big radius and small radius. Case 1: In this case we work with balls with a large radius, r ≥ δ. By (2.4) and by the fact that λ(B) ≥ λ(B δ (z 0 )) ≈ δ 2n , we obtain that 1
Case 2: In this case we work with balls B with a small radius, r < δ. Similar to the argument for (2.21), from (2.35) we can see that for any z ∈ B and w ∈B, we have
Then, following the approach of the proof of Case 2 in the proof of Theorem 1.1, we obtain that
This finishes the proof of (1) 
Then there is a positive numberδ > 0 such that the Szegö kernel S(z, w) has the following form S(z, w) = F (z, w)ψ(z, w) −n + G(z, w) log ψ(z, w) (4.1) for all (z, w) ∈ Rδ = {(z, w) ∈ bD × bD : d(z, w) <δ}, where F, G ∈ C ∞ (bD × bD) and F (z, z) > 0 on bD, d is the usual quasi-metric on bD (see for example [31, p. 33] ). According to [10, 28, 1] , the Szegö kernel S(z, w) ∈ C ∞ (bD × bD \ {(z, z) : z ∈ bD}) is a standard kernel.
We define the Szegö operator T S as the singular integral associated with the Szegö kernel S(z, w), i.e.
T S (f )(z) = bD S(z, w)f (w)dµ(w), for suitable f on bD, where dµ is the usual Lebesgue-Hausdorff surface measure on bD. We still use B r (z) to denote the ball on bD determined by the quasi-metric d, then µ(B r (z)) ≈ r n (c.f. [31, p. 34] , [18] ).
From (2.1), we can see that if |w − z| ≤ µ 0 /2 for some fixed small µ 0 > 0, then |ψ(z, w)| = |g 0 (w, z)|.
We now provide another proof of Theorem A as stated in the introduction.
Proof of Theorem A. We point out that the proof here follows from the proof of Theorem 1.1, and in fact, it is simpler, since the operator S is a Calderón-Zygmund operator with a specific kernel. We only sketch the proof here. Proof of (i): It suffices to show the sufficient condition. To see this, assume that b is in L 1 (bD) and that [b, T S ] L p (bD)→L p (bD) < ∞. Note that F, G ∈ C ∞ (bD × bD) and F (z, z) > 0 on bD.
Without lost of generality, we assume that |F (z, w)| ≥δ 0 > 0 on Rδ and that |G(z, w)| ≤ 1 on bD × bD.
We now write S(z, w) into Mod-Arg form as follows:
S(z, w) = |S(z, w)|(cos(θ(z, w)) + ı sin(θ(z, w))),
where θ(z, w) is a continuous function on bD × bD, since ψ, F, G ∈ C ∞ (bD × bD). Again, we have θ(z, w) is uniformly continuous on bD × bD since bD is bounded. Therefore, there exists δ ∈ (0, 1) such that for any (z 1 , w 1 ), (z 2 , w 2 ) ∈ bD × bD satisfying d(z 1 , z 2 ) < δ and d(w 1 , w 2 ) < δ, we have |θ(z 1 , w 1 ) − θ(z 2 , w 2 )| < π 2 . Case 2: In this case we work with balls B with a small radius, r < γ 0 . Similar to the argument for (2.21), from (4.2) we can see that for any z ∈ B and w ∈B, we have |θ(z, w) − θ(z 0 , w 0 )| < π 2 .
Thus, there exist σ = σ(z 0 , w 0 ) with |σ| = 1 such that for any z ∈ B and w ∈B, − π 4 < arg(σS(z, w)) < π 4 .
Therefore,
Re σS(z, w) > √ 2 2 S(z, w) . Proof of (2): the proof follows from the approach in the proof of (2) of Theorem 1.1 together with the estimates (4.4) and (4.5) above.
This finishes the proof of Theorem A.
