Abstract. The equations derived help to evaluate semi-analytically (mostly for k=1,2 or 3) the important Coulomb integrals (r1)…(rk) W(r1,…,rk) dr1…drk, where the one-electron density(r1), is a linear combination (LC) of Gaussian functions of position vector variable r1. It is capable to describe the electron clouds in molecules, solids or any media/ensemble of materials, weight W is the distance operator indicated in the title. R stands for nucleus-electron and r for electron-electron distances. The n=m=0 case is trivial, the (n,m)=(1,0) and (0,1) cases, for which analytical expressions are well known, are widely used in the practice of computation chemistry (CC) or physics, and analytical expressions are also known for the cases n,m=0,1,2. The rest of the cases -mainly with any real (integer, non-integer, positive or negative) n and m -needs evaluation. We base this on the Gaussian expansion of |r| -u , of which only the u=1 is the physical Coulomb potential, but the u≠1 cases are useful for (certain series based) correction for (the different) approximate solutions of Schrödinger equation, for example, in its wave-function corrections or correlation calculations. Solving the related linear equation system (LES), the expansion |r| -u  k=0 L i=1 M Cik r 2k exp(-Aik r 2 ) is analyzed for |r| = r12 or RC1 with least square fit (LSF) and modified Taylor expansion. These evaluated analytic expressions for Coulomb integrals (up to Gaussian function integrand and the Gaussian expansion of |r| -u ) are useful for the manipulation with higher moments of inter-electronic distances via W, even for approximating Hamiltonian.
INTRODUCTION
We evaluate the general Coulomb integral (most importantly for k=1,2 or 3) (r1)…(rk) W(r1,…,rk) dr1…drk .
(1)
For electron-electron (or nuclear-electron) interactions, the exact theory says that the Coulomb interaction energy is represented by the two-electron (or nuclear-electron) energy operator W(r1,r2) W(1,2)= r12 −1 (or W(r1) W(1)= RA1 −1 ) with the true physical (r1), while other W distance operators (mathematically weight functions) are useful to correct the approximate solutions of the Schrödinger equation with certain algorithms. In practice, LC of Gaussian type atomic orbitals (GTO) functions are used for approximation such as (r1) A cA GA1, in which GAi(a,nx,ny,nz) (xi-RAx) nx (yi-RAy) ny (zi-RAz) nz exp(-a|ri-RA| 2 ) (2) with a>0 and nx, ny, nz ≥0 benefiting its important property such as GAi(a,nx,ny,nz)GBi(b,mx,my,mz) is also (a sum of) GTO. (We use double letters for polarization powers i.e., nx, ny and nz to avoid "index in index", nx=0,1,2,… are the s, p, d-like orbitals, resp., etc.. In CC the nx, ny and nz goes up to 3 or 4.) The Coulomb interaction energy for molecular systems is expressed finally [1] with the LC of the famous integrals GA1GB2 r12 -1 dr1dr2 and GA1RC1 -1 dr1. For corrections (correlation calculations, etc.) integrals such as GA1RC1 -2 dr1, GA1GB2 r12 ), and negative, for example, in the so called R12 theory (see equation 52 in ref. [3] ) the W= r12 /r13, more generally, n and m can be any real number as a tool for correction.
Furthermore, GTO basis sets can usefully be augmented with correlation factors exp(-rij m ) with m=2 to improve the description of electron correlation effects; m=1 or 2 are the Slater or Gaussian-type geminals [4] , resp.. Recall the ground state anti-symmetric analytic solution (with spin functions) of two-electron nucleus-free Shrödinger equation, [(-1/2)(1 2   +2 2 ) + r12 -1 ]k= Ek,electrk, which is 0= ()exp(r12/2) with E0,electr=-0.25 [5] .
Below, we use common notations, abbreviations and definitions:
dt, the Boys function, L=0,1,2,…, F0(v)= (/(4v)) 1/2 erf(v 1/2 ); GTO= primitive Gaussian-type atomic orbital, the GAi(a,nx,ny,nz) in Eq.2; RA (RAx, RAy, RAz)= 3 dimension position (spatial) vector of (fixed) nucleus A; RAB |RA-RB|= nucleus-nucleus distance; RAi |RA-ri|= nucleus-electron distance; ri (xi,yi,zi)= 3 dimension position (spatial) vector of (moving) electron i; rij |ri-rj|= electron-electron distance. The GAi is called primitive Gaussian in CC, its simplest case is the nx=ny=nz=0 (to approximate 1s-orbitals (exp(-Z|ri-RA|)), denoted as gAi(a)= GAi(a,0,0,0).
The analytic evaluation of (n,m)= (0,1) or (1,0) in the main title was fundamental and a milestone in CC and has a vast literature, we mention only one textbook [1] and two reviews [4, 6] . These devices cannot be extended easily and systematically to general (n,m) values, except for n,m=0,1,2, see ref.
[2]. The method described here is not only a procedure for any real (n,m), but also an alternative solution for the known n,m=0,1,2 cases, which serve as test. The simplest cases of Eqs.1-2 include the approximate 1s-orbitals (the simple Gaussian functions gAi(a)= exp(-a|ri-RA| 2 )): 6] here, which generate many primitive Gaussians (e.g. HAi(a,2,0,0)= -2aGAi(a,0,0,0)+ 4a 2 GAi(a,2,0,0), etc.) with good orthogonal and overlap properties to speed up the calculation by reducing the terms; see a summary and comparison on speed and number of operations in ref. [7] . We call the attention that a good approximation with parameter set for u=1 in Eq.8 below for the Hamiltonian operator H i=1 N (-i 2 /2 -A=1 M ZARAi -1 +j=i+1 N rij -1 ) with r:= RAi and rij could substitute the classical way of evaluation [6] of Coulomb integrals (Eqs.3 and 5), more, all integrals in Hartree-Fock Self consistent field formalism [1] with STO-3G, 6-31G**, etc. basis sets, needing only the simple elementary integral (-,) x n exp(-ax 2 )dx for n≥0 and no erf(x) and special tricks.
Gaussian expansion of the Coulomb interactions (distance operators)
The idea of general Gaussian expansion of Coulomb interaction 1/|r| comes as early as in ref. [8] for calculations in nuclear physics for range I=(0.000005A, 0.0003A) and L=0 in |r| -u  k=0 L i=1 M Cik r 2k exp(-Aik r 2 ) in the range I= (0 < b1 ≤ r ≤ b2) and Aik, u>0 . (8) Our experience is that for high quality fit for a broad range in Eq.8 needs L=1, but L>1 may not necessary for electronic structures in CC, see Eq.9 below, although for test we analyze L>1 cases also, see Eq.10 below. For simplicity, we will switch double indices to single ones as Cik r 2k exp(-Aik r 2 )  ci r 2k exp(-air 2 ) and (L+1)MM. In Eq.8 the unit is bohr (a.u., 0.5A), and e.g. 0< b1= 0.01 <<1 is a very close to nucleus distance, while e.g. 1<< b2= 25 is a "relatively far" distance for (electronic) Coulomb forces (keeping in mind that it owns the property called "infinite, never disappearing" force); lucky situation in CC is that 1/r comes up as exp(-aRAi 2 )/rij, etc., so a larger b2 distance is also a damped region. The algebraically lucky situation in Eq.8 is that the parameter set {ci} for 1-dimension variable (r) function can be directly transferred to 3-dimension variable (RA1 or r12 as r:= |RA1| or r12) approximating functions for RA1 -u and r12 -u by the spherical symmetry. Notice that set {ci} can be the same for RA1 -u and r12 -u , the set only depends on u and the range of fit in Eq.8. (Notice the tiny difference that r1= |r1| >0 is a radius while |r|>0 is the abs. values of a 1-dim. variable). However, one must keep in mind the global differences between the two sides in Eq. 
RA1
-n and r12 -n have infinite values at zero distances if n>0. In our procedure, the evaluation of Boys function which needs the erf(x) function (one term, Appendix 1) in e.g. Eqs.3-6 is substituted by M terms in the approximate expansion in Eq.8. In program languages (e.g. FORTRAN) the calculation of erf(x) is not only very fast, but very accurate, so e.g. LSF for Eq.8 has to be at least a good quality. In an LSF for Eq.8 the erf(x) function is called M 2 times (see next), and the quality depends on the value of M and set {ai}, however in fact, a good (M,{ci},{ai}) for Eq.8 is enough to be calculated once and forever in CC.
The 2k power in Eq.8 ensures that substitution r= (x1 2 +y1 2 +z1 2 ) 1/2 eliminates square roots, fundamental in the next chapter! There are two important subcases (using single index): the L=1 case |r| -u  f(r)  i=1 M0 ci exp(-ai r 2 ) + i=M0+1 M0+M2 ci r 2 exp(-ai r 2 ) and M=M0+M2 (9) as well as the L>>1 case, (using same meaning in power but different in sum for k in Eq.8 and 10 as) |r|
) and M=M0+L+1 (10) , a property which must be considered seriously in the fit for Eq.8. The M0 in Eqs.9-10 cannot be zero, at least M0=1 must be, since the k>0 terms in Eqs.9-10 are zero at r=0 in contrast to |r=0| -u =∞. The maximum of exp(-air 2 ) is at r=0, so its inflection point at rinf,i= ±(2ai) -1/2 is chosen for set {ai} for i=1,… M0 by the uniform division of I1=[b1,1), that is rinf,i:= b1+(i-1)d with d= (1-b1)/M0  ai:= 1/(2rinf,i 2 ) for i=1,2,…M0. The maximum of r 2 exp(-air 2 ) is at rmax,i= ±(ai)
, and similarly, rmax,j:= 1+(j-1)d for j=1,…,M2 with d= (b2-1)/(M2-1) dividing I2=[1,b2] uniformly  ai:= rmax,i -2 for i=M0+1,2,…M0+M2. Of course, certain orthogonal properties, etc. can also be used in the choice, as well as some rmax,i can be in I1 also, etc.. Figs. 1-2 show how Eqs.9-10 work.
More generally, the maximum of y r 2k exp(-a r 2 ) is at rmax=(k/a) 1/2
, and the two inflexion points at r>0 is rinf=AK(i,k) where A(2a) -1 and
,2 and k=0,1,2…,, and the width (dist. between the two inflexion points) is rinf,2-rinf,1= A (K(2,k)-K(1,k) ). The K(2,k)-K(1,k)= 2, 2.084, 2.0356, 2.0006, 2.0001 if k=0, 1, 2, 100, 10000, etc., i.e. a quasi-constant, so practically rinf,2-rinf,1= (2a) -1/2 if k=0 and a -1/2 if k≥1 (as well as complex on 0<k<1/2). Importantly, the width depends as a -1/2 and quasiindependent of k. Its consequence is that k>1 terms in Eq.8 may not necessary for an adequate fit, demonstrated on Figs. 1-2. This width corresponds to the "half width value" definition in practice, r2-r1, wherein ri are the two locations of ymax/2 values, i.e. the solution of ymax/2 (k/a) k exp(-k)/2= ri 2k exp(-ari 2 ), a transcendent equation for r2-r1 in contrast to the explicit rinf,2-rinf,1= A(K(2,k)-K(1,k)); furthermore, 0.95 (k=i=1) < y(rinf,i)/(ymax/2) < 1.27 (k=1, i=2) for k≥1, tending below/above to 1.213 if k∞ for i=1 or 2.
To obtain an effective and short series Gaussian expansion, the following cases have been considered: M point coincidence in interval (b1,b2) for Eqs.9-10 uses e.g. the pre-determined set {ai} or {ai}U{a,b} above, and substitutes the M0 inflexion points rinf,i and M2 (Eq.9) or L+1 (Eq.10) maximums rmax,i into f(ri)= |ri| -u with i=1,2,… M0+M2 or M0+L+1which provides a LES for {ci} or {ci}U{dk}, resp.. LSF for interval (b1,b2) for Eqs.9-10 is supposed to be more accurate than the previous 'M point coincidence' and the parameter set {ai} or {ai}U{a,b} can be chosen in the same way , as well as for LFS vector elements (b1,b2)Vec(r)dr, where Vec(r) r -u exp(-air 2 ) and r -u (r 2 -r0 2 ) k E(r) the primitive functions can be found in Appendix 1. Modified Taylor expansion at r0=1 for interval (b1,b2) for Eqs.9-10 is based on the standard Taylor expansion. An analytic function is an infinitely differentiable function such that the Taylor series at any point r0 in its domain, T(r) n=0 ∞ f(r0) (n) (r-r0) n /n!, converges to f(r) for r in a neighborhood of r0 point-wise; its important property is that T(r0) (n) = f(r0) (n) for the 0,1,2…n th derivatives, serving a base to perform the expansion (using that in P(s)k=0 L dk (s-s0) k the P(s0) (k) /k!= dk); inexactly saying: "Two functions are close to each other in the neighborhood of r0, if their first n derivatives are the same at r0". Here we perform the expansion as [d n |r| -u /dr n ]r0:= [d n f(r)/dr n ]r0 for n=0,1,…N for the derivatives at r0=1, and the modification is that not pure polynomials, but the series in Eqs.9-10 are used.
First case is when we force equality for M derivatives at r0=1 for the M parameters. (-ai) n (s-n/ai) exp(-ais)]s=1 for n=0,1…M-1, yielding a LES for {ci} with LSFji (-ai) j-1 (2+(1-j)/ai) exp(-ai). However, the larger pre-determined {ai} for interval (b1,1) generates large values by ai j , for example, if M2=0 for simplicity, between LSF matrix elements (M,1) and (M,M) the ratio (a1/aM) M-1 exp(aM-a1)= (b2/b1) 2(M-1) exp(0.5(b2 -2 -b1 -2 )), which can cause instability in solving the LES. On the other hand, without using variable s in Eq.9, the [d n |r| -u /dr n ]r=1= [d n f(r)/dr n ]r=1 can also be treated as LES to calculate {ci}, using the elementary d n t -w /dt n = (-1) n t -w-n w (w+1) (w+2)…(w+n-1) for (t,w)= (s,u/2) or (r,u). Notice that, a good expansion with s:= r 2 e.g. for u=1 around s=r 2 =1 for s in (0.01,25) guaranties for r the range (0.01, 25)= (0.1, 5) only. The same procedure can be done with Eq.10 as well.
Second case is when we take advantage on polynomials in Eq.10 as in the Taylor series. With r0=1, the [d are 1= ciexp(-ai)+ e(0)d0, -u/2= -aiciexp(-ai)+ e(1)d0+ e(0)d1, u(u+2)/4= ai 2 ciexp(-ai)+ e(2)d0+ 2e(1)d1+ 2e(0)d2, -u(u+2)(u+4)/8= -ai 3 ciexp(-ai)+ e(3)d0+ 3e(2)d1+ 6e(1)d2+ 6e(0)d3, as well as the right sides are f (4) (s=r 2 =1)= ai 4 ciexp(-ai)+ e(4)d0+ 4e(3)d1+ 12e(2)d2+ 24e(1)d3+ 24e(0)d4, f (5) (s=1)= -ai 5 ciexp(-ai)+ e(5)d0+ 5e(4)d1+ 20e(3)d2+ 60e(2)d3+ 120e(1)d4+ 120e(0)d5, f (6) (s=1)= ai 6 ciexp(-ai)+ e(6)d0+ 6e(5)d1+ 30e(4)d2+ 120e(3)d3+ 360e(2)d4+ 720e(1)d5+ 720e(0)d6. The first 0,…,n th derivatives provides n+1 equations and coefficients (r 2 -r0 2 ) k at r=1 eliminate dk with k>n (like in basic Taylor expansion). There are M0 terms with ci in all n≥ derivatives, so pivot points can be picked up from (b1,b2) for the LES, which is an advantage along with that ai n comes up with lower n (compare to previous case). The benefit of e(i) as a function of {a,B,b} is that one can use pre-determined values to tune, but better if one can force to pivot even extra three points to coincide with function values, e.g. the two f(s=r 2 =bi 2 )= bi -u for i=1,2 beside f(s=r 2 =1)=1 -u =1, however, it is to solve a transcendent equation system for {a,B,b}, so one must iterate from an initial value from 1= f(1). Simplification can be made with B:=0 for Eq.10. This pivoting is an advantage of this modified Taylor expansion over the standard Taylor expansion. Notice that, in standard Taylor expansion the coefficients decrease by the division with n!, but here |dk| increases with k counterbalanced with exp(-r 2 ). Without the s=r 2 substitution in Eq.10 with r0=1, the direct derivatives [d n |r| -u /dr n ]r=1= [d n f(r)/dr n ]r=1 leads [9] analogously to a bit more complicated expressions such as f(r=1)= ciexp(-ai)+ e(0)d0, f
( 
Evaluation of generalized Coulomb integrals with Gaussian expansion
The evaluation in Eqs.3-7 and related cases are based [2, 4] on Laplace transformation with exp(-a 2 t k ) in integrand with k=1,2, but more importantly, the way of evaluation depends somehow on the restricted integer (n,m)= (1,0) or (2,0) values in W. In detail, a -1 =   (-,)exp(-a 2 t 2 )dt and a -2 = (0,) exp(-a 2 t)dt are used for a:= RC1 or r12 to transform a -(1 or 2) exp(-a 2 (…)) in the integrand, and an extra inner integral with t comes up. This trick is replaced with using Eqs.8-10 for r:= RC1 or r12, and this t{ai} buys off the integration over ai on the price of having (L+1)M terms in LC instead of one. As a result, in our evaluation of Eq.1, the algorithm/procedure is basically the same scheme and works for any real (n,m) in W. Since  in Eq.1 is LC of Gaussians in Eq.2, Eq.1 breaks up into LC of GP1(p,nx1,ny1,nz1) GQ2(q,nx2,ny2,nz2) GS3(s,nx3,ny3,nz3) W(r1,r2,r3) dr1dr2dr3. Applying Eq.9, the 1s-like exp(-ai r 2 ) and 3d-like r 2 exp(-ai r 2 ) terms replace r -u , but for the sake of brevity, we discuss the 1s-like cases below, because the exponential part is problematic only.
Cases W(1)= RC1 -n and RC1
-n RD1 -m need the fit for u= n and for both, n and m, resp. for GP1(p,nx1,ny1,nz1)W(r1)dr1. With r:= RC1 in Eq.9, a good LSF fit provides a LC with parameter set {ci,ai}, and the integral becomes a LC of GP1(p,nx,ny,nz) RC1 2k exp (-ai RC1 2 )dr1=  (x1-RPx) nx (y1-RPy) ny (z1-RPz) nz RC1 2k exp(-pRP1 2 -aiRC1 2 )dr1 with k= 0,1 for which the exponent can be shifted to a common point (Appendix 3), thereafter the power terms can be re-centered to this common point T (Appendix 4), finally Appendix 1 provides the analytic evaluation. In case of k=0 and 1s type Gaussian (wherein nx=ny=nz=0 and RT (pRP+aiRC)/(p+ai) is irrelevant), exp(-pRP1 2 -aiRC1 2 )dr1= exp(-(p+ai)RT1 2 -paiRPC 2 /(p+ai))dr1= exp(-paiRPC 2 /(p+ai)) exp(-(p+ai)RT1 2 )dr1, and  exp(-pRP1 2 -aiRC1 2 ) dr1= (/(p+ai)) 3/2 exp(-paiRPC 2 /(p+ai)) .
(11) Its proper LC is an alternative expression to Eqs.3-4 wherein n=1 or 2 only, but now n can be any real number.
If W= RC1
-n RD1 -m , one must take both sets, {c n i} and {c m i}, from LSF, where the upper index indicates that these belongs to RC1
-n and RD1
-m , resp., (the set {ai} and the value of M can be common), so W= RC1 -n RD1
-m  product of terms in Eq.9 with r:=RC1 and r:= RD1. This is a LC of terms RC1 2kn RD1 2km exp(-aiRC1 2 -ajRD1 2 )= RC1 -2kn RD1 -2km exp(-(ai+aj)RT1 2 ) exp(-aiajRCD 2 /(ai+aj)), with kn, km=0,1 using the common points (Appendix 3) RT (aiRC+ajRD)/(ai+aj) for the M 2 terms. Most importantly, algebraically W is a LC just like in the previous case W= RC1 -n . It means that the algorithm is also the same, and the simplest 1s case (nx=ny=nz=0) with kn=km=0 also leads essentially to the same expression as in the right of Eq.11 as (/(p+ai+aj)) 3/2 exp(-p(ai+aj)RPT 2 /(p+ai+aj)). Case W(1,2)= r12 -n for  GP1(p,nx1,ny1,nz1) GQ2(q,nx2,ny2,nz2) W(r1,r2) dr1dr2 needs the fit for u= n to use r:= r12 -n in Eq.9 with the set {ci,ai} from LSF, and the integral becomes a LC of GP1(p,nx1,ny1,nz1) GQ2(q,nx2,ny2,nz2) r12 2k exp(-air12 2 ) dr1dr2=  (x1-RPx) nx1 (x2-RQx) nx2 (x1-x2) 2k (…) exp (-(pRP1  2 +qRQ2  2 +air12 2 )) dr1dr2 with k=0,1. In case of k=0 and 1s type Gaussians (nx1=…=nz2=0), one can apply E.9 for r1 with RCr2 as  exp(-(pRP1 2 +qRQ2 2 +air12 2 )) dr1dr2=
2 ) dr2 for which, again, the exponent can be shifted to a common point using Appendix 3, thereafter the power terms can be re-centered to this common point T using Appendix 4, finally Appendix 1 can used to evaluate (the location of T is irrelevant in case of k=0 and 1s), or more elegantly, reuse Eq.11 with 1 2, p pai/(p+ai), ai q strictly for the integral obtaining exp(-pRP1 2 -qRQ2 2 -air12
and its proper LC is an alternative to Eqs.5-6 in which n=1, 2, but Eq.12 is more general, i.e. n can be any real number.
For higher power than 1s (i.e. when the order of polynomial in Eq.2 is higher than zero) there is another standard way beside the straightforward generalization of Eq.12:
2 ))dx1dx2 (…)dy1dy2  (…)dz1dz2 separation shows three algebraically equivalent terms in the product. The basic algebraic difficulty comes from that in the exponential the variables are not separated as sums, i.e. there are bad mixed products: Although no x1y2, etc., but we must get rid of terms x1x2, y1y2 and z1z2. Each can be treated analogously by using the procedure in Appendix 5.
Case W(1,2)= RC1
-n r12 -m for  GP1(p,nx1,ny1,nz1) GQ2(q,nx2,ny2,nz2) W(r1,r2) dr1dr2 needs a LSF fit for u= n and m to obtain the sets {c n i} and {c m i}, resp., where the upper index indicates that these belong to RC1 -n and r12 -m , resp., (the set {ai} and the value of M can be common). W= RC1 -n r12 -m  product of terms in Eq.9 with r:= RC1 and r:= r12 which is a LC of terms c n jc m i RC1 2kn r12 2km exp(-ajRC1 2 -air12 2 ) with kn,km=0,1, so the integral becomes a LC of GP1 GQ2 RC1 2kn r12 2km exp(-ajRC1 2 -air12 2 ) dr1dr2=  P(x1,x2)P(y1,y2)P(z1,z2) exp (-(pRP1   2   +qRQ2  2 +ajRC1   2   +air12 2 ))dr1dr2= exp(-ajpRCP 2 /(aj+p))  P(x1,x2)P(y1,y2)P(z1,z2) exp(-((aj+p)RT1 2 + qRQ2 2 + air12 2 ))dr1dr2 (13) where P(w1,w2) (w1-RPw) nw1 (w2-RQw) nw2 (w1-RCw) 2kn (w1-w2) 2km for w=x,y,z with the common point RT (ajRC+pRP)/(aj+p) via Appendix 3, (or just treat the exponent as (p(x1-RPx) 2 +q(x2-RQx) 2 +aj(x1-RCx) 2 +ai(x1-x2)
2 )+(.)+(.)). In case of kn=km=0 and 1s type Gaussian (nx1=…=nz2=0) this case falls into the form of Eq.12 in relation to integral evaluation, and the procedure for higher power than 1s (i.e. when the order of polynomial in Eq.2 is higher than zero) the way to get rid of terms x1x2, y1y2 and z1z2 can be found again in Appendix 5.
Case W(1,2,3)= r12 -n r13 -m for  GP1(p,nx1,ny1,nz1) GQ2(q,nx2,ny2,nz2) GS3(s,nx3,ny3,nz3) W(r1,r2,r3) dr1dr2dr3 needs a LSF fit for u= n and m to obtain the sets {c n i} and {c m i}, resp., where the upper index indicates that these belong to r12 -n and r13 -m , resp., (the set {ai} and the value of M can be common). W= r12 -n r13 -m  product of terms in Eq.9 with r:= r12 and r:= r13 which is a LC of terms c n ic m j r12 2kn r13 2km exp (-air12   2   -ajr13 2 ) with kn,km=0,1, so the integral becomes a LC of GP1GQ2GS3 r12 2kn r13 2km exp (-air12  2 -ajr13 2 ) dr1dr2dr3=  (x1-RPx) nx1 (x2-RQx) nx2 (x3-RSx) nx3 (x1-x2) 2kn (x1-x3) 2km (…) exp (-(pRP1  2 +qRQ2  2 +sRS3  2 +air12  2 +ajr13 2 )) dr1dr2dr3. The separation of exponent as (p(x1-RPx) 2 +q(x2-RQx) 2 +s(x3-RSx) 2 +ai(x1-x2) 2 +aj(x1-x3)
2 )+(.)+(.) yield products of three (…)dri. The procedure for 1s type Gaussians (nx1=…=nz3=0) and higher than 1s (i.e. when the order of polynomial in Eq.2 is higher than zero) the way to get rid of terms x1x2, y1y2 and z1z2 can be found again in Appendix 5, but now in three dimension, it is more convenient to obtain the eigenvalues and eigenvectors by standard calculation to build up the matrix O, instead of using the three dimension rotation matrix. This case is an alternative to Eq.7.
