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ABSTRACT 
The cyberspace and development of intelligent systems 
using Artificial Intelligence (AI) creates new challenges to 
computer professionals, data scientists, regulators and 
policy makers. For example, self-driving cars raise new 
technical, ethical, legal and public policy issues. This paper 
proposes a course named Computers, Ethics, Law, and 
Public Policy, and suggests a curriculum for such a 
course. This paper presents ethical, legal, and public policy 
issues relevant to building and using intelligent systems. 
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1 Introduction 
Recently robots and intelligent systems are equipped with 
artificial intelligence (AI) and many more will be in the near 
future. Firms aim to design intelligent systems capable of 
making their own decisions (autonomous systems). Such 
systems will need to include moral components (programs) 
that guide them. For instance, to decide whether a self-
driving car should be instructed to swerve to avoid hitting a 
solid obstacle so as to protect its own occupants even if 
such a move will lead to hitting a car in another lane. This is 
an ethical dilemma that reminds us of the trolley problem 
[82, 83, 64] (e.g., a trolley coming down a track and a 
person at a switch must choose whether to let the trolley 
follow its course and kill five people or to redirect it to 
another track and kill just one). 
 
This paper suggests what should be taught in a course 
named Computers, Ethics, Law, and Public Policy, that 
is intended for persons involved with AI, new technologies, 
computer science, information science, and engineering. It 
presents teaching strategies and suggests teaching ethics 
and law using examples and case studies demonstrating 
ethical and legal decision-making. Nowadays, education 
should not only be about obtaining knowledge, but on 
addressing critical thinking and decision-making. This paper 
is based on my experiences in teaching ethics and law to 
computer science students and to those studying 
international policy. 
 
Computer Ethics Education was not common several 
years ago, but recently due to the advancements in AI, 
ethics gained popularity. In 2018 the ACM updated its Code 
of Ethics and Professional Conduct [66] to respond to the 
changes in the computing profession since 1992. In the 90s, 
the code focused on professionalism and quality. In the new 
code, the public good is a major concern, and it addresses 
AI and states: “Extraordinary care should be taken to 
identify and mitigate potential risks in machine learning 
systems”. Ethical issues created by new technologies (e.g., 
unemployment caused by self-driving vehicles) should not 
just be the focus of computer professionals - they should 
concern everybody. 
 
Is AI Ethics a new field of study requiring new ethical 
thinking? Is it different from computer ethics? According to 
[101], “AI ethics is a sub-field of applied ethics and 
technology, and focuses on the ethical issues raised by the 
design, development, implementation and use of AI”. Are 
our current norms sufficient to ensure AI is used and 
developed responsibly? Do professionals involved with AI 
need to study several additional ethical disciplines (e.g., 
business ethics, engineering ethics, and cyber ethics). The 
above disciplines include many common subjects (e.g., 
responsibility and accountability) and therefore ethical 
courses can be structured to address the common subjects 
in addition to unique subjects. 
 
Structure of this paper: Section 2 describes the promise 
and danger of AI. Section 3 addresses issues relevant to 
algorithmic decision-making, and ethical and legal problems 
of autonomous systems, cars and weapons. Section 4 is 
about Social Media, Fake News and Journalism. Section 5 
deals with Big Data and Privacy. Section 6 describes 
justifications and initiatives for ethics and legal education. 
Section 7 on “Law: What to Teach?” suggests what legal 
subjects to teach, in relation to ethics, such as human 
rights, privacy and freedom of speech. Section 8 on 
“Ethics: What to Teach?” suggests teaching ethical theories, 
code of ethics, and ethical dilemmas. Section 9 discusses 
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regulation. Section 10 deals with programming ethics and 
laws. Section 11 concludes with a summary. 
2 AI: The Promise and the Danger 
For many years, the field of AI had limited success. It took 
many years to develop good expert systems, but they had 
limited capabilities and addressed specific areas. However, 
since 2012 dramatic changes occurred because of 
advancements in Machine Learning (ML) and in particular 
Deep Learning (DL). The developments in ML allowed rapid 
progress in various domains including speech recognition 
and image classification. ML technologies have many 
beneficial applications, ranging from machine translation to 
medical image analysis.  
 
AI can also be used maliciously (e.g., cyber-attacks enabled 
by use of AI to be effective and difficult to attribute, creating 
targeted propaganda, and manipulating videos). Stanford 
researchers recently created a facial recognition analysis 
program that can detect sexual orientation [9]. In parts of 
the world, such an algorithm could pose a threat to safety. 
The start-up Faception says its ML technology can spot 
character traits in a person's face. Such applications raise 
ethical and legal questions related to discrimination (e.g., is 
an employer allowed to use face recognition software in the 
recruitment process?). Computer professionals, policy 
makers, and actually everybody should be aware of ethical 
and societal implications of computer and AI applications. 
 
Employment: “As automation, robotics, and AI 
technologies are advancing rapidly, concerns that new 
technologies will render labor redundant have intensified” 
[73]. Will AI substitute or complement humans in the 
workforce? Automation may create new and complex tasks 
that favor high-skill workers and this will affect inequality. 
According to [115], “the biggest harm that AI is likely to do 
to individuals in the short term is job displacement”. 
 
Ethical and legal issues researchers are concerned with 
include: unemployment (e.g., caused by self-driving 
vehicles), inequality resulting from revenues going to fewer 
people, machines affecting human behavior and inducing 
social and cultural changes, how to eliminating AI biases 
(algorithmic biases)? How do we keep AI safe from attacks? 
How to prevent AI itself to turn against us? How to avoid the 
point that machines will be more intelligent than humans 
are? and what rights should robots have? 
 
Ethics and Law: New technologies will help us but they 
also create new moral and legal problems. For instance, 
problems related to safety, privacy, fairness, human dignity, 
intellectual property rights, and professional responsibility. 
New technologies will require updating laws, for example, 
product liability laws (most of nowadays product liability 
laws are based on the impact of technologies invented 
many years ago). Intelligent systems will affect intellectual 
property (IP) rights and may require changes to IP laws. For 
example, recently Christie's sold an AI-created artwork 
painted using an algorithm. This raises questions of who 
should get the IP rights. “Creative works qualify for 
copyright protection if they are original, with most definitions 
of originality requiring a human author” [71]. Such 
generated work could in theory be deemed free of copyright 
(i.e., could be freely used by anyone) because a human did 
not create it. That would be harmful for companies selling 
such works. Copyright laws will have to be updated to 
address works generated by computers. If we justify IP 
rights using Locke's labor theory or Hegel’s personality 
theory than there is a problem justifying IP rights for works 
generated by computers. If the justification is economical, 
the question is to whom we want to give incentives. 
 
Trustworthy AI: An ethical approach to AI is key to 
generate user trust. According to [101], “AI should be 
developed, deployed and used with an ‘ethical purpose’, 
grounded in, and reflective of, fundamental rights, societal 
values and the ethical principles of Beneficence (do good), 
Non-Maleficence (do no harm), Autonomy of humans, 
Justice, and Explicability. This is crucial to work towards 
Trustworthy AI”. Explicability includes transparency and 
accountability. To realize Trustworthy AI, requirements 
should address data governance, human oversight, non-
discrimination, privacy, safety, and transparency.  
3 Autonomous Systems 
The power of AI and ML are often demonstrated by their 
capabilities to win complex games. AlphaGo Zero is the first 
computer program to defeat a world champion at the 
ancient Chinese game of Go. It is of great importance 
because it learns to play by playing games against itself, 
starting from a completely random play [47]. Scientists had 
thought it would take many more years to get to that stage. 
Scholars nowadays are worried how to ensure that 
computers do not acquire a mind of their own, threatening 
human existence. Ray Kurzweil a futurist and inventor 
popularized the idea of "the singularity" - the moment in the 
future when men and machines will supposedly converge. 
In The Singularity is Near [114] he describes the Singularity, 
a likely future different from anything we can imagine. 
According to Kurzweil the moment at which a computer will 
exhibit intelligent behavior equivalent to that of a human is 
not far. A robot brain would eventually surpass the human 
brain in rational decision making. Nobel Laureate Daniel 
Kahneman called for replacing human decision makers with 
algorithms whenever possible [72]. 
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What Artificial Intelligence Can and Can’t Do Right Now: 
According to AI expert Andrew Ng [115], AI will transform 
many industries, but presently it is still limited (“far from the 
sentient robots that science fiction has promised us” [115]). 
Nowadays ML software requires a huge amount of data. 
You need to show the system many examples so it can 
learn from them. Data is therefore a barrier for many 
businesses to use ML.  
 
Machines equipped with AI now make decisions without 
direct human input. Soon AI may be able to control 
machines such as automobiles and weapons. Autonomous 
weapons and cars will affect human safety, privacy, human 
dignity, and autonomy. They raise new legal and ethical 
challenges. For instance, who will be held accountable 
when fully autonomous systems produce unwanted results. 
3.1 Ethical Concerns 
We are witnessing the rise of AI in every aspect of our 
society leading to a growing recognition of the need to 
address ethical issues related to AI. Consider for instance 
care autonomous robots developed to support elderly 
people living at home. Autonomous means here that the 
robot carries out tasks without continuous human guidance 
and assistance. Following are relevant ethical and social 
issues of concern identified in [107]: 
 Implications on employment: How robots will 
affect healthcare workers? 
 Trust and reliability: Shall we trust care provided 
by robots? 
 Privacy and data protection: Which data are 
collected? Who can access the data? Who owns 
the data? 
 Safety and avoidance of harm: Robots should 
not harm people and be safe to work with. 
 Quality of service 
 Moral agency: Robots do not seem to have the 
capacity of moral reasoning or of dealing with 
ethically problematic situations. 
 Responsibility: Assuming the robots cannot be 
morally responsible – who will be responsible? 
3.2 Autonomous Weapon Systems 
The military interest is to increase the autonomy of weapon 
systems in order to have greater military capability, 
minimize risks, and reduce costs. Weapon systems with 
significant autonomy already exist. However, they are not 
capable of understanding complex and dynamic situations, 
and making complex decisions like humans do. There are 
different views on whether in the future “fully autonomous 
weapon systems” with AI will be in use. There is recognition 
of the importance of maintaining human control, although it 
is not so clear what would constitute ‘meaningful human 
control’. The UK policy is that “operation of weapon systems 
will always be under human control” [2]. Many countries 
have not yet developed their policy on this or have not 
discussed it openly. When discussing the ethical and legal 
problems of using autonomous weapons, international 
humanitarian law (IHL) should be addressed. Presently 
programming a machine to make qualitative judgments 
requires applying “the IHL rules of distinction, proportionality 
and precautions in attack” [2].  
 
Two central principles from the Just War tradition are the 
principle of discrimination (distinction) of military objectives 
and combatants from non-combatants, and the principle of 
proportionality of means, where acts of war should not yield 
damage disproportionate to the ends that justifies their use. 
There are views that current technology is not capable of 
acting with proportionality and discrimination, and that it is 
unlikely to be possible in the near future. However, it could 
be that in the future autonomous systems will be able to 
deliver excellent results. As AI in military robots advances, 
the meaning of warfare may change and new international 
laws may be needed.  
 
Recently several AI researchers called for a ban on 
offensive autonomous weapons beyond meaningful human 
control [14]. A campaign to stop killer robots argued that 
robots and AI lack moral capability and decisions of 
significant moral weight ought to remain human [18]. 
According to present laws, “states, military commanders, 
manufacturers and programmers may be held accountable 
for unlawful ‘acts’ of autonomous weapon systems under a 
number of distinct legal regimes: state responsibility for 
violations of IHL and international human rights law; 
international criminal law; manufacturers or product liability; 
and corporate criminal liability” [2]. Developing autonomous 
weapon system raises questions of accountability, 
responsibility, compliance with IHL rules, ethical challenges, 
and the human right to dignity. 
 
AI Race: The Russian president warned that artificial 
intelligence offers ‘colossal opportunities’ as well as 
dangers. “Artificial intelligence is the future, not only for 
Russia, but for all humankind ... Whoever becomes the 
leader in this sphere will become the ruler of the world” [69, 
70]. This might lead to an AI race similar to the cold war 
race. In both cases we have prisoner’s dilemma type 
problems. 
3.3 Autonomous Vehicles 
Self-driving cars will have many impacts on society, 
economy, mobility, the environment, and more. For 
example, self-driving cars will reduce fatal road accidents 
and the number of cars and parking lots. Self-driving cars 
will optimize traffic flow [82], reduce transportation costs 
and reduce travel time [38]. Self-driving cars will have to 
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deal with potentially life-threatening situations and make 
moral decisions. Such decisions can be described as an 
application of the trolley problem [82, 83, 64]. Trolley-like 
dilemmas take a principle that seems to be a candidate for 
a universal norm: “Thou shalt not kill” (one of the Ten 
Commandments), and provide a realistic situation in which 
an individual kills another human being. The trolley problem 
can be regarded as an abstraction of many dilemmas 
involving AI systems. I recommend teaching the trolley 
problem while looking at the MIT Media Lab Moral Machine 
experiments [94].  
 
Lin [82] illustrates the need for ethics in autonomous cars, 
using the following dilemma. An autonomous car must 
either swerve left and strike an eight-year old girl, or swerve 
right and strike an 80-year old grandmother. What should 
be the ethically correct decision? If you were programming 
the self-driving car, how would you instruct it to behave if it 
ever encountered such a case? Either choice may be 
ethically incorrect. What decisions should be made if the 
law forbids age discrimination? How should a code of ethics 
that prohibits discrimination based on race, gender, 
disability, or age be treated? Autonomous driving requires 
engineers to not only research and develop technology but 
also to consider ethics and law. 
 
Since automated driving will not be able to avoid all 
accidents on roads, there is a need to devise laws and rules 
for what to do in various cases. Some decisions are more 
than just an application of laws and “require a sense of 
ethics, and this is a notoriously difficult capability to reduce 
into algorithms for a computer to follow” [82]. 
 
Liability: Autonomous Vehicles (AV) will eventually be 
involved in a situation causing property damage, serious 
injury, or death to someone. Product liability issues will arise 
when a vehicle is under the control of the automated 
system. Manufacturers may be responsible for software 
updates they distribute but what will be in cases of 
unauthorized software modifications (e.g., cyber attacks, 
data security breaches). 
 
Presently, liability in the case of an accident is a 
controversial topic, in which ethics and economic interests 
play a role. According to the U.S. National Highway Traffic 
Safety Administration, states should consider how to 
allocate liability among owners, operators, passengers, 
manufacturers, and others when a crash occurs. According 
to the German Ethics Commission for Automated and 
Connected Driving, the protection of individuals takes 
precedence over all other utilitarian considerations. “The 
licensing of automated systems is not justifiable unless it 
promises to produce at least a diminution in harm compared 
with human driving” [11].  
Anytime a driverless car makes a decision, it has to make a 
trade-off between safety and usefulness in a way that is 
accepted by society. Car manufacturers expect regulators 
to determine what reasonable decision-making is. 
3.4 Algorithmic Decision Making 
Automated decision-making algorithms are now in use and 
they have the potential for significant societal impact. For 
instance, courts use ML algorithms (e.g., the COMPAS risk 
assessment tool) to establish individual risk profiles and to 
predict the likelihood that a particular individual will re-
offend [85]. “The investigative news organization ProPublica 
claimed that COMPAS is biased against black defendants” 
[22]. The company that created the tool released a report 
questioning ProPublica’s analysis. 
 
Bias problems of AI software has been reported [108, 22, 
85, 109], for example, Amazon developed a recruiting tool 
for identifying software engineers it might want to hire - the 
system discriminated against women, and the company 
abandoned it [108]. Bias can result from cognitive biases of 
programmers or unrepresentative datasets used for training. 
The algorithm can be unbiased, but if there is bias in the 
data used to make the decision, the decision itself may be 
biased. The IEEE Global Initiative on Ethics for Autonomous 
and Intelligence Systems [58] aim is to improve fairness of 
algorithmic decision-making systems. 
 
Fairness is very important in algorithmics, but to define 
fairness and to design fair algorithms is difficult. Fairness 
can be a data problem - learning algorithms that will learn 
from biased data will create biased results. Data should be 
unbiased, but in some cases, it is complicated to determine 
if data is biased or not. 
 
The black box problem: AI systems are often viewed as 
being ‘black boxes’ [39] that are complex and difficult to 
explain. People are less likely to trust machines whose 
inner workings they do not understand. The black box 
problem makes it difficult for regulatory bodies to determine 
whether a particular system processes data fairly and 
securely. Scholars suggested introducing ethical 
considerations into algorithms, opening algorithmic black 
boxes [5, 39], regulating algorithms, and Fairness, 
Accountability, and Transparency (FAT) in algorithmic 
decision-making.  
 
Transparency facilitates trust in Autonomous Systems. In 
accident investigation scenarios, transparency helps in 
diagnosing the causes of errors [37]. International efforts 
regarding transparency exist (e.g., developing the IEEE 
P7001 standard on Transparency in Autonomous Systems). 
Making code and data public may not help a user to 
understand an algorithm. Therefore, scholars suggested 
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monitoring the outputs of codes to ensure they do not 
discriminate or cause harm [62]. Another suggestion is to 
ensure that algorithmic decisions are explainable. 
 
Explainability: “The idea of a ‘right to explanation’ of 
algorithmic decisions is debated in Europe. That right would 
entitle individuals to obtain an explanation if an algorithm 
decides about them (e.g., refusal of loan application)” [62]. 
According to [13], “without being able to explain decisions 
taken by autonomous systems, it is difficult to justify them: it 
would seem inconceivable to accept what cannot be 
justified in areas as crucial to the life of an individual as 
access to credit, employment, accommodation, justice and 
health”. According to [37], explainability is at present 
“virtually impossible with opaque control techniques, such 
as artificial neural networks”. Most machine-learning 
systems perform “statistical-correlation”. They cannot 
explain their decision. According to Hinton, “People have no 
idea how they do that … Neural nets have a similar 
problem”, and you should regulate AI algorithms based on 
how they perform [61]. Many drugs receive regulatory 
approval, even though no one knows exactly how they 
work. 
 
Responsibility is very important, because in spite of our 
best efforts, things will go wrong at times. Who should be 
responsible for decisions made by an algorithm? Who will 
be responsible to take any necessary actions? Developers 
should take steps to check and validate the accuracy of the 
algorithm and the data it uses. 
  
Verifiability: Bremner et al. [37] argue that autonomous 
robots should have an ethical control layer aiming to be 
proactive, transparent, and verifiable, and that ethical 
reasoning should be verifiable (i.e., it can be proven to 
abide by a given code of ethics). 
4 Social Media, Fake News and Journalism 
Targeted advertising: Web sites and media influence us 
and affect our minds. “Social media are systematically 
exploited to manipulate and alter public opinion” [21]. 
Targeted social media advertising based on user profiling 
has emerged as an effective way of reaching individuals. In 
the case of political advertising, this may present a 
democratic and ethical challenge, and raise policy and 
regulation questions. 
  
“Fake news”: According to [24], “There is worldwide 
concern over false news and the possibility that it can 
influence political, economic, and social well-being” and 
“Falsehood diffused significantly farther, faster, deeper, and 
more broadly than the truth in all categories of information”. 
To ensure that false content is not amplified across 
platforms, scholars claim that there is a need for some 
“regular auditing of what the platforms are doing” [26] and “a 
new system of safeguards” [26]. 
 
Regulation: Bots (short for ‘Chabot’) were a big problem 
during the 2016 U.S. elections, since they were used to 
influence voters. A ‘Bot’ is an automated online account 
where all or substantially all of the actions or posts of that 
account are not the result of a person action. Effective July 
1, 2019, it will be illegal for bots interacting with California 
consumers to pretend they are human if they are trying to 
sell goods, services, or to influence a vote in an election. 
Violators could face fines under state statutes related to 
unfair competition. This is a legal step in fighting “fake 
news”. 
 
Social Media Ethics and Regulation: Social media plays a 
central role in modern communication. However, social 
media tools can be abused (e.g., disinformation in the 
context of political propaganda, extremist groups using 
social media for radical propaganda and recruitment efforts). 
Would restricting online speech or imposing new obligations 
on digital platforms effectively reduce fake news? 
“Appointing online platforms as ‘ministries of truth’ to decide 
what content is desirable and steer users to appropriate 
channels would be both futile and undemocratic” [103]. 
Instead of regulation, maybe we should use education. To 
fight fake news Finland adopted a curriculum and tools to 
equip elementary and high school students with skills to 
spot disinformation. Schools are teaching media literacy, 
fact checking and critical thinking [102]. 
 
Robot journalism: Nowadays, news organizations such as 
AP, Reuters, and others are generating thousands of 
automated stories a month, a phenomenon called “robot 
journalism”. Presently, most uses of robot journalism have 
been for formulaic situations: stock market summaries and 
sports stories. Fully automated journalism is going to be 
very limited for quite a time. However, news companies will 
be using automatic news writing more and more on 
challenging subjects. This raises new ethical issues, for 
instance, the accuracy of the data, and the legal rights to 
the data. Will the fact that a story was automatically 
produced be disclosed? Will a human editor check every 
story before it goes out? Can we program ethical concerns 
into robot journalism algorithms? 
5 Big Data and Privacy 
Corporations and governments are collecting, analyzing, 
and sharing detailed information about individuals over long 
periods. Novel methods for big data analysis are yielding 
deeper understandings of individuals’ characteristics, 
behavior and relationships. These developments can 
advance science, benefit individuals and our society, but 
they are also “privacy risks that multiply as large quantities 
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of personal data are collected over longer periods of time” 
[25]. ML operating on big data produces results that can 
violate the privacy of individuals, and can have 
discriminatory outcomes. “Existing regulatory requirements 
and privacy practices in common use are not sufficient to 
address the risks associated with long-term, large-scale 
data activities” [25]. Notice and consent or de-identification 
are not enough [25]. 
5.1 Internet of Things (IOT) and Ethics 
“The IoT’s networked communication will radically alter the 
way that we interact with technologies” [18]. Devices 
connected to the IoT collect vast amounts of data and that 
data can be analyzed and shared. Many devices connected 
to the IoT have limited or no effective security. This raises 
concerns of privacy and physical safety.  
 
According to [19], AI based on big data and combined with 
IoT might eventually govern core functions of society and it 
is necessary to apply the principles of rule of law, 
democracy and human rights in AI. With IoT, trust is a 
major issue. When everything is connected to the Internet, it 
is hard to trust that information is only shared with those 
declared. Scholars suggested that people should know 
about their rights, and that they should be able to control 
their information and accesses. With IoT, “Informed consent, 
privacy, information security, physical safety, and trust is 
foundational” [18]. 
5.2 Privacy: What to Teach? 
The Computer Science Curricula 2013 (CS2013) [20] 
recommends teaching philosophical foundations of privacy 
rights, legal foundations of privacy protection, privacy 
implications of wide spread data collection and technology-
based solutions for privacy protection [20, 12]. I recommend 
teaching the approach of Warren and Brandeis [44] on 
privacy as a “right to be let alone”, and the approach of 
Westin seeing privacy as “the claim of individuals, groups, 
or institutions to determine for themselves when, how, and 
to what extent information about them is communicated to 
others” [45]. I recommend pointing out constitutions and 
bills of rights addressing privacy, for instance, the European 
Convention on Human Rights (ECHR), and to address 
Privacy by Design (PbD) [3]. The idea is to integrate 
technical privacy principles in system design. 
 
Many laws deal with privacy and different states understand 
privacy differently. The EU General Data Protection 
Regulation (GDPR) [10] is probably the best privacy 
regulation but it is quite complex. I suggest discussing 
mainly principles and concepts that are in the GDPR, such 
as: (1) Lawfulness, fairness and transparency (2) Purpose 
limitations (3) Data minimization (4) Accuracy (5) Storage 
limitation (6) Integrity and confidentiality. GDPR includes 
important rights for data subjects that should be addressed, 
e.g., the right to be forgotten, the right to object to profiling, 
the right to data portability, and the right to be informed 
about the collection and use of personal data.  
 
GDPR uses traditional data governance ideas of effective 
notice, informed consent, and restrictions on the purposes 
for which data may be used (e.g., 'consent' of the data 
subject means any freely given, specific, informed and 
unambiguous indication of the data subject's wishes). Even 
if regulation puts an emphasis on providing information 
using clear and plain language, in practice there are privacy 
policies that are long and hard to read, and an average user 
may not read them or will find them difficult to understand 
and correctly interpret. Another problem with 'consent' is 
that the user is not informed or aware about information 
generated by AI systems using the data provided by the 
user (e.g., The “Target” case illustrates the problem [113]). 
6 Ethics and Law Education 
The curricula of many engineering schools include 
humanities and social science subjects to broaden the 
scope of education of students. Many firms realized that a 
company has to be concerned with corporate social 
responsibility (CSR) and business schools are teaching 
Business Ethics and CSR. 
 
New technologies present new ethical, legal, societal, and 
public policy issues. Students who will become computer 
professionals or policy makers should be able to practice 
their profession in a way that integrates legal and ethical 
concerns into their work. Recommendations of ethics and 
law studies to computer students appear in various 
publications [12, 15, 20, 77]. According to CS2013 [20], 
graduates should recognize the social, legal, ethical, and 
cultural issues inherent in the discipline of computing.  
6.1 Why to Teach Ethics? 
Ethics and Morality: This paper will not distinguish 
between morality and ethics. “At its simplest, ethics is a 
system of moral principles” [81]. Ethics provides us with a 
moral map that we can use to find our way through difficult 
issues. “Our concepts of ethics have been derived from 
religions, philosophies and cultures” [81]. Ethics tells us how 
to behave in the absence of directions in the law. Both 
ethics and law are a source of information regarding norms 
and both help people in decision-making. Making an ethical 
decision can be a complex task that involves knowing the 
relevant field (profession) while considering other fields 
such as law, psychology, sociology, and politics. Unethical 
behavior is among the greatest personal and societal 
challenges of our time [100]. The media highlight 
sensational cases (e.g., British Petroleum’s failure to take 
proper safety precautions in advance of the 2010 oil spill), 
but “unethical behaviors are committed by ‘ordinary’ people 
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who value their morality highly but cut corners when faced 
with an opportunity to gain from dishonest behavior” [100]. 
 
After the Enron case and the Great Recession of 2008, 
business schools viewed business ethics as important to 
teach. A decade later, can we say that ethic studies 
improved ethical behaviour? Friedman and Gerstein [88] 
ask if we are wasting our time teaching business ethics, and 
describe several ethical lapses at numerous major firms. 
“Organizational leaders and boards may be paying lip 
service to the importance of integrity and ethics but are not 
practicing what they preach” [88].  
 
It has been claimed that the potential of traditional 
approaches for teaching ethics to transform human 
behaviour is generally limited [93]. I believe that studying 
ethics will have a positive influence on some students and 
they will influence others. 
 
Following are justifications to teach ethics: (1) People 
perform moral evaluations regularly. Studying ethics can 
improve their decision-making and improve how they live 
[1], enrich their lives and the lives of those around them. (2) 
Ethics provides tools that help make better decisions for the 
benefit of a person and society (“ethical theory introduces 
new critical tools for analysis” [97]). (3) Some professions, 
such as medicine and the law, have traditional codes of 
ethics, and ethics is part of the professional education. This 
should be the case also for AI and computer professionals. 
(4) “Being ethical is simply good business” [55]. (5) 
Employers are not looking only for technical skills but they 
prefer to hire persons with good soft skills that include work 
ethics and responsibility. (6) “Ethics has become a major 
consideration for young people in their selection of work and 
career” [55] (“Employees are increasingly challenging 
technology companies on their ethical choices” [95], 
Generation Z expect businesses to “practice what they 
preach when they address marketing issues and work 
ethics” [112].) (7) Many cases of unethical behaviour 
suggest that ethics education is important. (8) Law develops 
slower than new technologies and may not provide 
solutions to ethical dilemmas. (9) To demonstrate that acts 
can be legal but not ethical. (10) The public is expecting 
technology companies to have higher responsibility to the 
public good. 
 
Ethics is important for AI developers since people 
developing AI technologies have a higher responsibility, as 
the uncertainty of the methods and applications of machine 
learning could lead to public distrust. According to [104], 
“Decisions about the responsible design of artificial 
intelligence (AI) are often made by engineers with little 
training in the complex ethical considerations at play”. “In 
view of the magnitude of risk and the central role that AI will 
have … those responsible must be taught from the 
beginning how to design for healthy outcomes” [104]. 
Academic institutions are launching new courses on 
computer ethics and cyberethics. According to Tavani [40], 
cyberethics is the study of moral, legal, and social issues 
involving cyber technology. Cyber technology comprises 
computing and communication systems. Harvard and MIT 
are offering a course on AI ethics. Some are integrating 
ethics across their computing curricula. “The idea is to train 
the next generation of technologists and policymakers to 
consider the ramifications of innovations - like autonomous 
weapons or self-driving cars - before those products go on 
sale” [16]. Harvard university professor Grosz initiated 
cooperation between Computer Science and Philosophy 
aimed at integrating ethics based conversations into 
existing Computer Science courses (“Embedded EthiCS” 
initiative).  
 
The course “The Ethics and Governance of Artificial 
Intelligence” [17] includes concepts such as: Governance, 
Explainability, Accountability, Transparency, Discrimination, 
Fairness, Algorithmic Bias, Autonomy, Agency, and Liability, 
which are important to teach. According to WIPO [34], legal 
and ethical concerns linked to AI “include the transparency, 
verifiability and accountability of AI, the right to privacy, the 
right to equal treatment and avoidance of bias, and the 
mitigation of negative impacts on employment”. 
 
The ethics of data focuses on ethical problems posed by 
the collection and analysis of large datasets. Recently, 
scholars advocate that ethics be part of the data science 
curriculum [46, 59]. Data science ethics should address the 
quality of data and evidence, data accuracy and validity. 
Data scientists need to address security, privacy and 
anonymity of data. 
6.2 Why to Teach Law? 
Basic legal knowledge is important for many reasons, 
including: (1) Legal cases provide good examples on ethical 
decision-making. (2) It helps to understand the limitations of 
law and the need to act responsibly. (3) Basic legal 
education enables computer professionals to interact with 
law professionals and regulators. (4) Certain areas of law 
are relevant to computer professionals (e.g., privacy and 
intellectual property). (5) It helps to understand the 
relationship between law and ethics. (6) Law is integral to 
understanding responsibility (e.g., to understand corporate 
responsibility [92]). (7) Laws reflect and promote societies 
values (e.g., the European Union GDPR reveals that 
Europeans value individual privacy and the US 
Constitution's First Amendment reveals that Americans 
value free speech).  
 
Law: The important goals of law are to maintain order in our 
social life and to help resolve conflicts. For example, law 
aims to prevent undesirable behavior using criminal law and 
tort law, and to create ways to conduct business by using 
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contract law. Law is also a way to create norms. Law 
influences social norms since people regard law as a 
source of information that helps them to decide how to 
behave. Law varies in its content from place to place and 
from time to time. After World War II, the world changed its 
attitude to human rights. For example, rights like autonomy, 
privacy, and freedom of speech became more central. Law 
protects liberties and rights. 
 
Law and Ethics: The idea that what is ‘moral’ may or may 
not be also ‘legal’ is one of the subjects discussed in legal 
philosophy (‘jurisprudence’). Should law be moral? The 
theory of natural law sees a powerful connection between 
morality and law, while according to the theory of legal 
positivism law need not be moral to be a law. The law 
should be followed simply because it is the law. After World 
War II, there were claims that there can be a conflict 
between the obligation to obey the law and the obligation to 
act morally. Should one consider as “law” all the rules that 
were formally valid by the Nazi legal system, regardless of 
their amoral content? In a democratic society where laws 
are generally taken to be legitimate, something being legal 
is usually also moral. Ethics can help in the interpretation of 
laws, in challenging existing laws and in forming new laws. 
7 Law: What to Teach? 
For students to engage fully in the study of any subject they 
need to find it interesting. There are various alternatives of 
what subjects of law to teach. Security professionals might 
be more interested in cyber war and crime, while computer 
professionals might be more interested in privacy and 
intellectual property (IP). CS2013 [20] suggests teaching 
Intellectual Property, Privacy and Civil Liberties, and 
Professional Ethics. The Computer Engineering Curricula 
2016 [15] recommends teaching computer engineers 
contract law, intellectual property, privacy and secrecy 
(“privacy and secrecy are fundamental to computing” [15]). 
Quinn in “Ethics for the Information Age” [28], besides 
dealing with ethics, has chapters on Intellectual Property, 
Information Privacy, Privacy and the Government, and 
Computer Reliability. Spinello in [27] analyzes moral 
dilemmas and social problems arising in cyberspace, and 
looks at content control, free speech, intellectual property, 
privacy and security, and social networking.  
 
In courses I taught on ethics and law, I choose (1) to use 
case examples that will interest the students. (2) to 
concentrate on principles. (3) to introduce students to law 
fundamentals. (4) to use legal case examples that refer to 
ethical dilemmas.  
 
Legal subjects related to ethics include subjects related 
to human rights and civil liberties, fundamental freedoms, 
privacy, the need to balance rights (e.g., freedom of speech 
vs. defamation) and proportionality (rights are not absolute). 
 
Law fundamentals should cover basic legal rights (civil 
rights) and responsibilities, as well as the difference 
between criminal law and civil law, explain that law is 
territorial (it is determined by geographical boundaries) and 
the problems arising from law being local (national or 
domestic) while cyber and technology are global. Law 
fundamentals should include sources of law (common law, 
statutory law and constitutional law), the common law, and 
the civil law traditions. I recommend addressing difficulties 
in legislation, problems of law interpretation, and 
international law (developed through the adoption of 
customs and the signing of treaties) including human rights 
law. 
8 Ethics: What and How to Teach? 
Nowadays ethics is being concerned mainly with what is 
morally good or bad, right or wrong. Ethical rules and 
principles differ from one culture or society to another, and 
have changed from one generation to the next. Therefore, 
there is place to address various schools and philosophies 
of ethics. Having a basic understanding of the major ethical 
theories will help us in decision-making.  
 
In the western philosophy, the following approaches are 
well known, and I recommend addressing them: (1) Ethics 
of consequences including utilitarianism proposed by 
Jeremy Bentham and John Stuart Mill [51], act utilitarianism 
and rule utilitarianism. (2) Ethics of Duty (Deontological 
ethics), including formulations by Immanuel Kant [50]. (3) 
Virtue Ethics focuses on virtues (behaviors) that will allow 
a person to achieve well being. Most known is the ethics of 
Aristotle [52] that asks what is the character or personality 
of an ethical person. (4) Justice as in ideas of John Rawls 
[53, 76], and Social Contract Ethical Perspectives. (5) 
Principlism, that focuses on the principles of autonomy, 
beneficence, non-maleficence, and justice [54], and 
nowadays are the most fundamental ethical principles in 
medical practice, patient care and treatment. 
 
According to [97] most AI practitioners operate within the 
ethical framework called “utilitarianism”. Goldsmith and 
Burton [97] first describe utilitarian theory, and then briefly 
introduce deontology and virtue ethics. There are ethical 
dilemmas that do not have optimal solutions and different 
ethical theories will lead to different solutions. “Consider, for 
example, a utilitarian doctor who harvests one healthy (but 
lonely and unhappy) person’s organs to save five other 
people. Those five people could go on to experience and 
create more happiness combined than that one person ever 
could alone. Although this action is morally problematic, 
utilitarianism would seem to justify it if it best maximizes 
utility” [48]. However, there are ethical theories that forbid 
taking someone’s life. 
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According to [23, 97], ethics should be part of the AI 
curricula. Scholars claim that ethical thinking is better 
developed when ethics education is embedded throughout 
the entire curricula, not just in stand-alone courses.  
 
It is important to look at ethical codes of organizations, 
firms, and professions. They provide practical guidelines. 
Mere knowledge of the relevant professional code can be 
acquired by simple rote learning but the goal of ethics 
education is far more than that. Ethic codes are important, 
but to be effective, training, practice, and examples are 
needed. Lafollette [1] theorizes that ethics is like most 
everything else that we strive to be good at - it requires 
practice and effort.  
 
Ethical Codes: Nowadays, many organizations have a 
Code of Ethics and Professional Conduct. “A central reason 
why companies have ethics codes … is because of court 
cases” [92]. An ethical code expresses the organization 
vision and values. It may not provide specific answers to an 
ethical dilemma, but it provides helpful guidance to resolve 
difficult ethical situations. Professional organizations also 
have ethical codes. For example, the Association of 
Computer Machinery (ACM) has a code “designed to inspire 
and guide the ethical conduct of all computing 
professionals” [66]. It is in the interest of a profession to set 
standards for its members so as to protect the reputation of 
the profession. 
 
Different disciplines (e.g., medicine, engineering) differ in 
their code of ethics, but they also have many common 
values, norms and ideas (e.g., safety, public good, 
professionalism, responsibility, fairness, human dignity). 
Different disciplines may emphasize different values (e.g., 
bioethics may emphasize autonomy and consent; military 
ethics may emphasize courage, determination, and loyalty; 
business ethics may emphasize corporate social 
responsibility, stakeholder theory, whistle blowing, 
sustainability). Ethical codes including domain-specific 
ethical codes can never function as a substitute for ethical 
reasoning itself [101]. 
 
A survey [98] found that the most common ethical topics 
taught to computing students were professional practice 
issues (64%) and the societal impacts of engineering and 
technology (62%). Privacy and civil liberties were taught by 
48% of computing educators in the U.S. The most used 
teaching methods (> 60%) were In-class discussion, Case 
studies, Lecture, and Examples of professional scenarios 
[98]. Less common (< 30%) were using videos and project 
based learning. 
8.1 Values, Principles, and Rules 
A code of ethics of a profession needs to include a 
description of the profession, principles, and rules.  
 
Principles are “abstract rules intended to guide decision-
makers in making normative judgments in domains like the 
law, politics, and ethics” [106]. General principles lack 
specificity and leads to a need for interpretation.  
 
Rules provide solutions to very particular situations, while 
principles are more general and they set standards. For 
instance, the principle of equal access to justice is part of 
many legal systems and it is expressed by particular rules. 
 
Values are abstract concepts of what a society regards as 
most worthwhile, for example, the value of equality between 
human beings. Some view values as more abstract than 
principles and derive from values principles and from 
principles specific rules. Some see principles and values as 
synonyms. From values and principles, rules and laws can 
be derived, for example, discrimination laws that makes 
certain activities unlawful and promotes the value of equality 
between human beings. Values that regard well-being of 
other people include no suffering (do no harm), autonomy 
(let people control their own actions, let people make their 
own plans), and equality. Values that regard well-being 
include excellence (this relates to virtue ethics) and trust.  
 
When teaching either ethics or law, it is important to point 
out the difference between principles and rules while 
demonstrating them. Most of the principles proposed for AI 
ethics are not specific enough to guide actions. “There is a 
gap between the abstract rules and the concrete facts to 
which they apply … Often, there are no rules of finer 
granularity that elaborate the abstract rules’ meaning or 
explain how they apply in concrete circumstances” [106]. 
Principles may be in conflict. For example, a truly beneficial 
application of AI that saves lives might involve using 
personal data in a way that is in contrast to privacy 
principles. McLaren [106] shows a conflict between two 
principles of the National Society of Professional Engineers 
code, where an engineer’s obligation to public safety stands 
against his obligation to maintain his client’s confidence. 
 
An ethical decision process involves going from a set of 
cultural norms, values, and beliefs to principles and from 
principles to rules, policies and procedures. For example, as 
part of the human dignity value, conclude the principle of 
transparency, stating that entities should always take steps 
to be transparent about their use of data. This principle can 
be translated into rules and procedures. Principles and rules 
are used to form a code of ethics. An effective legal or 
ethical system must build also on principles and cannot be 
constructed entirely on a rulebook that provides answers to 
ethical dilemmas or to legal questions. Professional codes 
of ethics, for instance, the ACM and IEEE, include both 
rules and principles.  
 
I suggest discussing the four principles of healthcare ethics: 
Autonomy, Beneficence, Non-maleficence, and Justice [54]. 
Autonomy is about the right to decide what happen or does 
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not happen to us. It is about an informed consent, which is 
fundamental in bioethics [49] and appears in privacy laws 
such as the GDPR [10]. Justice is about fairness and 
equality. Beneficence is about “Doing good” and acting in 
the best interests of others. Non-maleficence is about “Do 
no harm”, which is an important principle in the ACM code 
of ethics. Rendtorff et al. [89] attempted to identify ethical 
principles related to autonomy, dignity, integrity and 
vulnerability, which are four important ideas in European 
bioethics. The research concluded that “the basic ethical 
principles cannot be understood as universal, everlasting 
ideas or transcendental truths but they rather function as 
‘reflective guidelines’”.  
 
Terminology challenges: Different terms are sometimes 
used to refer to the same idea and sometimes to different 
ideas (e.g., ‘transparency’ and ‘explainability’). A term can 
be interpreted in different ways, for instance, “autonomy” 
can be interpreted differently in different countries. 
Autonomy can mean different things in different disciplines 
and can mean different things in different ethical codes. 
Autonomy can mean (1) “permission” [90] (2) capacity for 
creation goals for life (3) capacity for decision and action 
without outer constraint (4) capacity of political involvement 
(5) capacity of informed consent, and (6) capacity for 
privacy [89]. “Problem solving in ethics and law can be 
characterized as ill-defined” [106] due to lack specific rules, 
conflicts among abstract rules (principles) and open-
textured terms and phrases (e.g., what exactly does it mean 
to “hold paramount” the safety, health, and welfare of the 
public? 1 ). Therefore, it is difficult to use formal logic in 
solving ethical and legal problems. 
 
Each profession has particular values and norms. For 
example, military ethics emphasizes human dignity, loyalty 
to the country, respecting the rule of law, courage, 
responsibility, reliability, friendship, dedication, discipline, 
and personal example [56]. In the late 1940s, Norbert 
Wiener created the field of “computer ethics”. He viewed 
“The Principle of Freedom”, “The Principle of Equality” and 
“The Principle of Benevolence” as “great principles” upon 
which society should be built [43].  
 
AI principles: The World Commission on the Ethics of 
Scientific Knowledge and Technology (COMEST) of 
UNESCO proposed a technology-based ethical framework 
on robotics ethics [6], that includes principles and values of: 
(1) human dignity; (2) autonomy; (3) privacy; (4) “Do not 
harm”; (5) responsibility; (6) beneficence; and (7) justice. 
Microsoft outlined ten principles to approach AI [7] that 
                                                          
1  “Engineers, in the fulfillment of their professional duties, shall hold 
paramount the safety, health, and welfare of the public in the performance of 
their professional duties”. National Society of Professional Engineers. 1996.  
clearly state that AI must prevent bias. Google has 
published principles that will guide Google [8, 105]. Among 
them are to avoid creating or reinforcing unfair bias, be built 
and tested for safety, be accountable to people, and 
incorporate privacy design principles. Zeng [29] lists 27 
proposals of AI principles. The proposals address concepts, 
such as dignity, human rights, equality, fairness, justice, 
bias, discrimination, transparency, privacy, data protection, 
security, safety, validation, accountability and responsibility. 
Such concepts should be addressed in an ethics and law 
course. 
8.2 Teaching Strategies 
Ethics does not always provide a right answer to moral 
problems. For many ethical issues there is not a “right” 
answer. When evaluating ethical thinking one should check 
if the thinking involves recognizing ethical issues, 
recognizing ethical responsibilities, suggesting ways to deal 
with a dilemma, justifying an ethical stand, and proposing a 
policy regarding an ethical question. 
 
Discussion: Teaching ethics should involve discussing 
ethical dilemmas and how to make ethical decisions. 
Discussion is important for increasing understanding and for 
seeing multiple viewpoints. Discussion involves active 
participation rather than just listening to lectures, and can 
enhance abilities of students to recognize ethical issues. 
Some business schools use video and film to present 
ethical dilemmas followed by discussions (e.g., a film about 
the Enron case [87]). 
 
Seminar format: Rendtorff [91] presents teaching business 
ethics in a seminar format. “Students have approximately 
one to two months to prepare their papers (12-15 pages) 
and they have approximately 10-15 minutes to present their 
papers in class with up to 20 minutes of discussions 
following the papers including the commentaries from the 
opponents” [91]. 
 
Beaton [80] suggests several teaching methods including 
holding a trial, holding a debate, and presentations by a 
group of students. “The benefit of holding a trial is that 
students must do research and be prepared not only to 
defend what they consider to be their cases’ strengths, but 
to also be prepared to tear apart what they think the other 
team will argue. Thus they get a dual perspective of the 
issue being addressed” [80].  
 
Balancing theory and practice: There is a debate about 
the optimal balance between the theoretical ethics 
(philosophy) and practical instruction (cases) [78]. Burton 
[23] suggests teaching by presenting case studies, 
discussing ethical issues and analyzing them using 
utilitarianism, deontological, and virtue theories.  
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Decision Making Methodologies: The known legal 
analysis methodology IRAC (Issue, Rule, Application, and 
Conclusion) can be used also for ethical analysis. It is a 
problem-solving tool. In legal analysis, the "issue" is a legal 
question that arises out of the facts presented and the “rule” 
is law that applies to the legal question (in a common law 
jurisdiction rule is derived from court case precedent and 
statutes). The “application” applies the rules to the facts of 
the issue at hand. The “conclusion” answers the question 
presented in the “issue”.  
 
Mepham [74, 75] suggests a practicable framework for 
ethical analysis using an “ethical matrix” that includes “a set 
of relevant prima facie principles, and a list of the agents 
that have ‘interests’” [74, 75]. The list of agents will depend 
on the nature of the issue to be analyzed. Ethical decision-
making can use a methodology similar to the one used by 
the National Association of Social Workers [30]: (1) 
Determine the ethical dilemma. (2) Identify the key values 
and principles involved. (3) Rank the values or principles 
that are most relevant to the dilemma. (4) Develop an action 
plan that is consistent with the ethical priorities that have 
been determined as central to the dilemma. (5) Implement 
your plan, utilizing the most appropriate practice skills. (6) 
Evaluate the consequences for those involved. 
 
Another strategy that can be used is Brey’s method [41, 40]: 
(1) Identify a practice or a technological feature that is 
controversial from a moral perspective. Determine whether 
there are any specific guidelines (professional codes) that 
can help resolve the issue. (2) Analyze the ethical issue by 
clarifying concepts and situating it in a context. (3) 
Deliberate on the ethical issue by applying one or more 
ethical theories and justifying the position you reached by 
using logic and critical thinking.  
 
Subjects to address: Brey [41] suggests addressing four 
key values as starting points for studies in computer ethics: 
justice, autonomy, democracy and privacy. 
 
Stanford University course CS 181: Computers, Ethics, and 
Public Policy [63], uses case studies in four principal areas: 
(1) Risk and professional responsibility (e.g., Therac 25 
case). (2) Surveillance and privacy (e.g., NSA Surveillance). 
(3) Gender, race, and participation (e.g., Employment 
discrimination). (4) Hacking and information. 
 
Prentice [86] suggests teaching about heuristics and biases 
that influence decision making (e.g., overconfidence, 
framing [32], cognitive dissonance, sunk costs, loss 
aversion). “In many settings people are subject to various 
heuristics and bias that systematically prevent their decision 
making from being objectively optimal” [86] and could lead 
to unethical behavior. “Educating students about these 
heuristics and biases may help minimize their effects” [86]. 
In many fields of study, there is information overload (e.g., 
in medicine) and to add to this, AI applications that generate 
diagnostics and recommendations. There is a need to 
educate professionals (e.g., physicians) to make decisions 
taking into account recommendation systems that use AI 
and big data, and the possible biases. 
 
Behavioral Ethics: It is relatively a new field that seeks to 
understand how people think and behave when confronted 
with ethical dilemmas. “Its findings show that people are 
often influenced, subconsciously, by psychological biases, 
organizational and social pressures, and situation factors 
that impact decision making and can lead to unethical 
action” [99]. There are findings that that “people of good 
character … may do bad things because they are subject to 
psychological shortcomings or overwhelmed by social 
pressures, organizational stresses, and other situational 
factors” [93]. Research shows that when faced with a 
tempting situation, people can violate moral rules but feel 
moral due to self-serving justifications that provide reasons 
for questionable behaviors and make them appear less 
unethical [100]. “Many deceptive practices fall in a gray area 
where it is difficult to identify or establish that they are 
fraudulent with intent to deceive as defined under law” [111]. 
9 Ethics and Regulation 
Scholars “are debating where legal-regulatory frameworks 
are needed and when, if ever, ethical or technical 
approaches suffice” [62]. Microsoft has recently publicly 
called for government regulation around facial recognition 
technologies (“We live in a nation of laws and the 
government needs to play an important role in regulating 
facial recognition technology” [96]). According to Microsoft, 
self-regulation and responsibility are an inadequate 
substitute for decision making by the public and its 
representatives in a democratic republic”. 
 
Formal regulation involves legislation and regulators that 
have appropriate powers and resources in order to achieve 
compliance of regulatees. Non-formal regulation includes 
organizational self-regulation and internal codes of conduct 
and ethics. But self-regulation is problematic. According to 
Braithwaite [110], "self-regulation has a formidable history of 
industry abuse of this privilege". According to Gunningham 
and Sinclair [116], “'voluntarism' is generally an effective 
regulatory element only when it exists in combination with 
'command-and-control' components”. 
 
Although many firms have ethical codes, there are cases 
where firms acted not only unethically but also illegally. The 
recent case of Volkswagen regarding compliance with 
emission control standards highlights the critical importance 
of oversight, an ethical culture, and a compliance system. In 
the fallout of Enron, laws like Sarbanes Oxley were formed 
for the purpose of protecting the public and the business 
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from fraud or errors. Sarbanes-Oxley intended to restore 
confidence in the securities markets by regulating the 
accounting profession. According to [111], “laws and 
regulations may fail to achieve their goals if governments do 
not enforce them consistently and effectively”. 
 
The solution to reducing car accidents was not ethics 
training for drivers, but public policy and laws addressing 
the safety of cars, the legal duty to put on seatbelts, the 
safety of roads, licensing of drivers, drunk-driving laws, and 
the like. “In creating laws and regulations, the key should be 
first on prevention of harm if it can be achieved at a 
reasonable cost rather than focusing on how to deal with 
the conduct after the fact. For example, preventing traffic 
accidents through appropriate traffic laws such as speed 
limits and proper infrastructure is better than relying solely 
on insurance, fines, prisons, civil litigations and ambulances” 
[111]. 
 
Targeted advertising on the Internet is very profitable and it 
is unlikely companies will abandon this business model 
because of ethical reasons. The solution is in regulations 
such as the GDPR. 
 
The Information Technology (IT) industry has successfully 
lobbied for decades against any attempt to regulate IT, 
claiming “regulation stifles innovation”. Regulation that uses 
strict rules can impede innovation, might limit technology, 
and interfere with the development process. However, 
regulation is sometimes necessary, especially to ensure 
safety. According to AI now 2018 [5], “There is an obvious 
need for accountability and oversight in the industry, and so 
far the move toward ethics is not meeting this need. This is 
likely in part due to the market-driven incentives”. 
Arguments that are now being presented against legislation 
for AI have been presented against legislation for data 
protection (GDPR) [19]. Those arguments include that “the 
law is not able to develop as fast as technology” [19], “the 
law is not precise enough to regulate complex technology” 
[19], and that the law is “not providing sufficient legal 
certainty now … and not sufficiently open to provide 
flexibility for the future” [19]. Scholars claim that such 
arguments are a way of saying what corporations have 
always said: we want no obligations by law as with laws we 
could be held accountable through enforcement. Business 
has no problem with the fact that any ethics code lacks 
democratic legitimacy and cannot be enforced. “The law 
has democratic legitimacy and it can be enforced, even 
against powerful mega corporations” [19].  
 
Creating new laws sometimes takes many years because of 
difficulties to understand the problems, priorities, and 
political disagreements. Regulating intelligent autonomous 
systems is also difficult because (1) it is difficult to know 
how future intelligent systems will work, and (2) technology 
is global, while regulation is usually local. There is a need 
for global regulation of AI but past efforts at global 
regulation of other matters indicate that it is very difficult. 
Since regulation has its problems, it is also important to 
educate people to be responsible and behave ethically. 
10 Programming Ethics and Laws 
An obstacle to automating ethical decisions is the 
disagreement among moral philosophers on ethical 
principles [33]. According to Awad [94], “even if ethicists 
were to agree on how autonomous vehicles should solve 
moral dilemmas, their work would be useless if citizens 
were to disagree with their solution”. “Ethical issues vary 
according to culture, religion, and beliefs” [60]. Human 
ethical decisions are affected by emotions, social upbringing, 
maturity, gut instinct, and philosophical views [36] and this 
is impossible to reduce to fixed codes. Such ability is built 
up by years of parenting, socialization, and involvement in 
cultures, societies, and communities. 
 
Scholars suggested that autonomous systems should only 
be deployed in situations where there is a consensus on the 
relevant ethical issues [57]. According to [35], when ground 
truth ethical principles are not available, we must use “an 
approximation as agreed upon by society”. For self-driving 
cars, surveys such as the Moral Machine can help to come 
up with a social consensus (e.g., a survey of 2.3 million 
people worldwide revealed that moral choices are not 
universal. However, almost universally people preferred to 
save the lives of many over few and the lives of the young 
over old [94]).  
 
How self-driving cars should be programmed to handle 
situations in which harm is likely either to passengers or to 
others outside the car? A possible strategy, following the 
ideas in [4], is to use technical ways to avoid a dilemma 
while obeying legal constraints, and if not possible then 
deciding based on learning from preferences of voters (e.g., 
using preference data collected from millions of people 
through the Moral Machine website). It is questionable if ML 
can arrive at ethical or legal rules. This is a too difficult task 
for current ML technology. In addition, humans still want to 
control what rules should machines use. 
 
In the near future, most likely autonomous system will use 
rules created by people or rules controlled and verified by 
people. These rules will be specific for particular situations. 
Intel developed a model called Responsibility-Sensitive-
Safety (RSS) [31]. RSS is designed to achieve three goals: 
(1) the interpretation of the law should be sound in the 
sense that it complies with how humans interpret the law (2) 
the interpretation should lead to a useful driving policy (3) 
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the interpretation should be efficiently verifiable [31]. RSS is 
constructed by formalizing the following five “common 
sense” rules: (1) Do not hit someone from behind. (2) Do 
not cut-in recklessly. (3) Right-of-way is given, not taken. (4) 
Be careful of areas with limited visibility. (5) If you can avoid 
an accident without causing another one, you must do it.  
 
Each of these general rules (principles) needs to be 
programmed for different scenarios, involving mathematical 
computations. A classical approach will express the goal of 
the system in the form of a cost function that we aim to 
maximize or minimize. The cost function operates on a set 
of inputs. Weights are associated with the inputs. This 
method actually operates according to act utilitarianism in 
philosophy. In both engineering and philosophy, the 
fundamental challenge with such an approach lies in 
developing an appropriate cost function. Goodall [84] 
illustrates how cost functions can result in unintended 
consequences. He presents the example of a vehicle that 
chooses to hit a motorcyclist with a helmet instead of one 
without a helmet since the chance of survival is greater. 
 
There are situations that taking a deontological, or rule-
based, approach to dilemma situations is more appropriate 
and there are situations where taking a utilitarian approach 
has advantages. “Ethical principles are typically stated with 
varying degrees of vagueness and are hard to translate into 
precise system and algorithm design” [60]. 
 
It was suggested to include ethical modules in software 
(e.g., an ethical layer [37]) and that they should be 
transparent and verifiable (e.g., “it should be possible to 
verify that it respects the values it reasons about, 
particularly … where safety is concerned” [37]). “Safety-
critical systems … require high standards of validation - 
preferably formal verification. … robotic systems … will also 
require high standards of validation” [37].  
 
What presently can be done is devising specific rules for 
specific situations using limited information and techniques 
involving calculations, probabilities, and formal logic. This is 
far from ethical decisions by humans. The decisions made 
by algorithms will have to be tested and verified using 
techniques such as simulation, testing and formal 
verification [65], taking into consideration many possible 
real world scenarios. 
11 Summary 
This paper explained the importance of teaching ethics and 
law fundamentals to computer professionals and decision 
makers that includes legal aspects, ethical aspects, and 
professional responsibility. Future jobs for computing 
graduates will require not only technical knowledge but also 
ethical and legal awareness. We described relevant topics 
and challenges computer professionals and decision 
makers should address. New technologies will require 
developing ethics and law. 
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