Abstract-One of the major design issues in heterogeneous wireless networks is the support of vertical handoff. Vertical handoff occurs when a mobile terminal switches from one network to another (e.g., from WLAN to CDMA 1xRTT). The objective of this paper is to determine the conditions under which vertical handoff should be performed. The problem is formulated as a Markov decision process. A link reward function and a signaling cost function are introduced to capture the tradeoff between the network resources utilized by the connection and the signaling and processing load incurred on the network. A stationary deterministic policy is obtained when the connection termination time is geometrically distributed. Numerical results show good performance of our proposed scheme over two other vertical handoff decision algorithms, namely: SAW (Simple Additive Weighting) and GRA (Grey Relational Analysis).
I. INTRODUCTION
The architecture for the Beyond 3rd Generation (B3G) wireless networks aims to integrate various heterogeneous wireless access networks over an IP (Internet Protocol) backbone. Currently, there are various standardization bodies working towards this vision. Examples include the 3GPP (3rd Generation Partnership Project) [1], 3GPP2 [2] , and the IEEE 802.21 [3] . In order to provide seamless mobility, one of the main design issues is the vertical handoff support. Vertical handoff occurs when connections switch from one network to another (e.g., from WLAN to CDMA 1xRTT).
The vertical handoff process involves three main phases [4] , [5] , namely system discovery, vertical handoff decision, and vertical handoff execution. During the system discovery phase, the mobile terminal determines which networks can be used. These networks may also advertise the supported data rates and Quality of Service (QoS) parameters. Since the users are mobile, this phase may be invoked periodically.
In the vertical handoff decision phase, the mobile terminal determines whether the connections should continue using the existing selected network or be switched to another network. The decision may depend on various parameters including the type of the application (e.g., conversational, streaming), minimum bandwidth and delay required by the application, access cost, transmit power, and the user's preferences.
During the vertical handoff execution phase, the connections in the mobile terminal are re-routed from the existing network to the new network in a seamless manner. This phase also includes the authentication, authorization, and transfer of a user's context information.
Various vertical handoff decision algorithms have been proposed recently. In [6] , the vertical handoff decision is formulated as a fuzzy multiple attribute decision making problem. Two ranking methods are proposed: Simple Additive Weighting (SAW) and Technique for Order Preference by Similarity to Ideal Solution (TOPSIS). In [7] , the network selection for vertical handoff is modeled by the Analytic Hierarchy Process (AHP) and the Grey Relational Analysis (GRA). In [8] , a performance comparison among SAW, TOPSIS, GRA, and the Multiplicative Exponent Weighting (MEW) for vertical handoff decision is presented. In [4] , the handoff decision mechanism is formulated as an optimization problem. Each candidate network is associated with a cost function which depends on a number of criteria, including the bandwidth, delay, and power requirement. An application oriented vertical handoff decision mechanism is proposed in [5] . A multi-layer framework for vertical handoff is proposed in [9] . In [10] , a utility-based strategy for network selection is proposed. In [11] , the vertical handoff decision is evaluated via a handoff cost function and a handoff threshold function which can be adapted to changes in the network environment dynamically.
Although there have been various vertical handoff algorithms proposed in the literature, our work is motivated by two particular aspects. First, the connection duration needs to be taken into account during the vertical handoff decision. Second, the processing and signaling load during the vertical handoff execution also needs to be taken into consideration. Our work aims to incorporate these two aspects in the model formulation of vertical handoff.
In this paper, we propose a vertical handoff decision algorithm for heterogeneous wireless networks. The problem is formulated as a Markov decision process. There is a link reward function associated with the QoS of the connection. There is also a signaling cost function associated with the signaling overhead and processing load when vertical handoff is performed. The contributions of this paper are as follows:
1) The proposed model is adaptive and applicable to a wide range of conditions. Different link reward functions can be assigned to various applications (e.g., real-time, non-real-time) and networks (e.g., WLAN, CDMA) with different QoS. Different signaling cost functions can be used based on the complexity of the re-routing operation and the signaling load incurred on the network. of our proposed scheme over several vertical handoff decision algorithms, namely: SAW (Simple Additive Weighting) [6] and GRA (Grey Relational Analysis) [7] . This paper is organized as follows. The model formulation is presented in Section II. The vertical handoff decision algorithm is described in Section III. Numerical results are presented in Section IV. Conclusions are given in Section V.
II. MODEL FORMULATION
Each mobile connection may experience a number of vertical handoffs during its connection lifetime. The envisioned heterogeneous wireless environment considered is shown in Fig. 1 , where a WLAN is collocated inside the coverage of a wireless cellular system. This specific area is referred to as the collocated coverage area. The mobile terminal is assumed to receive information from the collocated networks within its receiving range periodically. The advertised information from each network may include the available bandwidth and the average delay which can be estimated by the IETF IP performance metrics procedures [12] . Every time period, the mobile terminal decides whether the connection should use the current selected network or be re-routed to another network, which can provide better performance (e.g., lower cost, higher QoS guarantee). The re-routing of the connection from one network to another is a complex process. It increases the processing and signaling load of the network. Thus, there is a tradeoff between the QoS of the connection and the processing and signaling load.
We now describe how to formulate the above vertical handoff decision problem as a Markov decision process (MDP). The notations that we use follow those described in [13] . An MDP model consists of five elements: decision epochs, states, actions, transition probabilities, and rewards. The mobile terminal has to make a decision whenever a certain time period has elapsed. Referring to Fig. 2 , the sequence T = {1, 2, ..., N } represents the times of successive decision epochs. The random variable (r.v.) N denotes the time that the connection terminates. At each decision epoch, the mobile terminal has to decide whether the connection should use the current chosen network or be re-routed to another network. Let M denote the total number of collocated networks. The action set A = {1, 2, · · · , M}. The r.v. Y t denotes the action chosen at decision epoch t.
The mobile terminal chooses an action based on its current state information denoted by S. For each state s ∈ S, the state information includes the network ID that the device is currently connected to, the bandwidth and delay provided by all the collocated networks. The r.v. X t denotes the state at decision epoch t. Given that the current state is s and the chosen action is a, the state transition probability function for the next state s is denoted by P [s | s, a]. This function is Markovian since it only depends on the current state and action.
The link reward function f (X t , Y t ) reflects the QoS provided by the chosen network to the connection within the time interval from t to t + 1. The signaling cost function g(X t , Y t ) captures the processing and signaling load incurred when the connection switches from one network to another. If the connection remains using the same network during the interval
A decision rule prescribes a procedure for action selection in each state at a specified decision epoch. Deterministic Markovian decision rules are functions δ t : S → A, which specify the action choice when the system occupies state s at decision epoch t. A policy π = (δ 1 , δ 2 , ..., δ N ) is a sequence of decision rules to be used at all decision epochs.
Let v π (s) denote the expected total reward between the first decision epoch till the connection termination, given that the policy π is used with initial state s. We have,
where E π s denotes the expectation with respect to π and initial state s, and E N with respect to r.v. N .
The r.v. N , which denotes the connection termination time, is assumed to be geometrically distributed with mean 1/(1 − λ). As shown in the Appendix, (1) can be written as:
where λ is the discount factor, and 0 ≤ λ < 1. Since our optimization problem is to maximize the expected total discounted reward, we define a policy π * to be optimal
A policy is said to be stationary if δ t = δ for all t. A stationary policy has the form π = (δ, δ, · · · ); for convenience we denote π simply by δ. Our objective is to determine an optimal stationary deterministic policy δ * which maximizes the expected total discounted reward given by (2). For the rest of the paper, we refer to (2) as the expected total reward. We refer to δ * as the MDP optimal policy. Note that δ * is optimal under the expected total discounted reward optimality criterion [13] . 
III. VERTICAL HANDOFF DECISION ALGORITHM

A. State, Reward Function, and Transition Probability
In our proposed vertical handoff decision algorithm, the state space S is defined as:
where M denotes the number of available collocated networks, B m and D m denote the set of the available bandwidth and delay from network m (with m = 1, 2, · · · , M), respectively.
To reduce the number elements in S, we assume that the bandwidth and delay information is provided in a multiple of units of bandwidth and delay. Specifically, we define: Given the current state s and the chosen action a, the link reward function f (s, a) is defined as:
where ω is the weight factor and 0 ≤ ω ≤ 1, f b (s, a) denotes the bandwidth function, and f d (s, a) the delay function.
where L B and U B denote the minimum and maximum bandwidth required by the connection, respectively. Similarly,
where the constants L D and U D denote the minimum and maximum delay required by the connection, respectively.
Let i denote the current network used by the connection. The signaling cost function g(s, a) is defined as:
where K i,a is the switching cost (including re-routing operations and signaling load) from the current network i to the new network a.
Between two successive vertical handoff decision epochs, the reward function r(s, a) is defined as: s, a) = f (s, a) − g(s, a) .
Given that the current state s (8), we assume that the joint bandwidth and delay probability function of each network is independent. This is due to the fact they are managed by different network operators and use different access technologies.
B. Optimality Equations and the Value Iteration Algorithm
Let v(s) denote the maximum expected total reward given the initial state s. That is,
From [13] , the optimality equations are given by:
There are various algorithms available to solve (10) . The following value iteration algorithm (VIA) from [13] determines a stationary deterministic optimal policy and the corresponding expected total reward. The solutions of the optimality equations correspond to the maximum expected total reward v(s) and the optimal policy δ * (s). Note that the MDP optimal policy δ * (s) indicates the decision to choose which network given the current state is s.
Algorithm: 1) Set v 0 (s) = 0 for each state s. Specify ε > 0 and set
, go to step 4. Otherwise, increment k by 1 and return to step 2. 4) For each s ∈ S, compute the stationary optimal policy
and stop. The function norm is defined as v = max |v(s)| for s ∈ S. Convergence of the VIA is ensured since the operation This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2007 proceedings. in Step 2) corresponds to a contraction mapping. Thus, the function v k (s) converges in norm to v(s). Note that the convergence rate of the VIA is linear.
IV. NUMERICAL RESULTS AND DISCUSSIONS
The performance of the MDP optimal policy δ * is compared with SAW [6] and GRA [7] . We denote these policies as δ SAW and δ GRA , respectively. In addition, two other heuristic policies are included. For the first heuristic, the network to be selected at each decision epoch is the one which has the highest available bandwidth. We denote this policy as δ BAN . For the second heuristic, no vertical handoff is performed during the connection lifetime. We denote this policy as δ NEV . The performance metrics are the expected total reward per connection and the expected number of vertical handoffs per connection. The expected total reward is defined in Section II. By following the notations in Section III-A, let the state at time t be denoted as
The expected number of vertical handoffs per connection given policy δ with initial state s is given by:
where
1[·] is the indicator function (i.e., 1[a t = i(t)] is equal to 1 if a t is not equal to i(t) at time t, and is 0 otherwise).
The time between successive decision epochs is assumed to be 15 seconds. There are two collocated networks (i.e., M = 2). Network 1 is a WLAN with b (5), L D = 2 units and U D = 7 units, where one unit of delay is equal to 60 ms. Thus, the target delay is less than 150 ms. The connection is still acceptable if the delay is between 150 ms and 400 ms. The quality of the connection is not acceptable if the delay exceeds 400 ms [14] . Note that the parameters of the link reward function can be modified according to the particular application in use (e.g., voice, video, audio streaming). The initial state at the beginning of the connection is assumed to be 48 kbps of bandwidth and 60 ms of delay.
For the state transition probability function of the wireless cellular system (i.e., network 2) in (8), we assume that the values of bandwidth and delay are guaranteed for the duration of the connection. Thus,
For the state transition probability function of the WLAN, however, we cannot make the same assumption as in the wireless cellular system. Instead, we follow a simulationbased approach to estimate such probabilities. A typical IEEE 802.11b WLAN is simulated by using the ns-2 (2.29) network simulator [15] , where users arrive and depart from the network according to a Poisson process with an average rate of 0.2 users per second. The user's traffic is 64 kbps Constant Bit Rate (CBR). The basic rate and date rate of the WLAN are 1 Mbps and 11 Mbps, respectively. The available bandwidth is calculated from the WLAN's capacity, which is approximated to be the achievable throughput by the WLAN under saturation, minus the aggregated traffic of users. The average packet delay is calculated from a mobile terminal to a destination in the wired network. The values of the bandwidth and delay are rounded according to the units defined earlier. The counting of transitions among states is performed to estimate the state transition probabilities.
For the VIA, ε is chosen to be equal to 10 −3 . From the MDP optimal policy, the VIA is used again to determine the expected number of vertical handoffs by solving (11) . For the other two vertical handoff decision algorithms SAW and GRA, the ranking of each network is used to determine the policies δ SAW and δ GRA . Given the reward functions and the state transition probabilities, the corresponding expected total reward and the expected number of vertical handoffs can be determined from (2) and (11), respectively. Similar steps are used to determine δ BAN and δ NEV . Fig. 3 and 4 show the expected total reward and the expected number of vertical handoffs versus the switching cost K i,a , respectively. The average connection duration is 10 min (i.e., λ = 0.975). Fig. 3 shows that when K i,a increases, the policy δ * obtained from MDP algorithm gives the highest expected total reward per connection compared to the other algorithms. Fig. 4 shows that when K i,a increases, there is less incentive to perform vertical handoff and the MDP algorithm chooses not to switch more often. On the other hand, δ SAW and δ GRA select the network based on the current available bandwidth and delay, and do not take the switching cost into consideration. δ BAN only considers the available bandwidth and δ NEV never performs a vertical handoff. Thus, the expected number of vertical handoffs is constant for those algorithms. Recall that an increase in the number of vertical handoffs is directly related to an increase in the signaling load incurred in the networks.
A. Results
The switching costs K i,a in the signaling cost function (6) provide flexibility for network operators. The values of K i,a can be selected to reflect the complexity of the re-routing operations and the signaling load incurred on the network when vertical handoffs are performed. Small values of K i,a can be set among networks with roaming or interworking agreements. Large values of K i,a can be set temporarily for overloaded networks to deter roaming users from connecting to them. Fig. 5 and 6 show the expected total reward and the expected number of vertical handoffs versus the discount factor λ, respectively. Recall that in the discrete-time MDP model, we assume that the time unit (i.e., the time between successive This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2007 proceedings. decision epochs) is 1/4 min. The average connection duration is equal to 1/(1 − λ) time unit. When λ is varied from 0.9 to 0.983, it corresponds to the variation of the average connection duration from 2.5 min to 15 min. Fig. 5 shows that the policy δ * gives the highest expected total reward per connection for all values of λ. As an example, when the average connection duration is 15 min, the MDP algorithm gives 4.4% more total expected reward than policies δ SAW and δ GRA , 4.7% more than δ BAN and 5% more than δ NEV . Finally, when the average connection duration increases, the number of decision epochs and the difference in the total expected reward also increase. Thus, the expected number of vertical handoffs increases for all algorithms. Fig. 7 shows the expected total reward versus the weight factor ω. The policy δ * from MDP gives the highest expected total reward per connection for all different values of ω. From equation (3) , when ω increases, the bandwidth reward function (4) is more important than the delay reward function (5). As we can see, when ω ≥ 0.25, the total expected reward and the expected number of vertical handoffs of δ SAW and δ SAW converge to δ BAN . This is because more than 25% of the importance is placed on the available bandwidth. 
B. Sensitivity Analysis
In order to calculate the maximum expected total reward of a connection, the MDP optimal policy δ * needs to be determined. The optimal policy depends on different parameters. Although the parameters such as K i,a can be determined by the network and the parameters such as ω, L B , L D , U B , U D can be assigned by the user or set beforehand by the application, the value of λ may not always be estimated correctly by the mobile terminal during connection setup. In that case, the optimal policy may not indeed be the optimal one. In this section, we determine the percentage change of the expected total reward to the variation of the average connection duration. The procedures are as follows: policy is determined. The suboptimal expected total reward, denoted as Reward (suboptimal), is calculated.
3) The change in the expected total reward with respect to the variation of the average connection duration is characterized by the reward ratio, which is defined as Reward (suboptimal) / Reward (optimal). The results for different λ are shown in Fig. 8 . Within the (−95, −40) percentage range, there is a small decrease in reward ratio. These results imply that if there is uncertainty in the estimation of the average connection duration, it may be better to over-estimate the connection duration in order to maintain the reward ratio to be close to one.
V. CONCLUSIONS
In this paper, we proposed a vertical handoff decision algorithm for heterogeneous wireless networks. Our work incorporated the connection duration and the signaling load incurred on the network for vertical handoff decision. The algorithm is based on the Markov decision process (MDP) formulation with the objective of maximizing the expected total reward of a connection. A stationary deterministic policy is obtained when the connection termination time is geometrically distributed. Numerical results show that our proposed MDP algorithm gives a higher expected total reward and lower expected number of vertical handoffs than SAW, GRA, and two heuristic policies under a wide range of conditions.
