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The Mooijaart (1983) which is related to procedures for the factor analysis of dichotomous data. The procedure results in IRT item parameters using data from examinee groups with subsets of common items; it is, therefore, particularly appropriate for calibrating items for use in small-scale item banks. Simulated data are used to illustrate the procedure.
In many item banks the statistics p, item proportion correct, and r, item-test correlation, are stored as item indices. The values of these statistics depend on the group which took the test. They are, therefore, imperfect indices of item difficulty and item discriminating power.
In order to obtain indices which are independent of a specific group, an analysis based on an item response theory (IRT) (Urry, 1976 (Haebara, 1980; Stocking & Lord, 1983) . In an analysis by Petersen, Cook, and Stocking (1983) (1983) proposed to estimate item parameters from item proportion correct pi and marginal proportions for item pairs p~~, where pij is the proportion of examinees with both i and j correct. The procedure is related to factor analysis of dichotomous data (Christoffersson, 1975; Muthen, 1978) .
Given a latent trait model for P; (0) , the model proportions correct p* and marginals for item pairs where g(O) is the density of the latent ability distribution and rc is the test length. The density can be approximated by a discrete distribution withy latent classes (Bock & Aitkin, 1981) . The standard normal distribution, for example, can be approximated by a discrete distribution withy values Ok and K relative frequencies v, using Gaussian quadrature formulas (Stroud & Secrest, 1966 A further reduction of terms might be considered in some circumstances. In multiple-matrix sampling where each examinee is administered only one item, covariances between items are not obtained. Mislevy (1983) and Reiser (1983) proposed item response models for grouped data in such a sampling design, where item parameter estimates are obtained from p. These authors proposed to use maximum likelihood estimation. Notice, however, that only in some special cases can the grouped data models be related to IRT models on the individual level (Mislevy, 1983 Engelhard & Osberg, 1983 equal with a values of .6, .6, .8, .8, 1.0, 1.0,   1.2, 1.2, 1.4, 1.4 and b values of -.4, .4, -.~, .~, 0.0, 0.0, -.~, .8, -.4, .4 . The Os of the examinee groups were sampled from normal distributions with means -.5, -.2, .1, .5, and .1 respectively, and a common standard deviation equal to 1.
Starting values for the parameters cc; b, 1-1, and a were obtained from p and item-total correlations corrected for attenuation and spuriousness, according to the procedure described in the previous section. Nexts from Equation 12-with seven latent classes, chosen in order to approximate the normal distribution-was minimized with a program run on a microcomputer. In this program the method of steepest descent was used for the minimization of F with respect to the as and bs, next with respect to the pus and as, and finally with respect to c. This process was repeated until the relative decrease in F was less than 1%. This stopping rule was chosen in order to keep the time needed for the computation within reasonable limits: The function decreases very slowly after the first iterations.
The 
