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Abstract
We consider the following zero-sum game related to the knapsack problem.
Given an instance of the knapsack problem, Alice chooses a knapsack solution
and Bob, knowing Alice's solution, chooses a cardinality k. Then, Alice obtains
a payo equal to the ratio of the prot of the best k items in her solution to that
of the best solution of size at most k. For  > 0, a knapsack solution is called
-robust if it guarantees payo . If Alice adopts a deterministic strategy, the
objective of Alice is to nd a max-robust knapsack solution. By applying the
argument in Kakimura and Makino (2013) for robustness in general indepen-
dence systems, a (1=
p
)-robust solution exists and is found in polynomial time,
where  is the exchangeability of the independence system.
In the present paper, we address randomized strategies for this zero-sum
game. Randomized strategies in robust independence systems are introduced
by Matuschke, Skutella, and Soto (2015) and they presented a randomized strat-
egy with (1= ln 4)-robustness for a certain class of independence systems. The
knapsack problem, however, does not belong to this class. We rst establish
the intractability of the knapsack problem by showing an instance such that
the robustness of an arbitrary randomized strategy is both O((log log)= log)
and O((log log )= log ), where  := (the size of a maximum feasible set)(the size of a minimum infeasible set) 1 . We then
exhibit the power of randomness by designing two randomized strategies with
robustness 
(1= log) and 
(1= log ), respectively, which substantially improve
upon that of known deterministic strategies and almost attain the above upper
bounds. It is also noteworthy that our strategy applies to not only the knapsack
problem but also independence systems for which an (approximately) optimal
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1. Introduction
1.1. Cardinality robustness in independence systems
Cardinality robustness in independence systems is introduced by Hassin and
Rubinstein [4], dened as follows. Let (E;F) be an independence system. That
is, E is a nite set of items and F  2E is the feasible set family satisfying that
; 2 F and X  Y 2 F implies X 2 F . A feasible set is often referred to as a
solution. Let pe 2 R+ represent the prot of item e 2 E, and let OPTk  E
be a feasible set maximizing its prot among those of size at most k. That
is, OPTk satises that OPTk 2 F , jOPTkj  k, and p(OPTk) = maxfp(X) j
X 2 F ; jXj  kg, where the prot p(X) of a feasible set X is dened by
p(X) :=
P
e2X pe. For X 2 F , let X(k) denote a subset of X satisfying that
jX(k)j  k and p(X(k)) = maxfp(X 0) j X 0  X; jX 0j  kg. Intuitively, X(k)
consists of k p-highest items in X. For  > 0, a feasible set X 2 F is called
-robust if p(X(k))    p(OPTk) for every positive integer k.
Our problem is to nd a feasible set with large robustness. This is described
as the following zero-sum game.
Alice chooses a feasible set X 2 F , and Bob, knowing Alice's set,
chooses a cardinality k. Then, Alice obtains a payo p(X(k))=p(OPTk).
In this zero-sum game, the objective of Alice is to nd a feasible set with max-
imum robustness.
It is not dicult to see that, if F is the independent set family of a matroid on
E, then a greedy solution3 is 1-robust. More generally, Hassin and Rubinstein [4]
proved that a greedy solution is r(F)-robust, where r(F) is the rank quotient
of (E;F) [5, 9].
A p2-optimal solution, i.e., a feasible set X 2 F maximizingPe2X p2e, often
has larger robustness than a greedy solution. Hassin and Rubinstein [4] showed
that a p2-optimal matching is (1=
p
2)-robust, and there exist graphs not contain-
ing an -robust matching for an arbitrary  > 1=
p
2. Fujita, Kobayashi, and
Makino [3] discussed the case where F is dened by matroid intersection, i.e.,
common independent sets of two matroids on E, and proved that a p2-optimal
common independent set is (1=
p
2)-robust. It is also shown in [3] that deter-
mining whether a graph has an -robust matching is NP-hard for an arbitrary
3The greedy algorithm for an independence system is dened as follows. Sort the ele-
ments e 2 E by prot pe, i.e., E = fe1; : : : ; eng and pe1      pen . Let X0 = ;, and
for i = 1; : : : ; n, let Xi = Xi 1 [ feig if Xi 1 [ feig 2 F , and Xi = Xi 1 otherwise. The
algorithm returns Xn, called a greedy solution.
2
 > 1=
p
2. Analysis for general independence systems is due to Kakimura and
Makino [6], who proved that a p2-optimal feasible set is a (1=
p
(F))-robust
solution, where (F), the exchangeability of (E;F), is dened as the minimum
integer  satisfying that
8X;Y 2 F ; 8e 2 Y  X; 9Z  X   Y s.t. jZj  ; (X   Z) [ feg 2 F : (1)
In [6], it is also shown that the above robustness is tight in the sense that for an
arbitrary positive integer , there exists an independence system (E;F) such
that (F) =  and no -robust solution exists for arbitrary  > 1=p.
Kakimura, Makino, and Seimi [7] focused on the case where (E;F) is de-
ned by an instance of the knapsack problem. An instance (E; p; w;C) of the
knapsack problem consists of the set E of items, the prot vector p 2 RE+, the
weight vector w 2 RE+, and the capacity C 2 R+. A subset X  E is feasible
if its weight w(X) :=
P
e2X we is at most the capacity, i.e., F = fX  E j
w(X)  Cg. Kakimura, Makino, and Seimi [7] proved that the problem of com-
puting a knapsack solution with the maximum robustness is weakly NP-hard,
and also presented a fully polynomial-time approximation scheme (FPTAS) for
this problem.
A similar problem is studied in [2], in which we choose a permutation of the
items to be packed without knowing the capacity.
1.2. Randomized strategies
The above results correspond to deterministic strategies (or pure strategies)
of the zero-sum game. Matuschke, Skutella, and Soto [11] introduced random-
ized strategies (or mixed strategies) for the robust independence systems. In
this setting, Alice calls a probability distribution on the feasible sets, and Bob,
knowing the distribution of Alice, chooses an integer k. The robustness of Al-
ice's strategy is dened by the expected payo. That is, if Alice chooses a
distribution in which a solution Xi has probability i, then the robustness of
this strategy is
min
k
E[p(Xi(k))]
p(OPTk)
= min
k
P
i ip(Xi(k))
p(OPTk)
:
For the robust matching case, Matuschke, Skutella, and Soto [11] presented
a randomized strategy with robustness 1= ln 4, which shows that randomized
strategies break the bound on the robustness 1=
p
2 of the deterministic strate-
gies. They further showed that this strategy attains robustness 1= ln 4 for bit-
concave independence systems. Examples of bit-concave independence systems
include matroid intersection, b-matchings, strongly base orderable matchoids,
strongly base orderable matroid parity systems.
A related problem is studied in [10], in which Alice chooses a randomized
strategy and Bob chooses a cost function to maximize the regret of Alice.
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1.3. Our results
We address randomized strategies for the robust independence systems de-
ned by an instance of the knapsack problem. Note that those independence
systems are not necessarily bit-concave, and hence the method in [11] cannot be
applied. In what follows, we assume that F 6= 2E and feg 2 F for every e 2 E.
That is, we  C for every e 2 E and w(E) > C.
We provide upper and lower bounds for the robustness in terms of the ex-
changeability (F) and a new parameter (F), dened by
(F) := amax
amin
; amax := maxfjXj j X 2 Fg; amin := minfjXj j X 62 Fg   1:
(2)
We remark that the parameters (F) and (F) represent the intractability of
the independence system (E;F). Clearly (F)  1 and (F)  1 hold. More-
over, (F) = 1 holds if and only if F is the independent set family of a matroid,
and (F) = 1 holds if and only if F is the independent set family of a uniform
matroid. If F is dened by the matchings in a graph, then (F)  2. For
the problem of nding a feasible set X maximizing p(X), the greedy algorithm
attains a (1=(F))-approximation [12]. Further, we show that a greedy solution
yields (1=(F))-approximation as well (see Proposition 3), and construct ex-
amples for which the greedy algorithm has approximation ratio no better than
1=(F) and 1=(F) (see x 2). We also note that (F) is a parameter whose
denition is similar to 1=r(F). Thus, roughly speaking, the larger (F) or (F)
becomes, the harder optimization over (E;F) becomes.
We establish the intractability of the robust knapsack problem by show-
ing a family of instances which do not admit a randomized strategy with con-
stant robustness. Indeed, for those instances, we prove that the robustness
of an arbitrary randomized strategy is both O((log log(F))= log(F)) and
O((log log (F))= log (F)).
We then exhibit the power of randomness by designing two randomized
strategies with robustness 
(1= log(F)) and 
(1= log (F)), respectively. These
lower bounds substantially improve upon that of known deterministic strategies,
and almost attain the above upper bounds. Roughly speaking, the 
(1= log (F))-
robust strategy is a uniform distribution of the optimal solutions under dierent
cardinality constraints, which are eciently computed by an FPTAS [1]. In the

(1= log(F))-robust strategy, we modify the 
(1= log (F))-robust strategy so
that some items in the optimal solution are always chosen, which helps attaining
good robustness when (F) is small.
Furthermore, we extend the aforementioned results to general independence
systems. The 
(1= log (F))-robust strategy can be applied to general indepen-
dence systems. We provide upper bounds O(1= log (F)) and O(1= log(F)) on
robustness, which prove the tightness of our 
(1= log (F))-robust strategy.
1.4. Organization of the paper
The rest of this paper is organized as follows. In x 2, we show an in-
stance of the knapsack problem for which no randomized strategy attains con-
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Table 1: An instance denying a constant robustness. The capacity is C = M2T .
type w p number of items density p=w total prot
0 M2T M2T 1 1 M2T
1 M2T 2 M2T 1 M2 M M2T+1
2 M2T 4 M2T 2 M4 M2 M2T+2
...
i M2T 2i M2T i M2i M i M2T+i
...
T   1 M2 MT+1 M2T 2 MT 1 M3T 1
T 1 MT M2T MT M3T
stant robustness, and provide upper bounds O((log log(F))= log(F)) and
O((log log (F))= log (F)) on robustness. Our randomized strategies with ro-
bustness 
(1= log(F)) and 
(1= log (F)) appear in x 3. In x 4, we discuss
general independence systems. Section 5 concludes this paper with a few re-
marks.
2. Upper Bounds on Robustness
As we described in x 1.2, there exists a randomized strategy with robust-
ness at least 1=ln 4 for bit-concave independence systems [11]. In this section,
we show that there exists an instance of the knapsack problem for which no
randomized strategy can achieve a constant robustness.
Theorem 1. For an arbitrary constant  > 0, there exists an instance of the
knapsack problem such that the robustness of an arbitrary randomized strategy
is less than .
Proof. For a given constant  > 0, let M and T be integers larger than 3=.
Consider the following instance of the knapsack problem (see Table 1).
 There are T + 1 types of items, say type 0, type 1, . . . , type T .
 For each i = 0; 1; : : : ; T , there are M2i items of type i, and the weight and
prot of each item of type i are M2T 2i and M2T i, respectively.
 The capacity is C =M2T .
Observe that the total weight of the items of type i is equal to C for each
i. Since the density pe=we of an item e of type i becomes larger for large i, it
is better to choose items of type i with large i under a large cardinality bound.
However, the prot of a single item of type i is small for large i, and hence it
is better to choose items with small i under a small cardinality bound. For this
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instance, we show that the robustness of an arbitrary randomized strategy is
less than .
Let   RT+1+ be the set of all vectors  = (0; 1; : : : ; T ) 2 RT+1+ such that
iM
2i is an integer for i = 0; 1; : : : ; T and
P
i i  1. For  2 , let X  E
denote the feasible solution of the knapsack instance that contains iM
2i items
of type i for i = 0; 1; : : : ; T . Note that
P
i i  1 corresponds to the capacity
constraint and there is a one-to-one correspondence between  and the set of
all feasible solutions.
Since the set of all items of type i is a feasible solution, we have that
p(OPTM2i)  M2T+i for each i = 0; 1; : : : ; T . For each  2  and for each
i 2 f0; 1; : : : ; Tg, it holds that
p(X(M
2i)) 
i 1X
j=0
jM
2j M2T j + iM2i M2T i +M2i M2T i 1;
where the last term bounds the total prot of the items of types i+1; i+2; : : : ; T
in X(M
2i), because each prot is at most M2T i 1 and the number of items
is at most M2i. The right-hand side of this inequality is bounded by0@i 1X
j=0
j
1AM2T+i 1 + iM2T+i +M2T+i 1  iM2T+i + 2M2T+i 1;
which shows that
p(X(M
2i)) 

i +
2
M

 p(OPTM2i) (i = 0; 1; : : : ; T ):
Hence, for a randomized strategy choosing X with probability , it holds
thatX
2
p(X(M
2i)) 
 X
2
i +
2
M
!
 p(OPTM2i) (i = 0; 1; : : : ; T );
which implies that the robustness of this strategy is at most minif
P
2 i+
(2=M)g. Since
TX
i=0
 X
2
i
!
=
X
2
 

TX
i=0
i
!

X
2
 = 1;
it follows that minif
P
2 ig  1=(T + 1). Therefore, the robustness is at
most 1T+1 +
2
M , which is smaller than .
Since Theorem 1 shows that no randomized strategy can achieve a con-
stant robustness, a reasonable objective is to obtain a good robustness in terms
of some parameters, and we use the parameters (F) and (F), dened in
(1) and (2), respectively. The proof of Theorem 1 shows that, for the in-
stance in Table 1, the robustness of an arbitrary randomized strategy is both
O((log log (F))= log (F)) and O((log log(F))= log(F)).
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Theorem 2. There exists a sequence of independence systems (E;F) dened by
instances of the knapsack problem such that the robustness of an arbitrary ran-
domized strategy is both O((log log(F))= log(F)) and O((log log (F))= log (F)).
Proof. Let T = M in Table 1. Then, (F) = (F) = M2M and the robust-
ness of an arbitrary randomized strategy is at most 3=M . Since logM2M =
(M logM) and log logM2M = (logM), the theorem follows.
Parameters (F) and (F) represent the intractability of the independence
system (E;F) in a sense that they are closely related to the approximation
ratio of the greedy algorithm. To see this, for an arbitrarily large integer L,
consider an instance of the knapsack problem in which E = fe0; e1; : : : ; eLg,
we0 = C, wei = C=L for i = 1; : : : ; L, and pei = 1 for i = 0; 1; : : : ; L. In this
instance, (F) = (F) = L and the greedy algorithm may return fe0g, whose
approximation ratio is no better than 1=L = 1=(F ) = 1=(F).
On the other hand, Mestre [12] proved that the approximation ratio 1=(F)
of the greedy algorithm is guaranteed. We prove that the greedy algorithm
attains (1=(F))-approximation as well. Note that (F) is a newly introduced
parameter dierent from the exchangeability (F) and the rank quotient r(F).
Proposition 3. Let (E;F) be an independence system and p 2 RE+ be a prot
vector. For the problem of nding a feasible set X 2 F maximizing p(X), the
greedy algorithm nds a (1=(F))-approximate solution.
Proof. Let Y and OPT be the output of the greedy algorithm and an optimal
solution, respectively. By the denition of amin, Y contains amin highest prot
elements in E, that is, E(amin)  Y . Recall thatX(k) is a subset ofX satisfying
that jX(k)j  k and p(X(k)) = maxfp(X 0) j X 0  X; jX 0j  kg. Let p0 :=
minfpe j e 2 E(amin)g. Since pe0  p0 for each e0 2 OPT   OPT(amin) and
jOPTj  amax, we have
p(OPT) = p(OPT(amin)) + p(OPT OPT(amin))
 p(E(amin)) + (jOPTj   amin)p0
 p(E(amin)) + (amax   amin)  p(E(amin))
amin
= (F)  p(E(amin))
 (F)  p(Y );
showing that Y is a (1=(F))-approximate solution.
We close this section with remarking that the ratio (F)=(F) can be ar-
bitrarily large and small. To see this, consider an instance of the knapsack
problem in which C = 2M , there is one item of weight M , and there are 2M
items of weight 1. In this instance, (F) = M and (F) = 2M=(M + 1) < 2,
which shows that (F)=(F) can be arbitrarily large. Also, consider an instance
in which C = 2M   1, there are two items of weight M , and there are M items
of weight 1. In this instance, (F) = 1 and (F) =M , showing that (F)=(F)
can be arbitrarily small.
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3. Randomized Strategies
In Theorem 2, we have seen that there exist instances such that the opti-
mal randomized strategy for the robust knapsack problem can be as small as
O((log log(F))= log(F)) and O((log log (F))= log (F)). This section is de-
voted to presenting positive results, randomized strategies with robustness 
(1= log (F))
and 
(1= log(F)) in x 3.1 and 3.2, respectively. Theorem 2 suggests that these
results are almost tight, and the latter robustness substantially improves upon
the robustness 1=
p
(F) of a deterministic strategy in [6].
3.1. An 
(1= log (F))-robust strategy
In this subsection, we present a randomized strategy with robustness 
(1= log (F)),
which can be applied to general independence systems. Recall that (F) is de-
ned in (2).
Theorem 4. For an arbitrary independence system (E;F) with a prot vec-
tor p 2 RE+, there is a randomized strategy with robustness 
(1= log (F)).
Proof. Let m = dlog (F)e. Recall that, for each k, OPTk is a maximizer of
p(X) subject to X 2 F and jXj  k. Our randomized strategy is described as
follows.
Strategy 1. Choose Xi := OPT2iamin with probability 1=(m + 1) for each
i 2 f0; 1; : : : ;mg.
 For an integer k with amin  k < 2mamin, let j be the unique integer
satisfying 2jamin  k < 2j+1amin. Then, we have that
p(Xj(k)) = p (OPT2jamin)
 p(OPTk(2jamin))
 2
jamin
k
 p(OPTk)
 1
2
 p(OPTk):
We also have that
p(Xj+1(k))  k
2j+1amin
 p(Xj+1)  k
2j+1amin
 p(OPTk)  1
2
 p(OPTk):
Thus,
E[p(X(k))] =
1
m+ 1
mX
i=0
p(Xi(k))
 1
m+ 1
 (p(Xj) + p(Xj+1(k)))
 1
m+ 1
 p(OPTk):
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 For an integer k  amin, we have p(X0(k)) = p(OPTk), since X0 =
OPTamin is the set of amin highest prot elements in E. Thus,
E[p(X(k))]  1
m+ 1
 p(X0(k)) = 1
m+ 1
 p(OPTk):
 For an integer k  2mamin, we have that 2mamin  amax by the denition
of m, and hence p(OPTk) = p(Xm) = p(Xm(k)). Thus,
E[p(X(k))]  1
m+ 1
 p(Xm(k)) = 1
m+ 1
 p(OPTk):
Therefore, we conclude that the robustness of Strategy 1 is at least 1=(m+ 1).
In order to obtain the strategy in polynomial time, we have to compute amin
and OPT2iamin eciently. If (E;F) is dened by an instance of the knapsack
problem, we can easily compute amin and amax in polynomial time. Although
computing OPT2iamin is NP-hard, we can eciently compute a solution Xi
approximating OPT2iamin for each i via an FPTAS for the knapsack problem
with a cardinality constraint [1]. Hence, we obtain the following corollary.
Corollary 5. For an arbitrary independence system (E;F) dened by an in-
stance of the knapsack problem, an 
(1= log (F))-robust randomized strategy is
obtained in polynomial time.
We also note that we can slightly improve the bound by slightly modifying
the proof of Theorem 4. Let amax be the minimum size of an optimal solution
of the knapsack problem. Then, we can replace amax with a

max in the proof
to obtain an 
(1= log(amax=amin))-robust strategy, which is slightly better than

(1= log (F)).
3.2. An 
(1= log(F))-robust strategy
In this subsection, we present an 
(1= log(F))-robust randomized strategy,
where (F) is the exchangeability of the independence system (E;F). Note
that, for the case where only deterministic strategies are allowed, Kakimura
and Makino [6] showed the existence of (1=
p
(F))-robust solution. That is,
we improve this ratio to 
(1= log(F)) by allowing randomized strategies, to
prove the power of randomness in the robust knapsack problem. Our strategy
is based on the ideas in x 3.1, but we need extra work for this case.
Theorem 6. For an arbitrary independence system (E;F) dened by an in-
stance of the knapsack problem, there is a randomized strategy with robust-
ness 
(1= log(F)).
Proof. Let (E;F) be dened by an instance (E; p; w;C) of the knapsack prob-
lem. In this proof we often abbreviate (F) as . Recall that we assume
we  C for each e 2 E and w(E) > C. Let Y  E be an optimal solution of
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this problem, and let Z  E be the set of amin heaviest elements in E. Note
that w(Z)  C by the denition of amin.
We cannot apply Strategy 1 directly, because jY j might be much larger than
jZj. To overcome this diculty, we choose many light elements in Y in advance
(ignoring their prot), which is our main idea in the proof. Let Y0 be the subset
of Y that maximizes jY0j subject to w(Y0)  C  w(Z). That is, Y0 is obtained
by taking light elements in Y greedily as long as w(Y0)  C   w(Z). Now we
have the following lemma.
Lemma 7. It holds that jZj  jY   Y0j.
Proof of Lemma 7. We rst show the existence of a feasible set Y   Y [Z
such that Z  Y  and jY    Zj  jY   Zj   jZ   Y j. If Z   Y = ;, then
Y  = Y satises these conditions. Otherwise, let z be an element in Z Y , and
apply (1) between Y; Z 2 F with respect to z 2 Z   Y . Then, by the denition
of , there exists a feasible set Y 0  Y [ fzg such that (Y \ Z) [ fzg  Y 0 and
jY   Y 0j  . That is, if we replace Y with Y 0, then jZ   Y j decreases by one
and jY  Zj decreases at most . Next, we apply the exchange between Y 0 and
Z to obtain Y 00. By repeating this procedure jZ Y j times, we obtain a feasible
set Y   Y [ Z such that Z  Y  and
jY    Zj  jY   Zj   jZ   Y j: (3)
Since Z  Y  implies that w(Y    Z)  C   w(Z), it holds that jY0j 
jY    Zj by the denition of Y0. By combining this with (3), we have jY0j 
jY  Zj jZ Y j, which is equivalent to jZ Y j  jY  Zj  jY0j. By adding
jY \ Zj  jY \ Zj to this inequality, we obtain jZj  jY   Y0j. (End of
the proof of Lemma 7)
Dene C 0 := C w(Y0), E0 := E Y0, andm0 := dlog(jY  Y0j=amin)e. Then,
m0 = O(log ) by Lemma 7 and amin = jZj. Consider the instance (E0; p; w;C 0)
of the knapsack problem, where p and w are restricted to E0. For each k, let
OPT0k be an optimal solution of (E
0; p; w;C 0) subject to jOPT0kj  k.
The following lemma plays an important role in our algorithm.
Lemma 8. For an arbitrary X  E with w(X)  C, X can be partitioned into
three sets X1, X2, and X3 so that w(X`)  C 0 for ` = 1; 2; 3 (possibly X` = ;),
where C 0 is dened as above.
Proof of Lemma 8. We rst observe that C 0 = C   w(Y0)  w(Z)  C=2
and there is no element in X whose weight is greater than C 0.
If w(X)  C 0, then the lemma is obvious. Otherwise, dene X1, X2, and
X3 as follows.
 Let X1 be a maximal subset of X satisfying that w(X1)  C 0.
 Let X2 = fxg for some x 2 X  X1.
 Let X3 = X   (X1 [X2).
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Then, it is clear that w(X1)  C 0 and w(X2)  C 0. Furthermore, since w(X1[
X2) > C 0 by the maximality of X1, it follows that w(X3) = w(X)   w(X1 [
X2) < w(X)  C 0  C 0 from C 0  C=2. (End of the proof of Lemma 8)
Our randomized strategy is described as follows.
Strategy 2. Choose Xi := OPT
0
2iamin
[Y0 with probability 1=(m0+1) for each
i 2 f0; 1; : : : ;m0g.
We now analyze the robustness of Strategy 2. To simplify the notation, let
X 0i := OPT
0
2iamin
for each i.
 For an integer k with amin  k < 2m0amin, let j be the unique integer
satisfying 2jamin  k < 2j+1amin. Then, it holds that
p(Xj+1(k))  p(X 0j+1(k)) (4)
 k
2j+1amin
 p(X 0j+1)
 k
2j+1amin
 p(OPT0k)
 1
2
 p(OPT0k):
By Lemma 8, OPTk Y0 can be partitioned into three sets OPT1k, OPT2k,
and OPT3k so that w(OPT
`
k)  C 0 for ` = 1; 2; 3, which shows that
p(OPTk) = p(OPTk   Y0) + p(OPTk \ Y0) (5)
 p(OPT1k) + p(OPT2k) + p(OPT3k) + p(Y0(k))
 3p(OPT0k) + p(Xj+1(k)):
By (4) and (5), we have that p(OPTk)  7p(Xj+1(k)). Thus,
E[p(X(k))] =
1
m0 + 1
m0X
i=0
p(Xi(k))
 1
m0 + 1
 p(Xj+1(k))
 1
7(m0 + 1)
 p(OPTk):
 For an integer k  amin, we have p(X0(k)) = p(OPTk), since X 00 is the set
of amin highest prot elements in E
0 = E   Y0. Thus,
E[p(X(k))]  1
m0 + 1
 p(X0(k)) = 1
m0 + 1
 p(OPTk):
 For an integer k  2m0amin, we note that p(OPT0k) = p(Y   Y0) =
p(X 0m0) = p(X
0
m0(k)). By Lemma 8, OPTk   Y0 can be partitioned into
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three sets OPT1k, OPT
2
k, and OPT
3
k so that w(OPT
`
k)  C 0 for ` = 1; 2; 3,
which shows that
p(OPTk) = p(OPTk   Y0) + p(OPTk \ Y0)
 p(OPT1k) + p(OPT2k) + p(OPT3k) + p(Y0(k))
 3p(OPT0k) + p(Xm0(k))
= 4p(Xm0(k)):
Thus,
E[p(X(k))]  1
m0 + 1
 p(Xm0(k)) = 1
4(m0 + 1)
 p(OPTk):
Therefore, we conclude that the robustness of Strategy 2 is at least 1=7(m0+1) =

(1= log).
In the same way as Corollary 5, since we can eciently compute a solutionXi
approximating OPT02iamin for each i via an FPTAS [1], we obtain the following
corollary to Theorem 6.
Corollary 9. For an arbitrary independence system (E;F) dened by an in-
stance of the knapsack problem, an 
(1= log(F))-robust randomized strategy is
obtained in polynomial time.
4. Extension to General Independence Systems
In this section, we extend our results to general independence systems.
We have already seen in Theorem 4 that Strategy 1 can be applied to gen-
eral independence systems and its robustness is 
(1= log (F)). Furthermore,
if amin; amax, and OPTk are (approximately) computable in polynomial time,
then we can obtain the strategy in polynomial time.
In what follows, we show robustness in general independence systems. More
precisely, we improve the upper bounds given in Theorem 2 to O(1= log(F))
and O(1= log (F)) for general independence systems.
Theorem 10. There exists a sequence of independence systems (E;F) such
that the robustness of an arbitrary randomized strategy is both O(1= log(F))
and O(1= log (F)).
Proof. Let M be a constant larger than 1 (e.g., M = 10), and consider the
following independence system (E;F) (see Table 2).
 The set E consists of T +1 types of items, say type 0, type 1, . . . , type T .
 For each i = 0; 1; : : : ; T , type i has M2i items with prot M2T i.
 F is the collection of all the subsets of E consisting of at most one type
of items.
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Table 2: An independence system with small robustness. A set of items is feasible if it consists
of at most one type of items.
type p number of items total prot
0 M2T 1 M2T
1 M2T 1 M2 M2T+1
2 M2T 2 M4 M2T+2
...
i M2T i M2i M2T+i
...
T   1 MT+1 M2T 2 M3T 1
T MT M2T M3T
It is not dicult to see that (F) = (F) =M2T for this independence system.
We show that the robustness of an arbitrary randomized strategy is O(1=T ).
For i = 0; 1; : : : ; T , let Xi be the feasible set consisting of all M
2i items
of type i. By the denition of F , fX0; X1; : : : ; XT g is the set of all maximal
feasible sets, and hence it suces to consider a randomized strategy choosing
X0; X1; : : : ; XT .
For i; j 2 f0; 1; : : : ; Tg, we have that p(Xj(M2i)) = M2T+i ji jj. Consider
a randomized strategy choosing Xj with probability j . Since p(OPTM2i) =
p(Xi) =M
2T+i, it follows that
TX
j=0
jp(Xj(M
2i)) =
0@ TX
j=0
jM
 ji jj
1A  p(OPTM2i) (i = 0; 1; : : : ; T );
which implies that the robustness of this strategy is at most mini
nPT
j=0 jM
 ji jj
o
.
Since
TX
i=0
0@ TX
j=0
jM
 ji jj
1A = TX
j=0
j
 
TX
i=0
M ji jj
!

TX
j=0
j
 
1 + 2
1X
i0=1
M i
0
!
 1 + 2
M   1 = O(1);
the robustness is at most mini
nPT
j=0 jM
 ji jj
o
= O(1=T ), which completes
the proof.
Theorem 10 shows that the robustness 
(1= log (F)) given in Theorem 4 is
tight when we consider general independence systems.
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5. Concluding Remarks
In this paper, we have addressed randomized strategies for the robust in-
dependence systems dened by the knapsack problem. We exhibited upper
bounds on robustness in terms of the exchangeability (F) and a newly intro-
duced parameter (F), which represent the intractability of the independence
system (E;F). We then designed randomized strategies with better robustness
than deterministic strategies, and extended those results to general indepen-
dence systems.
A major task for future research would be lling the gap between the upper
and lower bounds on robustness. Extending Theorem 6, a lower bound in terms
of the exchangeability (F), to general independence systems, and providing
upper or lower bounds in terms of the rank quotient r(F) are also of interest.
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