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Decentralized Approximate Newton Methods
for In-Network Optimization
Hejie Wei, Zhihai Qu, Xuyang Wu, Hao Wang, and Jie Lu
Abstract—This paper proposes a class of Decentralized
Approximate Newton (DEAN) methods for addressing in-
network convex optimization, where nodes in a network
seek for a consensus that minimizes the sum of their
individual objective functions through local interactions
only. The proposed DEAN algorithms allow each node to
repeatedly perform a local approximate Newton update,
so that the nodes not only jointly track the global New-
ton direction but also drive each other closer. Under a
less restrictive assumption (i.e., local strong convexity) in
comparison with the existing second-order methods, the
DEAN algorithms enable the nodes to reach a consensus
that can be arbitrarily close to the optimum. Moreover, for
a particular DEAN algorithm, the nodes linearly converge
to a common suboptimal solution with an explicit error
bound and we also provide the iteration complexity for
the suboptimal solution to achieve any given accuracy.
Furthermore, we show that when the problem reduces to
a quadratic program, the DEAN algorithms are guaranteed
to converge to the exact optimum at a linear rate. Finally,
simulations demonstrate the competitive performance of
DEAN in convergence speed, accuracy, and efficiency.
Index Terms—Distributed optimization, decentralized al-
gorithm, Newton method
I. INTRODUCTION
In many engineering applications such as learning by com-
puter networks [1], coordination of multi-agent systems [2],
estimation by sensor networks [3], and resource allocation in
communication networks [4], nodes in a networked system
often need to cooperate with each other in order to minimize
the sum of their individual objective functions.
There have been a large number of decentralized/distributed
algorithms for such in-network optimization problems, which
allow the nodes to address the problem by means of interacting
with their neighbors only. Most of these algorithms are first-
order methods, where the nodes utilize subgradients/gradients
of their local objectives to update (e.g., [3]–[24]). However,
the first-order algorithms may suffer from slow convergence
especially when the problem is ill-conditioned. This motivates
the development of decentralized second-order methods, where
the Hessian matrices of the local objectives, if available, are
involved in computing the iterates so that the convergence
may be accelerated. The existing second-order methods can
be roughly classified into the following two categories:
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The first category of second-order methods rely on second-
order approximations of certain dual-related objectives. For in-
stance, the decentralized Exact Second-Order Method (ESOM)
[25] considers a second-order approximation of an augmented
Lagrangian function, and the Decentralized Quadratically
Approximated ADMM (DQM) [26] introduces a quadratic
approximation to a decentralized version of the Alternating
Direction Method of Multipliers (ADMM). The Primal-Dual
Quasi-Newton method (PD-QN) [27] performs quasi-Newton
updates on both primal and dual variables to optimize an aug-
mented Lagrangian function. The SDD-solver-based Newton
algorithm proposed by [28] takes advantage of the sparsity of
the dual Hessian and approximates the Newton directions up to
arbitrary accuracy through integrating a solver for symmetric
diagonally dominant (SDD) linear equations.
The second category is the Newton-type methods, such as
the Distributed Broyden-Fletcher-Goldfarb-Shanno (D-BFGS)
method [29], the Network Newton (NN) method [30], the
Asynchronous Network Newton method (ANN) [31], the Dis-
tributed Quasi-Newton (DQN) method [32], and the Newton-
Raphson Consensus (NRC) method [33]. Among these meth-
ods, D-BFGS, NN, ANN, and DQN employ a penalized ob-
jective function in order to relax the consensus constraint and
approximate the Newton direction of the penalized objective
in a decentralized manner. As a result, these methods are only
guaranteed to converge to a suboptimal solution. NRC utilizes
an average consensus scheme to approximate the Newton-
Raphson direction in a distributed fashion. Although NRC may
converge to the exact optimal solution, no explicit parameter
condition to guarantee the convergence is provided.
Apart from the above discrete-time methods, a set of
continuous-time second-order algorithms, referred to as Zero-
Gradient-Sum (ZGS) algorithms, are developed in [34], which
force the gradient sum of the local objectives of the nodes
to be identically zero and in the meanwhile drive all the
nodes together. The ZGS algorithms converge exponentially
to the optimal solution when each local objective function
is (globally) strongly convex, yet the continuous-time nature
makes them difficult to be implemented in practice.
In this paper, we propose a family of discrete-time
Decentralized Approximate Newton methods, referred to as
DEAN, for solving in-network convex optimization. The
DEAN algorithms are constructed by designing a local ap-
proximate Newton update for every node, which involves
the Hessian inverse of the node’s local objective function.
Apparently, if a node only evolves along its own Newton
direction, then in general the global optimal solution cannot
be attained. Inspired from [34], we address this issue by
replacing the gradient term in the node’s Newton direction
with a sum of the differences between the node and each of
its neighbors, measured by the gradients of a set of surrogate
functions that are locally strongly convex and are associated
with the corresponding links. Such a local Newton-like update
only requires each node to interact with its neighbors, and is
intended to not only approximate the global Newton direction
but also gradually dissipate the disagreement among the nodes.
The DEAN algorithms are endowed with the following
results and advantages:
1) The DEAN algorithms are able to solve in-network
optimization problems with locally strongly convex
objective functions, which are less restricted than the
(globally) strongly convex problems addressed by most
prior second-order methods [25]–[28], [30]–[34].
2) The DEAN algorithms asymptotically drive all the nodes
to a consensus that lies in an arbitrarily small neighbor-
hood of the optimal solution. In addition, if the local
objectives are positive definite quadratic functions, the
nodes linearly converge to the exact optimum.
3) With a particular choice of the surrogate functions in
DEAN, the nodes reach a consensus at a linear rate and
an explicit bound on the suboptimality of the consen-
sus is provided. Furthermore, we provide the iteration
complexity (i.e., a bound on the number of iterations
needed) for every node to attain a suboptimal solution
of any given accuracy.
4) The communication cost of DEAN at each iteration is
lower than or comparable to the existing decentralized
second-order algorithms.
5) Simulation results illustrate the competitive performance
of DEAN in convergence speed, accuracy, and compu-
tational efficiency, compared to a number of start-of-
the-art first-order and second-order methods in solving
logistic regression that often arises in machine learning.
Although the DEAN algorithms are inspired from [34], only
a special form of DEAN can be viewed as a finite-difference
discretization of the continuous-time ZGS algorithms in [34]
(cf. Remark 2). In addition, the DEAN algorithms do not enjoy
the favorable feature of ZGS that the gradient sum of the
local objectives remains zero all the time. Moreover, we relax
the (global) strong convexity condition in [34] to local strong
convexity. These challenges impel us to develop new analysis
tools to establish the convergence of DEAN.
The outline of this paper is as follows: Section II formulates
the problem. Section III describes the proposed DEAN algo-
rithms and Section IV is dedicated to the convergence analysis.
Section V presents the simulation results. Concluding remarks
are provided in Section VI. All the proofs are in the appendix.
A preliminary, 5-page conference version of this paper
can be found in [35], which contains no proof. This paper
significantly expands [35] by adding new theoretical results
(i.e., Theorems 3 and 4 and Proposition 1), simulation results
(i.e., the entire Section V), all the proofs, detailed descriptions
on algorithm development, comparison with prior works, etc.
A. Notation
Throughout this paper, we use ‖ · ‖ to denote the Euclidean
norm, {·, ·} the unordered pair, | · | the absolute value of a real
number or the cardinality of a set, and range(·) the range of
a matrix. In addition, 1n is the n-dimensional all-one vector
and In is the n× n identity matrix. For any c1, . . . , cn ∈ R,
diag(c1, . . . , cn) is the diagonal matrix whose diagonal entries
are c1, . . . , cn. For any z1, . . . , zN ∈ Rn, z = [z1; . . . ; zN ] ∈
R
nN is the vector obtained by stacking z1, . . . , zN . Given any
r > 0 and x ∈ Rn, B(x; r) := {y ∈ Rn : ‖x− y‖ ≤ r} ⊂ Rn
represents the closed ball with the center x and the radius
r. Also, for any set C ⊆ Rn, conv{C} is the convex hull
of C and PC(x) is the projection of x ∈ Rn onto C. For
any differentiable function f : Rn → R, ∇f(x) denotes the
gradient of f at x ∈ Rn and, if f is twice differentiable,
∇2f(x) represents the Hessian matrix of f at x. For any
A,B ∈ Rn×n, A  B means A − B is positive semidefinite
and A ≻ B means A − B is positive definite. For any
symmetric positive semidefinite matrix H ∈ Rn×n, we use
λi(H) to denote the ith smallest eigenvalue of H , λmax(H)
the largest eigenvalue of H , and H† the pseudoinverse of H .
II. PROBLEM FORMULATION
A. Preliminaries
A differentiable function f : Rn → R is said to be locally
strongly convex if for any convex and compact set C, there
exists θC > 0 such that f(y) − f(x) − ∇f(x)T (y − x) ≥
θC‖y−x‖2/2 for any x, y ∈ C, where θC is called the convexity
parameter of f on C. It is said to be (globally) strongly convex
if there exists θ > 0 such that f(y) − f(x) − ∇f(x)T (y −
x) ≥ θ‖y − x‖2/2 for any x, y ∈ Rn. A vector-valued
or matrix-valued function h is said to be locally Lipschitz
continuous if for any compact set C contained in the domain
of h, there exists LC ≥ 0 such that the Lipschitz condition
‖h(x)− h(y)‖ ≤ LC‖x− y‖ holds for all x, y ∈ C. Also, LC
is said to be the Lipschitz constant of h on C. Likewise, if the
Lipschitz condition holds for all x, y in the domain, then h is
said to be (globally) Lipschitz continuous.
B. In-network optimization
We model the network as an undirected, connected graph
G = (V , E), where V = {1, 2, . . . , N} is the set of N ≥ 2
nodes and E ⊆ {{i, j} : i, j ∈ V , i 6= j} is the set of links.
For each node i ∈ V , the set of its neighbors is denoted by
Ni = {j ∈ V : {i, j} ∈ E}. The nodes are required to solve
min
x∈Rn
∑
i∈V
fi(x), (1)
where each fi : R
n → R is the local objective function of
node i ∈ V and satisfies the following assumption:
Assumption 1: For each i ∈ V , fi is twice continuously dif-
ferentiable and locally strongly convex, and has a minimizer.
In addition, ∇2fi is locally Lipschitz continuous.
Assumption 1 guarantees that each fi has a unique mini-
mizer x∗i = arg minx∈Rn fi(x) ∈ Rn, so that there is a unique
optimal solution x∗ ∈ Rn to (1). In addition, given any convex
and compact set C ⊂ Rn, there exist θˆi, Θˆi > 0 such that
θˆiIn  ∇2fi(x)  ΘˆiIn ∀x ∈ C. Another implication of
Assumption 1 is that ∇fi is locally Lipschitz continuous.
Comparison in problem assumptions: Among the existing
distributed second-order methods, most of them assume the
fi’s to be (globally) strongly convex [25]–[28], [30]–[34],
which is more restricted than the local strong convexity in
Assumption 1. One example of local but not global strong
convexity is the objective function of logistic regression [1],
i.e.,
∑N
i=1
∑mi
j=1 ln(1 + exp(−vijuTijx)) with given vij ∈
{−1, 1} and uij ∈ Rn. The D-BFGS method [29] is quasi-
Newton and therefore allows each fi to be a general convex
function, yet it requires, like other second-order algorithms
in [25], [27], [28], [30]–[33], each ∇fi to be (globally)
Lipschitz continuous, which is unnecessary for problem (1)
under Assumption 1. Moreover, the local Lipschitz continuity
of ∇2fi in Assumption 1 is weaker than the three times
continuous differentiability of fi in [33] and the (global)
Lipschitz continuity of ∇2fi in [25], [26], [30], [31].
III. DECENTRALIZED APPROXIMATE NEWTON METHODS
In this section, we develop a class of decentralized Newton-
type algorithms to address problem (1).
To solve problem (1) in a decentralized way, we reformulate
problem (1) by separating the global objective function and
adding a consensus constraint as follows:
min
x∈RnN
F (x) =
∑
i∈V
fi(xi)
s.t. xi = xj , ∀i, j ∈ V , (2)
where xi ∈ Rn ∀i ∈ V and x = [x1; . . . ;xN ] ∈ RnN .
To solve this equivalent problem (2), we first consider
applying the classic Newton method
x
k+1 = xk − α(∇2F (xk))−1∇F (xk), (3)
where α > 0 is the Newton step-size. If the ith n-dimensional
block xki of x
k is assigned to node i, then (3) means that each
node evolves along its own Newton direction as follows:
xk+1i = x
k
i − α(∇2fi(xki ))−1∇fi(xki ), ∀i ∈ V .
Although (3) can be implemented in parallel, it cannot solve
the problem since the consensus constraint xi = xj ∀i, j ∈ V
in general cannot be satisfied.
To develop a distributed algorithm that is able to minimize
F (x) under the consensus constraint, we start with a special
quadratic optimization problem where
fi(x) = ‖x− bi‖2/2, bi ∈ Rn, ∀i ∈ V , (4)
so that problem (1) reduces to an average consensus problem
that seeks
∑
i∈V bi/N . This can be solved by a distributed
linear consensus algorithm [36] in the form of
x
k+1 = xk − α(HˆG ⊗ In)xk. (5)
Here, HˆG = HˆTG ∈ RN×N is a weight matrix given by
[HˆG ]ij =


∑
s∈Ni
a{i,s}, if i = j,
−a{i,j}, if {i, j} ∈ E ,
0, otherwise,
with a{i,j} > 0 ∀{i, j} ∈ E .
For the above special case, because ∇2F (x) ≡ InN , the
linear consensus algorithm (5) is identical to
x
k+1 = xk − α(∇2F (xk))−1(HˆG ⊗ In)xk,
which replaces the gradient term ∇F (xk) in the Newton
method (3) with the linear consensus term (HˆG ⊗ In)xk and
can be further written as
xk+1i = x
k
i + α(∇2fi(xki ))−1
∑
j∈Ni
a{i,j}(xkj − xki ), ∀i ∈ V .
(6)
Therefore, (6) is guaranteed to solve the quadratic program
given by (4) with proper parameters, and naturally we may
think of extending (6) to tackle more general convex problems
under Assumption 1.
Intuitively, since (6) incorporates a linear consensus algo-
rithm into the Newton method (3), it tends to balance the
approximation of the global Newton direction of F and the
dissipation of the discrepancies among the nodes. Moreover, as
is suggested in [34], the linear consensus term a{i,j}(xkj −xki )
in (6) can be extended to a nonlinear one ∇g{i,j}(xkj ) −
∇g{i,j}(xki ), i.e.,
xk+1i = x
k
i +α(∇2fi(xki ))−1
∑
j∈Ni
(∇g{i,j}(xkj )−∇g{i,j}(xki )),
(7)
where g{i,j} is a surrogate function associated with link
{i, j} ∈ E and satisfies Assumption 2 below. This may help
better capture the nonlinear behavior of the Newton method.
Assumption 2: For each {i, j} ∈ E , g{i,j} is continuously
differentiable and locally strongly convex. In addition,∇g{i,j}
is locally Lipschitz continuous.
There are numerous choices of g{i,j} ∀{i, j} ∈ E satisfying
Assumption 2, which can be either dependent or independent
of the objective functions fi’s. For example, we may let
g{i,j}(x) = fi(x) + fj(x), ∀{i, j} ∈ E , (8)
or
g{i,j}(x) =
1
2
xTA{i,j}x, ∀{i, j} ∈ E , (9)
where A{i,j} ∈ Rn×n can be any symmetric positive definite
matrix known to both node i and node j. Observe that when
each A{i,j} = a{i,j}In, (7) reduces exactly to (6).
Furthermore, as the Newton step-size α is a global pa-
rameter that all the nodes need to agree on, we eliminate
such centralized coordination by introducing a local step-size
α{i,j} > 0 to each link {i, j} ∈ E , which yields
xk+1i =x
k
i + (∇2fi(xki ))−1
∑
j∈Ni
α{i,j}(∇g{i,j}(xkj )
−∇g{i,j}(xki )). (10)
Next, we shed some light on how far the xki ’s generated
by (10) are from the optimum x∗, which leads to an initial
condition. To this end, note that for each k ≥ 0,
‖
∑
i∈V
∇fi(xk+1i )−
∑
i∈V
∇fi(xki )‖
=‖
∑
i∈V
∫ 1
0
∇2fi(xki + s(xk+1i − xki ))(xk+1i − xki )ds‖
=‖
∑
i∈V
∫ 1
0
[∇2fi(xki +s(xk+1i −xki ))−∇2fi(xki )](xk+1i −xki )ds‖
≤
∑
i∈V
∫ 1
0
‖∇2fi(xki + s(xk+1i − xki ))−∇2f(xki )‖ds
· ‖xk+1i − xki ‖, (11)
where the second equality results from (10) which suggests∑
i∈V∇2fi(xki )(xk+1i −xki )=
∑
i∈V
∑
j∈Niα{i,j}(∇g{i,j}(xkj )
−∇g{i,j}(xki )) = 0. This, together with (10) and the local
Lipschitz continuity of each ∇g{i,j}, implies that if xki ∀i ∈ V
remain bounded for all k ≥ 0, then
‖
∑
i∈V
∇fi(xk+1i )−
∑
i∈V
∇fi(xki )‖
≤C · max
{i,j}∈E
α{i,j}
∑
{i,j}∈E
‖xki − xkj ‖
for some constant C > 0. This indicates that once all
the xki ’s become identical, the gradient sum
∑
i∈V ∇fi(xki )
would remain constant. Further, if the initial gradient sum∑
i∈V ∇fi(x0i ) is close to zero, by properly selecting the
step-sizes α{i,j} ∀{i, j} ∈ E , we may be able to keep
‖∑i∈V ∇fi(xki )‖ small, so that the xki ’s, once agreeing with
each other, would be sufficiently close to the optimum x∗.
Based on the above observations, to make each xki approach
the optimum x∗, we set each x0i to the unique minimizer x
∗
i
of fi, i.e.,
x0i = x
∗
i := arg minx∈Rn fi(x), (12)
so that
∑
i∈V ∇fi(x0i ) = 0. Moreover, due to (11), if each fi
is a positive definite quadratic function, i.e.,
fi(x) =
(x− bi)TBi(x− bi)
2
, Bi = B
T
i ≻ 0, bi ∈ Rn, (13)
then
∑
i∈V ∇fi(xki ) = 0 ∀k ≥ 0. Thus, if all the xki ’s reach
a consensus, the consensus must be exactly the optimum x∗.
Remark 1: By imposing the initial condition (12), we in-
tend to prevent the gradient sum
∑
i∈V ∇fi(xki ) from being
large, so that the xki ’s may eventually become close to x
∗.
Although (12) requires each node i ∈ V to solve a convex
optimization problem for initialization, this is fairly common
in the literature (e.g., [8], [19]). Indeed, we can relax (12)
by allowing the existence of small errors in calculating the
x∗i ’s such that
∑
i∈V ∇fi(x0i ) is close to zero rather than
exactly zero. This would cause straightforward (but lengthy
and tedious) modifications to the analysis in Section IV and
would not fundamentally affect the convergence results.
The initialization (12) and the update (10) together yield a
class of Decentralized Approximate Newton methods, referred
to as DEAN algorithms. As is shown in Algorithm 1, the
implementation of the DEAN algorithms is fully decentralized.
The initialization (12) can be completed by each node on their
own. The update (10) requires each node i ∈ V to evaluate the
inverse of the Hessian of its local objective fi at its current
estimate xki and to exchange x
k
i with its neighbors.
Algorithm 1 Decentralized Approximate Newton (DEAN) Method
1: Initialization:
2: Each pair of neighboring nodes i and j agree on α{i,j} > 0 and
g{i,j} satisfying Assumption 2.
3: Each node i ∈ V sets x0i = x
∗
i .
4: for k = 0, 1, . . . do
5: Each node i ∈ V sends xki to every neighbor j ∈ Ni.
6: Upon receiving xkj ∀j ∈ Ni, each node i ∈ V updates
xk+1i = x
k
i + (∇
2fi(x
k
i ))
−1∑
j∈Ni α{i,j}(∇g{i,j}(x
k
j )−
∇g{i,j}(xki )).
7: end for
Prior to implementing DEAN, each pair of neighboring
nodes {i, j} ∈ E need to agree on the selection of the
function g{i,j} satisfying Assumption 2. For the option of
g{i,j} given by (8), the update (10) can be executed if each
node i shares its local objective fi with all its neighbors.
However, this could be prohibitively costly in some cases.
Instead, the nodes may adopt the following scheme to avoid
exchanging the fi’s: For every k ≥ 0, each node i ∈ V first
sends xki and ∇fi(xki ) to all its neighbors. Upon receiving xkj
and ∇fj(xkj ) ∀j ∈ Ni, each node i computes ∇fi(xkj ) for
every j ∈ Ni and sends it to neighbor j ∈ Ni. Through such
local interactions, each node i is able to update via (10) and (8)
without exchanging its local objective fi with its neighbors.
For another example of g{i,j} in (9), each pair of neighbors
{i, j} ∈ E only need to jointly determine A{i,j}, which can be
done at negligible communication cost (e.g., we may simply
set each A{i,j} = In).
Remark 2: When all the local step-sizes α{i,j} ∀{i, j} ∈ E
are identical, the resulting DEAN algorithms can be viewed
as a finite-difference discretization of the continuous-time
ZGS algorithms [34], yet a common step-size of all the
nodes requires additional coordination throughout the net-
work. Moreover, the ZGS algorithms guarantee the manifold
{[y1; . . . ; yN ] ∈ RnN :
∑
i∈V ∇fi(yi) = 0} to be posi-
tive invariant, but the DEAN algorithms, even with identical
α{i,j}’s, do not have such a favorable property. Besides, we
need to figure out local step-size conditions to guarantee
convergence. Furthermore, unlike the ZGS algorithms that
require the (global) strong convexity condition on the fi’s
to establish convergence, the DEAN algorithms relax this
condition to local strong convexity. Therefore, the convergence
analysis of DEAN is more challenging than and fundamentally
different from that of ZGS.
Comparison in communication cost per iteration: We
compare DEAN with the existing discrete-time decentralized
second-order methods [25]–[33] in respect of their com-
munication costs (i.e., the number of transmissions of n-
dimensional vectors) at each iteration. Note from Algorithm 1
that DEAN requires every node i to transmit |Ni| vectors
per iteration. For ESOM-K, K ≥ 0 [25], NN-K, K ≥ 0
[30], and DQN-K, K = 0, 1, 2 [32], (K + 1)|Ni| vector
transmissions per node are needed. DQM [26] requests the
same quantity of communications as DEAN, and PD-QN [27]
needs (K + 4)|Ni|, K ≥ 0 vector transmissions for each
node i. During one iteration of the SDD-solver-based Newton
method [28] and D-BFGS [29], each node i transmits 2|Ni|
and 3|Ni| vectors, respectively. NRC [33] requires every node
to transmit 3|Ni| vectors and |Ni| n× n matrices. ANN [31]
is the only asynchronous second-order algorithm, in which
each active node transmits 2|Ni| vectors and each of its
neighbor j transmits |Nj | vectors. Among the above second-
order methods, DEAN and DQM are iteration-wise the most
communication-efficient synchronous algorithms and might
require fewer communications than the asynchronous method
ANN on densely-connected networks.
IV. CONVERGENCE ANALYSIS
In this section, we analyze the convergence performance of
the DEAN algorithms.
To this end, we utilize the Lyapunov function candidate
V : RnN → R given by
V (x) =
∑
i∈V
fi(x
∗)− fi(xi)−∇fi(xi)T (x∗ − xi). (14)
Due to Assumption 1, V (x) ≥ 0 ∀x ∈ RnN and the
equality holds if and only if x = x∗ = [x∗; . . . ;x∗]. Hence,
V can be viewed as a measure of the suboptimality of x.
The convergence of DEAN will be established upon the
monotonic decrease of V . Such a Lyapunov function candidate
V is also used to prove the convergence of the continuous-
time ZGS algorithms [34]. However, we consider a weaker
assumption than [34] and the discrete-time evolutions disable
a key property of ZGS (cf. Remark 2). Thus, below we show
the monotonic decrease of V in a significantly different way.
To this end, we first introduce the following notations based
on V , which will be used to present our convergence results.
First of all, for each i ∈ V , let
Ci={x ∈ Rn : fi(x∗)−fi(x)−∇fi(x)T (x∗−x)≤V (x0)},
where x0 = [x01; . . . ;x
0
N ] is the initial state in the DEAN
algorithms given by (12). Clearly, Ci ∀i ∈ V are compact.
Thus, there exist θ˜i, θ¯i > 0 such that
∇2fi(x)  θ˜iIn, ∀x ∈ conv{Ci}, (15)
∇2fi(x)  θ¯iIn, ∀x ∈ conv{∪j∈VCj}. (16)
In addition, for each {i, j} ∈ E , define the compact set
C{i,j}=conv
{
B
(
x0i ; 2
√
2V (x0)
θ˜i
)
∪B
(
x0j ; 2
√
2V (x0)
θ˜j
)}
.
(17)
It follows from Assumption 2 that there exist γ{i,j},Γ{i,j} > 0
such that
γ{i,j}‖x− y‖2 ≤ (∇g{i,j}(x)−∇g{i,j}(y))T (x− y)
≤ Γ{i,j}‖x− y‖2, ∀x, y ∈ C{i,j}. (18)
Arbitrarily pick an α¯ > 0 and suppose the step-sizes α{i,j}
∀{i, j} ∈ E are selected from the interval (0, α¯]. Then, for
each i ∈ V , let
δi =
√
2V (x0)
[ 2√
θ˜i
+
α¯
θ˜i
∑
j∈Ni
Γ{i,j}(
1√
θ˜i
+
1√
θ˜j
)
]
. (19)
Due again to Assumption 1, there exist Θi > 0 and Li ≥ 0
such that ∀x, y ∈ B(x0i ; δi),
(∇fi(x)−∇fi(y))T (x− y) ≤ Θi‖x− y‖2, (20)
‖∇2fi(x) −∇2fi(y)‖ ≤ Li‖x− y‖. (21)
Moreover, we let θi > 0 be such that
∇2fi(x)  θiIn, ∀x ∈ conv{Ci ∪B(x0i ; δi)}. (22)
Note that θi ≤ Θi. For convenience, denote θ =mini∈Vθi > 0
and Θ = maxi∈VΘi > 0. If fi is (globally) strongly convex,
then we can take θi as well as the above θ˜i and θ¯i all equal
to the convexity parameter of fi over R
n.
Our first result shows that V (xk) is non-increasing in k and
quantifies its drop at each iteration:
Lemma 1 (Monotonicity of Lyapunov function): Suppose
Assumptions 1 and 2 hold. Let xk = [xk1 ; . . . ;x
k
N ] ∀k ≥ 0
be generated by DEAN described in Algorithm 1 with
0 < α{i,j} ≤ α¯ ∀{i, j} ∈ E . If, in addition,
α{i,j} <
1
2Γ{i,j}
min
{ θ2i
|Ni|
(
Θi − θi
2
+
Li
2
√
2V (x0)
θi
)−1
,
θ2j
|Nj |
(
Θj − θj
2
+
Lj
2
√
2V (x0)
θj
)−1}
, ∀{i, j} ∈ E , (23)
then for each k ≥ 0,
V (xk+1)−V (xk) ≤ −
∑
i∈V
∑
j∈Ni
γ2{i,j}α{i,j}‖xki − xkj ‖2
·
[(θi
2
−Θi−Li
2
√
2V (x0)
θi
)|Ni|α{i,j}
θ2i
+
1
2Γ{i,j}
]
≤0. (24)
Proof: See Appendix A.
Remark 3: In Lemma 1 as well as the statements in the rest
of the paper, the constant α¯ in the condition 0 < α{i,j} ≤ α¯
∀{i, j} ∈ E is a fixed arbitrary positive scalar, which plays
a role in δi given by (19) and, thus, affects the values of
θi,Θi, Li ∀i ∈ V .
From Lemma 1, V is a Lyapunov function which keeps
strictly decreasing until xki ∀i ∈ V become identical. Also,
since V (xk) is bounded from below, limk→∞ V (xk) exists.
Based on Lemma 1, below we derive a series of results on
the convergence of DEAN, including (i) asymptotic conver-
gence to a feasible suboptimal solution to problem (2) that can
be arbitrarily close to the optimum (Theorems 1 and 2); (ii)
for a particular DEAN algorithm, a linear rate of convergence
to a feasible suboptimal solution with an explicit error bound
as well as the number of iterations needed to reach any given
accuracy (Theorems 3 and 4); and (iii) a linear rate to the
exact optimum when each fi is quadratic (Proposition 1).
Our first result says that the entire network of the nodes
eventually reach a consensus:
Theorem 1 (Asymptotic convergence to consensus):
Suppose Assumptions 1 and 2 hold. Let xk = [xk1 ; . . . ;x
k
N ]
∀k ≥ 0 be generated by DEAN described in Algorithm 1
with 0 < α{i,j} ≤ α¯ ∀{i, j} ∈ E . Suppose (23) holds. Then,
lim
k→∞
‖xki − xkj ‖ = 0, ∀i, j ∈ V . (25)
Proof: See Appendix B.
In the following theorem, we further show that the nodes
not only attain a consensus as in Theorem 1, but also asymp-
totically achieve ǫ-accuracy in optimality for any given ǫ > 0
(i.e., limk→∞ ‖xk − x∗‖ ≤ ǫ), provided that the step-sizes
α{i,j} ∀{i, j} ∈ E are properly related to ǫ:
Theorem 2 (Arbitrary closeness to the exact optimum):
Suppose Assumptions 1 and 2 hold. Let xk= [xk1 ; . . . ;x
k
N ]
∀k ≥ 0 be generated by DEAN described in Algorithm 1
with 0 < α{i,j} ≤ α¯ ∀{i, j} ∈ E . For each i ∈ V ,
let η¯i = |Ni|Li
√
NV (x0)/(θ2i
∑
j∈V θ¯j) ≥ 0 and
η˜i = 2|Ni|(Θi − θi2 + Li2
√
2V (x0)/θi)/θ
2
i > 0. Given
any ǫ > 0, if
α{i,j} <
ǫ
Γ{i,j}
min
{ 1
η¯i + η˜iǫ
,
1
η¯j + η˜jǫ
}
, ∀{i, j} ∈ E , (26)
then limk→∞ ‖xk − x∗‖ ≤ ǫ.
Proof: See Appendix C.
Theorem 2 says that to achieve a suboptimal solution of
given accuracy ǫ > 0, the local step-sizes α{i,j}’s should
depend on ǫ as in (26), which would be very small if ǫ is
tiny and thus may result in very slow convergence. There
appears to be an inevitable trade-off between the convergence
speed and the accuracy of DEAN, which, however, is a
common phenomenon in optimization. Moreover, the step-size
condition is for the purpose of establishing theoretical results
and larger step-sizes that may violate the theoretical condition
are often adopted in practice.
Subsequently, we investigate the convergence rates of the
DEAN algorithms. For simplicity, here we only consider
DEAN with each g{i,j}(x) = 12x
Tx, which indeed can be
extended to more general cases. To present the convergence
rate, we consider the Laplacian matrix LG of the graph G:
[LG ]ij =


|Ni|, if i = j,
−1, if {i, j} ∈ E ,
0, otherwise.
(27)
Observe that LG is symmetric positive semidefinite. Also,
since G is connected, LG has only one eigenvalue at zero.
Its second smallest eigenvalue (i.e., the algebraic connectivity
of G) λ2(LG) > 0 and its largest eigenvalue λmax(LG) ≤
min{N, 2maxi∈V |Ni|}.
The following theorem shows that the nodes achieve a
consensus at a linear rate, which depends on λmax(LG) and
λ2(LG). In addition, the theorem provides an explicit bound
on the distance from this consensus to the optimum:
Theorem 3 (Linear convergence rate): Suppose
Assumption 1 holds. Let xk = [xk1 ; . . . ;x
k
N ] ∀k ≥ 0
be generated by DEAN described in Algorithm 1 with
0 < α{i,j} ≤ α¯ and g{i,j}(x) = 12xTx ∀{i, j} ∈ E . Suppose
(23) holds and α{i,j} < θ/(maxi∈V |Ni|) ∀{i, j} ∈ E . Then,
there exists x˜ = [x˜; . . . ; x˜] ∈ RnN , x˜ ∈ Rn such that
‖xk − x˜‖ ≤ max{i,j}∈E α{i,j}λmax(LG)
θ(1− q) ‖x
0‖qk,
where q = max
{
max{i,j}∈E α{i,j}λmax(LG)/θ − 1, 1 −
min{i,j}∈E α{i,j}λ2(LG)/Θ
} ∈ (0, 1). In addition,
‖x˜− x∗‖ ≤ max
i∈V
Li
ρ˜i
·
√
NV (x0)
2
∑
i∈V θ¯i
, (28)
where ρ˜i = θ
2
i /
(
2|Ni|maxj∈Ni α{i,j}
) − Θi + θi2 −
Li
2
√
2V (x0)/θi > 0 ∀i ∈ V .
Proof: See Appendix D.
Theorem 3 says that DEAN with g{i,j}(x) = 12x
Tx
∀{i, j} ∈ E allows the nodes to achieve a consensus x˜ and
provides a bound on the distance between the consensus x˜ and
the optimal solution x∗ of problem (1). It can be seen from
(28) that
‖x˜− x∗‖ ≤ O( max
{i,j}∈E
α{i,j}).
Consequently, if the local step-sizes α{i,j}’s are small enough,
the consensus x˜ that all the nodes attain can be sufficiently
close to the optimum x∗.
Comparison in convergence rates: We compare the con-
vergence rate results of DEAN and the existing decentralized
second-order methods [25]–[33]. Like the inexact second-
order methods D-BFGS [29], NN [30], ANN [31], and DQN
[32], the particular DEAN in Theorem 3 linearly converges
to a suboptimal solution. We also provide an explicit error
bound for this suboptimal solution, which is near zero when
the step-sizes are very small, whereas [29]–[32] do not offer
such bounds. The exact second-order methods ESOM [25],
DQM [26], PD-QN [27], SDD-solver-based Newton algorithm
[28], and NRC [33] ensure linear convergence to exact opti-
mality. However, the linear convergence rates of these existing
second-order algorithms are established under global strong
convexity of the objective functions, while the linear rate of
DEAN only requires the less restrictive local strong convexity.
We already know from (28) that smaller step-sizes result
in higher accuracy of the nodes’ consensus. Next, following
Theorems 2 and 3, we present the iteration complexity of
DEAN, which states that DEAN reaches ǫ-accuracy within
O(1
ǫ
ln 1
ǫ
) iterations:
Theorem 4 (Iteration complexity): Suppose Assumption 1
holds. Let xk = [xk1 ; . . . ;x
k
N ] ∀k ≥ 0 be generated by DEAN
described in Algorithm 1 with g{i,j}(x) = 12x
Tx ∀{i, j} ∈ E .
Given any ǫ > 0, let
α{i,j} =
ǫ
ζ¯{i,j} + ζ˜{i,j}ǫ
, ∀{i, j} ∈ E , (29)
where ζ¯{i,j} ≥ 2maxℓ∈{i,j} η¯ℓ ≥ 0 and ζ˜{i,j} ≥
2maxℓ∈{i,j} η˜ℓ > 0 (with η¯ℓ and η˜ℓ defined in Theorem 2) are
such that 0 < α{i,j} < min{α¯, θ/(maxi∈V |Ni|)} ∀{i, j} ∈ E .
Then, ‖xk − x∗‖ ≤ ǫ for all k ≥ Kǫ, where
Kǫ =
Θ
λ2(LG)
(max{i,j}∈E ζ¯{i,j}
ǫ
+ max
{i,j}∈E
ζ˜{i,j}
)
· ln
(
2λmax(LG)‖x0‖Θmax{i,j}∈E(ζ¯{i,j} + ζ˜{i,j}ǫ)
ǫθλ2(LG)min{i,j}∈E ζ¯{i,j}
)
.
Proof: See Appendix E.
Finally, recall from Section III that when each fi is
a positive definite quadratic function, we guarantee that∑
i∈V ∇fi(xki ) = 0 ∀k ≥ 0. This, along with Theorem 1,
suggests that limk→∞ xki = x
∗ ∀i ∈ V . Additionally, the linear
rate of convergence to x∗ is derived below:
Proposition 1: Suppose Assumption 2 holds. For each i ∈
V , let fi be given by (13), θi = λ1(Bi), and Θi = λmax(Bi).
Let xk = [xk1 ; . . . ;x
k
N ] ∀k ≥ 0 be generated by DEAN
described in Algorithm 1 with 0 < α{i,j} ≤ α¯ ∀{i, j} ∈ E .
Also suppose (23) holds. Then, for each k ≥ 0,
V (xk) ≤ (1− ρ)kV (x0), (30)∑
i∈V
θi‖xki − x∗‖2 ≤ (1− ρ)k
∑
i∈V
Θi‖x0i − x∗‖2, (31)
where ρ = sup{ε ∈ R : εR  Q} ∈ (0, 1), R = RT ∈ RN×N
is a positive semidefinite matrix given by
[R]ij =


(
1
2
− 1
N
)Θi +
1
2N2
∑
ℓ∈V
Θℓ, if i = j,
−Θi + Θj
2N
+
1
2N2
∑
ℓ∈V
Θℓ, otherwise,
(32)
and Q = QT ∈ RN×N is positive semidefinite given by
[Q]ij =


∑
ℓ∈Ni
(νiℓ + νℓi), if i = j,
−(νij + νji), if {i, j} ∈ E ,
0, otherwise,
(33)
with νij=[|Ni|( θi2 −Θi)α{i,j}/θ2i +1/(2Γ{i,j})]α{i,j}γ2{i,j}>
0 ∀i ∈ V , ∀j ∈ Ni.
Proof: See Appendix F.
V. NUMERICAL EXAMPLES
In this section, we demonstrate the competent performance
of DEAN via comparisons with a number of typical decen-
tralized second-order and first-order methods.
Consider the following logistic regression problem [1] that
often arises in machine learning: Suppose there are N in-
terconnected nodes, and mi training samples (uij , vij) ∈
R
n × {−1,+1}, j = 1, . . . ,mi are assigned to each node i,
where uij ∈ Rn is the feature vector whose last element is
1 and vij ∈ {−1,+1} is the label. The goal is to predict the
probability P (v = 1|u) = 1/(1+exp(−uTx)) of having label
v = 1 given a feature vector u whose class is unknown. This
is equivalent to solve
min
x∈Rn
λ
2
‖x‖2 +
N∑
i=1
mi∑
j=1
ln(1 + exp(−vijuTijx)). (34)
Here, λ ≥ 0 is the weight of the ℓ2-regularization term which
intends to reduce over-fitting. Thus, the local objective fi of
node i is given by
fi(x) =
λ
2N
‖x‖2 +
mi∑
j=1
ln(1 + exp(−vijuTijx)), (35)
which is locally strongly convex for λ = 0 and is (globally)
strongly convex for λ > 0. In addition, ∇fi is globally
Lipschitz continuous.
In the simulations, we let N = 20, n = 3, and mi = 6
∀i = 1, . . . , N . Each node has three samples with label 1 and
three samples with label −1. The first n− 1 elements of each
feature vector uij are generated from normal distribution with
variance 1 and with mean ±10 corresponding to vij = ±1.
For the network, we first generate an (N − 1)-link connected
graph and then randomly add links until the average degree
(i.e., the average number of neighbors) of the nodes reaches a
specific value.
For comparison, in addition to DEAN, we include the
inexact second-order methods NN-K, K = 0, 1, 2 [30] and
DQN-K, K = 0, 1, 2 [32], the exact second-order methods
DQM [26], ESOM-K, K = 0, 1, 2 [25], and NRC [33], as well
as two recent first-order methods EXTRA [12] and DIGing
[20] in the simulations.
A. Globally strongly convex logistic regression
We first set λ = 0.01 so that problem (34) is (globally)
strongly convex and smooth. For this problem, DEAN, NN-
K, and DQN-K can be guaranteed to linearly converge to a
suboptimal solution and the remaining algorithms are able to
linearly converge to the exact optimum. For DEAN, we set
g{i,j}(x) = 12x
Tx ∀{i, j} ∈ E . The weight matrix W = WT
in NN and DQN is set as [W ]ij = 1/(max{|Ni|, |Nj |} + 2)
∀{i, j} ∈ E , [W ]ij = 0 ∀{i, j} /∈ E , i 6= j, and [W ]ii = 1 −∑
j∈Ni [W ]ij ∀i ∈ V . For fair comparison, all the algorithms
start from the same initial iterates and their parameters are
hand-optimized, namely, the parameters in DEAN and other
methods are picked from a large number of discrete points that
cover sufficiently large intervals, so that for each algorithm the
resulting error after 200 iterations is minimal.
Figure 1 plots ‖xk − x∗‖/‖x0 − x∗‖, the ratio of error
at iteration k to the initial error, versus the number k of
iterations for each of the above algorithms on two networks
with different average degrees 4 and 10. Here, the optimal
solution x∗ is calculated by YALMIP [37]. For better visu-
alization, we divide the existing algorithms into two groups–
inexact methods and exact methods, and let each subfigure
compare DEAN with one group on one of the two networks.
Specifically, Figures 1(a) and 1(b) present the comparisons
between DEAN and the inexact second-order methods DQN-
K and NN-K, while Figures 1(c) and 1(d) correspond to
the comparisons between DEAN and the exact second-order
methods DQM, ESOM-K, and NRC as well as the exact first-
order methods EXTRA and DIGing.
Observe from Figure 1 that DEAN has a prominent ad-
vantage over all the inexact methods in convergence speed
and accuracy. Also, the convergence performance of DEAN
is comparable to that of the exact methods. Although DEAN
does not perform as well as ESOM-0, NRC, and EXTRA over
the relatively sparsely-connected network (with average degree
4) during 200 iterations, DEAN has a potential to catch up in
accuracy and, for the more densely-connected network (with
average degree 10), DEAN gradually achieves a smaller error
than all the exact methods.
B. Locally strongly convex logistic regression
Next, we let λ = 0 so that problem (34) is only locally
strongly convex. For such a problem, DEAN is ensured to
converge at a linear rate. Among the aforementioned existing
methods, only the first-order algorithms EXTRA and DIGing
are shown to converge at sublinear rates, while the rest do not
theoretically guarantee the convergence.
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Fig. 1: Convergence performance for solving (globally) strongly convex logistic regression (λ = 0.01)
The simulation settings are the same as those in Sec-
tion V-A. As the implementation of NRC needs λ to have
a positive value, we set it to 0.01/N for NRC. Observe from
Figure 2 that DEAN outperforms all the aforementioned inex-
act and exact second-order methods in both convergence speed
and accuracy, among which ESOM-K and DQM potentially
do not converge. Also, compared to the first-order methods
EXTRA and DIGing, DEAN presents a higher accuracy.
C. Running time
The simulations in Sections V-A and V-B are implemented
via MATLAB on a standard computer (Intel(R) Core(TM)
i7-6700 CPU @3.40GHz). Table I lists the running time
for each of the aforementioned algorithms to complete 200
iterations in the above numerical examples. It can be seen
that DEAN, despite its computations of local Hessian inverse,
essentially takes the shortest time to execute 200 iterations,
which suggests that DEAN is computationally efficient even
compared to the first-order methods. Also, DEAN, along with
DQM and EXTRA, has the lowest communication cost per
iteration than the remaining second-order methods and the
first-order method DIGing (cf. Section III).
D. Options of surrogate functions
There are many options of the surrogate functions g{i,j}
∀{i, j} ∈ E in DEAN. We have provided two examples of
Algorithm
λ = 0.01
degree 4
λ = 0.01
degree 10
λ = 0
degree 4
λ = 0
degree 10
DEAN 205.7 233.3 204.4 182.5
DQN-0 266.9 299.0 229.7 206.9
DQN-1 269.0 483.7 301.1 314.3
DQN-2 412.4 814.7 517.3 524.4
NN-0 278.2 344.5 264.9 237.1
NN-1 343.6 458.1 337.5 342.4
NN-2 414.5 545.8 366.8 446.6
DQM 197.4 286.5 231.8 189.9
ESOM-0 361.9 457.5 317.3 270.0
ESOM-1 401.7 650.5 466.2 394.1
ESOM-2 432.3 654.4 415.0 501.7
NRC 2362.4 5283.6 2344.0 5035.1
EXTRA 256.9 278.3 221.2 226.7
DIGing 274.4 352.3 303.2 233.3
TABLE I: Running time (ms) of 200 iterations
g{i,j} in (8) and (9) that satisfy Assumption 2. In the above
simulations, we consider (9) with A{i,j} = In ∀{i, j} ∈ E and
the resulting DEAN algorithm performs better than DEAN
with g{i,j} given by (8) (which is therefore omitted from
Figures 1 and 2 for the sake of visual effect). However,
given a different set of problem data and network, the latter
may outperform the former. Figure 3 depicts the convergence
performance of two DEAN algorithms with g{i,j}(x) =
fi(x)+ fj(x) and g{i,j}(x) = 12x
Tx, respectively, for solving
problem (34) with λ = 0 on two networks with different
average degrees. Note that the problem and network charac-
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Fig. 2: Convergence performance for solving locally strongly convex logistic regression (λ = 0)
teristics (e.g., mean, variance, average degree) are the same as
those in Section V-B. Observe that DEAN with g{i,j}(x) =
fi(x)+fj(x) possesses faster convergence and better accuracy
in this numerical example.
VI. CONCLUSION
In this paper, we have developed a set of novel decentralized
approximate Newton (DEAN) methods for in-network opti-
mization. With appropriate algorithm parameters, the DEAN
algorithms allow nodes in a network to reach a consensus at
a linear rate, which can be sufficiently close to the optimal
solution. In addition, when the problem reduces to a quadratic
program, linear convergence to the exact optimum can be
achieved. Compared with the existing decentralized second-
order methods, the DEAN algorithms relax the (global) strong
convexity of the objective functions to local strong convexity
and still establish the convergence. Finally, we have demon-
strated the competitive convergence performance as well as the
computational efficiency of DEAN via numerical examples.
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APPENDIX
A. Proof of Lemma 1
We first introduce the following notations: For each k ≥ 0
and each {i, j} ∈ E , let
φkij = ∇g{i,j}(xkj )−∇g{i,j}(xki ). (36)
Observe that φkij = −φkji. In addition, for each i ∈ V , let
δki = α¯
∑
j∈Ni ‖φkij‖ · ‖(∇2fi(xki ))−1‖ and
δ˜i =
√
2V (x0)
α¯
θ˜i
∑
j∈Ni
Γ{i,j}
( 1√
θ˜i
+
1√
θ˜j
)
.
Clearly, δ˜i ≤ δi, where δi is given by (19).
For each k ≥ 0, define∆V (xk) = V (xk+1)−V (xk). Then,
∆V (xk) =
∑
i∈V
fi(x
k
i )− fi(xk+1i ) +∇fi(xki )T (xk+1i − xki )
+
[∇fi(xk+1i )−∇fi(xki )]T (xk+1i − x∗), (37)
in which[∇fi(xk+1i )−∇fi(xki )]T (xk+1i − x∗)
=
[∇fi(xk+1i )−∇fi(xki )]T (xk+1i − xki )
+
[∇fi(xk+1i )−∇fi(xki )]T (xki − x∗), ∀i ∈ V . (38)
To bound the second term on the right-hand side of (38),
applying the Fundamental Theorem of Calculus to ∇fi yields
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Fig. 3: DEAN with different g{i,j}’s for solving locally strongly convex logistic regression (λ = 0)
∇fi(xk+1i ) = ∇fi(xki )+
∫ 1
0 ∇2fi(xki +s(xk+1i −xki ))(xk+1i −
xki )ds. This leads to
(xki − x∗)T (∇fi(xk+1i )−∇fi(xki ))
=(xki − x∗)T∇2fi(xki )(xk+1i −xki )
+
∫ 1
0
(xki − x∗)T [∇2fi(xki + s(xk+1i − xki ))
−∇2fi(xki )](xk+1i − xki )ds. (39)
Note from (10) and (36) that the first quadratic term
on the right-hand side of (39) can be written as (xki −
x∗)T
∑
j∈Ni α{i,j}φ
k
ij . Also note from φ
k
ij = −φkji and
α{i,j} = α{j,i} that
∑
i∈V
∑
j∈Ni
α{i,j}φkij = 0. It follows that
∑
i∈V
(xki − x∗)T (∇fi(xk+1i )−∇fi(xki ))
=
∑
i∈V
(xki )
T
∑
j∈Ni
α{i,j}φkij +
∑
i∈V
∫ 1
0
(xki − x∗)T
·[∇2fi(xki +s(xk+1i −xki ))−∇2fi(xki )](xk+1i −xki )ds. (40)
Also, since φkij = −φkji,∑
i∈V
(xki )
T
∑
j∈Ni
α{i,j}φkij =
∑
i∈V
∑
j∈Ni
1
2
α{i,j}(xki − xkj )Tφkij .
This, along with (40), implies that∑
i∈V
(xki − x∗)T (∇fi(xk+1i )−∇fi(xki ))
≤
∑
i∈V
∑
j∈Ni
1
2
α{i,j}(xki −xkj )Tφkij+
∑
i∈V
‖xki −x∗‖·‖xk+1i −xki ‖
·
∫ 1
0
‖∇2fi(xki +s(xk+1i −xki ))−∇2fi(xki )‖ds.
By substituting the above inequality into (38) and combining
the resulting inequality with (37), we obtain
∆V (xk) ≤
∑
i∈V
fi(x
k
i )− fi(xk+1i ) +∇fi(xki )T (xk+1i − xki )
+
[∇fi(xk+1i )−∇fi(xki )]T(xk+1i −xki )+∑
j∈Ni
1
2
α{i,j}(xki −xkj )Tφkij
+ ‖xki −x∗‖
∫ 1
0
‖∇2fi(xki + s(xk+1i − xki ))−∇2fi(xki )‖ds
· ‖xk+1i − xki ‖. (41)
For each i ∈ V , note from (10) that
‖xk+1i − xki ‖ = ‖(∇2fi(xki ))−1
∑
j∈Ni
α{i,j}φkij‖
≤ α¯‖(∇2fi(xki ))−1‖ ·
∑
j∈Ni
‖φkij‖ = δki (42)
and
‖xk+1i −xki ‖2≤‖(∇2fi(xki ))−1‖2|Ni|
∑
j∈Ni
α2{i,j}‖φkij‖2. (43)
Based on the above, we now prove by induction that (24)
holds for each k ≥ 0. When k = 0, because x0i ∈ Ci ∀i ∈
V and because of (15), we have ‖(∇2fi(x0i ))−1‖ ≤ 1θ˜i and
‖x0i − x∗‖ ≤
√
2V (x0)
θ˜i
. Also, from (36), (42), and (18),
δ0i ≤
α¯
θ˜i
∑
j∈Ni
Γ{i,j}(‖x0j − x∗‖+ ‖x0i − x∗‖)
≤ α¯
θ˜i
∑
j∈Ni
Γ{i,j}
√
2V (x0)
( 1√
θ˜j
+
1√
θ˜i
)
= δ˜i.
This, along with (19) and (42), gives x1i ∈ B(x0i ; δ˜i) ⊆
B(x0i ; δi). By using this relation and applying (20), (21), and
(22) to (41), we obtain
∆V (x0) ≤−
∑
i∈V
[(θi
2
−Θi−Li‖x0i − x∗‖
∫ 1
0
sds
)‖x1i − x0i ‖2
−
∑
j∈Ni
1
2
α{i,j}(x0i − x0j )Tφ0ij
]
. (44)
From (43), ‖x1i − x0i ‖2 ≤ |Ni|θ2
i
∑
j∈Ni α
2
{i,j}‖φ0ij‖2. Further-
more, since ∇g{i,j} is locally Lipschitz, (x0i − x0j )Tφ0ij ≤
−‖φ0ij‖2/Γ{i,j} [38, Theorem 2.1.5]. It follows from (44) that
∆V (x0)≤−
∑
i∈V
∑
j∈Ni
[(θi
2
−Θi− Li
2
√
2V (x0)
θi
) |Ni|α{i,j}
θ2i
+
1
2Γ{i,j}
]
α{i,j}‖φ0ij‖2.
In addition, from (18) and (36), we have
‖φ0ij‖2 ≥ γ2{i,j}‖x0i − x0j‖2.
Thus, if α{i,j} ∀{i, j} ∈ E satisfy (23), (24) holds for k = 0.
Now suppose (24) holds for all k = 0, 1, . . . , l−1 for some
l ≥ 1 and we want to show that (24) holds for k = l. In this
case, we have V (xl) ≤ V (x0), which implies that xli ∈ Ci.
Consequently, ‖∇2fi(xli)−1‖ ≤ 1θ˜i and ‖x
l
i−x∗‖ ≤
√
2V (x0)
θ˜i
for each i ∈ V . Also note from (18) and (42) that
δli ≤
α¯
θ˜i
∑
j∈Ni
Γ{i,j}(‖xlj − x∗‖+ ‖xli − x∗‖) ≤ δ˜i,
i.e., xl+1i ∈ B(xli; δ˜i) ∀i ∈ V . Since ‖xli− x0i ‖ ≤ ‖xli− x∗‖+
‖x0i − x∗‖ ≤ 2
√
2V (x0)
θ˜i
, we have
xli ∈ B(x0i ; 2
√
2V (x0)
θ˜i
) ⊆ B(x0i ; δi), ∀i ∈ V . (45)
It then follows from (19) that xl+1i ∈ B(x0i ; δi). This, along
with (20), (21), (22), and (41), implies that
∆V (xl) ≤−
∑
i∈V
[(θi
2
−Θi−Li‖xli−x∗‖
∫ 1
0
sds
)‖xl+1i −xli‖2
−
∑
j∈Ni
1
2
α{i,j}(xli − xlj)Tφlij
]
≤−
∑
i∈V
[(θi
2
−Θi − Li
2
√
2V (x0)
θi
)
‖xl+1i − xli‖2
−
∑
j∈Ni
1
2
α{i,j}(xli − xlj)Tφlij
]
. (46)
Due again to xli ∈ Ci ∀i ∈ V and [38, Theorem 2.1.5],
(xli − xlj)Tφlij ≤ −
‖φlij‖2
Γ{i,j}
. (47)
Further, by (45), (43), and (22),
‖xl+1i − xli‖2 ≤
|Ni|
θ2i
∑
j∈Ni
α2{i,j}‖φlij‖2.
It follows from (46) and (47) that
∆V (xl)≤−
∑
i∈V
∑
j∈Ni
[(θi
2
−Θi− Li
2
√
2V (x0)
θi
) |Ni|α{i,j}
θ2i
+
1
2Γ{i,j}
]
α{i,j}‖φlij‖2.
Because xli ∈ Ci ∀i ∈ V and because of (18) and (36), we
have ‖φlij‖2 ≥ γ2{i,j}‖xli − xlj‖2. Thus, if α{i,j} ∀{i, j} ∈ E
satisfy (23), (24) holds for k = l. By induction, (24) holds for
all k ≥ 0.
B. Proof of Theorem 1
Note from Lemma 1 that V (xk) is non-increasing.
In addition, since V (xk) is bounded from below by 0,
limk→∞ V (xk) exists. This, along with (24), implies that∑∞
k=0
∑
{i,j}∈E ‖xki − xkj ‖2 is finite. It then follows that for
any {i, j} ∈ E , limk→∞ ‖xki −xkj ‖ = 0. Furthermore, since G
is connected, we obtain (25).
C. Proof of Theorem 2
To prove the theorem, we first introduce the following
notations: For each i ∈ V , let
ρi =
θ2i
2|Ni|maxj∈Ni
{
α{i,j}Γ{i,j}
}−Θi+ θi
2
−Li
2
√
2V (x0)
θi
.
(48)
Note from (23) that ρi > 0. Let Θ¯i > 0 be such that
‖∇2fi(x)‖ ≤ Θ¯i, ∀x ∈ conv{∪j∈VCj}. (49)
Also, let x¯k = 1
N
∑
i∈V x
k
i and x¯
k = [x¯k; . . . ; x¯k] ∈ RnN .
It can be shown that (26) guarantees (23) and therefore, the
conclusion of Lemma 1 holds. This leads to xki ∈ Ci ∀i ∈ V .
From (22), ‖(∇2fi(xki ))−1‖ ≤ 1θi . It then follows from (10)
and (36) that
‖xk+1i − xki ‖2 ≤
|Ni|
θ2i
∑
j∈Ni
α2{i,j}‖φkij‖2.
This, along with (47), implies that∑
i∈V
∑
j∈Ni
α{i,j}
2
(xki − xkj )Tφkij ≤ −
∑
i∈V
∑
j∈Ni
α{i,j}
2Γ{i,j}
‖φkij‖2
≤−
∑
i∈V
θ2i
2|Ni|maxj∈Ni
{
α{i,j}Γ{i,j}
} · |Ni|
θ2i
∑
j∈Ni
α2{i,j}‖φkij‖2
≤ −
∑
i∈V
θ2i
2|Ni|maxj∈Ni
{
α{i,j}Γ{i,j}
}‖xk+1i −xki ‖2. (50)
By substituting (50) into (46), we obtain
V (xk)− V (xk+1) ≥
∑
i∈V
(θi
2
−Θi − Li
2
√
2V (x0)
θi
+
θ2i
2|Ni|maxj∈Ni
{
α{i,j}Γ{i,j}
})‖xk+1i − xki ‖2.
It then follows from (48) that∑
i∈V
ρi‖xk+1i − xki ‖2 ≤ V (xk)− V (xk+1). (51)
We now attempt to bound ‖∑i∈V ∇fi(xki )‖ ∀k ≥ 0. Using
(11) and (21), we obtain
‖
∑
i∈V
(∇fi(xk+1i )−∇fi(xki ))‖ ≤∑
i∈V
Li
2
‖xk+1i − xki ‖2.
Combining this with (12) and (51) gives
‖
∑
i∈V
∇fi(xki )‖ = ‖
∑
i∈V
(∇fi(xki )−∇fi(x0i ))‖
≤
k−1∑
t=0
‖
∑
i∈V
(∇fi(xt+1i )−∇fi(xti))‖
≤
k−1∑
t=0
∑
i∈V
Li
2
‖xt+1i − xti‖2
≤
k−1∑
t=0
max
i∈V
Li
2ρi
∑
i∈V
ρi‖xt+1i − xti‖2
≤ max
i∈V
Li
2ρi
(V (x0)− V (xk)) ≤ max
i∈V
Li
2ρi
V (x0). (52)
Below, for each k ≥ 0, we provide a bound on ‖xk − x∗‖.
It has been shown earlier that xki ∈ Ci ∀i ∈ V . Thus, x¯k ∈
conv{∪j∈VCj}. Also, we have x∗ ∈ Ci ∀i ∈ V . It follows
from (16) that
‖
∑
i∈V
(∇fi(x¯k)−∇fi(x∗))‖ · ‖x¯k − x∗‖
≥
∑
i∈V
(∇fi(x¯k)−∇fi(x∗))T (x¯k − x∗) ≥∑
i∈V
θ¯i‖x¯k − x∗‖2.
Since
∑
i∈V ∇fi(x∗) = 0, the above inequality gives
‖∑i∈V ∇fi(x¯k)‖ ≥ (∑i∈V θ¯i)‖x¯k − x∗‖. Thus,
‖xk − x∗‖ ≤‖x¯k − x∗‖+ ‖x¯k − xk‖
=
√
N‖x¯k − x∗‖+ ‖x¯k − xk‖
≤
√
N∑
i∈V θ¯i
‖
∑
i∈V
∇fi(x¯k)‖+ ‖x¯k − xk‖. (53)
Further, from (49),
‖
∑
i∈V
∇fi(x¯k)‖≤‖
∑
i∈V
(∇fi(x¯k)−∇fi(xki ))‖+‖∑
i∈V
∇fi(xki )‖
≤
∑
i∈V
Θ¯i‖x¯k − xki ‖+‖
∑
i∈V
∇fi(xki )‖
≤
√
N max
i∈V
Θ¯i‖x¯k − xk‖+‖
∑
i∈V
∇fi(xki )‖. (54)
By substituting (52) into (54) and combining the resulting
inequality with (53), we obtain
‖xk−x∗‖ ≤max
i∈V
Li
ρi
·
√
N
2
∑
i∈V θ¯i
V (x0)
+
(N maxi∈V Θ¯i∑
i∈V θ¯i
+ 1
)
‖x¯k − xk‖. (55)
Recall from Theorem 1 that ‖x¯k − xk‖ → 0 as k → ∞.
Also, note from (26) that maxi∈V Liρi ·
√
N
2
∑
i∈V
θ¯i
V (x0) ≤ ǫ.
Consequently, limk→∞ ‖xk − x∗‖ ≤ ǫ.
D. Proof of Theorem 3
Since g{i,j}(x) = 1/2xTx ∀{i, j} ∈ E , (10) becomes
xk+1i = x
k
i − (∇2fi(xki ))−1
∑
j∈Ni
α{i,j}(xki − xkj ), ∀i ∈ V ,
or equivalently,
x
k+1 = xk − (∇2F (xk))−1(HG ⊗ In)xk, (56)
where HG = HTG ∈ RN×N , given by
[HG ]ij =


∑
s∈Ni
α{i,s}, if i = j,
−α{i,j}, if {i, j} ∈ E ,
0, otherwise,
is positive semidefinite and with rank N − 1. Let S = {x =
[x1; . . . ;xN ] ∈ RnN : x1 = · · · = xN} and S⊥ = {x =
[x1; . . . ;xN ] ∈ RnN : x1 + · · ·+ xN = 0} be the orthogonal
complement of S. Then, it can be shown that
range(HG ⊗ In) = range(H
1
2
G ⊗ In)
= range(H†G ⊗ In) = S⊥. (57)
Let yk = (H
1
2
G ⊗ In)xk. Multiplying (H
1
2
G ⊗ In) on both sides
of (56) yields
y
k+1 = yk − (H 12G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In)yk.
Moreover, since yk ∈ S⊥, we have yk = (HGH†G ⊗ In)yk. It
follows that
y
k+1 =
[
(HGH
†
G ⊗ In)
− (H 12G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In)
]
y
k. (58)
Below, we bound the term in the bracket of (58). For any
x ∈ RnN , let z = PS⊥(x). Due to (57),
x
T
[
(HGH
†
G⊗In)−(H
1
2
G ⊗In)(∇2F (xk))−1(H
1
2
G ⊗In)
]
x
=zT
[
IN ⊗ In−(H
1
2
G ⊗In)(∇2F (xk))−1(H
1
2
G ⊗ In)
]
z. (59)
Further, since (H
1
2
G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In) is positive
semidefinite and z ∈ S⊥, we have(
1− λmax((H
1
2
G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In))
)‖z‖2 ≤
z
T
[
IN ⊗ In − (H
1
2
G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In)
]
z ≤(
1− λ2((H
1
2
G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In))
)‖z‖2. (60)
Also note that ‖z‖ ≤ ‖x‖. It then follows from (59) and (60)
that for any x ∈ RnN ,∣∣xT [(HGH†G ⊗ In)−(H 12G ⊗ In)(∇2F (xk))−1(H 12G ⊗ In)]x∣∣
≤ max{λmax((H 12G ⊗ In)(∇2F (xk))−1(H 12G ⊗ In))− 1,
1− λ2((H
1
2
G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In))
}‖x‖2.
Therefore, for each k ≥ 0,
‖(HGH†G ⊗ In)−(H
1
2
G ⊗In)(∇2F (xk))−1(H
1
2
G ⊗ In)‖
≤max{λmax((H 12G ⊗ In)(∇2F (xk))−1(H 12G ⊗ In))− 1,
1− λ2((H
1
2
G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In))
}
(61)
≤max
{λmax(HG)
θ
− 1, 1− λ2(HG)
Θ
}
, (62)
where the last inequality comes from xki ∈ B(x0i ; δi) ∀i ∈ V .
Furthermore, note that λ2(HG) and λmax(HG) in the above
inequality can be bounded as follows:
λ2(HG) ≥ min{i,j}∈E α{i,j}λ2(LG), (63)
λmax(HG) ≤ max{i,j}∈E α{i,j}λmax(LG), (64)
where LG = LTG ∈ RN×N is given by (27). This, along with
(62), leads to
‖(HGH†G⊗In)−(H
1
2
G ⊗In)(∇2F (xk))−1(H
1
2
G ⊗In)‖≤q. (65)
In addition, because of the condition α{i,j} <
θ/(maxi∈V |Ni|) ∀{i, j} ∈ E and because
λmax(LG) ≤ min{N, 2maxi∈V |Ni|}, we have
max{i,j}∈E α{i,j}λmax(LG)/θ < 2 and, thus, 0 < q < 1.
Combining (65) with (58) implies that ‖yk+1‖ ≤ q‖yk‖ and
‖yk‖ ≤ qk‖y0‖.
Further, by (56),
‖xk+1 − xk‖ = ‖(∇2F (xk))−1(H 12G ⊗ In)yk‖
≤ λmax(H
1
2
G )
θ
‖y0‖qk ≤ λmax(HG)
θ
‖x0‖qk. (66)
Hence, given any ǫ > 0, ∀k1 ≥ k2 ≥ K¯ǫ with K¯ǫ =
⌈logq ǫθ(1−q)λmax(HG)‖x0‖⌉,
‖xk1 − xk2‖ ≤
k1−1∑
l=k2
‖xl+1 − xl‖
≤ λmax(HG)
θ
‖x0‖
k1−1∑
l=k2
ql ≤ λmax(HG)
θ(1− q) ‖x
0‖qK¯ǫ ≤ ǫ.
Therefore, the Cauchy sequence (xk)∞k=0 ⊂ RnN converges
to some x˜ = [x˜, . . . , x˜] ∈ RnN . Moreover, for each k ≥ 0,
from (64) and (66),
‖x˜− xk‖ = ‖ lim
t→∞(x
t − xk)‖ = ‖ lim
t→∞
t−1∑
l=k
(xl+1 − xl)‖
≤
∞∑
l=k
‖xl+1 − xl‖ ≤ λmax(HG)
θ
‖x0‖
∞∑
l=k
ql
≤ max{i,j}∈E α{i,j}λmax(LG)
θ(1 − q) ‖x
0‖qk. (67)
Finally, we provide a bound on ‖x˜ − x∗‖. Since
limk→∞ xk = x˜, we have limk→∞ ‖xk − x¯k‖ = 0, where
x¯
k = [x¯k; . . . ; x¯k] ∈ RnN and x¯k = 1
N
∑
i∈V x
k
i . It then
follows from (55) that
‖x˜− x∗‖ ≤ max
i∈V
Li
ρi
·
√
N
2
∑
i∈V θ¯i
V (x0), (68)
where ρi > 0 ∀i ∈ V are given by (48). Moreover, for each
{i, j} ∈ E , since g{i,j} = 12xTx , Γ{i,j} = 1. As a result,
ρi = ρ˜i ∀i ∈ V and this completes the proof.
E. Proof of Theorem 4
Let q˜ = 1 − min{i,j}∈E α{i,j}λ2(LG)/Θ and Λθ =
diag(θ1, . . . , θN ). Note from Theorem 2 that η˜i ≥ 2|Ni|(Θi−
θi
2 )/θ
2
i ≥ |Ni|/θi ∀i ∈ V . Due to (29), (23) in Lemma 1
holds. This leads to xki ∈ Ci. It follows from (22) that
‖∇2fi(xki )−1‖ ≤ 1θi . Thus, (∇2F (xk))−1  (Λθ ⊗ In)−1.
Further, from (29), for each {i, j} ∈ E,
α{i,j}≤ 1
ζ˜{i,j}
≤ 1
2maxℓ∈{i,j}η˜ℓ
≤min{ θi
2|Ni| ,
θj
2|Nj|
}
. (69)
Using the Gershgorin circle theorem, every eigenvalue ofHG−
Λθ lies within at least one of the intervals [aii−ri, aii+ri] ∀i ∈
V , where aii =
∑
j∈Ni α{i,j} − θi and ri =
∑
j∈Ni α{i,j}.
Notice from (69) that aii + ri = 2
∑
j∈Ni α{i,j} − θi ≤ 0.
Thus, [aii − ri, aii + ri] ⊆ [−θi, 0] ∀i ∈ V and HG −Λθ  0.
This leads to Λθ ⊗ In  (H
1
2
G ⊗ In)(H
1
2
G ⊗ In). Hence, from
the Schur complement condition,[
InN H
1
2
G ⊗ In
H
1
2
G ⊗ In Λθ⊗ In
]
 0,
which is equivalent to[
Λθ⊗ In H
1
2
G ⊗ In
H
1
2
G ⊗ In InN
]
 0.
Using the Schur complement condition again, we obtain
InN − (H
1
2
G ⊗ In)(Λθ ⊗ In)−1(H
1
2
G ⊗ In)  0. Also,
since (∇2F (xk))−1  (Λθ ⊗ In)−1, we have (H
1
2
G ⊗
In)(∇2F (xk))−1(H
1
2
G ⊗ In)  (H
1
2
G ⊗ In)(Λθ ⊗ In)−1(H
1
2
G ⊗
In)  InN . As a result,
λmax((H
1
2
G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In)) ≤ 1.
This, along with (61) and (63), implies that
‖(HGH†G ⊗ In)−(H
1
2
G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In)‖
≤1− λ2((H
1
2
G ⊗ In)(∇2F (xk))−1(H
1
2
G ⊗ In))
≤1− λ2(HG)
Θ
≤1− min
{i,j}∈E
α{i,j}
λ2(LG)
Θ
= q˜.
By following the idea in the proof of Theorem 3 and replacing
q with q˜ in (67), we obtain
‖x˜− xk‖ ≤Θmax{i,j}∈E α{i,j}λmax(LG)
θmin{i,j}∈E α{i,j}λ2(LG)
‖x0‖
·
(
1− min
{i,j}∈E
α{i,j}
λ2(LG)
Θ
)k
.
Note that for any y ∈ [0, 1], 1− y ≤ exp(−y). Then, for any
positive integer k, (1 − y)k ≤ exp(−ky). This leads to
‖x˜− xk‖ ≤Θmax{i,j}∈E α{i,j}λmax(LG)
θmin{i,j}∈E α{i,j}λ2(LG)
‖x0‖
· exp (− k min
{i,j}∈E
α{i,j}
λ2(LG)
Θ
)
.
Given an arbitrary ǫ > 0, for any k ≥ Kˆǫ with
Kˆǫ =
⌈ Θ
min{i,j}∈E α{i,j}λ2(LG)
· ln
(2λmax(LG)‖x0‖Θmax{i,j}∈E α{i,j}
ǫθλ2(LG)min{i,j}∈E α{i,j}
)⌉
, (70)
it can be shown that ‖xk − x˜‖ ≤ ǫ2 . From (29), we have
α{i,j} < ǫ/ζ¯{i,j} ∀{i, j} ∈ E . Incorporating this inequality
and (29) into (70) yields
Kˆǫ <Kǫ =
Θ
λ2(LG)
(max{i,j}∈E ζ¯{i,j}
ǫ
+ max
{i,j}∈E
ζ˜{i,j}
)
· ln
(2λmax(LG)‖x0‖Θmax{i,j}∈E{ζ¯{i,j}+ ζ˜{i,j}ǫ}
ǫθλ2(LG)min{i,j}∈E ζ¯{i,j}
)
.
Thus, for any k ≥ Kǫ, ‖xk − x˜‖ ≤ ǫ2 . Further, by combining
(29) and (48) with (68), we obtain ‖x˜ − x∗‖ ≤ ǫ2 . Conse-
quently, ‖xk − x∗‖ ≤ ǫ ∀k ≥ Kǫ.
F. Proof of Proposition 1
We first provide a quadratic bound on V (xk) − V (xk+1).
For each i ∈ V and each j ∈ Ni, note from (23) that(θi
2
−Θi
) |Ni|α{i,j}
θ2i
+
1
2Γ{i,j}
>
θi
2 −Θi
2Γ{i,j}(Θi − θi2 + Li2
√
2V (x0)
θi
)
+
1
2Γ{i,j}
=
Li
√
2V (x0)
θi
4Γ{i,j}(Θi − θi2 + Li2
√
2V (x0)
θi
)
≥ 0.
This leads to νij > 0. Also, for each i ∈ V , since fi is
quadratic, ∇2fi is a constant matrix and thus we may choose
Li = 0. By substituting it into (24), we obtain
V (xk)− V (xk+1)≥
∑
i∈V
∑
j∈Ni
νij‖xki − xkj ‖2
= (xk)T (Q⊗ In)xk, (71)
where Q is defined in (33). Next, we provide another quadratic
bound on V (xk) ∀k ≥ 0. Since x∗ is the optimum, we have
∑
i∈V
fi(x
∗) ≤
∑
i∈V
fi(
1
N
∑
j∈V
xkj ). (72)
Because fi ∀i ∈ V are quadratic and because of (11) and (12),∑
i∈V
∇fi(xki ) = 0, ∀k ≥ 0. (73)
It follows from (14), (72), and (73) that
V (xk)≤
∑
i∈V
fi(
1
N
∑
j∈V
xkj )−fi(xki )−∇fi(xki )T(
1
N
∑
j∈V
xkj−xki )
≤
∑
i∈V
Θi
2
‖xki −
1
N
∑
j∈V
xkj ‖2
= (xk)T (R⊗ In)xk, (74)
where R is defined in (32). According to [34, Theorem 2], we
can show that R and Q are positive semidefinite with only one
eigenvalue at 0 corresponding to an eigenvector 1n and thus
ρ = sup{ε ∈ R : εR  Q} ∈ (0,∞). From (71) and (74), we
have ρV (xk) ≤ V (xk)− V (xk+1) ∀k ≥ 0, i.e.,
V (xk+1) ≤ (1− ρ)V (xk), ∀k ≥ 0.
This, along with V (xk) ≥ 0 ∀k ≥ 0, implies that 0 < ρ < 1.
Therefore, (30) holds. This further leads to∑
i∈V
θi
2
‖xki − x∗‖2 ≤ V (xk) ≤ (1− ρ)k
∑
i∈V
Θi
2
‖x0i − x∗‖2,
i.e., (31) holds.
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