The phi and psi transforms were developed by M. Frazier and B. Jawerth [8, 7] , in parallel with the well-known wavelet theory. Their principal aim was to obtain and then to study the decomposition of a function or a distribution f in the form f = Q f, ϕ Q ψ Q , where the sum is taken over the family of all dyadic cubes in R n . In the notation of wavelet theory, this decomposition takes the form
(See §1 for the relevant notations). A most satisfactory theory was obtained by the authors when both ϕ and ψ are in S, and satisfy certain additional conditions, including the condition that ϕ and ψ have their Fourier transforms supported in an annulus about the origin (and hence both are band-limited and have infinitely many vanishing moments). The important feature of this theory is that the norm of f (in various function spaces) is equivalent to an appropriate norm of the sequence { f, ϕ j,k } = S ϕ (f ), the phi transform of f . The decomposition ( * ) then allows one to recover f from its "coefficients" { f, ϕ j,k } and the "building blocks" {ψ j,k }.
In this article we study the non-bandlimited case of the phi and psi transforms and aim also to simplify the original proofs given in the fundamental work [8] . We treat these transforms separately and aim to find simply stated conditions to ensure their boundedness on various function spaces. By doing so we could see more transparently the conditions which imply the boundedness of these transforms. As it turns out this requires only an appropriate moment condition on the The second author was supported by a Polish research grant KBN 5P03A05020. 1 generating function phi or psi: The moment condition obtained for phi is minimal, and that for psi is the same as in [8] . When ψ is bandlimited, the exact reconstruction ( * ) is a consequence of a "Tauberian condition" (see Theorem 3.1 and [8, Theorem 2.2]). However, when ψ is not band-limited, the result corresponding to ( * ) is less satisfactory (see Theorem 3.2 and [8, Theorem 4.2]); one can only establish the invertibility of an operator corresponding to the right-hand side of ( * ). This is due to the lack of a good replacement for a sampling theorem by Frazier and Jawerth [7, Lemma 2.1] .
Although we follow the general strategy of the proofs in [8] , we use some recent results in [2, 4] which allow us to deal directly with the case where phi or psi is not band-limited. Moreover, the separation of the moment condition and the Tauberian condition has its root in the works [2, 3] by the authors and M.H. Taibleson. The results from the Frazier-Jawerth approach that we will use are of a real-variable nature: a Peetre-Stein typeestimate for sequence spaces (see Lemma 1.1), and a Calderón type sampling formula for distributions ([7, Lemma 2.1]).
Another novelty of our work lies in the proof of Theorem 3.2, in which we avoid the use of the molecular decompositions of the TriebelLizorkin spaces in [8] and, consequently, we obtain a relatively simple proof of the corresponding result in that paper. Theorem 3.2 is the main result in this paper and is motivated by our attempt to solve an L p -spanning problem for the Mexican hat function posed by Y. Meyer in [11] (see Theorem 3.3). Further discussion of our results with those in [8] and other results in the literature will be given in the relevant sections.
This paper may be considered as a part in the group of papers [2] [3] [4] , of which it is the final one. The aim was to study function spaces in which the "kernel" function is not band-limited. As such, this series of papers bridges the gap between the classical theory, in which the Poisson kernel or the Gaussian kernel is used, and the more recent Littlewood-Paley method where the kernel function is band-limited. We hope that this series may also serve as an independent introduction to some aspects of the theory of function spaces.
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Preliminaries
The aim of this section is to introduce the notation and the relevant definitions, as well as to state three basic results to be used in the proofs of our main theorems.
We use the standard notation regarding Lebesgue spaces, the Fourier transforms and distributions. All functions and distributions are defined on R n , so that explicit reference to R n in the notation will usually be dropped. Thus, the Schwartz class is denoted by S and its dual, the space of tempered distributions, by S . As usual · p denotes the L p -norm, and ·, · denotes the inner product on L 2 . The set of polynomials is denoted by P.
First we give the definitions of certain sequence spaces following M. Frazier and B. Jawerth [8] . However, instead of the family of dyadic cubes, we shall use {(j, k) : j ∈ Z, k ∈ Z n } as the index set for sequences.
For −∞ < α < ∞, 0 < p < ∞, 0 < q ≤ ∞, and a sequence s = {s j,k } j∈Z,k∈Z n , we define 
We defineḟ α p,q to be the space of all sequences s for which s ḟ α p,q is finite.
The letters ϕ and ψ will be used to denote functions in S. Additional assumptions on ϕ and ψ will be stated when required. For f ∈ S , we define a sequence S ϕ (f ) by
where ϕ j,k is similarly defined to (1.2), f, ϕ j,k = (f, ϕ j,k ), and (·, ·) denotes the pairing between a distribution and a test function. For j ∈ Z and k ∈ Z n , we let ϕ j (x) = 2 jn ϕ(2 j x), and
Let λ > 0. For every x ∈ Q j,k , it is easy to see that
is the Peetre's maximal function. Let λ > 0 and 0 < r < ∞. For a sequence s, we define its "maximal sequence" s
Clearly, |s j,k | ≤ s * j,k for all j, k. Remark. As mentioned above we have changed the notation in [8] where the sequences are indexed by the dyadic cubes. The sequence
We next recall the definition of the homogeneous Triebel-Lizorkin spaces ( [12] ). Let −∞ < α < ∞, 0 < p < ∞ and 0 < q ≤ ∞. Let ϕ ∈ S be such that supp(φ) ⊆ {1/2 ≤ |ξ| ≤ 2}, and
We define the homogeneous Triebel-Lizorkin spaces bẏ
with the usual interpretation when q = ∞. It is well-known that the spacesḞ α p,q are independent of the function ϕ (satisfying the above conditions), and that they contain Lebesgue spaces, Hardy spaces and Sobolev spaces as special cases (see e.g. [12, 9, 14] ). Moreover, the characterization of these spaces, under "minimal" moment and Tauberian conditions on ϕ, has been proved in [2, 3] .
We now state three results which form the necessary tools for the proofs of our theorems. The first is a norm-equivalence on sequence spaces by Frazier and Jawerth [8, Lemma 2.3] . 
The second is an estimate of Heideman type, which is a slight variant of [2, Lemma 2.1 (Remark)]. Let m ∈ Z, we say that η ∈ S has m vanishing moments if
When m < 0, the above condition is vacuous.
Assume ψ has m vanishing moments and
for all x ∈ R n , and 0 < t ≤ bs, where
for a sufficiently large non-negative integer N, and p N (ϕ) is similarly defined.
Proof. When N 1 + A − 1 = m, the proof (for non-negative integers
Then by the first case, we have
, so that the required inequality follows.
The third result is the discrete version of an estimate for the Peetre's maximal function in [2, Theorem 3.1].
Remark. Since the proof of [2, Theorem 3.1] used an estimate similar to Lemma 1.2, the constant C in Lemma 1.3 has the form C = C(n, α, λ, p, q)p N (ϕ) for a sufficiently large N.
Boundedness of phi and psi transforms
In this section we prove that the phi transform S ϕ is bounded under a "minimal" moment condition on ϕ. We then show that the psi transform T ψ , which is a left inverse of S ϕ (under some aditional conditions on ϕ and ψ), is also bounded. While the proof in [8, Theorem 2.2] is based on a certain norm-equivalence for entire functions of exponential type, our proof uses Lemma 1.1, Lemma 1.2 and Lemma 1.3, in which neither ϕ nor ψ is assumed to be band-limited.
Assume that ϕ ∈ S has [α] vanishing moments. Then there is a positive constant C such that
Proof. By (1.4) and (1.5),
, and for each j ∈ Z fixed, {Q j,k } k∈Z n is a partition of R n , the sum with respect to k in the right-hand side of the above is equal to (2 jα 
Sinceφ also has [α] vanishing moments, the conclusion of the theorem follows from Theorem 2.1.
Remark. By the remark to Lemma 1.3, the constant C in Theorem 2.1 has the form C = C(n, α, p, q)p N (ϕ) for a sufficiently large integer N, and hence a quantitative version of Theorem 2.2 is that the inequality
We next consider another operator which corresponds to a left inverse of S ϕ when ϕ satisfies some additional properties (besides the moment condition). Let ψ be a function in S. For a sequence s ∈ḟ α p,q , we define
whenever the sum on the right-hand side of the above converges in S /P. We first show the convergence for a large class of functions ψ ∈ S.
Proof. We shall prove the lemma by showing that
converges absolutely for every ϕ ∈ S ∞ , the space of functions in S having infinitely many vanishing moments, where (· , ·) denotes the pairing between a distribution and a test function. (Note that S ∞ = S /P.)
First observe that, for each j ∈ Z,
Fix ϕ ∈ S ∞ . Then for every j and k,
where in this proof only, we letψ(x) = ψ(−x). Let N 2 be a positive integer, and choose N 1 ∈ R and λ > n such that N 1 > −n − α, and
By the size estimates of Heideman type in Lemma 1.2, we have
(Note that in the second estimate in (2.4) we use the infinite moment condition of ϕ.) To show the absolute convergence of j,k s j,k (ψ j,k , ϕ), we write
Assume first that p ≥ 1. Then by the above estimate (2.4) for each |(ψ j,k , ϕ)| and Hölder's inequality, we have
by (2.3). When p < 1, we obtain the same inequality by using the p-triangle inequality (instead of Hölder's inequality).
Since ϕ has infinitely many vanishing moments, (2.4) holds for any N 2 , and so by using a similar argument to the estimate for I 1 , we can show that 
Theorem 2.4. Let
Then by Lemma 2.3, the above series converges absolutely in S /P.
Note that the function ϕ in the definition of the Triebel-Lizorkin norms satisfies supp(φ) ⊆ {1/2 ≤ |ξ| ≤ 2}. Since ϕ l (x − ·) ∈ S ∞ for each l ∈ Z and x ∈ R n , the convergence in S /P implies the pointwise representation
(where the convergence of the series on the right-hand side is also absolute). It follows that 
ψ has [n/ min(1, r) − n − α] vanishing moments, and ϕ has infinitely many vanishing moments, Lemma 1.2 implies that
By using the above estimate and an argument similar to the proof of Lemma 2.3, we obtain
where we also used the obvious estimate:
for all j ∈ Z and x ∈ R n . Next, note that
Therefore, if 1 ≤ q, then using Hölder's inequality for the sum with respect to j, we obtain
The last inequality in (2.7) and Lemma 1.1 imply that
Since we also have (2.7) when q < 1 (by using the q-triangle inequality instead of Hölder's inequality), we obtain (2.8) for all q.
On the other hand, using the second estimate in (2.6) and an argument similar to the estimate for I 1 (x, l), we have
Thus, the conclusion of the theorem follows from (2.5), (2.8) and (2.9).
Remarks. (i) Since the constant C in (2.6) has the form
for a sufficiently large non-negative integer N (depending on N 1 , λ, n, p, q), a quantitative version of Theorem 2.4 is that the inequality This remark is used in the proof of the last assertion of Theorem 3.2.
(iii) Theorem 2.4 can also be proved by using the molecular decompositions of the Triebel-Lizorkin spaces [8, Theorem 3.5] . However, the proof of this decomposition in [8] used the equivalence (3.4) which we aim to prove by using our Theorems 2.4 and 2.2. We hope that our direct and simple approach could be useful in some other circumstances.
Invertibility and norm-equivalence
First we recall a main result of [8] , namely Theorem 2.2 in that paper:
If ϕ and ψ are functions in S which satisfy
for all α, p, q, and all f ∈ S /P. Note that if ψ ∈ S satisfies (3.1) and (3.2), then there exists ϕ ∈ S such that (3.1)-(3.3) are satisfied.
The proof of the (3.4) in [8] uses certain equivalence which seems true only for entire functions of exponential type. We give below a proof based on the results in Section 2 and an identity in [7] .
Assume that ϕ and ψ have appropriate vanishing moments. Then, by Theorems 2.4 and 2.2,
Therefore, if (3.1)-(3.3) are satisfied, then by (3.1) both ϕ and ψ have infinitely many vanishing moments, so that (3.5) implies half of the equivalence (3.4) . The other half of this equivalence follows from the first inequality in (3.5) and the identity By a similar argument, we can prove the following theorem in which we require a slightly less stringent Tauberian condition than condition (3.2). The there exists ϕ ∈ S such that suppφ is contained in T n , and that (3.4) and (3.6) hold for every f ∈ S /P. Moreover, if q < ∞, then the series in (3.6) converges also in theḞ α p,q -norm. Proof. As observed in [4, page 541] , the Tauberian condition (b) implies that there exists ϕ ∈ S such thatφ is supported in an annulus about the origin and that (3.3) holds. By multiplyingφ by a cut-off function and using (a) we may assume thatφ is supported in T n . Since ϕ has infinitely many vanishing moments and ψ has the right number of vanishing moments (see Theorem 2.4), we can use Theorems 2.2 and 2.4 to obtain (3.5). Since bothψ andφ are supported in T n and (3.3) holds, we apply the sampling theorem [9, Lemma 6.10 ] to obtain (3.6). We then deduce (3.4) as before. The norm-convergence when q < ∞ follows from Theorem 2.4.
We next discuss the general case where ϕ and ψ have appropriate vanishing moments, and (3.3) is satisfied. We are interested in the equivalence (3.4) . By the arguments preceding Theorem 3.1, we would have this equivalence if we can prove (3.6). Applying Theorem 2.2 to the spacesḞ
Assume furthermore that ϕ and ψ satisfy the t q -condition:
where O n denotes the set of q ∈ Z n such that at least one component of q is odd. Then (3.3), (3.7), (3.8) and (3.9) , together with [6, Theorem 4.9] , imply that
Hence it follows easily that (3.6) holds for every f ∈Ḟ α p,q . Thus, we have proved that the norm-equivalence (3.4) holds when ϕ and ψ have appropriate vanishing moments, and (3.3) and (3.9) are satisfied. Therefore, for a given function ψ ∈ S with an appropriate moment condition, it is of interest to find simply stated condtions on ψ so that there is ϕ ∈ S for which (3.3) and (3.9) hold. Although there is a simple condition on ψ to ensure the existence of ϕ such that (3.3) holds (see (i) of the Remarks to the next theorem), a satisfactory condition to imply (3.9) remains elusive. We note in the band-limited case that (3.1) trivially implies (3.9).
As for the equivalence (3.4) in the general case we have the following theorem, which is the main result of this paper.
vanishing moments, and that it satisfies the dyadic Tauberian condition; i.e., there is ϕ ∈ S such that supp(φ) is contained in an annulus about the origin and that (3.3) holds. Then there exist L ∈ Z and Φ ∈ S such that for each l ≤ L,
for all f ∈ S /P, and
Proof. By dilating ϕ and ψ if necessary, we may assume that supp(φ) ⊆ {|ξ| ≤ 2}. Choose Φ ∈ S such thatΦ is non-negative and radial, supp(Φ) ⊆ {|ξ| ≤ 3}, andΦ = 1 on {|ξ| ≤ 2}. Let l ≤ 0. Then, sincẽ ϕ l * ψ l = (ϕ l * Φ)˜ * ψ l * Φ, the condition (3.3) implies that
in S /P. By this representation and the assumptions on the support
By Lemma 2.3 the series in the right-hand side of the above converges in S /P, but if q < ∞, then Theorem 2.4 implies that we have also convergence inḞ α p,q . Thus we obtain the assertion on the density of the spanning set and complete the proof of the theorem.
Remarks. (i) The condition (3.3) and its use in the theory of function spaces are well-known. However, the terminology "dyadic Tauberian condition" was coined in [4] in which the authors also observed that this condition holds if condition (b) of Theorem 3.1 is satisfied.
(ii) Our results should be compared to [8, Theorem 4.2] where, instead of the dyadic Tauberian condition the authors assumed that |ψ(ξ)| ≥ c > 0 if 1/2 ≤ |ξ| ≤ 2, and, in addition to the moment condition the authors assumed certain size conditions and Hölder's estimates on ψ and its derivatives. The proof in [8] uses the molecular decompostions of the Triebel-Lizorkin spaces and is considerably more complicated than our proof of Theorem 3.2. Their method could be applied to the case where ψ may not be in S. Actually, all our results are also valid in the case when ϕ or ψ is not in S, but they are sufficiently smooth and satisfy appropriate moment conditions and size conditions (of the form p N (ϕ) < ∞ and/or p N (ψ) < ∞). The proofs are the same. We have restricted our theorems to the case ϕ and ψ in S for simplicity of presentation. We refer to [2, Section 6, Remark (b)] for a similar remark on Lemma 1.3, that this lemma holds for some ϕ not in S.
l (f ) in the above proof and, as in [8] , (3.14) can be written as
This should be compared with the results in [10] in which the authors prove that, under "minimal" conditions on the function ψ, and for 1 ≤ p, q < ∞, there exist r > 1, s > 0 and a family of functions {ρ j,k } (the so-called molecules), such that the Meyer's problem; we need "oversampling" to obtain a spanning set. This "oversampling" phenomenon also occurs in [10] in which the authors show that, for each 1 ≤ p < ∞, there exist (sufficiently small) r > 1 and s > 0 for which the linear span of {ψ(r j x − ks) : j, k ∈ Z} is dense in H p (R). However, the explicit values of r and s are not known.
A significant open problem is to investigate the explicit relationship between the various conditions on a function ψ and the dilation factor and sampling points in the spanning set. When R n ψ(x)dx = 0, a rather complete solution for the spanning problem in Lebesgue and Sobolev spaces has been given given in [1] .
We end this paper by a remark. Since the main tools in our approach, Lemmas 1.1 and 1.3, hold for weighted spaces, all our main results are valid in the weighted setting in which the weight function is in the Muckenhoupt class A ∞ , and moreover, they are also valid for the weighted Besov-Lipschitz spaces. By the same reasons, these results (except Theorem 3.3 and the density result in Theorem 3.2) hold in the case p = ∞. We leave the details to the interested reader.
