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 要  旨 
 昨今，「しゃべってコンシェル」や「Siri」，「AI スピーカ」といった人間とコミュニケーショ
ンを行う対話システムが注目を浴びている．このようなシステムでは，ユーザの使いやすさを考
え，音声入力による自然な対話によるインターフェースが採用されている．しかし，現状の対話
システムは、音声ではなくテキスト入力し，ルールベースのシステムを用いて意味理解を行って
いるものが殆どである．一方、人間同士の対話では，音声から直接，感情を含めて相手の発言の
意図を読み取り，それに応じた返答を行っている．しかし、現在のシステムでは、このように音
声から直接感情などの意図を読み取ることは行っていない。これを扱うことが対話システムの大
きな課題である。 
 このような課題に対し，より自然な対話システムの作成を目的とした感情を読み取る手法とし
て，感情音声認識という手法が提案されている．これは．音声から感情に寄与する音響的特徴量
を抽出し、識別器を使って認識するものである．しかしながら，現状の感情音声認識手法では、
学習に用いるデータベースに関して，大きく 2 つの問題点がある．第一の問題は，データベース
の自然性の欠如である．現在存在するデータベースの多くは演技音声や，その音声を用いて作成
された合成音声で構成されている．このような音声は，日常会話で行われる自然な発話とは異な
ることが知られている．このため，この音声で学習した感情音声認識システムでは自然な発話に
対して適応できないことが懸念される．第二の問題点は，データベースの絶対量の不足である．
この原因としては，通例の音声データベースに比べ，感情という曖昧なラベリングをすることに
手間がかかることが挙げられる．データ量の不足は，近年パターン認識において高性能を実現し
ている深層学習手法が使用できないという問題を引き起こす． 
 本研究では，web上の動画像を用いたことが影響し，特定感情に於いてデータが不足し，デー
タベースの構築は困難であった．一方で十分量あるデータでは分類精度が従来に比肩したため，
従来のデータベースと提案データベースの混合データベースを作成したところ，従来データベー
スに匹敵する分類精度が得られることを発見した． 
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第 1章 序論
1.1 研究背景
　昨今，「しゃべってコンシェル」や「Siri」，「AI スピーカ」といった人間とコミュニケーション
を行う対話システムが注目を浴びている．このようなシステムでは，ユーザの使いやすさを考え，
音声入力による自然な対話によるインターフェースが採用されている．しかし，現状の対話システ
ムは、音声ではなくテキスト入力し，ルールベースのシステムを用いて意味理解を行っている．[1]
たとえ音声を入力するものであっても，音声認識を用いて音声をテキストに変換した後，テキスト
を基本とし，同様な処理を行う．一方、人間同士の対話では，音声から直接，感情を含めて相手の
発言の意図を読み取り，それに応じた返答を行っている．しかし、現在のシステムでは、このよう
に音声から直接感情などの意図を読み取ることは行っていない。これを扱うことが対話システムの
大きな課題である。
　このような課題に対し，より自然な対話システムの作成を目的とした感情を読み取る手法とし
て，感情音声認識という手法が提案されている．[2]これは．音声から感情に寄与する音響的特徴
量を抽出し、識別器を使って認識するものである．しかしながら，現状の感情音声認識手法では、
学習に用いるデータベースに関して，大きく 2 つの問題点がある．第一の問題は，データベース
の自然性の欠如である．現在存在するデータベースの多くは演技音声や，その音声を用いて作成さ
れた合成音声で構成されている．このような音声は，日常会話で行われる自然な発話とは異なる．
[3, 4, 5]このため，この音声で学習した感情音声認識システムでは自然な発話に対して適応できな
いことが懸念される．第二の問題点は，データベースの絶対量の不足である．この原因としては，
通例の音声データベースに比べ，感情という曖昧なラベリングをすることに手間がかかることが挙
げられる．データ量の不足は，近年パターン認識において高性能を実現している深層学習手法が使
用できないという問題を引き起こす．　　本研究では，この二点の問題を解決するため，動画投稿
サイトやブログ等にアップロードされている，日常の音声を含んだ動画像から，自動で感情音声認
識用の質と量を担保するデータベースの作成を目的とする．
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1.2 本論文の構成
本論文は，全 6章で構成されている．以下に，本論文の構成を記す．
第 1章 序論
研究を行った背景として，対話システムとその対話をより自然なものにするための感情音声認識シ
ステムに於ける背景を述べる．その上で，感情音声認識に用いられるデータベースについての問題
点を述べる．そして本研究でその問題点を解決するための手順について述べる．
第 2章 従来手法による音声感情認識
音声感情認識の従来法について述べるため，実際に識別に用いられる音響特徴量と識別式について
記述する．また，それに加え従来法の問題点について詳細に述べる．
第 3章 提案手法
第 2章で提起した問題点を解決するための，本研究で述べる提案手法とそのモデル図について記載
する．
第 4章 実験
本研究で行った実験手順・及び実験条件について記す．
第 5章 結果及び考察
第 4章で行った実験の結果，及び考察を行う．
第 6章 結論
本研究の成果・今後の展望をまとめる．
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第 2章 従来手法による音声感情認識
2.1 音声信号のパラメータ表現
　通常，パターン認識を実現するためには，まず，認識対象から何らかの特徴量を抽出する必要で
あり、音声感情認識に於いても同様である．音声信号には様々な要因による音響的特徴が含まれ
る．それらの特徴により，音声には様々な情報が与えられる．人間はそれらの変動から音声意味や
感情を含む様々な要因を推定する．
　本節では，機械が認識に用いる音声信号から抽出する音響特徴量について述べる．
2.1.1 実効値 (RMS値)
　実効値は、元々、交流の電圧或いは電流の表現方法の一種で，抵抗器に交流を流した際に消費さ
れる平均電力値を等価に消費する直流の電圧或いは電流の値を指す．転じて，波である音声におい
ても実効値を考えられる．音声信号においての実効値は区間全体の音の大きさを示す特徴量とな
る．フレーム tに於ける実効値 fRMS は，
　
fRMS(t) =
s
lim
T!0
1
T
Z t
f(s)ds (2.1)
　ただし，T はフレーム区間長である．これは音声信号の 2 乗値の平均の平方根（Root Mean
Square）なので，実効値を RMS値と表記することもある．
2.1.2 ケプストラム
　音声スペクトルの大まかな形を表す包絡線をスペクトル包絡と呼ぶ．人間の発生した音声のスペ
クトル包絡は，比較的次数の低い三角多項式によって表された対数スペクトルによってよく近似で
きることが知られている．したがって，音声信号のスペクトル包絡はケプストラム（cepstrum）を
係数とする三角多項式による対数スペクトルの形で効率よく正確に表現されることになる．
さらに，周波数分解能に対する聴覚の特性が，低周波域では高周波域に比べてかなり高く，その周
波数目盛はしばしば音高の知覚尺度であるメルスケールで表されるので，音声のスペクトルはメル
スケールのような非直線周波数目盛上の次数の低い三角多項式による対数スペクトル，すなわちメ
ルケプストラム（mel-cepstrum）による対数スペクトルによって精密に表される．
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すなわち，人間の発声器官と聴覚の特性を考慮すると，音声のスペクトル包絡はメルケプストラム
を係数とする三角多項式によるメル対数スペクトルの形で表される． [6, 7, 8]．
信号 x[n]のフーリエ変換を X(ej
)としたとき，x[n]のケプストラム c[m]は
c[m] =
1
2
Z 
 
ln jX(ej
)j2ej
md
 = 1

Z 
 
ln jX(ej
)jej
md
 (2.2)
で定義される．ここで，mはケフレンシ（quefrency）と呼ばれる時間量を表し，単位時間（信号
の標本化間隔）の倍数である．
式 (2.2)の積分を台数公式で近似する．全積分区間の割合の数 N が十分大きければ，通常の信号
のフーリエ変換の対数 2 乗振幅 ln jX(ej
)j2 の値は隣り合った離散周波数間でほぼ直線的に変化
するので，式 (2.2)は
c[m] =
1
N
N 1X
k=0
ln jX[k]j2ej 2N km (2.3)
と書き換えられる．ここで，X[k]は
X[k] = X(ej
)j
=j2k=N =
N 1X
n=0
x[n]e j
2
N kn (2.4)
である．X[k]の値は高速フーリエ変換を利用して効率良く求めることができるため，実際の信号
からケプストラムを求める場合，式 (2:3)を用いる．
2.1.3 メル周波数目盛
1次のオールパスフィルタの位相特性によってメルスケールを近似することを考える．メルスケー
ルを正確に表すことができ，フィルタ構成上も都合のよい非直線周波数目盛として，伝達関数
(z; )および周波数特性 (ej
; )がそれぞれ
(z; ) =
z 1   
1  z 1 (2.5)
(ej
; ) = exp( 
(e
; )) (
 = !t) (2.6)
で与えられるオールパスフィルタの位相特性
e
(
; ) = 
 + 2 tan 1  sin

1   cos
 (2.7)
による非直線周波数目盛 e
 = e
 = e
(
; ) (2.8)
を考えることができる．ここで，
 = !t であり，! は角周波数，t はフィルタの単位遅延時
間である．また，1=t = fs はサンプリング周波数である．この非直線周波数目盛 e
 は，t が
100s（fs=10kHz）のとき，パラメータ を 0.35前後の値にすれば，メルスケールをよく近似で
きる．メルスケールをよく近似する場合の非直線周波数目盛をメル周波数目盛と呼ぶ．
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2.1.4 メル周波数ケプストラム係数
信号 x[n]について
c[m] =
1
2
Z 
 
g^(e
)eje
md
 (2.9)
を信号 x[n]のメルケプストラムと呼ぶ．ここで，g^(e
)は x[n]のメル周波数上の対数スペクトル
であり，
g^(e
) = MX
m= M
c[m]e
 je
m = c[0] + 2
MX
m=1
c[m] cos(e
m) (2.10)
と三角多項式で表される．ここでM はメルケプストラムの次数である．
2.1.5 ゼロ交差率 (Zero-Crossing Rate)[9]
　音響特徴量の一つとして，ゼロ交差数がある．これは，単位時間あたりに音の波形データが 0レ
ベルと交わる回数，即ち符号が変わる回数であり，音声区間ではこの値が大きくなることがわかっ
ており，ゼロ交差数が高ければより雑音性が高いことを示す．実際には 0レベルの周りにバイアス
値を設定し，バイアス範囲内での符号変化は交差回数に含まないことが一般的である．特徴量とし
ては，ゼロ交差数から求められるゼロ交差率 (Zero-Crossing Rate)を用いる．t番目のフレームに
於けるゼロ交差率 fZCR(t)は，
fZCR(t) = 10log10

Z(t)
Zn

(2.11)
で求められる．ただし，雑音区間でのゼロ交差数を Zn，フレーム区間でのゼロ交差数を Z(t) と
した．
　また，ゼロ交差率は周波数に強く依存し，音のパワーレベルには頑健である一方で，雑音に対す
る頑健性が十分でない．
2.1.6 基本周波数 (F0)
　信号をフーリエ級数などの正弦波の合成で表したときの，最も低次の周波数成分を基本周波数と
呼ぶ．音声における基本周波数は音声の高さに影響し，単語のアクセントや話者の差・感情の昂ぶ
りといった情報を表現する．基本周波数の導出には様々な方法があり，以下にその一例を挙げる．
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Table. 2.1 Fundamental Frequency Estimation
推定手法名 検出方法
波形包絡法 音声波形の包絡を強調することで基本周波数を検出
ゼロ交差法 ゼロ交差率から繰り返しパターンを検出し，基本周波数を算出
自己相関法 波形の自己相関関数から基本周波数を検出
直接線形予測法 低次の LPC分析から基本周波数を推定
複素ケプストラム法 ケプストラムからスペクトル包絡を検出
　一般に音声に於ける基本周波数の抽出は困難とされており，その理由として音声波形が準周期信
号であることや有声音に於ける F0の値が広範囲で可変であることが挙げられ，現在でも確立され
た抽出方法はなく，議論がかわされている．
2.1.7 倍音-ノイズ比率 (Harmonics-to-Noise Ratio)[10]
　倍音は高調波ともいい，ある基本周波数成分をもつ波に対し，その波の整数倍の高次の周波数成
分のことを指す．音声波がもつ倍音成分量は，音声性質の音色を意味する．特徴量としては雑音区
間の t番目のフレームに於ける倍音-ノイズ比率 fHNR(t)として，　
　 fHNR(t) = 10log10

H(t)
Hn

　 (2.12)
を扱う．ただし，雑音区間でのパワーを Hn，倍音成分のパワーを H(t)とした．
2.2 SVM(support vector machine)[11]
　 support vector machine(SVM)は，教師あり学習を用いるパターン認識モデルの一種である．
本節では，SVMについて説明した後，多クラスに拡張する方法を説明する．
2.2.1 ハードマージン SVM
　 SVM は未学習データに対して高い識別性能を得ることができ，現在知られている多くの手法
の中でも認識性能の優れたクラス識別モデルの一つである．SVM にデータの座標値とクラス値
を学習させることにより，SVM は２つのクラスを分類する最適な識別関数を構成する．例えば，
Fig.2.1のような二次元空間中に幾つかのデータが存在し，それらのデータが 2つのグループに属
している場合を考える．
　　最適な識別関数は 2つのクラスのデータからの距離が最も遠くなるように構成される．この識
別関数とデータの距離をマージンと呼称する．SVMではこのマージンが大きいほどよい境界であ
るとし，なるべくマージンが大きくなるように境界のパラメタを決定する．
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Fig. 2.1 Hard margin SVM
　与えられた特徴量 xn とラベル yn の組み合わせ
　 (x1; y1); (x2; y2); : : : ; (xl; yl) (8i;xi 2 Rd; yi 2 f 1; 1g) (2.13)
に対し，次式を満たす識別関数 fw; = sgn((wT xi) + )を推定する場合を考える．ただし，sgn
は符号関数である．
fw;b(xi) = yi (i = 1; : : : ; l) (2.14)
　特徴ベクトル xi と境界間の距離 dは，多次元に拡張したヘッセの公式を用いて
d =
jwT  xi + j
kwk (2.15)
で表せる．マージンの最大化には境界面に一番近い特徴ベクトルのみの最大化を考えればよく，こ
の特徴ベクトルをサポートベクトルと呼ぶ．ここで，すべての特徴ベクトルに対して yif(xi) > 0
が成り立つことがあることを踏まえると，マージンの最大化は次の式のような最適化問題に置き換
え可能である．
max
w;b;M
M
kwk
 
s.t. yi(w
T  xi + ) M (i 2 f1:::lg) ; M > 0

(2.16)
　M は yi(wT  xi + )によって上から抑えられているため，M の最大値は yi(wT  xi + )の
最小値となり，この最小値が dとなる．さらに，両辺をM で割って距離の最小値が 1となるよう
正規化して
max
w;b
1
kwk
 
s.t. yi(w
T  xi + )  1 (i 2 f1:::lg)

(2.17)
　ただし，w  wM ,  M と置き換えた．さらに， 1kwk の最大化が kwkの最小化と等価である
こと，kwkの最小化は kwk2 の最小化と等価であることから，最適化問題を
min
w;b
1
2
kwk2   s.t. yi(wT  xi + )  1 (i 2 f1:::lg) (2.18)
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という形にできる．ただし，係数は以降の式を簡単化するためである．この最適化問題を解くた
め，双対問題に帰着してさせるため，Lagrange乗数 i( 0)を導入し，Lagrangianを計算すると，
L(w; ; ) =
1
2
kwk2  
lX
i=1
i(yi(w
T  xi + )  1) (2.19)
　この Lagrangianを i について最大化し，w; について最小化する。パラメータw; について
の Lの導関数は鞍点において次等式が成立する．
@
@
L(w; ; ) = 0;
@
@w
L(w; ; ) = 0 (2.20)
　これを変形して
lX
i=1
iyi = 0; w  
lX
i=1
iyixi = 0 (2.21)
　 L(w; ; )を展開し，式 (2.21)を代入すると
L(w; ; ) =
1
2
jjwjj2  
lX
i=1
iyiw
T  xi + iyi   i
=
1
2
jjwjj2  
lX
i=1
iyiw
T  xi   
lX
i=1
iyi +
lX
i=1
i
=
1
2
w  w  
lX
i=1
lX
j=1
ijyiyj (xixj) +
lX
i=1
i
=
1
2
lX
i=1
lX
j=1
ijyiyj (xixj) 
lX
i=1
lX
j=1
ijyiyj (xixj) +
lX
i=1
i
=  1
2
lX
i=1
lX
j=1
ijyiyj (xixj) +
lX
i=1
i (2.22)
　これを双対形式として、下記のように整理できる。
8>>>><>>>>:
max

=  1
2
lX
i=1
lX
j=1
ijyiyj (xixj) +
lX
i=1
i
制約条件 :
lX
i=1
iyi = 0; i  0
(2.23)
　以上より，式 (2.23)で表される凸二次計画問題を解くことで，識別関数 fw; を得られ，これが
SVMの基本形となる．このような SVMを，次に紹介するソフトマージン SVMと比較しハード
マージン SVMと呼称する．
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2.2.2 ソフトマージン SVM
　現実問題としては，特徴ベクトルを全て分離できるような超平面が存在することは稀であり，多
くの場合は正しく分類が行われない．したがって，次式で表現される緩和変数を導入し，式 (2.18)
を満たさない特徴ベクトルが存在してもよいようにする．
i  0; (i = 1; : : : ; l) (2.24)
　この緩和変数を用いて式 (2.18)の制約条件を次式のように緩和できる．
yi(w
T  xi + )  1  i (i 2 f1:::lg) (2.25)
　 i は正の整数なので，制約条件の右辺が 1以下となる．これは各特徴ベクトルが境界面に近づ
くことを許す．また，右辺は負の値も取りうるので，この時，特徴ベクトルが境界面を超え誤分類
されることを許可する．特徴ベクトル xi が誤分類された時，yi(wT  xi + ) < 0となるので，こ
の時制約条件をクリアするためには i > 0である必要がある．誤分類された特徴ベクトルがK 個
のとき，少なくともK 個の i は 1より大きくなるため，X
i21;:::;l
i > K (2.26)
が成り立つ．即ち，i の総和をK 以下に抑えることで，誤分類される特徴ベクトルをK 個以下に
抑えることができる．したがって凸最適化問題は次式のように書き換えられる
min
w;b;
1
2
kwk2 + C
X
i21;:::;l
i s.t. yi(w
T  xi + )  1  i (i 2 f1; : : : ; lg); i  0 (2.27)
　ただし C は正則化係数と呼ばれる正の定数で，この値により xii に対するペナルティの強度を
定める．もし C =1としたならば，
X
i21;:::;l
i が 0になったときのみ収束するので，8i = 0が成
り立ち，これは先のハードマージン SVMに一致する．
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Fig. 2.2 Soft margin SVM
　
　式 (2.27) をラグランジュの未定乗数法から双対問題に帰着させる．非負のラグランジュ定数
 = f1; : : : ; lg, = f1; : : : ; lgを用いて，目的関数を以下のように定義する．
L(w; ; ;;) = f(w; )  
X
i2f1;:::;lg
ig(w; ; i) 
X
i2f1;:::;lg
ih(i)
=
1
2
kwk2 + C
X
i2f1;:::;lg
i  
X
i2f1;:::;lg
ifyi(wT  xi + )  1 + ig  
X
i2f1;:::;lg
ii
(2.28)
　ここで，制約条件に対応する関数として g(w; ; i) = yi(wT  xi + )  1 + i  0，h(i) =
i  0と置いた．さて，L(w; ; ;;)のうち，主問題で取り扱っているパラメタw，，に関し
て最大化した関数 P (w; ; )を定義する．
P (w; ; ) = max
0;0
L(w; ; ;;)
=
1
2
kwk2 + C
X
i2f1;:::;lg
i   max
0;0
8<: X
i2f1;:::;lg
ifyi(wT  xi + )  1 + ig  
X
i2f1;:::;lg
ii
9=;
(2.29)
　この式は制約条件を満たしているときのみ最適化可能なので，
min
w;;
P (w; ; ) = min
w;;
max
0;0
L(w; ; ;;) (2.30)
の関係が成立する．
　次に，ラグランジュ定数の最小化について考える．D(;) = min
w;;
L(w; b; ;;) として，
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D(;)をラグランジュ定数に関して最大化する．
max
0;0
D(;) = max
0;0
min
w;;
L(w; ; ;;) (2.31)
　これを双対問題はと呼ぶ．主問題で取り扱っているパラメタ w，， を求めるため，
minw;;　 L(w; ; ;;)をそれぞれで偏微分し，0とすると
@L
@w
= w  
X
i2f1;:::;lg
iyixi = 0 (2.32)
@L
@
=  
X
i2f1;:::;lg
iyi = 0 (2.33)
@L
@i
= C   i   i = 0 (2.34)
となる．式 (2.34),(2.34)を使って，式 (2.29)から w，i，i を削除すると，以下の式が導ける．
L =  1
2
X
i;j2f1:::ng
ijyiyjx
T
i xj +
X
i2f1:::ng
i (2.35)
　また，制約条件から を削除して，双対問題は
　max

　  1
2
X
i;j2f1;:::;lg
ijyiyjx
T
i  xj +
X
i2f1:::ng
i
s.t.
X
i2f1;:::;lg
iyi = 0; C  i  0 (i 2 f1; : : : ; lg)　 (2.36)
と定義できる．
2.2.3 非線形 SVM
　線形分離可能な特徴ベクトルについて考えてきたが，実際の問題では線形分離可能な場合は多く
ない．そこで，より一般的な識別関数を推定するため，前処理として入力ベクトル xを高次元特徴
空間に写像し，その後，その特徴空間で線形 SVMを行うという方法が考えられる．今，特徴空間
F へ写像する関数 (x)を定義する．この時，(x)を新たな特徴ベクトルとし，F 内での超平面
は次の式で表される．
f(x) = wT  (x) +  (2.37)
　先程の双対問題と同様にして
max

 1
2
X
i;j2f1;:::;lg
ijyiyj(xi)
T  (xj) +
X
i2f1;:::;lg
i (2.38)
s.t.
X
i2f1;:::;lg
iyi = 0; C  i  0 (i 2 f1; : : : ; lg) (2.39)
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Fig. 2.3 Non-linear SVM
と変形できる．この時，内積 (xi)T  (xj)が xi と xj から計算できるなら，即ち
K(xi;xj) = (x)
T(xj) (2.40)
なるK に特定の関数を用いるなら，K(xi;xj)から最適な非線形写像を構成できる．この時，この
ような K のことをカーネルと呼んでいる．実用的には，K は計算が容易なものが望ましい．以下
に一例を上げる．
Polynomialカーネル
K(xi;xj) = (x
T
i  xj)p (2.41)
多項式カーネル
K(xi;xj) = (1 + x
T
i  xj)p (2.42)
RBFカーネル
K(xi;xj) = exp ( jjxi   xj jj) (2.43)
Gaussカーネル
K(xi;xj) = exp (
 jjxi   xj jj2
22
) (2.44)
Sigmoidカーネル関数
K(xi;xj) = tanh(  (xTi  xj) + ) (2.45)
2.2.4 One-Versus-Rest SVM
　多クラス問題を SVM で扱う一般的な方法について述べる．k クラスの分類問題を解くため，
SVMでは 1クラスとその他の残りのクラスとを識別する 2クラス分類類 SVMの集合 f1，: : :，fk
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Fig. 2.4 One-versus-the-rest SVM
　を生成する。そして，符合関数を適用する前に，式 (2.46)のような最大出力に従って多クラス分
類を行い，2クラス分類 SVMの集合 f1，: : :，fk を統合しておく．
arg max
j=1;:::;k
gj(x) (2.46)
　ここで，gj(x)は式 (2.47)で表される．
gj(x) =
lX
i=1
yi
j
i K (x;xj) +  (2.47)
2.3 DNN(Deep Neutal Network)[12]
　 Deep Neural Network（DNN）とは，多階層の隠れ層（hidden layer）をもつ階層型のニュー
ラルネットワークである．本節では，DNNの概要について説明をする．
2.3.1 DNNの原理
　ニューラルネットワークは，入力する値を受け取る入力層，手前の層から特徴量を受け取って演
算を行い奥の層へ演算結果を伝搬する隠れ層，隣接する隠れ層から計算される値を出力する出力層
で構成される．このうち特に，隠れ層が多段であるものを DNNと呼ぶ．DNNの模式図を Fig.2.5
に示す．図中の丸はユニットと呼ばれるもので，エッジと呼ばれるもので次の層のユニットとつな
がっている．手前の層から入力を受け取ると，活性化関数 f()によって出力を決定し，エッジに
よって重みが付けられ，次の層へと特徴量を伝える．活性化関数には，次式で定義されるシグモイ
ド関数 ()やランプ関数 (ReLU関数)R()が用いられる．
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Fig. 2.5 Model diagram of the DNN
(x) =
1
1 + exp( x) (2.48)
R(x) =

x(x  0)
0(x < 0)
(2.49)
　各隠れ層の入力を u(l)，出力を z(l) で表す．入力 xが与えられたときの隠れ層（l = 1）の入出
力は次のように計算される．
u(1) =W (1)Tx+ b(1)
z(1) = f(u(1))
　ここで，W (1) は入力層と隠れ層（l = 1）の間の結合重みを表す．入力層のユニット数が I，1
番目の隠れ層（l = 1）のユニット数が J1 であるとき，W (1) 2 RIJ1 となる．また，b(1) は隠れ
層（l = 1）のバイアス項を表し，b(1) 2 RJ1 である．
　次に，隠れ層（l = 2; : : : ; L）の入出力は，第 l 番目の隠れ層の隠れ変数を h(l) として，以下の
ように計算される．
u(l) =W (l)Th(l 1) + b(l)
z(l) = f(u(l))
　ただし，W (l) は隠れ層 l   1・隠れ層 l の間の結合重みを表す．隠れ層 l   1 のユニット数が
Jl 1，隠れ層 lのユニット数が Jl のとき，W (l) 2 RJl 1Jl である．また，b(l) は隠れ層 lのバイ
アス項を表し，b(l) 2 RJl である．そして，出力層の入出力 u(L+1); z(L+1) は
u(L+1) =W (L+1)Th(L) + b(L+1)
z(L+1) = f(u(L+1))
　と計算される．ここで，W (L+1) は隠れ層 l・出力層間の結合重みを表し，出力層のユニット数が
K のとき，W (L+1) 2 RJLK である．また，b(L+1) は出力層のバイアス項を表し，b(L+1) 2 RK
14
である．そして，ネットワークの最終的な出力を y  z(L+1) とする．
　このように，DNNは与えられた入力 xに対して，入力層から出力層へと上の計算を繰り返し，
値を順伝播させていくことで出力 y を計算する．DNNの全ての層のパラメータW と bをまとめ
て  で表すと，DNNはパラメータ  もつ関数 y = y(x;)と表現することができる．
2.3.2 出力層の設計と誤差関数
　 DNN が表現する関数 y(x;) は，パラメータ  を変えることで変化する．目標とする関
数には，関数の入力と出力のペアが複数与えられているが，その具体的なパラメータはわか
らない．ある入力 xt に対する望ましい出力を dt とし，このような入出力のペアが複数 D =
f(x1;d1); : : : ; (xT ;dT )g のように与えられているとする．この集合 D を学習データ（training
data）や訓練データと呼ぶ．
　このとき，DNNのパラメータW を調整することで，学習データに含まれる入出力のペアを再
現することを考える．すなわち，学習データDに含まれるすべての入出力ペア (xt;dt)について，
DNNの出力 y(xt;)が dt となるべく近くなるように  を調整する．この操作を学習と呼ぶ．　
学習の際に，DNNの出力 y(xt;)と，正解となる学習データ dt の近さを測る尺度のことを，誤
差関数（error function）あるいは損失関数という．DNNの学習では，扱う問題の種類に応じて，
誤差関数と出力層の活性化関数を適切に設定する必要がある．　入力 xを K 個のクラスに分類す
る問題である多クラス分類では，入力に対応するクラスラベルを，one-hotベクトルを用いて表現
する．したがって，出力層の k 番目のユニットの出力を
yk  z(L+1)k =
exp(u
(L+1)
k )PK
j=1 exp(u
(L+1)
j )
(2.50)
とするソフトマックス関数を用いる．ただし，u(L+1)k は出力層の k 番目のユニットが隠れ層 Lか
ら受取る入力である．そして，誤差関数は交差エントロピー誤差
E() =  
TX
t=1
KX
k=1
dtk log yk(x
t;) (2.51)
を用いる．
15
2.3.3 DNNの学習
　 DNNの学習では，誤差関数 E が最小となるようパラメータ  を更新する．パラメータの更新
には勾配法が用いられる．誤差関数 E と  から計算される更新量を  とすると，パラメータの
更新式は
   + (2.52)
となる．パラメータの更新量 は，誤差関数 E の  に関する偏微分
 =   @E()
@
(2.53)
で計算される．ここで， は学習率（learning rate）と呼ばれる，小さな正の値である．例えば，
誤差関数が二乗誤差であるとき，第 l   1層の i番目のユニットから第 l 層の j 番目のユニットへ
の結合重みW (l)ij の更新量 W (l)ij は次のように計算される．
W
(l)
ij =  
@E()
@W
(l)
ij
=  (l)j z(l 1)i (2.54)
　ただし，(l)j は誤差信号と呼ばれ，合成関数の微分法に従い，出力層で計算される二乗誤差から
計算される (L+1)j を用いて以下のように再帰的に計算される．

(L+1)
j =  (dj   z(L+1)j )z(L+1)j (1  z(L+1)j ) (2.55)

(l 1)
j =W
(l)
i: 
(l)z
(l 1)
j (1  z(l 1)j ) (2.56)
　ここで，Wi: はW から i行目を抜出したベクトルを表す．この計算過程が，出力層の誤差を入
力層側へと逆向きに伝播させていく形になっていることから，この学習方法を Back Propagation
（BP）法と呼ぶ．
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　Fig. 2.6 Model diagram of the DBNF
2.3.4 DBNF(Deep Neural Network Bottleneck Features)
　 DNNは多層のニューラルネットワークによって構成されるが，本手法では Fig.2.6に示すよう
に，中間層の一部のノード数を他のノード数より少なくする，ボトルネック構造を用いる．これに
より，出力を表現するために必要な特徴量の抽出が期待できる．ボトルネック構造を持つ DNNで
は，ボトルネック中間層に於いて入力情報を制限して識別学習を行うことになる．この時，ボトル
ネック層では識別精度を改善させるために入力情報の中から識別に必要な情報を伝達し，識別に不
要な情報を伝達しないような学習を行うことを期待する．
2.4 問題点
　本節では，音声感情認識に於ける実存のデータセットについての不十分さを示す．
2.4.1 発話自発性
　既存の大部分の音声データベースは，演技音声で構成されている．演技音声とは，「喜んでいる
ように」「怒っているように」などの感情を指示されて演技した音声のことを指す．このような音
声は，日常会話内で行われる自然な発話とは異なっている [3, 4]．このため，この音声で学習した
感情音声認識システムでは自然な発話に対して適応ができないことが懸念される．事実，台本を用
意し意識的に発話した感情音声と自然に発話した感情音声では，それぞれで感情音声分類モデルを
構築することで分類精度が向上することが先行研究に依って明らかになっている [13]．
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2.4.2 データ量
　　 Table.2.2 に，音声データベースと感情音声データベースの絶対量の比較を記す．ここで，感
情音声データベースの文量は一感情あたりの平均文量を記載している．感情音声データベースは，
ラベル付の困難さやラベルによる一感情あたりの音声数の細分化，ラベルの表現方法や分類数など
の観点から従来の音声データベースに比べ絶対量が少なくなってしまっている．
　この量の問題を解決するため，合成音声を使ってデータを補填するモデル [14]，話者の直前発話
から類推した感情を用いてマルコフモデルから発話時の感情を類推するモデル [15]や，対話者の直
前発話から同様にマルコフモデルを用いて感情を類推するモデル [16] などが提案されている．し
かし，いずれも演技音声データベースを用いたものであり，日常会話に適用可能かは不明である．
Table. 2.2 Comparison of database
音声データベース 文量 [文] 感情音声データベース 文量 [文]　
VoxCeleb2 1:0 106 IEMOCAP[17] 5:0 102
ATR 9:6 103 Keio-ESD[18] 1:0 102
ATJ-JIPDEC 1:15 104 OGVC[19] 4:0 102 　
18
第 3章 提案手法
本章では，本研究に於ける手法について述べる．
3.1 提案手法の概要
　本研究では，第 2.4小節で述べた問題点を解決するため，日常の音声を含んだ動画像から感情音
声認識システム用のデータベースを作成することを目的とする．データベース作成手順は次のとお
りである．
1). 入力として，動画投稿サイトなどから音声を含む動画像を用意する．
2). 発話ごとに動画を分割する．
3). 分割した動画像から音声を抽出する．
4). 動画の音声データから特徴量を，表情データから感情ラベルをそれぞれ算出する．
5). それらを統合したものをデータベースに格納する．
　手順のモデル図を Fig.3.1に示した．
Fig. 3.1 proposed model
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3.2 発話分割機構
　本提案手法ではデータベースの自動構築化を最終目的としているため，発話区間検出 (Voice
Activity Detector) を実装し，それを用いた発話分割機構を実装した．一般的な発話区間検出で
は，まず発話区間のスペクトル特性を表現する確率モデルと．非発話区間の特性を表現する確率モ
デルを学習データから事前に推定し，検出処理の段階で入力音声が発話区間なのか非発話区間なの
かを決定する．これを定式化すると式 (3.1)のようになる．　
　 L(xt) = log p(xtjM1)  log p(xtjM0)　 (3.1)
　ここで xt は時刻 tに於ける入力信号のスペクトル成分，Mi は発話/非発話の特性を表現する確
率モデル (M1:発話，M0：非発話)を表している．式 3.1にてある閾値より大きい区間を発話，小
さい区間を非発話とみなす．本研究では確率モデルとしてガウス混合モデルを用いた．
　発話区間検出では，吸気音を用いるものや新たに発話単位を定義するものもあるが，子音で無声
音化が行われてしまう場合，促音で声道が閉じ無音化してしまう場合や，音素の長音化で非音声の
スペクトルに似た特徴が検出されてしまう場合など，期待した区間検出が行われない場合も多い．
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第 4章 実験
　本稿では実験手順・条件について記す。　
4.1 実験手順
　実装するデータセットを評価するため，以下の手順で実験を行った．
1. 既存のデータセットを用いた感情分類機の実装
 特徴量抽出
 分類器構築
2. 実験用データセットの作成
 用意した動画像の発話区間分割
 特徴量抽出
 感情ラベル付与
3. 作成した感情分類機を用いたデータセットの評価
　
4.1.1 使用したデータセット
　分類機の実装に際し，2 名対話の感情音声コーパス Interactive Emotional 　 Dyadic Motion
Capture dataset (IEMOCAP) [17] を用いた．これは 12時間の視聴覚データから成るデータセッ
トで，データは 5 つの異なる会話で収集されている．各会話には複数の二項会話からなり，全体
としては 151 会話からなる．データセットには自発的発話かまたはスクリプト読み上げか，即ち
自然音声か演技音声なのかのラベルが付いており，それぞれ 47.8%と 52.2%を占める．すべての
発話に，neutral・happy・sadness・angry・frustration・excitemenの 6つのカテゴリのうちの 1
つ以上のラベルが複数人によってラベル付けされている．本研究では，分類対象の感情クラスは
neutral・happy・sadness・angryの 4クラスとした．　
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Table. 4.1 Amount of data of IEMOCAP
感情 自然音声 [文] 演技音声 [文] 合計 [文]　
Angry 288 815 1103
Happy 947 689 1636
Neutral 1099 609 1708
Sadness 608 476 1084
Total 2942 2589 5531
4.1.2 使用した動画像
　データセットの作成のため，
 単一話者
 話者の表情が明確に読み取れる
 話者音声を除く音が少ない　　
 演技音声でない
を条件に動画共有サイトより動画を選定し，男性日本人で 1時間の動画と女性イギリス人で 25分
の動画を研究用データベースとして扱うこととした．
　 2つの動画を手動と VAD利用の 2種類の方法で切り分け，切り分け方法毎に SVM・DBNFの
分類機を作成した．手動分割に依って得られたデータ数は 521 データ，VAD によって得られた
データ数は 4101データであった．
4.2 実験条件
　実験に際し，使用した条件を記す．
4.2.1 音声特徴量抽出
　先行研究 [20]に則り，音声特徴を抽出した．特徴量としては，5つの低レベル記述子である，実
効値 (第 2.1.1 小節)，12 次元メル周波数ケプストラム係数 (第 2.1.4 小節)，ゼロ交差率 (第 2.1.5
小節)，基本周波数 (第 2.1.6小節)，倍音-ノイズ比率 (第 2.1.7)小節を用いた．窓幅 25[ms]，シフ
ト幅 10[ms]のスライドウィンドウを使用し，各窓毎に前述の 16次元の特徴量を抽出した．また，
窓関数にはハミング窓を使用し，ゼロパディングを行った．
　 16次元の特徴量それぞれの差分特徴量を合わせた 32次元の特徴ベクトルに対し，12種類の
統計量（平均，偏差，最大値，最小値，極大値，極小値，範囲，線形近似式の傾き，線形近似式の
切片，平均二乗誤差，歪度，尖度）をそれぞれ求めた．従って，各標本から取り出される特徴ベク
トルは 384次元となり，また特徴量は 1から-1の値を有するように線形変換で正規化を行った．
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4.2.2 感情ラベル生成モデル
　感情ラベルの生成に際し，動画像を一度フレーム出力し，そのフレーム毎にMicrosoftAzureの
FaceAPImEmotionAPIを用い，得られた出力から感情ラベルを求めた．FaceAPIは 3つのデー
タセットからそれぞれ生成された CNNが三層直列に接続されており，どこかの CNNで分類が可
能であればその時の値を出力する [22]．Fig.4.1に FaceAPIのモデル図を，Fig.4.2，Table.4.2に，
FaceAPIに於ける入・出力例を纏めた．
Fig. 4.1 The system diagram of the proposed face detection module on SFEW 2.0. from [22]
Fig. 4.2 Example of Input
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Table. 4.2 Example of Output
Emotion Label Level
Anger 0.000
Contempt 0.000
Disgust 0.000
Fear 0.000
Happiness 0.230
Neutral 0.767
Sadness 0.001
Surprise 0.000
　 FaceAPIの返り値のうち，Neutral，Happiness，Sadness，Angerをそれぞれ neutral，happy，
sadness，angryと対応付け，各 Levelが 0.7を超えたものをラベルとして格納した．
4.2.3 SVMの設定
　第 2.4.1小節で述べたように，発話は当人が意図的に読み上げたものか否かによって期待される
出力が変わってくる．そこで，本研究では IEMOCAPを用いた比較用 SVMとして，発話の自発
性を考慮した SVMを実装した．具体的には，2層化した SVMを用意し，SVMの 1層目で発話
の自発性を予測．2層目で 1層目の出力と特徴量を入力とし，感情ラベルを出力するような SVM
の実装を行った．SVM の実装は，2 層ともに RBF カーネルを用いた．同じデータセット間での
実装では，5倍交差検証で計算された平均統計値を求めた．
4.2.4 DBNFの設定
　 DNN の実装は先行研究 [23] に即し，6 層構造とした．各層における学習ノード数は 1024 ユ
ニットであるが，5層目にボトルネック層を設定し，そのノード数のみ 42ユニットとした．ボト
ルネック特徴量は学習データと同様に特徴量を入力した際のボトルネック層，各ノードの値を抽出
した．
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第 5章 結果及び考察
　本稿では実験結果について記す。
5.1 評価指標
　第 4.1.1 小節に於いて述べたデータベースである，IEMOCAP のラベル付けは人の手で行われ
ている．3～4人の評価者にラベル付けを行わせ，その中で半数以上の評価者が同じ感情ラベルを
付けた際にのみ感情ラベルを定める．この IEMOCAPでは，発話の約 30%がこの条件を満たさ
ず，感情ラベルが割り当てられていない．また，残りの 70%のうち，評価者全員から同じラベル
を与えられた発話は半数にも満たなかった．これは，感情評価が主観的な評価に酷く依存すること
を示している．
5.2 提案手法のみからなるデータベース
　本稿では，提案手法で構築したデータベースの評価を行う
5.2.1 SVM
　提案手法で作成したデータベースを用い，SVM を適応しクローズドテストを行った結果を
Table.5.1に示す．ここで，IEMOCAPを用いて作成した感情分類器自身の評価も記載してある．
ここで，manual・VADは動画データの分割方法を表し，IEMOCAPは IEMOCAPを用いた 2層
SVMの精度を表す．manual・VAD共に，局所的な精度は高いが，全体を通しての精度はランダ
ム分類と大差ない結果となった．それぞれの実験の出力結果ヒートマップを Fig.5.1，5.2にまとめ
た．ここで，ヒートマップの横軸が正解ラベル，縦軸が予測ラベルである．
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Table. 5.1 Result of SVM
方式 Overall accuracy Mean accuracy
manual 0.74 0.35
VAD 0.85 0.26
IEMOCAP 0.61 0.63
Fig. 5.1 manual Heat Map Fig. 5.2 VAD Heat Map
　ヒートマップを見ても分かる通り，音声的特徴は「happy」と予測されたにもかかわらず，正解
ラベルが「neutral」と誤判定されたものが非常に多くなってしまっている．また，「sadness」に関
しては予測・正解ともに登場頻度が非常に少ない．実際に作成した動画データベースを確認したと
ころ，「neutral」の感情を付与されているデータが全体の 80%以上を占め，残りのデータの殆どが
「happy」のラベルであった．「angry」「sadness」とラベル付けされたデータは全体の 1%に満た
なかった．これは，今回使用した動画のデータセットが，web上の動画投稿サイトを利用して収集
したものであるからだと考えられる．動画投稿サイトでは，視聴者を意識したものとなってしまう
ため，演技音声や自然発話とは異なった発話空間が成立していると考えられる．即ち，もし話者が
実際に喜びを感じていなかったとしても，視聴者に不快な気持ちを抱かせないため，笑顔で発話を
行う．ここで，音声と表情に差異が生じてしまい，無感情な音声が吸収する特徴ベクトルの区間が
広くなってしまったと考える．
5.2.2 DBNF
　次に，DBNFを適応した結果を Table.5.2に示す．ここで，IEMOCAPを用いて作成した感情
分類器自身の評価も記載してある．
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Table. 5.2 Result of DBNF
方式 Loss Accuracy
manual 0.67 0.85
VAD 0.50 0.85
IEMOCAP　 1.00 0.58
此方では精度良く各値が取れているように見えるが，neutralを取りうる特徴ベクトルが多くなっ
た結果，OverFittingぎみに収束してしまったのであろうということが推測できる．一方で，他の
動画データの感情を分類する際には，この分類機が優位に働くことも推測できる．
5.3 既存データベースと提案データベースの混合データベース
　ヒートマップや，Overallの数値が非常に高いことから，提案データベースでは neutralの分解
能が非常に高くなっていることが推察できる．そこで，neutralの分解能に着目し，IEMOCAPに
於ける"neu"を本研究で作成したデータベースに差し替えたデータベースの評価を行った．
5.3.1 SVM
　混合データベースに対し，発話分割方法に応じて二種類の SVMを作成し，クローズドテストと
オープンテストを行った．データベース中の提案データベース専有比率は 10%刻みで 0～100%と
し，ハイパーパラメータをチューニングしながら実装した．また，オープンテストに用いたデータ
は，Table.2.2に示してある，Keio-ESD・OGVCから，本研究で扱っている感情ラベルが付与され
ている 1648データを用いる．このテストデータの内訳を Table.5.3，分類結果を Fig.5.3，5.4に記
載した．また，各混合データベースに対し，分類精度を示したヒートマップを付録 Aに添付した．
Table. 5.3 Breakdown of test data
感情ラベル データ数 割合
angry 397 24.1%
neutral 413 25.1%
happy　 425 25.8%
sadness 413 25.1%
計 1648
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Fig. 5.3 Result of Closed Test by Mix
database's SVM by VAD
Fig. 5.4 Result of Open Test by Mix
database's SVM by VAD
　ここで，横軸は neutral感情の提案データベースの専有割合，縦軸は SVMのMeanAcurracyを
示す．クローズドテストでは，提案データベースの割合を増やすことで分類精度が向上し，最終的
に 80%近い分類精度を示している．一方でオープンテストでは提案データベースの割合を増やす
ことで分類精度がわずかに減少している．この結果は本手法によるデータベースの構築が少なくと
も Neutral感情に於いては置き換え可能だということを示している．また，発話分割の方法による
精度の差は大きく表れていないことがわかる．これは，今後データベースを作成する際に発話分割
を手動で行う手間を省くことができることを示している．また，この結果から感情音声は発話中の
意味の塊でなく，音の塊から類推できることがわかる．
5.4 まとめ
　本研究でマルチメディアを入力とした感情音声データベースの構築を目的とし，動画像データの
音声から音響特徴量・話者の表情から感情ラベルを抽出するという手法で実装に取り組んだ．しか
し，入力動画データに大きく偏りがあり，一部の感情ラベルの絶対数が少なくなっていることが原
因で，満足の行くデータベースの構築は困難であった．しかし，Neutralという感情とその分類精
度に着目し，既存のデータベースの Neutralを本研究の手法で作成したデータベースのものに差し
替えたところ，元々のデータベースと遜色ない分類精度を実装できた．また，手動と VADの二種
類の発話分割方法を試したところ，両者の間に大きな差が見られなかった．
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第 6章 結論
　本論文では，感情音声認識に用いるデータセットの量と質の問題点を解決するため，web 上に
アップロードされた動画からデータベースを作成することを目標とし，その実装を行った．動画像
から表情データと音声データを抽出し，表情データから感情ラベルを，音声データから特徴量を抽
出することで，データベースを構築した．構築したデータベースを用いて動画データや既存のデー
タベースを分類したところ，実装した分類機では SVM・DBNFともに OverallAccuraccyでは従
来の評価指標を大きく上回る分類精度が確認された一方で，MeanAccuracy はランダム分類と大
差ない精度結果となった．
　原因分析を行ったところ，web上の動画投稿サイトにアップロードされた動画から作成したデー
タベースでは neutralのラベル付が行われたデータが全体の大半を占め，「怒り」「悲しみ」がラベ
ル付されたデータが非常に少なくなっていることがわかった．これは，動画投稿サイト上で公開さ
れる動画では，投稿者が視聴者を考慮した結果として，「怒り」「悲しみ」のような悪い印象を与え
る感情を見せたり，そのような動画を投稿する機会が非常に少ないためだと考えられる．
　一方で Overallの分類精度に着目すると，非常に精度良く分類できていたことから，既存のデー
タセットの neutral音声を本論文での提案音源に差し替えたところ，SVMのクローズドテスト・
オープンテストともに既存データベースを用いた分類機と遜色ない精度が観測できた．これは，本
手法によるデータベースの構築が少なくとも neutral感情に於いては置き換え可能だということを
示している．また，手動分割と自動発話分割に於いて比較を行うと，分割方法による分類精度の差
は大きく見られることはなかった．これにより，感情データベースの実装の際，neutral感情に関
しては自動でデータベースを実装できることがわかった．
　今後の予定としては，先ず動画データを増やすことで，「怒り」「悲しみ」のデータの収集を行い，
動画データのみでのデータベースの実装を目指す．そして，実装したデータベースの分類精度につ
いて調査を行う．
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付録
A 混合データベースによって構築した SVMの分類精度
　第 5章，5.3.1小節にて行った実験結果を以下に記す．ここで，Fig.A.1から Fig.A.11までは手動
分割・クローズドテスト，Fig.A.12から Fig.A.22までは VAD分割・クローズドテスト，Fig.A.23
から Fig.A.33までは手動分割・オープンテスト，Fig.A.34から Fig.A.44までは VAD分割・オー
プンテストの結果をそれぞれ示している．
Fig. A.1 Close test heat map with manual
method (Proposal neutral data 0%)
Fig. A.2 Close test heat map with manual
method (Proposal neutral data 10%)
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Fig. A.3 Close test heat map with manual
method (Proposal neutral data 20%)
Fig. A.4 Close test heat map with manual
method (Proposal neutral data 30%)
Fig. A.5 Close test heat map with manual
method (Proposal neutral data 40%)
Fig. A.6 Close test heat map with manual
method (Proposal neutral data 50%)
Fig. A.7 Close test heat map with manual
method (Proposal neutral data 60%)
Fig. A.8 Close test heat map with manual
method (Proposal neutral data 70%)
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Fig. A.9 Close test heat map with manual
method (Proposal neutral data 80%)
Fig. A.10 Close test heat map with manual
method (Proposal neutral data 90%)
Fig. A.11 Close test heat map with manual
method (Proposal neutral data 100%)
Fig. A.12 Close test heat map with VAD
method (Proposal neutral data 0%)
Fig. A.13 Close test heat map with VAD
method (Proposal neutral data 10%)
Fig. A.14 Close test heat map with VAD
method (Proposal neutral data 20%)
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Fig. A.15 Close test heat map with VAD
method (Proposal neutral data 30%)
Fig. A.16 Close test heat map with VAD
method (Proposal neutral data 40%)
Fig. A.17 Close test heat map with VAD
method (Proposal neutral data 50%)
Fig. A.18 Close test heat map with VAD
method (Proposal neutral data 60%)
Fig. A.19 Close test heat map with VAD
method (Proposal neutral data 70%)
Fig. A.20 Close test heat map with VAD
method (Proposal neutral data 80%)
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Fig. A.21 Close test heat map with VAD
method (Proposal neutral data 90%)
Fig. A.22 Close test heat map with VAD
method (Proposal neutral data 100%)
Fig. A.23 Open test heat map with manual
method (Proposal neutral data 0%)
Fig. A.24 Open test heat map with manual
method (Proposal neutral data 10%)
Fig. A.25 Open test heat map with manual
method (Proposal neutral data 20%)
Fig. A.26 Open test heat map with manual
method (Proposal neutral data 30%)
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Fig. A.27 Open test heat map with manual
method (Proposal neutral data 40%)
Fig. A.28 Open test heat map with manual
method (Proposal neutral data 50%)
Fig. A.29 Open test heat map with manual
method (Proposal neutral data 60%)
Fig. A.30 Open test heat map with manual
method (Proposal neutral data 70%)
Fig. A.31 Open test heat map with manual
method (Proposal neutral data 80%)
Fig. A.32 Open test heat map with manual
method (Proposal neutral data 90%)
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Fig. A.33 Open test heat map with manual
method (Proposal neutral data 100%)
Fig. A.34 Open test heat map with VAD
method (Proposal neutral data 0%)
Fig. A.35 Open test heat map with VAD
method (Proposal neutral data 10%)
Fig. A.36 Open test heat map with VAD
method (Proposal neutral data 20%)
Fig. A.37 Open test heat map with VAD
method (Proposal neutral data 30%)
Fig. A.38 Open test heat map with VAD
method (Proposal neutral data 40%)
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Fig. A.39 Open test heat map with VAD
method (Proposal neutral data 50%)
Fig. A.40 Open test heat map with VAD
method (Proposal neutral data 60%)
Fig. A.41 Open test heat map with VAD
method (Proposal neutral data 70%)
Fig. A.42 Open test heat map with VAD
method (Proposal neutral data 80%)
Fig. A.43 Open test heat map with VAD
method (Proposal neutral data 90%)
Fig. A.44 Open test heat map with VAD
method (Proposal neutral data 100%)
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