In this paper, we propose oversampling strategies in the Generalized Multiscale Finite Element Method (GMsFEM) framework. The GMsFEM, which has been recently introduced in [12] , allows solving multiscale parameter-dependent problems at a reduced computational cost by constructing a reduced-order representation of the solution on a coarse grid. The main idea of the method consists of (1) the construction of snapshot space, (2) the construction of the offline space, and (3) construction of the online space (the latter for parameter-dependent problems). In [12] , it was shown that the GMsFEM provides a flexible tool to solve multiscale problems with a complex input space by generating appropriate snapshot, offline, and online spaces. In this paper, we develop oversampling techniques to be used in this context (see [19] where oversampling is introduced for multiscale finite element methods). It is known (see [19] ) that the oversampling can improve the accuracy of multiscale methods. In particular, the oversampling technique uses larger regions (larger than the target coarse block) in constructing local basis functions. Our motivation stems from the analysis presented in this paper which show that when using oversampling techniques in the construction of the snapshot space and offline space, GMsFEM will converge independent of small scales and high-contrast under certain assumptions. We consider the use of multiple eigenvalue problem to improve the convergence and discuss their relation to single spectral problems that use oversampled regions. The oversampling procedures proposed in this * Email address: efendiev@math.tamu.edu
Introduction
Heterogeneous media with multiple scales and high-contrast commonly occur in many applications, such as porous media and material sciences. The development of reduced-order models describing complex processes in such media is needed in such applications. There are a variety of multiscale methods, e.g. [1, 3, 16, [19] [20] [21] , that efficiently capture multiscale behavior by constructing a reduced representation of the solution space on a coarse grid. While standard multiscale methods have proven effective for a variety of applications (see, e.g., [15] [16] [17] 21] ), in this paper we consider a more recent framework, GMsFEM, in which the coarse spaces may be systematically enriched to converge to the fine grid solution. In particular, we develop oversampling techniques within GMsFEM and show that these methods converge independent of the small scales and high contrast under certain assumptions.
The Generalized Multiscale Finite Element Method (GMsFEM) is a flexible framework that generalizes the Multiscale Finite Element Method (MsFEM) by systematically enriching the coarse spaces and taking into account small scale information and complex input spaces. This approach, as in many multiscale model reduction techniques, divides the computation into two stages: offline and online. In the offline stage, a small dimensional space is constructed that can be efficiently used in the online stage to construct multiscale basis functions. These multiscale basis functions can be re-used for any input parameter to solve the problem on a coarse grid. The main idea behind the construction of offline and online spaces is the selection of local spectral problems and the selection of the snapshot space. In [12] , we propose several general strategies. In this paper, our focus is on the development of oversampling strategies. Oversampling techniques have been developed in the context of multiscale finite element methods [19] as well as upscaling methods [9] . These techniques use the local solutions in larger domains to construct multiscale basis functions in the context of MsFEM. We borrow that main concept in this paper. In particular, we use the space of snapshots in the oversampled regions by constructing a snapshot space spanned by harmonic functions or dominant eigenvectors of a local spectral problem formulated in the oversampled domain. Furthermore, we use special local spectral problems to determine the dominant modes in the space of snapshots. This spectral problem is motivated by the analysis and it uses a weighted mass matrix in the oversampled region while the energy (stiffness) matrix is constructed in the target coarse domain. By choosing the dominant modes, we identify multiscale basis functions. These basis functions are then multiplied by partition of unity functions to solve the flow equation on a coarse grid (in the absence of the parameter). We also describe the use of multiple local spectral problems for enhancing the accuracy of the approximation and discuss their relation to single spectral problems that use oversampled regions where the latter provides an optimal space. In the presence of the parameter, we also design an online space following the same strategy as the offline space construction (but using an online parameter value). We employ the Galerkin finite element method, though discontinuous Galerkin methods can also be used [10] . We present numerical results that demonstrate the convergence of the proposed methods. In our numerical experiments, we test two different snapshot spaces that consist of harmonic functions in the oversampled region and dominant eigenmodes of a local spectral problem in the oversampled region. For the local spectral problems, we also consider various choices by considering mass and energy matrices in the oversampled regions. Our numerical results show that the proposed methods converge as we increase the dimension of the space and this convergence is consistent with our theoretical findings. We also test the use of multiple spectral problems in constructing basis functions as well as modifying the conductivity outside the target block to improve the accuracy. The paper is organized in the following way. In the next section, Section 2, we present the problem setting and the definitions of coarse grids. In Section 3, we present the construction of local basis functions. Section 4 is devoted to the numerical results. In Section 5 we present the analysis of the method and in Section 6 we offer some concluding remarks.
Preliminaries
We consider elliptic equations of the form
where u is prescribed on ∂D and µ is a parameter. We assume that κ(x; µ) = Q q=1 Θ(µ q )κ q (x) and that the coefficient κ(x; ·) has multiple scale and high variations (e.g., see Fig. 1 for κ 1 (x) and κ 2 (x) used in simulations).
To discretize (1), we next introduce the notion of fine and coarse grids. We let T H be a usual conforming partition of the computational domain D into finite elements (triangles, quadrilaterals, tetrahedrals, etc.). We refer to this partition as the coarse grid and assume that each coarse subregion is partitioned into a connected union of fine grid blocks. The fine grid partition will be (where N v the number of coarse nodes) to denote the vertices of the coarse mesh T H , and define the neighborhood of the node x i by
See Fig. 2 for an illustration of neighborhoods and elements subordinated to the coarse discretization. Furthermore, we introduce a notation for an oversampled region. We denote by ω + i an oversampled region of ω i ⊂ ω + i . In general, we will consider oversampled regions ω + i defined by adding several fine-grid or coarse-grid layers around ω i .
Next, we briefly outline the global coupling and the role of coarse basis functions for the respective formulations that we consider. Throughout this paper, we use the continuous Galerkin formulation, and use ω i as the support of basis functions even though ω + i will be used in constructing multiscale basis functions. For the purpose of this description, we formally denote the basis functions of the online space V on by ψ
Once the basis functions are identified, the global coupling is given through the variational
and a(u, v; µ) = D κ(x; µ)∇u∇v.
We note that in the case when the coefficient is independent of the parameter, then V on = V off .
Local basis functions
In this section we describe the offline-online computational procedure, and elaborate on some applicable choices for the associated bilinear forms to be used in the coarse space construction. Below we offer a general outline for the procedure.
1. Offline computations: -1.0. Coarse grid generation.
-1.1. Construction of snapshot space that will be used to compute an offline space.
-1.2. Construction of a small dimensional offline space by performing dimension reduction in the space of local snapshots.
Online computations:
-2.1. For each input parameter, compute multiscale basis functions.
-2.2. Solution of a coarse-grid problem for any force term and boundary condition. In the offline computation, we first construct a snapshot space V
snap , depending on the choice of domain to generate the snapshot space, where ω + i is an oversampled region that contains a coarse neighborhood ω i . Construction of the snapshot space involves solving the local problems for various choices of input parameters, and we describe the details below.
Snapshot space

Harmonic extensions in oversampled region
Our first choice of snapshot space consists of harmonic extension of fine-grid functions defined on the boundary of ω subject to boundary condition, ψ
For parameter-dependent one, we can choose several values µ j , j = 1, . . . , J (J denotes the number of parameters used) to generate the snapshot space separately as above and combine them to obtain the snapshot space (see details in Section 4.2). 
Local spectral basis in oversampled region
We propose to solve the following zero Neumann eigenvalue problem on an oversampled domain ω
where µ j (j = 1, . . . , J) is a specified set of fixed parameter values, and we emphasize that the superscript + signifies that the eigenvalue problem is solved in an oversampled coarse subdomain ω + i . The matrices in Eq. (4) are defined as
where φ n denotes the standard bilinear, fine-scale basis functions and the form for κ will be discussed in Section 5. In our numerical implementations, we take κ = κ, though one can use multiscale basis functions, χ
2 (see [13, 18] for more discussions on the choice of partition of unity functions). We note that Eq. (4) is the discretized form of the continuous equation
After solving Eq. (4), we keep the first L i eigenfunctions corresponding to the dominant eigen-values (asymptotically vanishing in this case) to form the space
for each oversampled coarse neighborhood ω + i . We note that in the case when ω i is adjacent to the global boundary, no oversampled domain is used. For the sake of simplicity, throughout, we denote continuous and discrete solutions by the same symbol (e.g., ψ +,snap l,j in the above case).
We reorder the snapshot functions using a single index to create the matrices to ω i , and M snap denotes the total number of functions to keep in the snapshot matrix construction.
Note that the above process to generate local spectral basis is also applied to parameterindependent problems.
Offline space
We will discuss two types of offline spaces where the first one will use one spectral problem in the snapshot space and the other one will use multiple spectral problems in the snapshot space (following Theorem 3.3 of [4] ).
Offline space using a single spectral problem
In order to construct an oversampled offline space V + off or standard neighborhood offline space V off , we perform a dimension reduction in the space of snapshots using an auxiliary spectral decomposition. The main objective is to use the offline space to efficiently (and accurately) construct a set of multiscale basis functions for each µ value in the online stage. More precisely, we seek a subspace of the snapshot space such that it can approximate any element of the snapshot space in the appropriate sense defined via auxiliary bilinear forms. At the offline stage the bilinear forms are chosen to be parameter-independent, such that there is no need to reconstruct the offline space for each µ value. We will consider the following eigenvalue problems in the space of snapshots:
where
The coefficients κ(x, µ) and κ(x, µ) are parameter-averaged coefficients (see [12] ). Again, we will take κ(x, µ) = κ(x, µ) though one can use multiscale partition of unity functions to compute κ(x, µ) (cf. [13] ). We note that A + and A denote analogous fine scale matrices as defined in Eq. (4), except that parameter-averaged coefficients are used in the construction, and that A is constructed by integrating only on ω i . To generate the offline space we then choose the smallest M off eigenvalues from one of Eqs. (6)- (8) and form the corresponding eigenvectors in the respective space of snapshots by setting ψ
where Ψ off kj are the coordinates of the vector Ψ off k . We then create the offline matrices 
Offline space using multiple spectral problems
Motivated by Theorem 3.3 of [4] , we propose an offline space that uses both Eq. (6) and Eq. (9).
In particular, using dominant eigenvectors of both Eq. (6) and Eq. (9), we take a union of these eigenvectors to construct an offline space. In particular, as described above, we use ψ 
Online space for parameter-dependent case
We only describe the online space using a single spectral problem. One can analogously construct the online space using multiple spectral problems. For the parameter-dependent case, we next construct the associated online coarse space V on (µ) for each fixed µ value on each coarse subdomain. In principle, we want this to be a small dimensional subspace of the offline space for computational efficiency. The online coarse space will be used within the finite element framework to solve the original global problem, where a continuous Galerkin coupling of the multiscale basis functions is used to compute the global solution. In particular, we seek a subspace of the respective offline space such that it can approximate any element of the offline space in an appropriate sense. We note that at the online stage, the bilinear forms are chosen to be parameter-dependent. Similar analysis motivates the following eigenvalue problems posed in the offline space:
and κ(x; µ) and κ(x; µ) are now parameter dependent. Again, we will take κ(x, µ) = κ(x, µ) in our simulations though one can use multiscale partition of unity functions to compute κ(x, µ) (cf. [13] ). To generate the online space we then choose the smallest M on eigenvalues from one of Eqs. 
Numerical Examples
Parameter-independent case
First, we consider parameter-independent case
by choosing µ 1 , µ 2 = 0.5 (see Fig. 4 for an illustration of the resulting permeability). In previous works, e.g., [13] , κ takes the general form κ = κ i H 2 |∇χ i | 2 , where χ i denotes an original partition of unity [12] , although we take κ = κ for the majority of examples in this section. The fine-grid is chosen to be 100 × 100. We consider two coarse grids, 10 × 10 and 20 × 20. The error 
.
Then Eq. (1) is solved with f = 1 and linear Dirichlet boundary condition.
In the first set of numerical examples, 10 × 10 coarse grid and the oversampling region of the size of 10 fine-grid blocks in each direction is chosen (i.e., the oversampled region contains an extra coarse block layer around ω i ). We denote this oversampled region by ω
We use the eigenvalue problems Eq. (6), Eq. (7), and Eq. (8) in the space of snapshots generated in the oversampled region by harmonic extensions as in Subsection 3.1.1. In all numerical cases, we take κ = κ. In Tables 1, 2 , and 3, we present the errors for weighted L 2 norm and weighted H 1 norm.
As we observe that all cases predict similar convergence errors that decrease as we increase the dimension of the space. We note that in this case there is a residual error because of the fact that we use harmonic functions as a space of snapshots and thus we can not approximate the error due to the source term. This error for 10 × 10 coarse mesh is about 10% (or order of coarse mesh size). Because of this irreducible error, the convergence of GMsFEM deteriorates and remains at 10%.
In the next example, we consider a smaller oversampled region that includes only one fine grid block. We denote this by ω + i = ω i + 1. We have tested various oversampled region sizes and include only one representative example. In this example (see results in Table 4 ), we observe similar error behavior as those in previous examples.
As we discussed earlier, the error between the fine scale solution and GMsFEM solution contains an irreducible error because of the fact that the harmonic snapshots are used and these snap- Table 2 : Relative errors between the fine scale solution and offline spaces; Eigenvalue problem from Eq. (7), 10×10 coarse mesh, harmonic snapshots, ω
shots can not approximate the effects of the right hand side. This error can be easily estimated for high-contrast problems considered in this paper and it is of order O(H). First, we consider the use of dominant eigenvectors as a space of snapshots that correspond to smallest eigenvalues of Eq. (6) in ω + i = 3 × ω i as a snapshot space. In this snapshot space, we apply Eq. (8) and identify dominant modes in the target domain as before. The numerical results are presented in Table 5 . As we observe from these results that the error is smaller when eigenvector snapshots are used. In general, when comparing to the fine-scale solution, one can also use fewer modes corresponding to the space of harmonic snapshots and some extra modes that represent source term within the local domain (e.g., modes that correspond to homogeneous Dirichlet eigenvalue problem). In Table 6, we present numerical results, where the GMsFEM solution is compared to the solution computed in the space of harmonic snapshots. In this setup, there is no irreducible error and the method converges to the fine scale solution. Moreover, we notice that the errors are smaller. Table 6 : Relative errors between the maximal dimension offline solution (u +,909 ) and offline spaces obtained from using oversampled domains; Eigenvalue problem from Eq. (8), 10×10 coarse mesh, harmonic snapshots, ω
For the next set of numerical examples, we use 20 × 20 coarse-grid. In Table 7 , we present numerical results when the eigenvalue problem Eq. (8) is used. As in the case of 10 × 10 coarse grid, there is an irreducible error; however, it is lower (about 5%), because of the coarse mesh size. To remove the irreducible error, we compare the GMsFEM solution to the solution computed with snapshot vectors in Table 8 . As we observe that the error is smaller and it will converge to zero as we increase the dimension of the coarse space. We also present an error when a different oversampling domain size is used in Table 9 . The results are not sensitive to the oversampling domain size as these results show. In Table 10 , we present relative errors when the snapshot space is chosen to consist of eigenvectors as defined in Eq. 4 (cf. Table 5 ). In this case, similar to Table  5 , we observe smaller errors when the snapshot space consists of eigenvectors in Eq. 4. We also present a numerical result in Table 11 where the coefficients in ω + i \ω i reduced by 1e+4 to diminish the constant in the estimates presented in Section 5.1. Table 7 : Relative errors between the fine scale solution and offline spaces obtained from using oversampled domains; Eigenvalue problem from Eq. (8), 20×20 coarse mesh, harmonic snapshots, ω Table 9 : Relative errors between the fine scale solution and offline spaces obtained from using oversampled domains; Eigenvalue problem from Eq. (8), 20×20 coarse mesh, harmonic snapshots, ω
Finally, we plot the energy error against (1/Λ * ) Tables 8  and 10 . In this case, we also observe a good agreement and the correlation to be over 0.98. 
Parameter-independent case using multiple spectral problems
In this section, we study the use of multiple spectral problems as described in Section 3.2.2. In particular, we use only two spectral problems in ω and ω + . The results are presented in Tables 12   and 13 . As the convergence theory indicates, for the same eigenvalue threshold, one can expect the quadratic decay in the convergence rate with a constant that is described in Section 5.2. In Table  12 , we compare the offline solution and the fine grid solution, while in Table 13 , we compare the offline solution and the snapshot solution. In both cases, we observe that the square of the error resulting from a single spectral problem correlates well to the case corresponding to multiple spectral problems. This behavior deteriorates when the space dimension is large due to irreducible error. For this set of numerical results, we observe that the coarse space dimension resulting from multiple spectral problems is large compared to the case when a single spectral problem is used. However, we note that our convergence result does not contain any information about the dimension of the coarse space, but only about an eigenvalue threshold. On the other hand, our convergence analysis suggests that the coarse space needs to include an approximation in both ω and ω + . The eigenvectors of Eq. (9) may be represented using the eigenvectors of Eq. (6), and thus one can use the respective eigenvectors to complement each other. Our numerical results show that by combining eigenvectors of Eq. (6) and Eq. (9), one can achieve better convergence compared to only using Eq. (6) in our pre-asymptotic numerical simulations. 
Parameter-dependent case
For the next set of numerical results, we consider a parameter-dependent example where
where κ 1 (x) and κ 2 (x) are depicted in Fig. 1 . For the numerical examples, we consider a snapshot space that consists of solving local eigenvalue problem described by Eq. (6) in ω + i = 3 × ω i for 9 selected values of µ = (µ 1 , µ 2 ). By choosing 20 dominant eigenvectors for each of 9 selected values of µ and ensuring linear independence, we form the space of snapshots. In this space of snapshots, we use the operator averaged over µ to construct the offline space. In particular, we consider 3 choices for offline eigenvalue problems that are given by Eq. (6), Eq. (7), and Eq. (8).
These local eigenvalue problems are used to construct the offline space. Furthermore, we use the same eigenvalue problems for an online value of the parameter, to construct an online space which Table 12 : Relative errors between the fine scale solution and offline spaces for local spectral problems using a single (Eq. (6)) and multiple eigenvalue problems (Eq. (9) and (6)). 20×20 coarse mesh, harmonic snapshots, ω 3 (tol = 1000(5000)) 7.53 10.16 Table 13 : Relative errors between the snapshot solution and offline spaces for local spectral problems using a single (Eq. (6)) and multiple eigenvalue problems (Eq. (9) and (6)). 20×20 coarse mesh, harmonic snapshots, ω
is a subspace of the offline space by solving the local eigenvalue problem Eq. (10), Eq. (11), and Eq. (12) . The results are presented in Tables 14, 15 , 16, respectively. We see from these results that the GMsFEM converges in all the cases considered above. The best convergence among the three choices it found in Table 16 . Table 14 : Relative errors between the fine scale solution (and offline) and online spaces obtained from using nonoversampled domains; Eigenvalue problem from Eq. (10), 10×10 coarse mesh, eigenvalue snapshots, ω
Convergence studies and discussions. Parameter-independent case
Offline space using a single spectral problem
We define I ω i u and I ω + i u as an interpolation of u in ω i and ω + i that will be chosen. Because the snapshot functions are defined in ω Table 15 : Relative errors between the fine scale (and offline) solution and online spaces obtained from using oversampled domains; Eigenvalue problem from Eq. (11), 10×10 coarse mesh, eigenvalue snapshots, ω Table 16 : Relative errors between the fine scale (and offline) solution and online spaces obtained from using oversampled domains; Eigenvalue problem from Eq. (12), 10×10 coarse mesh, eigenvalue snapshots, ω
where g is the source term, g = f + div(κ(x)∇I ω i u). Furthermore, we define χ i and χ 
This is satisfied for bilinear functions. Multiplying both sides of (13) by χ
, integrating by parts and re-arranging the terms, we have
where C < 1 is independent of contrast. From here, we get
Similarly,
Next, taking into account that MsFEM solution, u H , provides a minimal energy error, we have
Combining this inequality with (14), we obtain,
Next, we concentrate in deriving a bound for the first term on the right hand side of the last inequality above.
Next, we define the interpolant I ω + i u using the modes for the eigenvalue problem Eq. (7) that correspond to the eigenvalues λ
. Then, we have
which is easily deduced from the corresponding eigenvalue problem and the definition of the in-terpolation I ω i u, we have
Note also that we can bound the last term above by
where we have defined
Thus, summarizing the last set of inequalities we obtain,
Applying this inequality n times in the estimate for i ω i κ|∇χ i | 2 |u − I ω i u| 2 in Eq. (19), we
we have the following convergence rate for GMsFEM,
For right hand sides with g 1 it can be shown that
With this assumption, we have the convergence result,
Choosing Λ * sufficiently large (larger than 1) and n = 1 − log(H) log Λ * (in each ω i ), we obtain
Collecting the results above, we have
Next, we comment on the estimate on g. We consider the snapshot space generated by Eq. (4).
Because |∇χ 
On the other hand, ω
Offline space using multiple spectral problems and the relation to oversampled spectral problems
In this subsection we briefly consider the convergence analysis for the offline space proposed in Section 3.2.2. For this analysis we use the harmonic snapshot space to avoid any residual error, though the derivation can be extended to other scenarios. This derivation uses the proof of Theorem 3.3 from the work of Babuška and Lipton [4] and we extend it to a high-contrast case. We start with the inequality in Eq. (17) . We define two interpolants I ω + i u and I ω i u by choosing the dominant modes through considering
are sufficiently small. We choose the interpolant to be
. Thus, choosing Λ * and Λ + * to be sufficiently large, the convergence rate can be improved. In particular, the final estimates involve the product of the convergence rates with individual spaces.
The above results can be summarized in the following way. If Eq. (23) and Eq. (24) can be satisfied by choosing appropriate interpolants in ω and ω + , then
This result can easily be extended to use multiple eigenvalue problems (instead of two eigenvalue problems). 
1).
Next, we discuss the relation of using multiple spectral problems to the eigenvalue problems discussed earlier. Because of the optimality of local spectral spaces (cf. [4] and see below), we know that the spectral problems that are similar to those described by Eqs. (7) and (8) will provide a better convergence rate compared to those using multiple spectral problems. For the two spectral problems described above, one can equivalently use (cf. Eqs. (7) and (8) 
On the other hand, the local spectral problem Eq. (26) provides an optimal subspace in the following sense. For a fixed L i dimensional subspace in ω i , a space that provides the smallest Consequently, the use of Eq. (26) in constructing local spaces will give a better approximation compared to using multiple spectral problems that provides a rate which is the product of j 1/Λ * ,j , where j represents the corresponding eigenvalue for j-th eigenvalue problem. Consequently, if we set a threshold for the eigenvalue for each problem as Λ * , then the convergence rate is (1/Λ * ) n , where n is the number of eigenvalue problems are used. Note also that, each used eigenvalue problem will increase the dimension of the final reduced space. In general, one can show similar results for eigenvalue problems considered earlier, as in Eqs. (7) and (8) .
We present numerical results corresponding to the use of the eigenvalue problem in Eq. (26) in Table 17 . If we compare these results to Table 7 , we observe that the convergence of the method is better than if the eigenvalue problem of Eq. (8) 
Conclusions
In this paper, we develop and investigate oversampling strategies for GMsFEM. The GMsFEM offers a flexible framework for solving multiscale problems by constructing a reduced dimensional approximation for the solution space. In particular, GMsFEM constructs a local approximation space via appropriate local spectral problems. We show that the use of oversampling strategies can yield a convergence independent of the contrast and the small scales under certain assumptions. The proof relies on the fact that the local spectral problems that are used for basis construction involve oversampled regions. The convergence of GMsFEM is proportional to the maximum of the inverse of the eigenvalue such that the corresponding eigenvector is not included in the coarse space. Our numerical results show that the reciprocal of the eigenvalues decay faster when oversampling is used (in particular, for the local spectral problem that is proposed in the paper). We present some representative numerical results where various oversampling strategies are studied.
Our results compare the fine grid solution with GMsFEM solution as well as the solution computed in the snapshot space with GMsFEM solution. We study the use of multiple spectral problems for enhanced accuracy and discuss their relation to single spectral problems that use oversampled regions where the latter provides an optimal space. Both convergence analysis and numerical studies are presented. Numerical results show that the proposed oversampling techniques are efficient and have similar errors. We also present numerical results for parameter-dependent problems using our proposed strategies. The numerical results for each configuration are discussed in the paper.
