Abstract. Computer services are normally assumed to work well all the time. This usually happens for crucial services like bank electronic services, but not necessarily so for others, that there is no commercial interest in their operation. In this work we examined the operation and the errors of information services and tried to find clues that will help predicting the consistency of the behavior and the quality of the harvesting, which is harder because of the transient conditions and the many services and the huge amount of harvested information. We found many unexpected situations. The services that always successfully satisfy a request may in fact return part of it. A significant part of the OAI services have ceased working while many other serves occasionally fail to respond. Some services fail in the same way each time, and we pronounce them dead, as we do not see a way to overcome that. Others also always, or sometimes fail, but not in the same way, and we hope that their behavior is affected by temporary factors, that may improve later on. We categorized the services into classes, to study their behavior in more detail.
Introduction and Related work
The computer services do not always have the right behavior. The users may notice delays or unavailabilitybut they have no idea how often these happen, and assume that each problem is rare and temporary.
The users usually have higher operation expectations from the commercial services than from the free services. Therefore, the non commercial service providers do not have the same motivation, and even no resources, to ensure reliable and fast operation.
The big diversity of computer services, their different requirements, designs and interfaces and also network problems and user-side malfunctions, make it hard to know when a service behavior is normal or not and what to measure in each case.
To overcome some of these restrictions, we examined the behavior of a large number of similar services of a specific type: data providers using the Open Archives Initiative Protocol for Metadata Harvesting (OAI-PMH).
Metadata harvesting is used very often, to incorporate the resources of small or big providers to large collections. The metadata harvesters, like Science Digital Library and Europeana, accumulate metadata from many collections (or sources) through the appropriate services, belonging to metadata providers mostly memory institutions, by automatically contacting their services and storing the retrieved metadata locally. Their goal is to enable searching on the huge quantity of heterogeneous content, using only their locally store content. Metadata harvesting is very common nowadays and is based on the Open Archives Initiative Protocol for Metadata Harvesting. As examples, we mention the Directory of Open Access Repositories (OpenDOAR) that provides an authoritative directory of academic open access repositories a , and the OAIster b database of OCLC with millions of digital resources from thousands of providers.
The reliability of the services is important for ensuring current information. If the metadata harvesting service is not responding, the corresponding metadata records will not be updated at that time. If the reason is temporary, this may not be a very serious deficiency, as the updates will eventually be performed on the next successful metadata exchange, and will be normally used afterwards. Nevertheless, the unreliability -downtime of the metadata harvesting services usually indicate a proportional unreliability or downtime of the resource providing service, which always resides on the local sites, where both the local and the harvested metadata link to. When the resources are not available, the corresponding user requests are not satisfied, affecting the quality of the service.
In [7] Lagoze et al. discuss the NSDL development and explains why OAI-PMH based systems are not relatively easy to automate and administer with low people cost, as one would expect from the simplicity of the technology. It is interesting to investigate the deciciencies of the procedure.
National or large established institutions consistently try to offer their metadata and data reliably and current and to keep the quality of their services as high as possible, but local and smaller institutions often do not have the necessary resources for consistent quality services -sometimes not even for creating metadata, or for digitizing their objects. In small institutions, the reliability and quality issues are more prominent, and decisions often should also take the quality of the services under consideration.
The behavior and the reliability of a service, as well as the quality of its content, is important to the outcome and the satisfaction from the service. The evaluation and quality of metadata is examined as one dimension of the digital library evaluation frameworks and systems in the related literature, like [2] , [8] and [11] . Fuhr et al. in [2] propose a quality framework for digital libraries that deal with quality parameters. The service reliability falls under their System quality component, and the metadata update under their Content quality component.
In [9] Ward describes how the Dublin Core is used by 100 Data Providers registered with the Open Archives Initiative and shows that is not used to its fullest extent. In [4] Kapidakis presents quality metrics and quality measurement tool, and applied them to compare the quality in Europeana and other collections, that are using the OAI-PMH protocol to aggregate metadata. In [5] Kapidakis further studies the responsiveness of the same OAI services, and the evolution of the metadata quality over 3 harvesting rounds between 2011 and 2013.
From the different aspects of the quality of digital library services, the quality of the metadata has been mostly studied. Some approaches are applied on OAI-PMH aggregated metadata: Bui and Park in [1] provide quality assessments for the National Science Digital Library metadata repository, studying the uneven distribution of the one million records and the number of occurrences of each Dublin Core element in these. Another approach to metadata quality evaluation is applied to the open language archives community (OLAC) in [3] by Hughes that is using many OLAC controlled vocabularies. Ochoa and Duval in [9] perform automatic evaluation of metadata quality in digital repositories for the ARIADNE project, using humans to review the quality metric for the metadata that was based on textual information content metric values.
In [6] Kapidakis examines how solid is the metadata harvesting procedure, making 17 harvesting rounds, over three years, from 2014 to 2016, and exploiting the results to conclude on the quality of their metadata as well as on their availability, and how it evolves over these harvesting rounds. The list of working services was decreasing every month almost constantly, and less than half of the initial services continued working.
Nevertheless, the services did not have a solid behavior, which make any assumption and conclusion harder to reach. In this work we explore the behavior of the information services over a small period of time, so that no permanent changes to their behavior are expected and we are able to study their consistency without considering their evolution.
The rest of the paper is organized as follows: In section 2 we describe our methodology and the data we collected for that purpose. In section 3 we analyze the data to find patterns of behavior. In section 5 we classify the services into classes according to their behavior over consecutive observations, in many harvesting rounds, and study each class for further behavior details. We conclude on section 5.
Methodology and Collected Data
It is difficult to understand, analyze or predict the behavior of network services, because it depends on many factors, many of which may be external to the service and unknown. Nevertheless, there may be some significant factors of the service configuration or maintenance, or their environment (including the accessing network) that can be considered.
To reveal common behavior patterns, we used several harvesting rounds, where on each one we asked each of the 2121 OAI-PMH sources listed in the official OAI Registered Data Providers c on January of 2014 for a similar task: to provide 1000 (valid) metadata records. Such tasks are common for the OAI-PMH services, which periodically satisfy harvesting requests for the new or updated records, and involve the exchange of many requests and responses, starting from the a negotiation phase for the supported features of the two sides.
Our sequential execution of all these record harvesting tasks from the corresponding services, usually takes more then 24 hours to complete, and sometimes some tasks time out (we set a timeout deadline to 1 hour for each task, and interrupted any incomplete task just afterwards, so that it will not last forever) resulting to abnormal termination of the task.
Ideally, a task will complete normally, returning all requested metadata records -1000, or all records if fewer (even zero) are only available on that service. Other behaviors are also possible -and of interest when studying the behavior of each service. A task may return an error, declaring that the final task goal cannot be satisfied. We also consider as error the situation of the abnormal termination of a timed out task, as it is not clear if any useful part of the requested goal was completed, and if the communication sides have the same view about it. If, because of an erroneous situation, both communication sides do not agree on the harvested records, the have to be re harvested in the future, and are not useful in the meanwhile. Finally, it is also possible to have a situation that the service actually returns less records than the ones available and requested, but reports that the task completes normally. Nevertheless, we classify this behavior with the successful ones, because both sides acknowledge the harvesting of these records, and on periodic normal harvesting -while the remaining of the records will eventually also be harvested, even on a later effort. This situation looks also similar to the expected behavior of returning all available records, when they are fewer than the requested ones, and the two can only be distinguished when examining other responses of the same service.
We repeat a new harvesting round with all the task to the services in constant intervals, asking the exact same services every three days for a period of two months. We selected this interval so that we do not overload the services and also leave enough time for the services to correct temporary problems -especially if they need human attention.
Below, the behavior of the participating services is examined collectively, to better understand the possible outcomes, and their likelihood.
Collective Behavior of the Services
On our 44541 tasks on all 21 harvesting rounds, 21478 tasks (48%) completed declaring a success, with average response time 60.5 seconds, although only 20409 (95%) of them returned records. For tasks that returned records, the minimum response time was less than a second and the maximum was 3175 seconds, in a case that the information service returned only 200 of the 1000 records, while there were more records (as they were returned on all other requests). Because of the short interval between our harvesting records, in most cases neither the service software nor the records in each service were modified between rounds. We still consider responses with fewer than the requested records as successful, because the remaining of the requested records can be returned on a successive request, in the common OAI-PMH configuration.
We study the successful responses for each harvesting round, to detect if some of the rounds had much higher or lower success rates: the successful responses on each of the 21 rounds range from 977 to 1040, with an average of 1022.8 and standard deviation 15.8. The similar results from all rounds indicate that there was no special conditions (possibly on our network) that will affect the outcome of our tasks and contaminate our analysis. Otherwise, we should have excluded them.
We study the distribution of the number of records returned by each service for common values, other than the requested records, 1000. Figure 1 presents the distribution of the number of records returned by each of the 1079 services that responded successfully on any of the 21 rounds. 324 of the services were successful only on some rounds, and 125 of them were successful on all rounds, but did not provide the same number of records on each round. In these cases, the maximum number of records returned was considered. The remaining 630 services always returned the same number records. The more rounds a service responded successfullyespecially when their maximum is repeated in many rounds, the safer it is to assume that we have found the number of records that should be returned on each task.
Only 633 of the 1079 services returned 1000 records, and may actually have more records. On the other hand, 61 services always returned 0 records, and considered it as a successful task. It is not clear if all their records are deleted, or there is an incompatibility on accessing the service that is not detected properly. The remaining 385 services returned from 2 to 994 records (217 of them consistently in all 21 rounds -the others occasionally returned less) and with no obvious pattern: as can be seen in Figure 1 , 203 services had a unique number of records, 55 pairs of services shared the number of returned records, etc, and, on the maximum, 6 services returned the same number of records (34). The number of returned records seems to vary unpredictably. The other 23063 times the service ended with an error: in 22073 (96%) of these tasks, no records were retrieved at all, while the remaining 990 times some records (57 distinct numbers ranging from 20 to 1000, with an average around 400 -in most cases it was a round number though) were indeed returned. Among these cases, in 62 the service did not terminate but timed out after an hour of trying, and out of them in 45 cases, no records were retrieved at all, while the remaining 17 times some records (ranging 20 to 1000) were indeed returned. The records that were returned when the service ended with an error were ignored in our study.
As each task consists of many actions, its outcome may not be trivially classified as full success or failure, but may be something in between, with contradicting indicators, like when retrieving records and getting an error status, or when retrieving no records and getting a success status, resulting to partial success or failure. Therefore, the success and the failure of a task has to be clearly defined, so that it can be used later on. In this work, we decided to adopt the status returned from the task in order to characterize it as success or failure, not considering the number of records actually returned. This has the advantage that on the failures we can interpret the returned error status to further explore the reason for the failure. The outcome of a task is further classified into more cases later on.
When a task reports a failure, there is a variety of errors that appear, as returned by each service, that are briefly listed in Table 1 with their frequencies. The error messages are service specific and the exact semantics of each error message is not globally defined, although we can assume the semantics of most errors by their complete message. Apart from the normal responses and the timed-out responses, we present the remaining errors by splitting them into two categories, the ones related to the network communication, that may apply to more services, and the ones that are specific to the OAI-PMH operation, and its data interpretation and exchange. There are errors that their short name is too generic to explain. In order to decide in which category each error belong, we examined the complete error message, although on the table we only show its short form, as returned by the software of the service. 
Error short name Frequency

Normal Completion
21478
Timed-out Execution
Timeout 62
Communication Errors
Error 170 error 332
IncompleteRead 10
HTTPError 6985
SSLError 48
URLError 7401
OAI-PMH Protocol Errors
UnicodeEncodeError 125
BadArgumentError 356
BadStatusLine 54
BadVerbError 3507
CannotDisseminateFormatEr ror
42
NoRecordsMatchError 682
XMLSyntaxError 2771
DatestampError 438
BadResumptionTokenError 80
We observe that the communication errors are about twice more often than the OAI-PMH protocol errors.
Some of the errors may be permanent, requiring human intervention (in the data or the software) to correct them, while other errors are temporary, and may not occur on another request. The temporary errors may affect not only the successful tasks, but also those with permanent errors, temporarily hiding them, making the analysis of each behavior more complex.
Consistency in the Behavior
We want to consider the behavior of each service over time, our harvesting rounds, to see how consistent it is. The temporary errors may hide the permanent behavior , but there are many services with a consistent behavior: in fact, we found that 1668 of the services had the "same" behavior each time: either they always succeeded or they always failed with the same way -by timeout or by reporting the same error. We did not expect the behavior of these services to change much.
To get a more accurate picture, we split our services into groups, according with their response behavior, that we called classes, and made a separate analysis for each one of these classes, which are shown in Table 2 with the number of services in each class. The classes are defined as follows: 1. full: the services that always succeeded and always returned the same number of records, been as consistent as one could wish for. 2. some: the services that always succeeded but did not always return the same number of records each time. Their behavior is good, but could be improved to be more consistent. 3. both: the services that sometimes succeeded and sometimes failed and reported an error. Their errors should be temporary, as they do not prevent the successful behavior on other times. 4. fail: the services that always fail, but report different reason / errors -some of the errors should be temporary, but also some permanent errors may be hidden below them. 5. dead: the services that always fail, but always report the same error -which must be (in most cases) permanent.
The class with the most services (913) is the dead class, the services that seem to have stopped responding for one specific reason. The second class in size is the full class (with 630 services), with the services that work as expected. The classes with more transient / less consistent behavior follow in size. The behavior characteristic of each class can be further examined. We initially examine the return status of the tasks: only in class both, the successful and failed tasks coexist for each service, as the other classes contain the services that always failed or always succeeded. The number of failed tasks per service for class both is shown in Figure 2 . We observe that, although most services failed just one time, and a significant number of them two or three times, there are services that failed even all but one time. Although most services fail occasionally, some of them only succeed occasionally.
The number of failed tasks per round for class both is shown in Figure 3 . The average number of failed tasks per round is 56.2, with minimum 39 and maximum 102. Rounds 4 and 6 had a higher number of failures, but not too high to indicate a problem on the client side. We also examine the outcome of the harvesting: the average records retrieved from each successful task for the services of each class are presented in Table 3 . Their number always ranges from 0 to 1000, and the average and standard deviation shows that the services in the class full usually provide more records, than the other, less consistent, services. It looks like the consistency problems affects the number of returned records. In Table 4 we examine for each service the number of times that the number of returned records is different from that of the previous harvesting round (that was only 3 days earlier , and in most cases denote a problem in the harvesting and not a change in the records). For the 630 services in the class full, this is, by definition, 0: only these services are included in the class. In the class some, this is from 1 up to 15, but with a much lower average and standard deviation. Similarly for class both, although it may be as high as 17, its average is less than 0.5.
In class some all tasks are successful, but some of them only partially, returning less records than those available and requested. The number of partially successful tasks per service is shown in Figure 4 . We observe that the services may partially succeed quite often, from 1 to the maximum of 20 times, and on average 11.7 times (standard deviation is 6.7), often having more often partially than complete success. The partial success of the tasks seems quite unpredictable. The number of failed tasks per round is shown in Figure 5 . It looks like that the services get improved on each round, and decrease the number of partial success, and increase the number of complete success on each round. The strict decrease of the number of partial success was not predicted. We assume that the class contains mostly services that do not work perfectly, but are improved somehow, while the services that get worse will eventually fail and will be classified under the class both. The response time of the 21478 successful tasks, per service class, is shown in Table 5 . We observe that the average response time is smaller on the classes that are not consistently returning all the asked records, probably because they perform less work in this case, and return less records on the average. We conclude that some services are consistently more stable than others, although they so a similar job and often use similar software. The remaining 23063 tasks return an error. These errors are shown in Table 6 and their frequency per service class. From the class dead, we see that only the errors IncompleteRead and Timeout are not always persistent in the same service, and all others may be persistent, which usually happen in the permanent errors. We cannot claim that a specific error occurs more often in the services of any class, even considering the total number of errors in each class. Finally, we examine how often the errors do change to a different error (or to a success), between successive tasks of a service. This, by definition of the classes, only happens in services of the classes both and fail, and does not change in the other 3 classes. In Table 7 we examine for each service the number of times that the returned error is different from that of the previous harvesting round. Although it can change as high as 13 times, on average it changes from 2.5 to 3 times, with higher average and standard deviation on the class both: this class seems to have more unpredictable behavior.
Conclusions and Future Work
Communication of user and services through networking is complex, and we often do not have a picture of all the involved factors and situations. Understanding how the services behave, either qualitatively or quantitatively, help us understand the current situation and better design future services.
We studied the behavior of the services in many rounds of record harvesting, which is a complex procedure, with many requests through the network. We examined the number of returned records, and realized that in some cases less records are returned. Also, the service may report an error, and still some of the requested records may have been transferred. Therefore, the successful task is not obvious, and we had to define it, considering what is "successful enough".
The tasks are executed in multiple rounds, which are close enough to each other to avoid significant changes on the services. Analyzing the success of the tasks in a round demonstrates if unexpected circumstances occurred during this round. The behavior of a service over multiple rounds of tasks is not always consistent, and it is not rare that it changes from round to round, because of temporary problems. We categorized the services into classes according to the consistency of their behavior, and how the inconsistent behavior varies, and studied aspects of the behavior that appear in each class.
No obvious patterns of behavior were detected. Nevertheless, that some services are consistently more 2016 stable than others, although they do a similar job and often use similar software.
In the future, we plan to further analyze the errors as permanent or temporary, exclude the tasks with the temporary errors and analyze the others for more permanent characteristics, as well as to examine the error distribution per service.
