Path Planning and target searching in a three-dimensional environment is a challenging task in the field of robotics. It is an optimization problem as the path from source to destination has to be optimal. This paper aims to generate a collision-free trajectory in a dynamic environment. The path planning problem has sought to be of extreme importance in the military, search and rescue missions and in life-saving tasks. During its operation, the unmanned air vehicle operates in a hostile environment, and faster replanning is needed to reach the target as optimally as possible. This paper presents a novel approach of hierarchical planning using multiresolution abstract levels for faster replanning. Economic constraints like path length, total path planning time and the number of turns are taken into consideration that mandate the use of cost functions. Experimental results show that the hierarchical version of GSO gives better performance compared to the BBO, IWO and their hierarchical versions.
INTRODUCTION
The modern-day robots are made adept in performing several complex tasks by themselves, which usually required human assistance. Some of the recent developments like the Mars Spirit Robot and Self-Driving Cars [14] are an excellent example of today's technological advancements in the fields of mobile robots. The robots of today are extremely intelligent and are capable of finding their way of completing the task given to them. One of the most crucial functions of mobile robots is to move from one place to another safely without damaging themselves or their corresponding environment.
Robotic navigation is one of the toughest robotic tasks. This problem can be divided into different categories by the following criteria:
• Type of Environment: The type of environment can be broadly classified as 2D and 3D [21] . The algorithms employed for both of them vary in terms of complexity, approach and applicability. The 2D environment involves two coordinates with the third coordinate is constant, whereas in 3D, the third coordinate is also varying.
• Nature of Environment: It refers to the environment in which the robot operates, which can be either static or dynamic. Static environment refers to an environment in which the number and the position of obstacles remain constant * Both authors contributed equally to this research. with respect to time [17] . Due to static nature obstacles, global path planning algorithms can be applied efficiently in order to solve the problem. On the contrary, in a dynamic environment, the environment can change while an agent is deliberating. The speed, position as well as the shape of an obstacle may change with time. Since the same area needs to be explored, again and again, global path planning cannot be applied, so the only choice is local path planning.
• Planning approach: The robot navigation problem can be classified based on knowledge gained at a local and global level. In the case of global path planning, the agent has full prior knowledge about shape, orientation, location and arrangement of the obstacles. Using this information, the path planning algorithm minimizes the cost function in order to reach the target. This approach can only be applied in case of a static environment where obstacles do not move. On the contrary, in local path planning, the robot has little to no prior information about the environment and surroundings. The robot senses the environment within its sensory range and with the help of some meta-heuristic approach plans its next steps while moving in the environment.
Target Searching is a problem of estimation of the location of the target(s) in a given region. This region can be air, water or land. The targets can be mobile as well as stationary and can be of evasive or non-evasive nature [2] . The robot only has to search for the specific area only once in the case of static targets. On the contrary, for dynamic targets, the same area needs to be explored multiple times as the probability of finding the target is non-zero in that area since the area can be occupied again. For simulation, the target is assumed to be a point object. In practical scenarios, the target can be a person, an animal, wildfire or even a flying aircraft. There are many application such as in search and rescue operations in disastrous areas [13] , robots that can be used for locating mines [1] , robots used for planetary exploration [25] , and in search of remote fires [16] .
Nature has always been a constant source of inspiration for humans [26] . Natural phenomenons have motivated us immensely and enabled us for better innovation. Many laws and theories have been formulated observing different aspects of nature, whether it be plants, animals, birds or whatnot. Nature Inspired Algorithms are algorithms inspired by natural processes regarding biological, geographical, and chemical processes that take place in the natural world. These algorithms have immense potential for solving many real-life problems. A tremendous amount of research has taken place arXiv:1911.02268v1 [cs.AI] 6 Nov 2019 in the past two decades in this field.
RELATED WORKS
The modern-day robotics is pro efficient in performing several complex tasks in intelligent and automated fashion [21] . It is also one of the most difficult as well as a challenging task in a multi-robot system. The implementation of real-life constraints like energy consumption travel cost, path length also plays a significant role in complicating the task even further [10] .
The path planning can be done both in the air as well as in water [18] and also in 2D or 3D environment. Several Machine Learning and nature-inspired algorithms like A*, Bat Algorithm [28] , PSO [3] are applied too. Many existing algorithms, like Ant Colony Algorithm [30] , Invasive Weed Optimization [19] , have been applied in order to tackle this problem. Path planning is purely an optimization problem as it requires optimizing the cost from source to the destination. It is an NP-hard problem and therefore, there is a need for a framework for autonomous robots [15] to optimally find their paths. In [22] , the problem has been solved by dividing time into the safe and unsafe interval and acting accordingly. The problem has also been solved using the fuzzy logic approach [20] . In [7] incremental path planning algorithm for dynamic target has been used that uses past data to update path by sacrificing optimally for reducing computational complexity, and in [12] estimation is used in order to search for the target.One aim of any path planning problem is reaching the target. This target can be anything from a big object to a small object. The prime objective of the navigation problem is aimed at seizing the target. The target can be fixed or mobile. In case of a fixed target, the robot only needs to look for the specific area once. On the contrary, for moving target, the same area needs to be explored multiple times as the probability of finding the target is non-zero at that point as the area can be occupied again. The targets can be located anywhere, be it land or water [18] . For detection of a target, specific Gaussian Mixture Models are used in cyber cars [23] . The target may also live for some time and may disappear after that [9] . In [29] , target tracking is done based on some patterns. The target searching problem can be done with or without [4] previous information.
In [6] PSO is used with multiple robots for pathfinding. In [11] there has been a comparison between various algorithms for multirobot discipline. Deep CNN has also been applied in order to solve this problem [5] . In [24] coordination among the robots is done for detection and tracking of anomalies. In [8] SA algorithm is used to achieve an optimum collision-free path with mobile robots in a static environment containing circular obstacles. The creation of the map is not required in order to solve the path planning problem [23] . In [29] , multiple robots coordinate among them self treating the densities of robots and targets as properties of the environment.
Research Gaps
Although much research has been done in the field of robot navigation and targets capturing, it is still not sufficient enough. This paper tries to overcome some of these research gaps through the proposed techniques. Here are some of the research gaps present in this field of robot navigation and target capturing:
(1) The solution obtained by the deterministic algorithm is unfeasible as it is time-consuming. The meta-heuristic algorithms provide sub-optimal paths but in very less time as compared to that of deterministic algorithms. (2) Not much work has been done in the field of multiresolution path planning using abstract levels. The use of hierarchical levels results in faster replanning.
METHODOLOGY
3.0.1 Proposed Workflow. The complete project is divided into following modules:
• Environment Creation: The first step is to create an arena for simulation. It includes designing and modelling the static and dynamic target and obstacles. • Algorithm Selection: TIn the next step, the objective is to devise a strategy to generate collision-free paths which involve continuous sensing of the environment and frequent replanning. • Path smoothening and refinement: The trajectory generated by the path planning algorithms is generally not smooth and contains several loops and sharp turns. Path smoothening methods such as Catmull-Rom splines are used to generate smooth, realistic paths.
The proposed methodology is shown in Figure 1 . It starts with the creation of the arena, which includes adding obstacles and targets. The obstacles and targets are both static as well as dynamic and time-varying. In the path planning phase, the robot senses the environment and broadcast this information to the semi-centralized server, which is employed to achieve the coordination task among the robots in case of a multi-robot system. The received data from the server is used for path planning and moving towards the target. If there is no collision detected, the robot is moved to the required position and checked for target reachability. If a possible collision is detected, the collision avoidance algorithm is triggered, which includes different strategies for dealing with static and dynamic obstacles. After collision avoidance, the path planning system is kicked again, and the process continues.
Glowworm Swarm Optimization(GSO).
It is a swarm intelligence based algorithm inspired by a lightning worm called a glowworm. It was proposed by K.N. Krishnand and D. Ghose in the year 2005. GSO has a wide variety of applications like localization, swarm intelligence, clustering, routing and many more.
Glowworm is a small worm that emits light due to a light-emitting compound called luciferin. Each glowworm is capable of adjusting its luciferin content based on environmental factors. The light thus generated is used to lure the prey or attract other worms. It is this behaviour of glowworm is exploited in the GSO algorithm for solving various optimization problems. The worms in the swarm are distributed randomly in search space, having some initial luciferin value. The higher level of luciferin content means a better position of glowworm in the search space. The glowworms then calculate the fitness in the current space using some fitness function and then broadcast this information to all the neighbours within the search radius. The glowworm is attracted to other worm having higher luciferin content and within its search space. These movements which are derived based on the local information provided by the neighbours and selective interaction with the neighbours enables the swarm to divided into disjoint clusters which converges at different points containing the local optima to find multiple solutions. It is similar to other swarming algorithms like ACO and PSO.
The GSO algorithm works in several phases which are responsible for the movement of glowworm in the search space. Figure  2 shows a flowchart of the GSO. It starts by adding a randomly generated population of n glowworms. All the glowworms have same initial luciferin content. The algorithm starts with luciferinupdation phase followed by the movement phase. The phases in GSO can be explained as follows: -Glow-worm Distribution Phase: This is the first step of the algorithm. The swarm of glowworm is randomly dispersed in the search space each glowworm having an initial luciferin value of l 0 and a search radius r 0 .
Luciferin Updatation Phase: This phase changes the luciferin content of the glowworms based on the function value at the position of the glowworm. The luciferin content is enhanced based on the objective function value. Simultaneously the value is decreased to simulate the degradation of luciferin with time. The luciferin update phase can be stated as follows:
where ρ and γ are decay constant and luciferin enhancement constants respectively.l i (t) denotes the luciferin content of i th glowworm at t th iteration. J (x i (t)) denotes the objective function.
Movement Phase: In this phase the glowworm decides to move towards other neighbouring glowworms based on probabilistic mechanism. The glowworm is attracted to other glowworm which is within its range and have luciferin content greater than its own. The equation governing the probability to move towards neighbour glowworm is as follows:
where j is an ordered set of neighbouring glow-wworm, according to the below formula:
where d i j denotes the distance between i th and j th glowworm and the search radius of i th glowworm is denoted by r i d . After that, the movement of glowworm is governed by the following equation:
where x i (t+1) denotes the position of i t h glowworm at t+1 th iteration, s shows the step size and ∥ . ∥ denotes the euclidean distance operator. which takes the luciferin content of the glowworms.
Neighborhood Range Update Phase: Each glowworm is assigned a range which changes with each iteration so that it doesn't fall for local optimum and can efficiently reach the global optimum. Therefore GSO uses adaptive neighbourhood range to detect multiple peaks of the function. The updation of range equation is shown as:
where r i d (t + 1) denotes the dynamic range of i th glowworm at t+1 th iteration, r s denotes the minimum sensory radius, β is a constant and n(t) is a parameter for controlling the neighbourhood.
Invasive Weed Optimization (IWO)
. This is also a swarm intelligence based algorithm. It is inspired by the colonizing property of the weeds. It was initially presented by Mehrabian and Lucas in 2006. The primary motivation of this algorithm is from the advance and development characteristics of the weed plants that grow in the field. These plants don't require many resources and exploit the available resources to grow and reproduce. This is the reason for their existence to date, even if humans want to tear them off the field. Weeds have proved very vigorous and adaptable to environmental changes. They have a high survival probability and capable of adaptation.
In the modern agricultural system, many resources are left in the field, creating a budding spot for the weed plant. Weeds take advantage of this and invade the field suing these resources. They colonize, reproduce and disperse new seeds based on their adaptability to nature. The weeds having higher fitness as compared to conventional crops are capable of generating a large number of seeds. These three steps continue until all field reserves are depleted, leaving behind the weeds with high adaptability. This hard competition amongst the plants force them to get adapted with the environment making them more robust to the changes.
The IWO algorithm is generally used to solve several optimization issues using the fashion mentioned above. Compared with some algorithms, it has some special features like colonize, disperse, reproduce and competitive exclusion. Figure 3 shows a flowchart of the IWO. Following are the phases to implement IWO:
• Initialization:
Various parameters like population size, number of iterations, constants related to IWO in the search space. • Initializing a population:
All the weeds present initially in the solution space generate an initializing path to the destination from the start. This solution is enhanced in the further iterations. • Reproduction:
Once an initial solution has been formulated, each one is enhanced. Based on the fitness values of each weed, it generates seeds. Compared to less fitting weeds, fitter plants generate more seed .There is a minimum and maximum cap on number of seeds produced per weed plant. • Spatial dispersal:
Once the seeds are created, they are spread to the nearby position around the parent. This ensures that more seed is produced around the parent. Below equation represents the change of variance with respect to the iterations.
where, it er max and iter depict the maximum number of iterations and current iteration. The σ f inal and σ ini t i al are the final and initial standard deviations and n is a nonlinear modulation index.
• Competitive exclusion:
Once all the process is completed, the weeds are sorted by the fitness value. The total number of weeds exceed the population size, the further population is discarded from the following iterations. The fitter plants produce more seeds to contribute there role in the solution. This instrument utilizes the standard of survival of the fittest strategy. In the proposed approach, since there is a randomness in the algorithm, there might be a case that the generated path doesn't reach the target. Therefore the cost function is chosen as follows:
• C l enдth is the cost incurred due to travelling from source to destination. The shorter the path, the less is the cost and thus more feasible it is for the robot to take that path. • C tur n : It is the cost due to sharp turns during the journey.
The trajectory has to be smooth since sharp turns leads to more fuel consumption, thereby increasing the energy input of the robot. • C l ef t is the cost incurred due to not reaching the destination due to getting stopped by a dominant obstacle. This is the most important cost and it should be made zero for achieving the best cost. Thus the total cost function can be shown as follows:
where k 1 , k 2 , k 3 are constants.
3.0.6 Assumption. Some assumptions had been made in the research to get more efficient and useful results. The assumptions made are as follows:
• The robot is considered as a point object.
• The speed of the robot is kept constant during the course of entire simulation. The robot moves faster than compared to targers and obstacles. • Upon reaching the target point, a robot can stop immediately irrespective of the momentum of the robot.
RESULTS

Experiment design
4.1.1 Environment. For starting the path planning problem, an environment needs to be set-up/simulated in which the robot can move. There are several properties associated with the environment like obstacles, target, number of robots etc. We have performed simulation using different environment in order to gain more clarity on the performance of the algorithm. There are two types of static obstacles, one that are created in advance and other that is created during run time. These obstacles mimic the real life scenario and can be though of as a building, tree, birds, airplane etc. For simplicity purpose the shape of the obstacles are taken to be cuboidal. The dynamic obstacles are point objects and move randomly in the search space. The robot is assumed to be a point object which can fly in 3D space. There can be multiple goals of different nature like stationary, moving and time varying. The 3D space is considered to be a grid, where each element of the grid is occupied if it contains an obstacle and free otherwise. 
Experiment 1
The first experiment consist of all the algorithms namely GSO, hGSO 1 , IWO, hIWO 1 , BBO and hBBO 1 are run in five different environments and cost incurred during path planning is noted. The path followed by the agent is shown in Figures 4-8 and the results can be seen in Tables 2 to 6 . Table 2 shows the results for Map 1, which does not consist of any obstacle i.e. all nodes are free nodes. Table 3 shows the results for Map 2, which includes only one type of static obstacles known as FIO(Fixed Individual Obstacles). The position and dimensions of these obstacles are fixed. Table 4 tabulates the results for Map 3, which consists of static obstacles of two types, FIO, and FRO(Fixed Random Obstacles). FRO are generated at runtime and does not have any fixed positions and dimensions. The maximum percentage of nodes covered FRO that can be generated is limited to 8%, as given in Table 1 . Table 5 shows the results for Map 4, which consists of both dynamic and static obstacles(only FRO). Dynamic obstacles for the purposes of the simulation are considered point objects, are independent of each other, and their speeds are always less than the speed of the agent. Finally, Table 6 shows the results on Map 5, which contains dynamic obstacles as well as static obstacles of both the kinds(FIO and FRO). 
CONCLUSION AND FUTURE SCOPE
We hereby conclude that we have successfully developed a system that predicts the optimised path based on the environment. The hierarchical version of GSO has proved to give better cost results, in most of the cases, when compared to the normal GSO. hGSO is also better when compared to IWO and BBO and there respective hierarchical versions. The research can be extended to different swarm optimization algorithms communicating with each other and searching the target. Other NIA can also be applied in order to solve the problem of path planning. The multi robot coordination can be enhanced by diving the environment into different regions, with each region having different number of robots which interact with robots in same cluster as well as robots outside the cluster.
