An approach to classifying magnetic resonance (MR) image data is described. The specific application is the classification of MRI scan data according to the nature of the corpus callosum, however the approach has more general applicability. A variation of the ''spectral segmentation with multi-scale graph decomposition" mechanism is introduced. The result of the segmentation is stored in a quad-tree data structure to which a weighted variation (also developed by the authors) of the gSpan algorithm is applied to identify frequent sub-trees. As a result the images are expressed as a set frequent sub-trees. There may be a great many of these and thus a decision tree based feature reduction technique is applied before classification takes place. The results show that the proposed approach performs both efficiently and effectively, obtaining a classification accuracy of over 95% in the case of the given application.
Introduction
The application of data-mining techniques to image data involves a number of challenges relating to the representation of images into an appropriate format that permits the application of data-mining techniques. This pre-processing typically involves some form of image segmentation to identify image features/objects; followed by the recasting of the image set into some appropriate format.
This paper is focused on a particular application domain, the classification of magnetic resonance (MR) image data, more specifically the classification of MR image data according to the nature of the corpus callosum. The corpus callosum is a highly visible structure in MR images whose function is to connect the left hemisphere of the brain to the right hemisphere, and be responsible for communication between these two hemispheres. The specific application used to illustrate the described classification process is the categorisation of MR images into one of two classes: (i) musicians and (ii) non-musicians. However, the process has more general applicability.
The classification process commences with the segmentation of the input images. With respect to the specific application reported here this is to identify the corpus callosum. For this purpose a variation of a standard image segmentation technique, spectral segmentation, is introduced. A registration process is then applied, so that each identified corpus callosum is founded upon the same origin. The pixel representations, for each corpus callosum, is then tessellated and stored in a quad-tree data structure, one tree per image. The advantage offered by the quad-tree representation, unlike some other representations, is that information about the spatial relationships between individual pixels is maintained. These trees are then processed to identify frequent sub-trees that occur across the input image set. For this purpose a weighted graph-mining algorithm was developed to take into consideration that greater significance should be assigned to quad-tree nodes closer to the root than nodes further away. The identified sub-trees then formed the fundamental elements of the feature space. Each image was then represented in terms of this feature space using individual feature vectors.
From experimentation it was discovered that the number of features (frequent sub-trees) could be substantial and that many features seemed to play no part in the resulting classification. To reduce the number of features to a more manageable number a feature selection mechanism was applied using a decision-tree algorithm; features that did not appear in the decision tree were removed from the input set. A second application of the decision-tree algorithm then yielded the final classifier (although any other appropriate classifier generator could have been used). The results, in terms of the specific application under investigation, were found to be very good. This paper makes a number of contributions:
A new approach to image pre-processing (for image mining) founded on weighted frequent sub-graph mining, is described; an approach that has much broader potential application. An interesting image mining application which offers clear medical benefits with respect to medical diagnosis (e.g. eurological disorders) is described. To the best knowledge of the authors there are no corpus callosum studies that take the ''shape" of the callosum into consideration (most studies reported in the literature concentrate of the size of the callosum). A new variation, founded on an intensity threshold, of the established spectral segmentation with multi-scale graph decomposition approach.
The rest of this paper is organised as follows. The application domain is described in Section 2 and some relevant previous work in Section 3. The proposed classification process is described in Section 4. The various steps in the process: segmentation, registration and tessellation, weighted graph mining, feature selection and image classification are described in Sections 5-9, respectively. An evaluation of the approach is reported in Section 10, followed by some conclusions in Section 11.
The application domain
The focus of the work described here is brain MR images, and in particular a specific structure in these images called the corpus callosum. An example image is given in Fig. 1 . The corpus callosum is located in the centre of the image, the fornix is a related structure which often ''blurs" into the corpus callosum and presents a particular challenge in the context of segmentation. The corpus callosum is of interest to medical researchers for a number of reasons. The size and shape of the corpus callosum have been shown to be correlated to sex, age, neurodegenerative diseases (such as epilepsy) and various lateralized behaviour in people. It is conjectured that the size and shape of the corpus callosum reflects certain human characteristics (such as a mathematical or musical ability). It is a very distinctive feature in MRI brain scans.
Several medical studies indicate that the size and shape of the corpus callosum, in humans, are correlated to sex [1, 6, 18] , age [18, 20] , brain growth and degeneration [9, 14] , handedness [5] and various types of brain dysfunction [7, 11] . In order to find such correlations in living brains, magnetic resonance (MR) is regarded as the best method to obtain cross-sectional area (and shape) information of the corpus callosum. Since manual tracing of the corpus callosum in MRI scans is time consuming, operator dependent, and does not directly give quantitative measures of shape; there is a need for automated and robust methods for localization, delineation and shape description of the corpus callosum. This is then the motivation for the work described here.
Previous work
Image classification systems tend to rely on a pre-processing step, specific to an application, to extract a (reduced) set of ''interesting" features from the image data. This set is then used as the input to a classification algorithms. There is a significant body of literature covering the domain of image mining and image classification with application in many areas.
There is also a substantial body of work directed at the mining of MR images. For example Chen and Herskovits [2] present a Bayesian-network for joint classification founded on voxelwise MR image analysis. This work considers associations between cerebral morphology of all brain voxels and age or sex. The approach includes an embedded feature selection phase in classifier learning. Ruan et al. [17] present a fully automatic three-dimensional classification of brain tissues for MR images into three types of main tissues: Gray Matter, White Matter, and Cerebrospinal fluid and mixtures of these brain tissues. Chun and Greenshields [3] describe a three-dimensional image classification technique, founded on the Markov and Gibbs Random Field models. A Bayesian context decision rule is adopted and an MRF-GRF stochastic model is used for the classification of multi-echo MR images. This work, and similar work, is directed at the classification of MR images in their entirety; the work described here concentrates on regions of interest within MR images.
To the best knowledge of the authors there has been little work on the application of data-mining techniques to study the corpus callosum. Two studies of note are that of Herskovits and Gerring [10] and that of Machado et al. [15] . Herskovits and Gerring describe a Bayesian-network approach to lesion-deficit analysis (LDA) that identifies associations between elements of the brain including the corpus callosum. Machado et al. apply a visual data-mining method MRI scan data to reveal differences in the callosal morphology between male and female samples.
Methodology
In this section an overview of the proposed MR image classification process is presented, further detail is given in the following sections. A block diagram outlining the process is given in Fig. 2 (the directed arcs indicate data flow). The process commences with image segmentation to extract the objects (regions) of interest, in the case of the application under consideration here this is the corpus callosum midsagittal slice of a 3D brain MR image. The next step is to represent the pixel defined corpus callosum segments as quad-trees (one quad-tree per image), using a predefined level of decomposition. For this representation to be effective a registration process must first be applied to the corpus callosum segments. The third step is to apply a weighted graph-mining technique to identify frequently occurring sub-trees within the quad-tree data set. The identified sub-graphs are then the attributes/features used to define each corpus callosum in terms of a feature vector. As there may be a great many of these, and it is conjectured that some may be redundant or superfluous, the fourth step is to apply a feature selection technique (to reduce the number of attributes by removing irrelevant features from the features vector). In the final step, the reduced data set is submitted to the classifier generator (a decision-tree algorithm in Fig. 2 ).
Image segmentation
The objective of image segmentation is to partition images into meaningful regions. For the work described here a variation of the multi-scale spectral image segmentation algorithm by Cour et al. was used [4] . Cour and Shi's algorithm works on multiple scales of the image in parallel, without iteration, to capture both coarse and fine level details, using the normalized cuts partitioning framework for each image segmentation [19] . The algorithm has been shown to work well in many studies; however it was found that, in the context of the corpus callosum, the algorithm did not work as well as expected. This was because of various reasons: firstly medical MR images have a lot of noises, secondly in MR images the intensity-level distributions between different soft tissues are not widely distributed and moreover the complexity of tissue boundaries cause many pixels to contain mixtures of tissues. For this reason, we need to enhance the contrast of the MR images. A variation of Cour and Shi's algorithm was therefore developed that applied a threshold interval to extract objects with the same intensity values (such as the corpus callosum) during the application of the segmentation. This was found to give a much improved result.
Our proposed variation of Cour and Shi's algorithm is founded on the observation that the corpus callosum, which is located at the centre of the brain, comprises white matter tissue (i.e. the pixel represented corpus callosum has high intensity values). Although one can visually recognize the outline of the corpus callosum ( Fig. 1) , portions of its boundary are indistinct, which can make it difficult to apply segmentation algorithms based on edge information alone. This is particularly the case at the top portion of the corpus callosum, and between the corpus callosum and the Fornix (see Fig. 1) . A further problem is that, quite often, intensity variations within the corpus callosum can be comparable or exceed the difference with the surrounding tissues. Fig. 3 shows a pixel intensity value histogram of the corpus callosum derived from 30 selected MR images (256 gray levels were used) where the corpus callosum was very well defined and easy to detect using Cour and Shi's algorithm. From the figure it can be seen that:
The corpus callosum tends to have relatively high intensity values, and The distribution of intensity values seems to follow the normal distribution.
The latter is demonstrated in Fig. 4 which shows that the corpus callosum pixel values follow the normal distribution with mean X ¼ 160 and standard deviation S ¼ 20. Fig. 5a shows that with a threshold interval of X AE S, the corpus callosum can barely be rec- ognized. With a threshold interval X AE 2S a relatively distinct callosum shape is evident with a few other non-adjacent structures visible as shown in Fig. 5b . With the threshold interval set at X AE 3S, the corpus callosum is clearly defined, although additional nonadjacent structures are also visible (Fig. 5c) . In Fig. 5d , the corpus callosum starts to ''blur" into the surrounding tissues using a threshold interval wider than X AE 3S. The significance here is that although the threshold values may differ depending on individual images, the high intensity property of the corpus callosum can be exploited to yield a segmentation algorithm that is both effective and efficient across the input image set. Therefore the interval X AE 3S was chosen, so as to exclude intensity values outside the interval. This strategy was incorporated into Cour and Shi's algorithm and used to successfully extract the corpus callosum (and other incidental objects with the same intensity values).
Registration and tessellation
After segmentation a registration process was applied to the pixel represented images which were then tessellated and stored in a quad-tree representation. Prior to the registration process some data cleaning was also undertaken to remove the ''incidental objects" discovered during segmentation. The heuristic used was that the object representing the corpus callosum can be identified using statistical measures (it is the largest object and is locate in roughly the centre of the brain). Having identified the corpus callosum object any other high intensity objects were not considered to be part of the corpus callosum and were removed.
On completion of data cleaning the registration process was undertaken by fitting each identified corpus callosum into a minimum bounding rectangle (MBR). The tessellation process then comprised recursively decomposing the given MBR space into quadrants. Each quadrant was represented by a node in the quad-tree (with colour black or white), with the root of the quad-tree represented the entire MBR space. The tessellation process continued with each of the quadrants ''sofar" being again partitioned into sub-quadrants, and so on. The process was terminated when a predefined level of granularity was reached, or a particular sub-quadrant was sufficiently homogeneous (95% black or white).
The advantage of the quad-tree representation was that it maintained information about the relative location and size of groups of pixels (i.e. the shape of the corpus callosum). Nodes nearer the root of the tree represented a larger group of pixels than nodes further away from the root. The use of the quad-tree data structure was considered to be of particular relevance in the context of the corpus callosum as medical opinion suggested that the shape and size of the corpus callosum is of interest [1, 6, 18, 20] .
The next stage was to process the quad-tree represented images to identify significant features that occur across the image set (i.e. the set of quad-trees). This was achieved using a bespoke frequent sub-graph mining technique described in the following section.
Weighted graph mining
There are various forms of graph/tree mining. In the context of this paper the form of graph mining of interest is transaction graph mining, where the images are represented as a collection of small graphs or trees. Graph mining is broadly concerned with the discovery of interesting patterns in graph or tree data, the interesting patterns are typically frequent sub-graphs. and thus the phrase ''frequent sub-graph mining" is often used. The challenge of frequent sub-graph mining is that it necessitates the repeated generation and comparison of candidate sub-graphs, the so called graph isomorphism checking problem. The basic approach is to ''grow" candidate sub-graph that occur frequently in the graph set, however this is a computationally expensive process.
Given the quad-tree representation advocated in this paper, nodes nearer the root node are considered to be more significant than others. A weighted frequent sub-graph mining algorithm was therefore developed. The weightings were calculated according to the proximity of individual nodes to the root node in each tree. This weighting concept was built into a variation of the well known gSpan algorithm [21] . The algorithm operates in a depth first search manner, level by level, following a ''generate, calculate support, prune" loop. Candidate sub-graphs are pruned if their support (frequency with which they occur across the graph set) is below a user defined ''support threshold". Note that a lower threshold will identify a greater number of frequent sub-graphs. Space restrictions preclude further detailed discussion of this algorithm here, however, interested readers are referred to Jiang and Coenen [12] .
Application of the Weighted gSpan algorithm allowed for the identification of frequent sub-graphs (trees), within the quad-tree represented corpus callosum segments, representing common substructures (features) within the data set. Experimentation indicated that, to capture the necessary level of detail, a low support threshold was required. However this produced a large number of frequent sub-graphs many of which were redundant. A feature selection operation (discussed in the following section) was thus applied to the identified frequent sub-graphs.
Feature selection
Feature selection is a well understood process used in data mining for removing irrelevant features from the feature space so as to enhance computational efficiency. Feature selection has attracted a great deal of attention within the data-mining community, especially in the context of classification and prediction where the aim is to identify features that are ''strong discriminators". Classic feature selection methods select individual features whose distribution has a strong correlation with individual class labels. Reported methods [22] include: frequency thresholding, information gain, mutual information, Pearson Correlation, and the v 2 statistic. An acknowledged shortcoming of these methods is that redundant features may be selected due to ignorance of the dependency between features. In order to overcome this ''wrapper methods" have been proposed that adopt a classifier model to rate the feature subsets and determine highly discriminative features [13] . However, such wrapper methods can be computational expensive. A straightforward wrapper method is to apply a decision-tree generator to the features [8] . In this context decision-tree algorithms offer the advantage that they inherently estimate the suitability of features for separation of objects representing different classes. Features that are included as ''choice points" in the decision tree are thus selected, while all remaining features are discarded.
For the work described here, the well established C4.5 algorithm [16] was used. The objective was to select a sub-set of features (frequent sub-graphs) with strong discriminative power. The results presented in Section 10 below indicate that this strategy was particularly effective.
Classifier generation
The final stage in the process was to build the desired classifier using the identified set of discriminating features. Any appropriate classifier generator can be used for this purpose, however in the reported experiments (Section 10) Quinlan's C4.5 algorithm was used. The reasons for selecting a decision-tree algorithm were that they are: (i) a very popular and effective data-mining technique, (ii) non-parametric and (iii) computationally fast [16] .
Experimentation and evaluation
A number of experiments were undertaken to analyse the performance of the proposed method in terms of classification accuracy. The experiments described here used an MR image set comprising 106 brain images divided equally into two categories (53 images per category): musician and non-musician. It is acknowledged that, in data-mining terms, a data set of 106 records is small. One of the challenges of the work described here is the limited amount of raw data available for experimentation. This is because of a number of difficulties that are presented when collecting MR image data, namely: (i) they are extremely expensive to produce, and (ii) the time consuming nature of MRI scanning. Consequently the MR image data sets available for research are relatively small, compared to the usual data sets used for the evaluation of data-mining techniques.
As noted above each pixel represented corpus callosum segment is translated, using the described process, into a quad-tree representation. The maximum number of leaf nodes in any quadtree is given by 4 N where N is the quad-tree level. The quad-tree levels applied in the experiments were 4, 5, 6 and 7 (equating to a maximum number of nodes of 256, 1024, 4096 and 16384, respectively). Note that the level of detail increases with the number of quad-tree levels. Table. 1 shows the classification results obtained using Ten Cross Validation (TCV) with a quad-tree level of 4. The F-before and F-after columns indicate the number of features before and after the application of feature selection. The C-before and C-after columns give the classification accuracy before and after feature selection. The support threshold is the minimum frequency with which a sub-graph must occur across the data set for the sub-graph to be considered ''frequent". Tables 2-4 shows the classification obtained using TCV with quad-tree levels of 5, 6 and 7, respectively. The column headings should be interpreted in the same way as for Table. 1.
Inspection of Tables 1-4 demonstrate that the overall classification accuracy improves after the application of the feature selection strategy. The best classification accuracy of 95.28% (19 correct classifications per 20 images) was obtained using a quadtree level of 6 coupled with a 30% support threshold. Regardless of the quad-tree level, the trend of the classification accuracy improved as the threshold support decreased. This is because more frequent sub-graphs are identified as can be seen from the F-before columns. It is likely that as the support threshold increases, significant sub-graphs are not discovered by the graph mining algorithm. From the tables it can also be observed that accuracy increases as the quad-tree levels are increased, up to level 6 s, and then begins to fall of. It is conjectured that this is because ''over fitting" starts to take place as the quad-tree representation starts to get too detailed. The results presented in Tables 1-4 are summarised by the graph presented in Fig. 6 , which plots classification accuracy (Y axis) against support threshold (X axis) for the sequence of quadtree levels featured in the experiments.
Image segmentation and graph mining are both computationally expensive processes. The time complexity for the image segmentation was about 2 min per image. For the given data set the graph mining algorithm took some 2 min to process and identify several thousand frequent sub-graphs. The graph mining algorithm took significantly longer to identify much larger numbers of frequent sub-graphs. The worst case was the 448, 683 frequent subgraphs found when the quad-tree level was set to 7 and the support threshold to 20%. Typically the entire classification process took several minutes to process the 106 image test set.
Conclusion
In this paper an approach to MR image classification based on graph mining has been described. The work was directed at a particular MR image classification application, the classification of MR images according to the nature of the corpus callosum featured within these images. However, the approach has more general applicability. Of particular note is the use of feature vectors constructed from frequent sub-graphs identified using a weighted variation of gSpan. The results obtained are extremely encouraging and clearly demonstrate the utility of the approach. Future work will include the application of the process to other brain MR image applications, for example to the automated identification of disorders such as Epilepsy. The research team are also interested in alternative methods of pre-processing MR image data, and mechanism for post-processing of results. In the context of the latter the generation of explanations to support classification of new data is considered to be significant (i.e. the retracing of a classification result to the features in the input image that caused the classification).
