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Orbital angular momentum (OAM) of light is a fundamental optical degree of freedom that has
recently motivated much exciting research in diverse fields ranging from optical communication to
quantum information. We show for the first time that it is also a unique and valuable resource for
quantum simulation, by demonstrating theoretically how 2d topological physics can be simulated
in a 1d array of optical cavities using OAM-carrying photons. Remarkably, this newly discovered
application of OAM states not only reduces required physical resources but also increases feasible
scale of simulation. By showing how important topics such as edge-state transport and topological
phase transition can be studied in a small simulator with just a few cavities ready for immediate
experimental exploration, we demonstrate the prospect of photonic OAM for quantum simulation
which can have a significant impact on the research of topological physics.
As a relatively under-exploited optical degree of free-
dom, OAM of photons has attracted much research in-
terest lately. Beams of OAM-carrying photons have an
azimuthal phase dependence in the form eilϕ where the
OAM quantum number l can take any integer value [1].
These photon modes, which arise in the natural solutions
of the paraxial wave equation in cylindrical coordinates
[2], can be manipulated and measured with high preci-
sion [3–6]. Because of the unlimited range of the angular
momentum, OAM-carrying photons are recognized as a
unique asset in many studies. On the application side,
they are used to enable high-capacity optical communi-
cation [7, 8] and versatile optical tweezers [9]. In fun-
damental research, they have played important roles in
quantum information and quantum foundation [6, 10–
15]. Though the study of OAM states used to be lim-
ited to low angular momenta, there has been tremendous
advance lately motivated by their great potential. This
is highlighted by the remarkable recent demonstration
of quantum entanglement involving angular momenta as
high as hundreds [16, 17].
In this work, we show theoretically that OAM of pho-
tons are also very useful for nontrivial quantum simula-
tion, a potential that has not been realized and consid-
ered before. Specifically, we demonstrate how they can
be used to simulate a broad range of topological physics
which are at the heart of a group of extraordinary quan-
tum phenomena that arise in 2d systems subject to ex-
ternal gauge fields. These include the likes of integer
[18] and fractional [19] quantum Hall effect and quan-
tum spin Hall effect [20], which are characterized by ex-
otic properties such as quantized conductance and edge-
state transport. Topological effects are often difficult
to investigate due to stringent experimental conditions
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involved, and some theoretical predictions remain chal-
lenging to observe [20, 21]. To overcome this difficulty,
various simulation schemes based on different physical
platforms such as ultra-cold atoms [22–24] and photons
[25–35] have been suggested recently. Not surprisingly,
central to most simulation schemes is a 2d architecture
for the simulator. Many of them are still very demand-
ing, requiring limit-pushing experimental conditions or
advanced new technologies.
In contrast to other proposals [25–33], our system has
a 1d structure which does not need to be large in scale,
thus greatly reducing the complexity of the system. Re-
markably, feasible scale of simulation is increased despite
the simplified system, and it is so versatile that the effect
of arbitrary Abelian and non-Abelian gauge fields can be
studied using standard linear optics devices only, with no
restriction on the form of the gauge fields [29, 30, 33] and
no need for specially designed meta-material [31] or pho-
tonic crystal [33]. It then allows to investigate important
topological problems under intense pursuit such as non-
Abelian gauge field induced phase transition between a
photonic normal and topological insulator. Further, we
can easily probe the topological properties of our system
by measuring the photon transmission coefficients which
are shown to have deep connections to the essential topo-
logical invariants of the system. All this is possible be-
cause of the inherent properties of the OAM of photons,
whose power and potential for quantum simulation is just
recognized and can be unleashed readily.
Results
The 1d array of cavities
Shown in Fig. 1 (a) is our simulation system. It con-
sists of an array of N nominally identical cavities that are
coupled along the x direction. The system size, N , does
not need to be large; we will show that even a simulator
2with just a few cavities is sufficient to demonstrate topo-
logical effects. The building blocks are degenerate cavi-
ties [36, 37], which have appropriate optical design such
that they can support photon modes with different OAM
(Supplementary Note 1). In each cavity, we make use of
clockwise circulating OAM-carrying photons and denote
their annihilation operator aˆj,l, where j (0 ≤ j ≤ N − 1)
is the index of the cavity in the array and l is the OAM
number of the photon mode. To manipulate the OAM
state of photons, for each cavity we introduce an aux-
iliary cavity consisting of two beam splitters (BSs) and
two spatial light modulators (SLMs). The BSs divert a
portion of the light in the main cavity toward the SLMs
and merge it back. When propagating between the BSs,
photons can accumulate a phase. The SLMs, which can
be simple spiral phase plates with very low loss [38, 39],
change the OAM of photons by ±1.
As depicted in Fig. 1 (b), by associating the OAM
number of the photon in a cavity with the site index
number along the y direction of an (imaginary) lattice,
we can conceptually map our 1d array of cavities to a
2d rectangular lattice system. In Fig. 1 (a), the BSs
and SLMs of the auxiliary cavity change the OAM of a
portion of the light in the main cavity by ±1, and this
corresponds to hopping of a particle on the lattice site
in Fig. 1 (b) along the y direction to its neighboring
sites with a probability determined by the reflectivity of
the BSs. In this hopping process, the particle can also
acquire an experimentally controllable phase determined
by the imbalance between the optical paths from BSj1
to BSj3 and backwards. As shown in the Supplementary
Note 2, the Hamiltonian of the simulated system is
H1 = −κ
∑
j,l
(
ei2piφj aˆ†j,l+1aˆj,l + aˆ
†
j+1,laˆj,l + h.c.
)
,
where κ is the transition rate between different OAM
states, chosen to be the same with the coupling rate be-
tween neighboring cavities, and 2piφj is the phase ac-
quired by the photon in the j-th cavity when it travels
between the BSs in the auxiliary cavity. If we set up the
system such that φj is linearly dependent on the cav-
ity index j, φj = jφ0, then H1 describes a tight-binding
model of charged particle in a 2d lattice subject to a uni-
form magnetic field with φ0 quanta of flux per plaquette
[40].
Therefore, by representing a spatial degree of freedom
with the OAM states of photons, we can study a 2d sys-
tem with a 1d simulator, greatly reducing the physical
resources required for the simulation. Unlike in earlier
1d optical simulator [34], our system performs a full and
genuine 2d simulation, rather than simulate the 1d be-
havior of the system at a fixed Bloch momentum in the
other direction. Meanwhile, in comparison with a 2d ar-
ray of coupled cavities, the size of the 2d lattice that can
be simulated is dramatically increased along the y direc-
tion. This is due to the fact that, unlike in an atomic
system [41] where only a small number of atomic states
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Figure 1: A 1d array of degenerate cavities for simulating a 2d
rectangular lattice in a magnetic field. (a) The optical design
for simulating H1. Each main cavity has an auxiliary cavity
consisting of two BSs (BSj1 and BS
j
3) and two SLMs (SLM
j
1
and SLMj2). There is also a coupling cavity (made of BS
j
2 and
BSj+14 ) between adjacent main cavities (It can be replaced
with a simple BS to reduce the number of optical elements in
experiments). The length of both the auxiliary and coupling
cavity is chosen for destructive interference, and most light
remains in the main cavity. The cavities at the two ends of
the array can be coupled to realize periodic boundary condi-
tion, or uncoupled for open boundary condition. (b) Mapping
of the 1d simulator array in (a) to a 2d rectangular lattice in
a magnetic field. (c) The coupling cavity (left) for simulating
H5 and the optical design (right) for the beam rotators BR1
and BR2 with opposite rotation angles ±ϑ = ±2πφ0. The
main cavity and auxiliary cavity require no modification, ex-
cept that the phase difference between the arms containing
the SLMs is set to 0.
are available for the simulation, there is no upper limit
for the OAM of photons in theory. In reality, it is limited
by practical factors such as the size of the optical ele-
ments and can be made very large in a proper design. In
contrast, the feasible size in the y direction for a 2d cav-
ity array would be much smaller, because nonuniformity
of the cavities and local disturbances will make photons
quickly lose coherence after traveling through a few cav-
3ities. This remarkable combination of reduced physical
resources and increased scale of simulation makes our sys-
tem very promising. Also, our system can be easily mod-
ified to support more demanding simulations by making
use of additional degrees of freedom of photons. For in-
stance, we can simulate the quantum spin Hall (QSH)
effect [42] in non-Abelian gauge fields [43, 44] by using
the horizontal and vertical polarizations of polarized pho-
tons to represent the up and down state (s = ±1) of
a spin. By using birefringent waveplates whose optical
axes are properly aligned with respect to the horizontal
and vertical polarizations, we can assign different phases
to the two polarizations and cause transitions between
them when they pass the waveplates (see Supplementary
Note 3 for details). We can then manipulate the po-
larization states of the photon to mimick the spin flips
and spin-dependent phase delays caused by non-Abelian
gauge fields, as illustrated in Fig. 2. The simulated
Hamiltonian is (Supplementary Note 3)
H2 = − κ
∑
j,l
(
aˆ
†
j,l+1e
i2piθˆy
aˆj,l + aˆ
†
j+1,le
i2piθˆx
aˆj,l + h.c.
)
+
∑
j,l
λj aˆ
†
j,laˆj,l, (1)
where aˆ†j,l = (a
†
j,l,↔, a
†
j,l,l) is a two-component (the hor-
izontal and vertical polarization) photon creation opera-
tor, and λj is an effective on-site energy. The tunneling
phases, which correspond to the potentials of the associ-
ated gauge fields [22], are given by
θˆx = ασˆ1, θˆy = φj + βj σˆ2, (2)
where φj is the spin-independent part of the phase, and
α, βj , σˆ1 and σˆ2 are determined by the Jones matrices [2]
of the waveplates as shown in Fig. 2. By selecting appro-
priate waveplates and manipulating the polarization of
the photon accordingly, we can engineer non-commuting
tunneling phases θˆx and θˆy, and thus simulate the effect
of an arbitrary non-Abelian gauge field.
Probing scheme
Since we represent a spatial degree of freedom with
OAM states of photons, the measurement of our system
involves manipulation and detection of the OAM states.
Specifically, we pump the ji-th cavity using a probing
light with a definitive OAM li and measure in the steady
state how much ends up in the OAM mode lo in the jo-
th cavity by leaking a small amount of light out of each
cavity, as shown in Fig. 1 (a). It is determined by the
transmission coefficient [45] (Supplementary Note 4)
T jo,loji,li (ω) = −iγ
〈
jo, lo
∣∣∣∣ 1ω −HSY S + iγ/2
∣∣∣∣ji, li,
〉
, (3)
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Figure 2: Design of the auxiliary and coupling cavity for sim-
ulating H2 with polarized photons. The main cavity requires
no modification. The birefringent waveplates can induce dif-
ferent phase delays for the two polarizations and cause tran-
sitions between them when their optical axes are properly
aligned (Supplementary Note 3). Their effect is described by
the Jones matrices e±i2piασ1 and e±i2piβσ2 , where the two po-
larizations are represented by the spin up and down and the
Pauli matrices σ1 = ~σ · n1, σ2 = ~σ · n2 with n1 and n2 two
unit vectors determined by the design of the waveplates.
where ω is the detuning of the probing light from the
cavity frequency, γ is the photon loss of the system, and
HSY S is the simulated Hamiltonian. When non-Abelian
gauge fields are concerned, the polarization indexes si
and so should also be included for the input and output
modes.
Generation and detection of OAM-carrying photons
can be accomplished very reliably [3, 6]. By a coher-
ent measurement, we can determine both the amplitude
and phase of T jo,loji,li (ω). Thanks to the 1d structure of
our system and the use of OAM states, we can perform
this measurement between any pair of (ji, li) and (jo, lo),
equivalent to measuring the transmission coefficient be-
tween any pair of sites in the simulated 2d lattice. Such
powerful probing capability is key to the demonstration
of various topological effects in our system.
Feasible measurement and clear demonstration of
topological properties is the topic of many recent stud-
ies [21, 31, 32, 46–48] since generally speaking it is a
very challenging task. Remarkably, in our system it is
straightforward and requires no more than measuring the
photon transmission coefficient in equation (3). As we
will show, there is a deep connection between the pho-
ton transmission coefficient and the essential topological
invariants which can be exploited to demonstrate topo-
logical behavior in optical systems.
System spectrum and density of states
As can be seen in equation (3), T jo,loji,li (ω) is sensitive
to the energy mismatch between the frequency of the
probing light and the energy of the system. Because of
this, we can study the system’s spectrum by measuring
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Figure 3: Simulation of photon transmission spectroscopy. (a)
Calculated transmission spectra
∑N−1
ji=0
Tji,0 of H1 under dif-
ferent values of magnetic flux φ0. Since it is possible to mea-
sure the transmission coefficient between every pair of lattice
sites, we add transmissions to all output channels to obtain a
strong signal and increase the sensitivity of the measurement.
(b) Calculated transmission spectrum T =
∑
ji,si
Tji,0,si of
H3, where Tji,0,si =
∑
jo,lo,so
|T jo,lo,soji,0,si (ω)|
2. In both (a) and
(b), the size of the simulator N = 10. The OAM number of
the photon included in the calculation is l ∈ [−50, 50]. Open
and periodic boundary conditions are used in the x and y
direction. The photon loss γ = 0.1κ.
the transmission coefficient
Tji,li(ω) =
∑
jo,lo
T jo,loji,li (ω) =
∑
jo,lo
|T jo,loji,li (ω)|
2
as a function of the frequency of the probing light, where
T jo,loji,li = |T
jo,lo
ji,li
|2. For a system in an Abelian gauge field
described by H1, we calculate and plot in Fig. 3 (a)
the system spectrum which is the well-known Hofstadter
butterfly [40]. We see that the main characteristics of the
system spectrum are clearly identifiable even in a small
simulator with just a few cavities.
The transmission spectroscopy is also very valuable for
studying physics associated with a non-Abelian gauge
field. As an example, in equation (2), if we choose
σˆ1 = σy , σˆ2 = σx, βj = β = α =
1
4 , λj = 0, and
φj = jφ0 = 0, we get the 2d Dirac’s Hamiltonian on a
lattice [49]
H3 = −iκ
∑
j,l
(
aˆ
†
j,l+1e
i2pijφ0σxaˆj,l + aˆ
†
j+1,lσyaˆj,l
)
+ h.c.,
which is a topic of intense research because of its impor-
tance for understanding the properties of graphene and
other exotic systems [23, 24, 50, 51]. Characteristic of
H3 are four conical singularities at the Dirac points [51]
in the spectrum which give rise to massless relativistic
particles. As the energy deviates from the Dirac points,
the change of the dispersion relation from relativistic to
non-relativistic is revealed by the Van Hove singularities
(VHS) in the density of states (DOS). When the decay
rate γ is small, the DOS can be inferred from the pho-
ton transmission spectrum which is shown in Fig. 3 (b).
The Dirac point at ω = 0 and two VHS near ω = ±2κ
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Figure 4: Simulation of edge-state transport. (a) Calculated
photon transmission T j,l0,0 ≡ |T
j,l
0,0|
2 for H1 with φ0 = 1/6. The
frequency of the probing light, ω = −2.2κ, is located in the
middle of the first band gap. There is 1 edge mode in this
large band gap. (b) Calculated photon transmission when the
probing light frequency ω = −1.0κ is located in the smaller
second gap. Two edge modes are present and interference
patterns due to their phase velocity mismatch are observed.
(c) l¯e (red dots) and its standard deviation (blue bars) for H1
with φ0 = 1/6. The grey areas mark the frequency ranges
of the band gaps. (d) l¯e for H3 with φ0 = 1/20. In (a)-(d),
the size of the simulator N = 10. The OAM included in
the calculation is l ∈ [−50, 50]. Open and periodic boundary
conditions are used in the x and y direction. The photon loss
is γ = 0.1κ in (a) and (b), and γ = 0.2κ in (c) and (d).
are observed, confirming Dirac physics related behavior
in the system.
Edge states and topological protection
One of the most remarkable phenomena in topological
physics is the existence of topologically protected chiral
edge states in the band gaps of a finite lattice. In our
system, we can study the edge states by pumping the
cavity at the end of the 1d simulator array using a prob-
ing light beam with a definitive OAM. It is equivalent
to driving a site on the edge of a 2d lattice. When the
frequency of the probing light falls in a band gap, excita-
tion of gapless edge states dictates that the light can only
propagate along the edge of the simulated system. This is
clearly demonstrated in Figs. 4 (a) and (b), where chiral
edge-state transport is observed in a small simulator.
5To study the robustness of the edge states against dis-
order, we introduce the average OAM “displacement” for
the transport process defined as
l¯e(ω) =
∑
ji∈edge
∑
jo,lo
T jo,loji,0 (ω) · lo,
where T jo,loji,0 = |T
jo,lo
ji,0
|2, and
∑
ji∈edge
refers to summa-
tion over the sites close to one edge of the lattice where
the amplitude of the edge states is significant. As proved
in the Supplementary Note 5, when the frequency of the
probing light ω falls in a large band gap, l¯e has the inter-
esting property that it is equal to the total Chern num-
ber for the bands below the gap. Also, the value of l¯e is
mainly determined by states roughly in resonance with
ω. Consequently, how l¯e is disturbed by disorder is a
measure for the robustness of these states. Shown in
Fig. 4 (c) are l¯e and its variation caused by a Gaussian
distributed random shift δλ in the cavity resonance fre-
quency with a standard deviation σ(δλ) = 0.1κ. It can
be concluded that the edge states are almost immune
to the disorder when the band gap is large compared to
the photon loss, whereas the in-band states are strongly
affected.
In addition to its fundamental interest, edge-state
transport is also very useful for probing the topological
behavior of a system. One such example is the observa-
tion of the relativistic quantum Hall effect which arises in
the Dirac Hamiltonian H3 with small but nonzero mag-
netic flux φ0. As shown in Fig. 4 (d), l¯e experiences a
double-step leap from 2 to −2 around the Dirac point
at ω = 0 caused by a sudden change in the topological
property of the system. Such exotic behavior [43, 44] was
predicted and observed in graphene [52, 53].
Topological quantum phase transition
By measuring the system spectrum and edge-state
transport, we can study nontrivial physics such as topo-
logical quantum phase transitions driven by non-Abelian
gauge fields which are important for understanding novel
quantum states of matter such as topological insulators
and superconductors [21, 23, 24, 43, 44, 54, 55]. In
our system with non-Abelian gauge field, if we choose
σˆ1 = σx, σˆ2 = σz, φj = 0, α = 1/4, βj = j/4 + β0, and
λj = λ0 ·[mod(j, 4)−1.5] in equation (2), the Hamiltonian
in equation (1) becomes
H4 = − κ
∑
j,l
(
aˆ
†
j,l+1e
i(pi
2
j+β0)σz
aˆj,l + aˆ
†
j+1,liσxaˆj,l + h.c.
)
+
∑
j,l
λ0 · [mod(j, 4)− 1.5]aˆ
†
j,laˆj,l
which describes an effective spin in a non-Abelian gauge
field characterized by spin-dependent magnetic field and
strong spin-orbit coupling. Also present is a periodically
 
 
 
 
 
0 2 4 6
−4
−2
0
2
4
k
y
E
 /
 κ
0 2 4 6
−4
−2
0
2
4
k
y
E
 /
 κ
0 2 4 6
−4
−2
0
2
4
k
y
E
 /
 κ
1 5 9
−20
−10
0
10
20
j
l
1 5 9
−20
−10
0
10
20
j
l
1 5 9
−20
−10
0
10
20
j
l
1 5 9
−20
−10
0
10
20
j
l
−35
−30
(dB)
 !"   
 #"    $"    %"    &"   
 
 
'
 
 
'
 
 
'
 
 
'
Figure 5: Simulated topological quantum phase transition
and edge-state transport. (a) Calculated band structure for
H4 with λ0 = 0.6κ. The value of β0 is 0, 0.075, and 0.125
from left to right. (b) Calculated photon transmission T j,l,s0,0,si
when β0 = 0. The fist cavity in the simulator array is pumped
by a probing light with li = 0 and si =↔. The frequency of
the probing light ω = −1.6κ is located in the first band gap.
(c) The same as in (b), except that the polarization of the
probing light is changed to the other value, si =l. (d) The
same as in (b), except that β0 = 0.125. (e) The same as in (c),
except that β0 = 0.125. In (b)-(e), the size of the simulator
N = 10. The OAM included in the calculation is l ∈ [−50, 50].
Open and periodic boundary conditions are used in the x and
y direction. The photon loss rate is γ = 0.1κ.
modulated on-site potential λj . In the simulation sys-
tem, the horizontal and vertical polarizations, which have
the same on-site energy, flip to their counter-part when
the photon tunnels between cavities and acquire oppo-
site phases when the photon goes around a plaquette
in the simulated lattice in the same direction. This is
the same behavior with that of the spin up and down in
an electronic system which has time-reversal symmetry,
and polarized photon edge states analogous to spin edge
states can emerge in our system. The two polarized edge
states are associated with opposite Chern numbers, and
thus their total Chern number C is 0 whereas the differ-
ence ν can be nonzero. The properties of such a photonic
topological insulator are in contrast with those of a nor-
mal insulator in which both C and ν are 0 and photon
transport of both polarizations is strongly suppressed.
A topological quantum phase transition can be induced
in the system by adjusting the value of the non-Abelian
gauge field. In Fig. 5 (a), it is shown how the band struc-
ture of the system changes with β0. As β0 increases, the
first band gap near ω = −1.6κ closes and opens again.
Initially, when β0 is small, the topological index ν of
the system is ν = 1, and the system is in a topologi-
6cal insulator state. Correspondingly, there are a pair of
photon edge states with opposite polarizations propagat-
ing in opposite directions as shown in Figs. 5 (b) and
(c). These polarized edge states are protected as long as
the local noise does not disturb the symmetry between
the two polarizations so that their on-site energies stay
degenerate and their phases around a plaquette remain
opposite to each other. When the energy gap opens again
with a large β0, ν changes to 0, and the system becomes a
normal insulator. This is confirmed by the disappearance
of the photon edge states in Figs. 5 (d) and (e).
Measurement of the Chern number
The Chern number is the ultimate quantum invariant
to classify topological states and characterize their be-
havior [21]. As shown in Fig. 4 (c), in a finite lattice the
Chern number can be measured via the average OAM dis-
placement l¯e for edge-state transport. In an infinite sys-
tem, the Chern number is equivalent to the TKNN index
[56]. For its measurement, we insert a pair of beam ro-
tators (BRs) with opposite rotation angles ±ϑ = ±2piφ0
in the coupling cavities, as shown in Fig. 1 (c). A BR
with a rotation angle ϑ is made of two Dove prisms ro-
tated by ϑ/2 with respect to each other and can change
the azimuthal dependence of the OAM mode from eilφ to
eil(φ+ϑ). We also balance the two paths of the auxiliary
cavities containing the SLMs. The simulated Hamilto-
nian becomes
H5 = −κ
∑
j,l
(
a†j,l+1aj,l + e
−i2pilφ0a†j+1,laj,l + h.c.
)
which is related to H1 by a gauge transformation and
helps keep the size of the simulator small (Supplemen-
tary Note 2). In Fig. 6 (a), the amplitude of the pho-
ton transmission coefficients |T j,l0,0|
2 is shown for a system
with a rational magnetic flux φ0 = 1/6. Similar to a
situation described in [57], in a lossy cavity the probing
light will be in resonance with the entire first energy band
of this system which is very narrow (see Supplementary
Note 6). This allows us to determine the in-band Bloch
eigenstates
eikxjeiky lu1l (kx, ky) (4)
from the Fourier transforms of T j,l0,0, where kx ∈ [−pi, pi],
ky ∈ [0, 2pi/6] define the Brillouin zone and u
m
l (kx, ky) =
uml+6(kx, ky) for the m-th band is a periodic function.
There is a Chern-number-conserving gauge freedom in
the phase choices of u1l (kx, ky), as shown in Fig. 6
(b). χ(kx, ky), the phase mismatch of u
1
3 resulting from
the two different phase conventions in Fig. 6 (b), can
be used to calculate the Chern number (Supplementary
Note 6). Our numerical calculation using χ(kx, ky) yields
the Chern number 1 for the related band.
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Figure 6: Simulation of the Chern number measurement for
H5 with φ0 = 1/6. (a) Calculated photon transmission |T
j,l
0,0|
2.
The probing light frequency is at ω = −3.09κ, where lies the
very narrow first energy band. (b) Calculated phase mismatch
χ(kx, ky) of u
1
3 in the Brillouin zone resulting from two differ-
ent phase conventions for u1l (kx, ky) in equation (4), defined
by dividing the Brillouin zone into B1, where u10 is always
nonzero, and B2, which contains all zero points of u10 but
where u13 does not vanish. In one phase convention, u
1
0 is real
in B1. In the other convention, u13 is real in B2. The Chern
number is determined by the integration of χ(kx, ky) on the
boundary of B1, ∂B1 (Supplementary Note 6). In (a) and
(b), the size of the simulator N = 10. The OAM included in
the calculation is l ∈ [−48, 48). Periodic boundary conditions
are used in both the x and y directions. The photon loss rate
γ = 0.1κ.
Discussion
By mapping the OAM states of photons to spatial coor-
dinates of a lattice, we have found a promising scheme for
studying nontrivial 2d topological physics in a 1d phys-
ical simulator. Our method relies on only linear optics
and manipulation of OAM states, and thus it can be re-
alized with any physical systems that provide these ele-
ments or their equivalent, though longer wavelengths may
have an advantage in coupling a large number of cavities.
Our system is ready for immediate experimental explo-
ration, because the key elements in our scheme, such as
reliable manipulation of photon modes with high angu-
lar momenta [4, 16], precise measurement of the OAM
states [5, 6], design and operation of degenerate cavities
[36, 37], and locking of multiple optical cavities [58], have
all been realized. Our idea may also be used to simulate
1d problems with OAM modes in a single cavity [59–
61], and it can lead to novel photonic effects with prac-
tical applications [25]. Above all, by demonstrating the
counter-intuitive application of photonic OAM in quan-
tum simulation, our work deepens our understanding of
the OAM degree of freedom and advances our view of
photonic quantum simulation. Building upon the pre-
sented ideas, we can then leverage the extreme flexibility
and reliability in the design and operation of optical cir-
cuits for quantum simulation of various topological prob-
lems. All these issues and possibilities provide exciting
opportunities for further investigation.
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Supplementary Figure 1: Propagation of the light field between two planes perpendicular to the optical axis in a cavity.
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Supplementary Figure 2: (a) The simulator consisting of a 1d array of cavities. Adjacent cavities are coupled by beam splitters
(BSs). The SLMs in each cavity change the OAM number of the photon by ±1. The beam rotators BR1 and BR2, which
have opposite rotation angles, can be use to implement a gauge transformation of the magnetic field (see Supplementary Note
2). Their detailed design is shown in Supplementary Figure 3. (b) The simulated 2d lattice system. For the convenience
of discussion, it is assumed that the BSs are placed at equal distances along the optical path of the main cavity. The field
amplitudes aj,l, bj,l, cj,l and dj,l are defined at the mid point between adjacent pairs of BSs. 2πφx (2πφy) is the phase imbalance
between the two arms of the corresponding cavity.
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Supplementary Figure 3: A beam rotator consisting of two Dove prisms which are rotated by ϑ/2 with respect to each
other. Since a Dove prism flips the transverse profile of any transmitted beam, the two Dove prisms in the figure will rotate
a propagating beam by an angle ϑ. It then changes the azimuthal phase dependence of the l-th OAM mode from eilϕ to
eil(ϕ+ϑ) = eilϑeilϕ.  
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Supplementary Figure 4: The calculated average OAM displacement (red dots) for the photon transmission and its standard
deviation (blue bars) as a result of errors in coupling strengths and photon loss for H1 with φ0 = 1/6. The grey areas mark the
frequency range of the band gaps. (a) Uncertainties in both the magnitude and phase of κ in the x direction are considered.
They are assumed to have a Gaussian distribution with a standard deviation of ∆|κ| = 0.05|κ| and ∆φκ = 0.05rad. (b) OAM
dependent uncertainties are considered, by assuming an error of δ|κ| · F (l + 1
2
) in the coupling between the l and l + 1 mode
and an error of δγ · F (l) in the photon loss for the l mode, where F (x) = 1 − e−(
x
30
)2 and the uncertainties have Gaussian
distributions with standard deviations of ∆|κ| = 0.05|κ| and ∆γ = 0.02γ. (c) Independent uncertainties in couplings between
OAM modes and photon loss for each cavity are considered. The result is averaged over input light with OAM number up to
±3. The distribution and standard deviations of the uncertainties are the same as in (b). In (a)-(c), the size of the simulator
N = 10. The OAM included in the calculation is l ∈ [−50, 50]. Open and periodic boundary conditions are used in the x and
y direction. The photon loss rate is γ = 0.2κ.
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Supplementary Figure 5: (a) A waveplate whose fast axis aligns with the vertical polarization of the incident light. The Jones
matrix is ei2piφσz with the phase 2πφ is dependent on the thickness of the waveplate. (b) A waveplate whose fast axis is rotated
by 45◦ with respect to the vertical polarization of the incident light. The Jones matrix is ei2piφσx . (c) The coupling cavity in
the x direction. The waveplates are designed to realize Jones matrices e±i2piασ1 , where σ1 = ~σ · n1 with n1 an arbitrary unit
vector. ±2πφx is the spin-independent phase imbalance. (d) The auxiliary cavity with the SLMs to change the OAM number
of the photons. The waveplates are designed to realize Jones matrices e±i2piβσ2 , where σ2 = ~σ · n2 with n2 an arbitrary unit
vector. ±2πφy is the spin-independent phase imbalance.  
 
 
−3 −1.5 0 1.5 3
−4
−2
0
2
4
k
x
E
 /
 κ
−0.4 −0.2 0 0.2 0.4
0
0.2
0.4
0.6
0.8
1
k
x
 / (2pi)
k
y
 /
 (
2
pi
/q
)
B1 B2B2
B1∂
 !"  #" 
Supplementary Figure 6: (a) The energy band structure of H2 in Eq. (23) with a magnetic flux φ0 = 1/6. At each kx,
the eigenenergies for all possible values of ky are calculated and plotted. It is seen that the bands around E = ∓3.09κ are
very narrow (they contain all eigenenergies and are not a single line as they appear to be in the figure), with a width much
less than 0.1κ. (b) Division of the magnetic Brillouin zone for the first band (m = 1) around E = −3.09κ. B1 is the area
{kx ∈ [−0.4π, 0.4π], ky ∈ [0, 2π/q]}. The rest is B2.
4Supplementary Note 1: OAM modes in degenerate optical cavities
All optical cavities in our simulation system are degenerate cavities that can support optical modes with different
orbital angular momentum (OAM). To understand the design principles of such cavities, we consider propagation of
the light field in a cavity between two planes perpendicular to the optical axis as depicted in Supplementary Figure
1. For a cavity made of optical elements with rotational symmetry, under the paraxial approximation, the position
and slope of a ray at the two planes, [r0, r˙0]
T and [r1, r˙1]
T , are related by [1][
r1
r˙1
]
=M
[
r0
r˙0
]
=
[
A B
C D
] [
r0
r˙0
]
, (1)
where the ray transfer matrixM between the two planes is determined by the optical design of the cavity. The electric
fields at the two planes are also related by the Collins integral [2]
e−ikz1E1(x1, y1) = e−ikLe−ikz0
i
λB
∫ ∫
E0(x0, y0)exp[− i
λB
(Ax20 +Dx
2
1 − 2x0x1 +Ay20 +Dy21 − 2y0y1)]dx0dy0, (2)
where λ and k are the wavelength and wave number, and L is the length of the optical path along the optical axis
between the two planes.
The resonance frequencies and eigenmodes of the cavity can be solved for by using the condition that the field must
reproduce itself after a round trip in the cavity. If the optical elements have cylindrical symmetry, the solutions are
the Laguerre-Gaussian (LG) modes Ep,l(r, ϕ)e
−ikz [1] with the transverse field
Ep,l(r, ϕ) = E0
W0
W (z)
(
r
√
2
W (z)
)|l|
L|l|p
(
2r2
W (z)2
)
×exp
( −r2
W (z)2
)
exp
(−ikr2
2R(z)
)
×exp [i(2p+ |l|+ 1)ζ(z)] eilϕ, (3)
where W (z) = W0
√
1 + (z/z0)2 is the transverse width of the light beam, R(z) = z[1 + (z0/z)
2] is the wavefront
curvature radius, ζ(z) = arctan(z/z0) is the Gouy phase with beam waist W0 and Raleigh range z0 = πW
2
0 /λ, and
L|l|p (x) is the generalized Laguerre polynomial. The radial and azimuthal mode index p and l determine the transverse
distribution of the electric field, since p+ 1 is the number of radial nodes and 2πl is the phase variation for a closed
path around the beam center. The resonance frequency for each Ep,l mode in a ring-type cavity is determined by [3]
kL0 − (2p+ l + 1) arccos A+D
2
= 2nπ, (4)
where n is an integer, L0 is the length of the round-trip optical path, and A and D are diagonal elements in the
round-trip ray matrix. The off-diagonal elements of the round-trip ray matrix, B and C, only affect the beam waist
W0 of the resonance modes.
It is seen from Eq. (4) that, generally speaking, different Ep,l modes are non-degenerate even for the same mode
number n. However, If the cavity is properly designed such that A = D = 1 and B = C = 0, the resonance frequency
becomes independent of the radial and azimuthal mode index p and l. Such a cavity is called a degenerate cavity. It
can support photon modes of different p and l simultaneously. The design requirement of degenerate cavities is well
understood; both general rules and concrete examples can be found in the literature [3–5].
Since each photon in a light beam with an azimuthal phase dependence eilϕ carries an OAM of l~ [6], we can have
photons with different OAM in a degenerate cavity. In our simulator shown in Supplementary Figure 2 (a), there are
three types of cavities with different roles to form a 1d periodic array. Their optical design is as follows.
1. The main cavity in the array. Its length is chosen for constructive interference, kL0 = 2nπ. The elements for the
half round-trip ray matrix of the optical paths BSj4 → BSj1 → BSj2 and BSj2 → BSj3 → BSj4 in Supplementary
Figure 2 are A = D = −1, B = C = 0.
2. The coupling cavity between two adjacent main cavities consisting of BSj2 and BS
j+1
4 . Its length is chosen for
destructive interference, kL0 = (2n+ 1)π. The elements of the ray matrix for the optical paths BS
j
2 → BSj+14
and BSj+14 → BSj2 are A = D = −1, B = C = 0.
53. The auxiliary cavity consisting of the two beam splitters BSj1 , BS
j
3 and the two spatial light modulators SLM
j
1 ,
SLM j2 . Its length is chosen for destructive interference, kL0 = (2n + 1)π. The elements of the ray matrix for
optical paths SLM j1 → BSj3 → SLM j2 and SLM j2 → BSj1 → SLM j1 are A = D = −1, B = C = 0.
Supplementary Note 2: The tight-binding Hamiltonian
Derivation of the Hamiltonian
As explained in the main text, the 1d simulator in Supplementary Figure 2 (a) is conceptually equivalent to the 2d
rectangular lattice in Supplementary Figure 2 (b). In order to derive the Hamiltonian of the simulated system, we
consider the eigenmode field E which satisfies the Maxwell equation
∇× (∇× E) = ǫ(r)ω
2
c2
E, (5)
where ǫ(r) is the dielectric constant of the system and ω is the eigenenergy.
Under the assumption of weak coupling between cavities, E can be expanded in local modes (Wannier modes) [7–9],
E =
∑
j,l
ψj,lWj,l(r), (6)
where j is the index of the cavity in the simulator array and l is the OAM number of the photon. Wj,l, the Wannier
mode localized at site (j, l), satisfies the Maxwell equation
∇× (∇×Wj,l) = ǫ0(r−Rj,l)ω
2
0
c2
Wj,l (7)
and is normalized to unity according to ∫
drǫ0(r −Rj,l)W ∗j,lWj,l = 1 (8)
with ǫ0(r −Rj,l) the dielectric constant at site (j, l), ω0 the single-site resonance frequency, and Rj,l = jxˆ + lyˆ the
lattice vector at site (j, l).
Using Eqs. (5), (6), and (7), we obtain
−
∑
j′,l′
κj,l;j′,l′ψj′,l′ = (ω − ω0)ψj,l, (9)
where
κj,l;j′,l′ =
∫
dr
ω0
2
[ǫ(r)− ǫ0(r−Rj′,l′)]W ∗j,lWj′,l′ . (10)
In deriving Eq. (9), we have used the weak coupling condition (ω − ω0)/ω0, κj,l;j′,l′/ω0 ≪ 1, and kept only leading-
order terms in (ω−ω0)/ω0 and κj,l;j′,l′/ω0. The on-site energy shift term κj,l;j,l and non-adjacent coupling terms are
usually negligibly small compared to the coupling term between adjacent cavities (κj,l;j+1,l and κj,l;j,l+1), and we will
drop them.
In Eq. (10), the integration is limited to the region where Wannier functions of neighboring cavities have appreciable
overlap. In our system, it is on the beam splitters that couple the cavities. Also, the phase of the tunneling coefficient
κj,l;j′,l′ is sensitive to the phase of the Wannier functions. We can see that, when there is a phase imbalance 2πφx
between the two arms (BSj2 → BSj+14 and BSj+14 → BSj2) in the coupling cavity in Supplementary Figure 2 (a), the
phase shift of the Wannier function in the integration region with respect to the balanced case φx = 0 results in the
relation
κj,l;j+1,l(φx) = κj,l;j+1,l(0)e
i2piφx , (11)
where κj,l;j+1,l(0) is the tunneling coefficient for the balanced case. Likewise, when the phase imbalance between the
6two paths ( BSj1 → SLM j1 → BSj3 and BSj3 → SLM j2 → BSj1) in the auxiliary cavities in Supplementary Figure 2
(a) is 2πφy, we have
κj,l;j,l+1(φy) = κj,l;j,l+1(0)e
i2piφy , (12)
where κj,l;j,l+1(0) is the tunneling coefficient in the y direction for the balanced case φy = 0. If we choose the same
coupling strength in the x and y direction, and denote κj,l;j+1,l(0) = κj,l;j,l+1(0) = κ, Eq. (9) then leads to the
following tight-binding Hamiltonian in the rotating frame defined by H0 =
∑
ω0aˆ
†
j,laˆj,l,
H = − κ
∑
j,l
(
ei2piφx aˆ†j+1,laˆj,l + e
i2piφy aˆ†j,l+1aˆj,l + h.c.
)
, (13)
where aˆj,l and aˆ
†
j,l are photon annihilation and creation operators at site (j, l). As discussed in the main text, if we
choose φx = 0, and φy to be linearly dependent on the index j of the cavity in the simulator array, φy = jφ0, the
corresponding Hamiltonian
H1 = − κ
∑
j,l
(
aˆ†j+1,laˆj,l + e
i2pijφ0 aˆ†j,l+1aˆj,l + h.c.
)
(14)
describes a 2d system in a magnetic field with φ0 quanta of flux per plaquette.
In some simulations we wish to introduce an on-site potential term to the Hamiltonian. For this purpose, we can
slightly detune the resonance frequency of the main cavity from ω0. This results in the following additional term in
the Hamiltonian, ∑
j,l
λj aˆ
†
j,laˆj,l,
where λj = ωj − ω0 and ωj the resonance frequency of the j-th main cavity.
Dependence of the tunneling coefficient on the BS reflectivity
In order to select optical elements with appropriate parameters in experiments, we need to understand how the
tunneling coefficient κ in Eq. (13) depends on the reflectivity of the BSs. This can be accomplished by using the
transfer matrix analysis [10]. In Supplementary Figure 2 (b), we introduce the photon field amplitudes aj,l, bj,l, cj,l
and dj,l at each lattice site (j, l). We assume that the phase imbalances 2πφx and 2πφy are the same for all lattice
sites. In this case, the system is periodic in both the x and y directions with a period of 1. According to the transfer
matrix formalism and Bloch theorem [11, 12],


aj′,l′
bj′,l′
cj′,l′
dj′,l′

 =


aj,l
bj,l
cj,l
dj,l

 · e−i(j′−j)KxΛ−i(l′−l)KyΛ, (15)
where Λ is the unit spacing and Kx, Ky are the Bloch quasi-momenta.
Assuming the reflection and transmission coefficients of all the BSs are r = i|r| and t = |t| (|r|2 + |t|2 = 1), we can
write their transfer matrix as
MBS =
(
1
−i|r|
t
i|r|
t
−i|r|
1
i|r|
)
. (16)
Since the photons acquire a phase when they propagate between the BSs, we have(
aj+1,l
dj+1,l
)
=Mx ·
(
bj,l
cj,l
)
(17)
7with the field transfer matrix in the x direction
Mx =
(
e−ikSc/8 0
0 eikSc/8
)
·MBS ·
(
e−i(kSa/2+2piφx) 0
0 ei(kSa/2−2piφx)
)
·MBS ·
(
e−ikSc/8 0
0 eikSc/8
)
, (18)
and similar expressions for My in the y direction. Here, k is the wave number, and Sc and Sa are the total optical
path length of the main cavity and the coupling cavity. Using the Bloch relation in Eq. (15), we can derive the
following equations for the field amplitudes at site (j, l),(
aj,l
dj,l
)
=Mx ·
(
bj,l
cj,l
)
· eiKxΛ, (19)
and (
dj,l
cj,l
)
=My ·
(
aj,l
bj,l
)
· eiKyΛ. (20)
By solving these equations, we obtain the Bloch modes and dispersion relation of the system. The dispersion relation
is given by [13]
Ω0
π
· |r|
2
2
[cos(KxΛ− 2πφx) + cos(KyΛ− 2πφy)] = −(ω − ω0)[1 +O(|r|2)], (21)
where Ω0 = 2π
c
Sc
is the free spectral range of the main cavity. Since the coupling is weak, |r|2 ≪ 1, we can drop the
higher order correction term O(|r|2). Thus, from the dispersion relation in Eq. (21) and the tight-binding Hamiltonian
in Eq. (13), we get
κ =
Ω0
π
· |r|
2
4
. (22)
Gauge transformation
It is well known that a magnetic field can be described by different vector potentials which are related by a
gauge transformation. This gauge transformation can be implemented and tested in our system. As depicted in
Supplementary Figure 2 (a), we balance the lengths of the two optical paths in the auxiliary cavities that contain
the SLMs, and insert a pair of beam rotators (BRs) with opposite rotation angles ±ϑ = ±2πφ0 in the two arms of
the coupling cavities. The design of the BRs is shown in Supplementary Figure 3, where Dove prisms, that flip the
transverse profile of any transmitted beam [14, 15], are used. By changing the azimuthal phase dependence of the l-th
OAM mode from eilϕ to eil(ϕ±2piφ0), they cause a phase shift of e±i2pilφ0 in the wave function when a photon tunnels
between two adjacent cavities. The simulated Hamiltonian then becomes
H2 = −κ
∑
j,l
(
a†j,l+1aj,l + a
†
j,laj,l+1 + e
−i2pilφ0a†j+1,laj,l + e
i2pilφ0a†j,laj+1,l
)
, (23)
which is a 2d system in a magnetic field with φ0 quanta of flux per plaquette. H2 in Eq. (23) is related to H1 in Eq.
(14) by a gauge transformation.
Though H2 and H1 describe the same physics since they are related by a gauge transformation, their implication
for and requirement on the simulation system can be quite different. When we are interested in bulk properties (see
Supplementary Note 6), a minimum number of unit cells in the simulated 2d system are needed. Interestingly, this
places different requirements on the number of sites in both directions. It is because, for a rational magnetic flux
φ0 = p/q (p and q mutually prime integers), the size of the magnetic unit cell is 1× q. Consequently, the system has a
period of 1 in one direction and q in the other. Therefore, to simulate a system with M ×M magnetic unit cells, the
size of the simulated system should be M × qM . Obviously, since the sizes in both directions are different, we should
choose a gauge in which the larger dimension is represented with the degree of freedom that supports more sites. In
our system, the number of OAM modes in a cavity is much larger than the number of cavities that can be coupled.
This means that we should choose H2 to minimize the size of the simulator (see Supplementary Note 6). It requires
M cavities for simulating a system containing M ×M magnetic unit cells, whereas qM cavities would have been
needed if H1 was chosen. As can be seen in this example, though H2 and H1 are related by a gauge transformation
8and describe the same physics, there is a major difference from the simulation point of view.
Characteristics of the simulated system in the x and y direction
The characteristics of our simulated 2d systems are very different in the x and y direction because they are
represented by completely different degrees of freedom. In the y direction, the sites of the lattice correspond to OAM
modes in the same cavity. Theoretically, since there is no upper limit for the OAM of photons, the dimension in the y
direction is infinite. In practice, properly designed degenerate cavities can accommodate many OAM modes, making
the number of sites in the y direction very large. As can be seen from Supplementary Figure 2 (a), neighboring OAM
states in the same cavity are coupled by the same set of BSs. Consequently, the coupling strengths between them are
all equal in theory. This is a huge advantage, and much better uniformity along the y direction can be achieved than
what is possible in a chain of coupled individual cavities whose sizes and separations will inevitably have errors.
In the x direction, multiple cavities need to be coupled in a chain. If conventional optical cavities of macroscopic sizes
are used at visible and near-infrared wavelengths, the fluctuation in their lengths caused by thermal noise and other
disturbances can be comparable to the wavelength and it is difficult to couple a large number of cavities. Nevertheless,
because of the importance of laser phase and frequency stabilization in many contexts, there has been a long history of
development of experimental techniques to deal with this problem [16]. By using advanced experimental techniques,
it is now possible to lock multiple cavities and perform sophisticated experiments [17, 18]. As shown in the main text,
to observe and study topological effects in our system, we only need a small 1d array with just a few cavities which
is within the capability of current technologies. To increase the number of cavities that can be coupled, one can use
technologies with more stable cavities, or work with photons with longer wavelengths such as microwave or maser
photons [19, 20].
Another issue in the x direction is with the coupling strength between cavities. Since all OAM modes in the same
cavity are eigen solutions of the same wave equation, once 1 OAM mode in a cavity is locked with the corresponding
mode in the neighboring cavity, all other OAM modes are locked too. Therefore, locking cavities with multiple OAM
modes is not more difficult than locking cavities with a single mode only. Still, coupling strengths between different
cavities can fluctuate since they are realized with different optical elements. Such fluctuations in the coupling strength
between cavities have an adverse impact on propagation of light through the body of the simulated lattice by in-band
bulk states, but they obviously do not disturb the edge-state transport which is confined to the edge of the system.
This is true as long as these fluctuations are much smaller than the band gap of the system and do not destroy
its topology, a requirement not difficult to meet because of the availability of BSs with very accurate reflectivities.
To see quantitatively how the simulation is affected by errors in the coupling strength, we plot the average OAM
displacement (which is defined in equation (39) and shown to be determined by the Chern number of the system) for
the photon transmission and its fluctuation caused by such errors in Supplementary Figure 4 (a). It can be seen that
edge-state transport in the band gaps is hardly disturbed by small errors in the coupling strength between cavities.
OAM-Dependence of the tunneling coefficient and photon loss
As mentioned above, the couplings between different OAM states in the same cavity are realized with the same set
of BSs and thus in principle they should all be equal. This argument is complicated by the practical consideration
that, in reality, the SLMs have only limited resolution, and couplings between OAM modes can be dependent on the
OAM number l because their spatial extends are different, especially for high OAM modes. This is only an issue when
the photon loss is very low (otherwise very little light propagates to high OAM modes). It can be dealt with by using
high-resolution SLMs for which such dependence is very weak. There are also experimental techniques to minimize
and eliminate such dependence. For instance, it is experimentally demonstrated in [21] that the spatial extends of
the OAM modes can be made the same on two SLMs in the optical path provided that appropriate optical design is
used between them to place them in each other’s near fields. Similar techniques can be used in our system to design
the round-trip ray matrix such that the spatial extends of the OAM modes return to their original value when they
come back to the SLM after a round-trip in the cavity following an increment/decrement in their OAM number by
the SLM.
Nevertheless, considering the many inevitable and uncontrollable uncertainties in an actual experiment, the cou-
plings between high OAM modes will likely have some, albeit weak dependence on the OAM number despite the
precautions taken. The quality factors of the high OAM modes can depend on the mode number too, since modes
with different spatial extends will have different leakage. Due to this OAM dependence, the characteristics of the
component related uncertainties in our system are different than those in a 2d cavity array where they are independent
for each cavity. Assuming the same magnitude for the uncertainties in each case (though in reality the uncertainties
9in a 2d cavity array are likely much greater when the size of the array is large), this distinction in their character-
istics should be insignificant, because topological protection ensures that edge-state transport is not disturbed by
the uncertainties as long as they are much smaller than the band gap of the system and thus do not destroy its
topology. Though the exact dependence on the OAM number is difficult to calculate, in a numeric simulation to
check the robustness of the edge-state transport we can assume any dependence since topological protection is not
sensitive to the exact form of the local noise. In Supplementary Figure 4 (b), we show the calculated average OAM
displacement for an ideal system without uncertainties and its fluctuations caused by errors in the coupling strength
and Q factors, assuming a particular dependence on the OAM number which results in larger errors for higher OAM
modes. As we can see, within the band gaps where the transport is via edge states, the average OAM displacement
is hardly disturbed by the OAM dependent errors. In contrast, the in-band bulk state transport is strongly affected.
For comparison, we perform the same calculation for a 2d cavity array and plot the results in Supplementary Figure
4 (c), by assuming the same magnitude of errors in the parameters though they are independent for each cavity. As
far as edge-state transport is concerned, there is no appreciable difference between the two cases. Therefore, though
in reality the component related uncertainties in a large 2d cavity array are likely to be much greater than in our
system, under the assumption of similar magnitude for the uncertainties the behavior of edge-state transport is the
same.
Supplementary Note 3: Simulation system for non-Abelian gauge fields
In order to simulate topological physics associated with non-Abelian gauge fields, we use polarized photons and
represent the spin up and down states with the horizontal (| ↔〉) and vertical (| l〉) polarization. The photon modes
are aˆ†j,l = (aˆ
†
j,l,↔, aˆ
†
j,l,l), where aˆ
†
j,l,↔ and aˆ
†
j,l,l are the creation operators for horizontally and vertically polarized
photons at site (j, l).
The design of the main cavities of the simulator does not require any modification. The auxiliary and coupling
cavities, however, need to be augmented with polarization manipulating elements. Shown in Supplementary Figure
5 (a) and (b) are birefringent waveplates used in the auxiliary and coupling cavities. Such wave plates can alter the
polarization state of the photons because polarization components along the fast and slow axis travel at different
speeds [10]. In Supplementary Figure 5 (a), when the fast axis of the waveplate aligns with the vertical polarization of
the incident photons, the two polarization states acquire different phases after the photons pass through the waveplate
[10],
( | ↔〉
| l〉
)
⇒ ei2piφσz
( | ↔〉
| l〉
)
, (24)
where σz is the Pauli matrix, and e
i2piφσz is the corresponding Jones matrix with the phase φ dependent on the
thickness of the waveplate. If the fast axis is rotated by 45◦ with respect to the vertical polarization of the incident
photons as in Supplementary Figure 5 (b), the corresponding Jones matrix becomes ei2piφσx . Likewise, by taking
advantage of the fact that left and right-handed circularly polarized light travels at different speed in optical media
with circular birefringence, we can design a polarization rotator which has a Jones matrix ei2piφσy [10]. More generally,
with a proper combination of waveplates and (or) rotators, we can realize any desired Jones matrix ei2piφσn [10], where
σn = ~σ · n and n = (nx, ny, nz) is an arbitrary unit vector.
In Supplementary Figure 5 (c), we design the coupling cavities in the x direction such that the optical paths
BSj2 → BSj+14 and BSj+14 → BSj2 contain phases kSa2 ± 2πφx and Jones matrices e±i2piασ1 , where σ1 = ~σ · n1 with
n1 an arbitrary unit vector. The Hamiltonian of the coupling term in the x direction then reads
− κ
∑
j,l
(
aˆ
†
j+1,le
i2pi(φx+ασ1)aˆj,l + h.c.
)
. (25)
The physical meaning of the phases is easier to understand if we switch to the eigen polarization states of σ1, | ↔′〉
and | l′〉. In these bases, Eq. (25) is
− κ
∑
j,l
(
ei2pi(φx−α)aˆ†j+1,l,↔′ aˆj,l,↔′ + e
i2pi(φx+α)aˆ†j+1,l,l′ aˆj,l,l′ + h.c.
)
. (26)
Obviously, 2π(φx ± α) are the tunneling phases for photons in states | ↔′〉 and | l′〉 respectively.
The design of the polarization manipulating circuits for the auxiliary cavities is shown in Supplementary Figure 5
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(d). The tight-binding Hamiltonian for the system is then
H = − κ
∑
j,l
(
aˆ
†
j+1,le
i ˆ2piθx aˆj,l + aˆ
†
j,l+1e
i ˆ2piθy aˆj,l + h.c.
)
+
∑
j,l
λj aˆ
†
j,laˆj,l, (27)
where λj is the detuning of the j-th cavity, and the tunneling phases are
θˆx = φx + ασ1, θˆy = φy + βσ2, (28)
with σ2 = ~σ · n2 and n2 a unit vector. 2πφx, 2πφy are the spin-independent part of the gauge fields.
The spin-dependent θˆx and θˆy in Eq. (28) do not necessarily commute [22]. When θˆxθˆy 6= θˆy θˆx, they correspond
to non-Abelian gauge potentials, and the Hamiltonian in Eq. (27) can be used to simulate the effects of non-Abelian
gauge fields.
Notice that the horizontal and vertical polarizations of light used in our simulation system are both clockwise
circulating cavity modes. By assuming that there is no coupling between the clockwise and counterclockwise cavity
modes, and restricting ourselves to clockwise cavity modes only, we can describe the behavior of the horizontal and
vertical polarizations with the non-Abelian Hamiltonian in equation (27). Since the Jones matrix description applies
to polarizations of light traveling in one direction, and we make use of clockwise cavity modes only, we are not
simulating the physical time-reversal symmetry directly. Nevertheless, due to the optical setup of the system, the
phases acquired by and transitions between vertical and horizontal polarizations are the same with those of spin
up and down in an electronic system described by the Hamiltonian in equation (27). Because of this, we can have
polarized photon edge states in our system which are topologically protected by the symmetry in the optical design
for the two polarizations though they are not physical time-reversal conjugates.
Supplementary Note 4: Input-output formalism for photon transmission measurement
As described in the main text of the paper, we probe our system by coupling a light beam with a definitive OAM
number (and polarization in studies associated with non-Abelian gauge fields) to a cavity in the simulator array and
measuring the photon transmission to other OAM modes (and polarizations when relevant) in different cavities. To
study the characteristics of the measured quantity, we now consider the transmission coefficient taking into account
the effect of photon loss. The photon loss can be understood in terms of the coupling of the cavity modes with the
outside world due to a coupling term HINT in the system’s total Hamiltonian
H = HSY S +HBATH +HINT , (29)
where HSY S , HBATH are the Hamiltonian for the cavity field and outside bath field. In the rotated frame with
respect to the resonance frequency of the cavity, we have
HBATH =
∑
n
∫ +∞
−∞
dω[ωd†n(ω)dn(ω)], (30)
and
HINT = −i
∑
n
∫ +∞
−∞
dω
√
γn
2π
[dn(ω)a
†
n − and†n(ω)]. (31)
Here, n = [j, l, s] is a collection of quantum numbers to specify a cavity photon mode. It includes the index of the cavity
in the simulator array (j), the OAM number (l) of the photon, and its polarization state (s =↔, l) when relevant.
ω denotes the frequency detuning from the resonance frequency ω0. dn(ω) is the operator for the environment field
coupled to the cavity photon mode labeled by n. dn(ω) obeys the commutation relation
[dn(ω), d
†
n′(ω
′)] = δnn′δ(ω − ω′).
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The system Hamiltonian has a bilinear form
HSY S =
∑
n,n′
a†nHnn′an′ , (32)
where Hnn′ is the matrix element of the simulated Hamiltonian HSY S .
Using the input-output theorem [23], we can write the Langevin equation of the system operators,
dan(t)
dt
= −i[an,HSY S ]− γn
2
an(t)−√γndin,n(t)
= −i
∑
n′
Hnn′an′(t)− γn
2
an(t)−√γndin,n(t), (33)
where din,n(t) =
1√
2pi
∫ +∞
−∞ dωe
−iωtdn,0(ω) is the input field operator, with dn,0(ω) the value of dn(ω) at t = 0. The
output field is obtained from the input-output formalism
dout,n(t)− din,n(t) = √γnan(t).
Making a Fourier transformation, we get
− iωan(ω) = −i
∑
n′
Hnn′an′(ω)− γn
2
an(ω)−√γndin,n(ω),
√
γnan(ω) = dout,n(ω)− din,n(ω). (34)
The solution is
dout,n′(ω) =
∑
n
{
δn′n − i
[√
Γ
1
ω −HSY S + iΓ/2
√
Γ
]
n′n
}
din,n(ω), (35)
where Γ = diag{γ1, γ2, γ3, . . .} is the decay matrix. The first term on the right hand side, din,n′(ω), is the reflection.
The rest describes field transmission. The transmission coefficient is
T n
′
n = −i
[√
Γ
1
ω −HSY S + iΓ/2
√
Γ
]
n′n
. (36)
For the simple case when all cavity modes decay with the same rate γn = γ (∀n), the transmission coefficient is
T n
′
n = −i〈n′|
γ
ω −HSY S + iγ/2 |n〉, (37)
where |n〉 = aˆ†n|0〉 is a single photon state.
Supplementary Note 5: OAM displacement in edge-state transport
It is demonstrated in the main text that, when the frequency of a probing light falls in a gap in the spectrum of a
finite 2d lattice in magnetic field with the Hamiltonian
H = −κ
∑
j,l
(
ei2pijφ0 aˆ†j,l+1aˆj,l + aˆ
†
j+1,laˆj,l,+h.c.
)
, (38)
it can only propagate along the edge of the lattice because of edge-state excitation. We discovered a quantity that is
very useful for the study of edge-state transport. It is the average OAM displacement defined as
l¯e =
∑
j∈edge
∑
jo,lo
|T jo,loj,0 |2 · lo, (39)
where T jo,loj,0 is the photon transmission coefficient defined in Eq. (37) and
∑
j∈edge refers to summation over the region
close to one edge (left or right) of the lattice where the amplitude of the corresponding edge states is appreciable.
12
It can be shown that l¯e defined in Eq. (39) is related to the Chern number of the system. To prove this, we
consider a system in the Laughlin-Halperin geometry which has open and periodic boundary condition in the x and
y direction. In such a system, there are two sets of chiral edge states, one per boundary, that propagate in opposite
directions [24, 25]. Consequently, the displacement l¯e due to transport by edge states on the left and right edges are
equal in magnitude but opposite in sign. Without loss of generality, we will focus on the left edge, and restrict the
summation of j to the region near the left edge of the lattice. Because of the periodic boundary condition in the y
direction, the Bloch momentum ky = 2π
ny
Ny
is a good quantum number of the system, where ny = 0, 1, . . . , Ny − 1
and Ny is the number of sites in the y direction. We can use the momentum representation in the y direction,
aˆ†j,ky =
1√
Ny
∑
l e
iky laˆ†j,l, and introduce the single-particle eigenfunction
|Ψky 〉 =
∑
j
Ψj,ky aˆ
†
j,ky
|0〉, (40)
where Ψj,ky satisfies [24]
− κ (Ψj+1,ky +Ψj−1,ky)− 2κ cos(ky − 2πjφ0)Ψj,ky = EkyΨj,ky (41)
with Eky the eigenenergy.
We can now express the photon transmission coefficient in terms of |Ψky 〉,
T jo,loj,0 = −i〈jo, lo|
∑
{|Ψky 〉}
(
|Ψky 〉
γ
ω − Eky + iγ/2
〈Ψky |
)
|j, 0〉. (42)
Clearly, only states with energies close to the probing light frequency ω have significant contribution to T jo,loj,0 . Because
of this, when ω falls in the mid of a gap in the system spectrum and γ is much smaller than the corresponding band
gap, we can include only the edge states in calculating T jo,loj,0 in Eq. (42) since in-band states are far off resonance.
Deep in the band gap, the dispersion relation of the edge states is linear in ky [24]. Taking into account the possibility
of multiple edge modes in the vicinity of ω, we have Emky = ω + vm(k
m
y − kmy ), where vm is the group velocity of the
m-th edge mode and kmy is the Bloch momentum of the state in resonance with the probing light (E
m
kmy
= ω). Making
use of the dispersion relation, we obtain in the continuum limit Ny →∞
T jo,loj,0 ≃
1
2π
∑
m
∫
dkmy Ψ
m
jo,ky
iγ
(kmy − kmy )vm − iγ/2
Ψm∗j,kye
ikmy lo , (43)
where Ψm is the m-th edge mode. Since only states close to kmy contribute to the integration in Eq. (43), we can
evaluate it by approximating Ψmjo,ky with Ψ
m
jo,kmy
and extending the limit of the integration to (−∞,∞). The result is
T jo,loj,0 ≃
1
2π
∑
m
Ψmjo,kmy Ψ
m∗
j,kmy
∫ ∞
−∞
dkmy
iγ
(ky − kmy )vm − iγ/2
eik
m
y lo = −
∑
m
Ψmjo,kmy Ψ
m∗
j,kmy
γ
vm
Θ
( lo
vm
)
e−
γ
2
lo
vm eik
m
y lo (44)
with the step function
Θ(x) =


0 x < 0
1
2
x = 0
1 x > 0.
By using Eq. (44), it is straightforward to calculate the average OAM number displacement. We obtain
l¯e =
∑
j∈edge
∑
jo,lo
|T jo,loj,0 |2 · lo ≃
∑
m∈left
sgn(vm), (45)
where the summation over m includes only the corresponding edge states on the left edge of the lattice. We have
used
∑
j∈edge |Ψmj,kmy |2 ≃ 1 when the m-th edge mode is on the left edge and
∑
j∈edge |Ψmj,kmy |2 ≃ 0 when it is on the
right edge, which follows from the fact that the distribution of the edge states is limited to the edge of the lattice.
This result indicates that l¯e is approximately equal to the difference between the number of up and down moving
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edge states, which in turn is equal to the total Chern number (up to a sign depending on edge transport of the left
or right edge) for the bands below the gap due to the bulk-boundary correspondence [26].
Supplementary Note 6: Measurement of the Chern number
As shown in the main text, the Chern number of a finite lattice can be measured via the average OAM number
displacement (l¯e in Eq. (39)) in edge-state transport. For an infinite system, the Chern number is equal to the TKNN
index [25, 27, 28]. We demonstrate in this section that it can be calculated from experimentally measured photon
transmission coefficients.
The TKNN index in an infinite system is determined by the bulk wave function. As discussed in Supplementary
Note 2, in order to keep the size of the simulator array small, we should choose a gauge that leads to the Hamiltonian
H2 = −κ
∑
j,l
(
a†j,l+1aj,l + a
†
j,laj,l+1 + e
−i2pilφ0a†j+1,laj,l + e
i2pilφ0a†j,laj+1,l
)
, (46)
where φ0 = p/q (p and q mutually prime integers) is the flux quanta per plaquette. The configuration of the simulation
system has been described in Supplementary Note 2.
We use periodic boundary condition in both the x and y directions to simulate an infinite system. According to
the Bloch theorem, the eigenstates of H2 can be written in the form
Ψj,l(kx, ky) = e
iky leikxjulq(kx, ky), (47)
where kx ∈ [−π, π], ky ∈ [0, 2π/q] are the Bloch vectors, lq = mod(l, q) ∈ [0, q−1] is the OAM index within a magnetic
unit cell, and ulq (kx, ky) = ulq+q(kx, ky) is a periodic function.
The spectrum of the system consists of q energy bands [29]. The Chern number (or equivalently the TKNN index)
of the m-th (m ∈ [1, q]) band can be expressed as [25, 27, 28]
C =
1
2πi
∫ ∫
dkxdky(〈∂u
m
∂kx
|∂u
m
∂ky
〉 − 〈∂u
m
∂ky
|∂u
m
∂kx
〉) = 1
2πi
∫ ∫
dkxdky[∇k ×Am(kx, ky)]z , (48)
where Am = 〈um|∇k|um〉 and
|um(kx, ky)〉 = [um0 (kx, ky), . . . , umq−1(kx, ky)]T (49)
is the eigenstate vector of the m-th band. There is a gauge freedom which comes from the phase ambiguity of
|um(kx, ky)〉, since
eif(kx,ky)|um(kx, ky)〉 (50)
is also a solution as long as f(kx, ky) is a smooth function of (kx, ky) and it is independent of (x, y). The Chern
number is invariant under this gauge transformation.
A non-trivial topology arises when the phase of the wave function cannot be determined uniquely and smoothly in
the entire magnetic Brillouin zone. In this case, one cannot apply the Stokes theorem globally to evaluate Eq. (48)
[28]. Following Refs. [25, 28], we divide the Brillouin zone into two regions B1 and B2 [see Supplementary Figure 6
(b)], where B2 is chosen such that it contains all zero points of um0 (kx, ky) and at least one u
m
lq
(kx, ky) with lq 6= 0 does
not vanish in it. By taking advantage of the gauge transformation in Eq. (50) with an appropriate f(kx, ky), we can
choose a phase convention in B1 such that um0 (kx, ky) is real, and another phase convention in B2 such that u
m
lq
(kx, ky)
is real. The chosen phase conventions lead to smooth vector fields AmB1 and A
m
B2 on B1 and B2 respectively, and
result in a phase mismatch χ(kx, ky) on the boundary of B1 and B2 [28],
|um〉B1 = eiχ(kx,ky)|um〉B2. (51)
We can then apply Stokes’ theorem on B1 and B2 separately to derive
C =
1
2πi
∫
∂B1
dk · [AmB1(kx, ky)−AmB2(kx, ky)] =
1
2π
∫
∂B1
dk · ∇kχ(kx, ky), (52)
where ∂B1 is the boundary of B1.
14
We can obtain |um〉 and determine χ(kx, ky) from photon transmission measurement and then use Eq. (52) to calcu-
late the Chern number. Suppose we couple a l = 0 OAM beam to the first cavity in the simulator array, which is equiv-
alent to driving the simulated lattice system at site (0, 0), and measure the transmission coefficient to site (j, l), T j,l0,0.
The Fourier transformation of T j,l0,0 to the momentum space (kx, ky), T (kx, ky, lq) ∝
∑
j,l T
(j,ql+lq)
0,0 e
−ikxje−iky(ql+lq),
is given by
T (kx, ky, lq) ∝ 〈kx, ky, lq| iγ
ω −H+ iγ |j = 0, l = 0〉 (53)
where |kx, ky, lq〉 ∝
∑
j,l e
ikxjeiky(ql+lq)|j, ql + lq〉. If the photon loss rate γ is much smaller than the band gaps,
and the driving frequency is close to the m-th band, only states in the m-th band are excited and contribute to the
transmission. Consequently,
T (kx, ky , lq) ∝ umlq (kx, ky)
iγ
ω − Em(kx, ky) + iγ u
m
0 (kx, ky)
∗, (54)
where Em(kx, ky) is the energy of the m-th band at (kx, ky). By using a similar idea in [30], for each (kx, ky) we can
fine tune the driving frequency such that it is in resonance with Em(kx, ky), i.e. ω − Em(kx, ky) ≪ γ. This then
allows us to relate the photon transmission coefficient to the wave function in the m-th band via
T (kx, ky, lq) ∝ umlq (kx, ky)um0 (kx, ky)∗. (55)
By using Eq. (55) and renormalizing the measured T (kx, ky, lq), we can determine the eigenstate |um(kx, ky)〉 =
[um0 (kx, ky), u
m
1 (kx, ky), . . . , u
m
q−1(kx, ky)]
T of the m-th band. With the help of the gauge transformation in Eq. (50),
we can further choose the phase of the eigenstate |um〉 in the magnetic Brillouin zone using the technique discussed
earlier. This then allows us to determine χ(kx, ky) in Eq. (51) and calculate the Chern number according to Eq. (52).
As an example, we consider the flux p/q = 1/6, and show how to measure the Chern number of the first band
(m = 1). From the band structure in Supplementary Figure 6 (a), we see that this band is located near ω = −3.09κ
and it is very narrow. With a photon loss rate of γ = 0.1κ, which is much larger than the width of this band and
much smaller than the band gaps surrounding it, we can achieve resonance with all states in it and avoid exciting
states in other bands by fixing the frequency of the probing light at ω = −3.09κ.
We then divide the magnetic Brillouin zone into two areas as prescribed earlier. Specifically, we define B1 = {kx ∈
[−0.4π, 0.4π], ky ∈ [0, 2π/q]}, and the rest B2, as depicted in Supplementary Figure 6 (b). In B1, u10(kx, ky) is always
nonzero. B2 contains all the zero points of u10(kx, ky). Also, u
1
3 does not vanish in B2. As discussed earlier, with this
division we can define two different phase conventions for the eigenstates in B1 and B2 [25, 28]. In one convention,
u10(kx, ky) is real in B1. In the other convention, u
1
3(kx, ky) is real in B2. From Eq. (51), we see that the phase
mismatch χ(kx, ky) on the boundary ∂B1 is given by the phase of u
1
3(kx, ky) on ∂B1. According to Eq. (55), if we
drive the simulated system at site (0, 0), we have T (kx, ky, lq) ∝ u1lq(kx, ky)u10(kx, ky)∗, from which we can obtain
|u1〉 ∝ [T (kx, ky, 0), T (kx, ky, 1), . . . , T (kx, ky, 5)]T . Therefore, χ(kx, ky) is given by the phase of T (kx, ky, 3) relative
to that of T (kx, ky, 0) on ∂B1, boundary of B1, and the Chern number can be calculated using Eq. (52).
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