Graphs G and H are called cospectral if they have the same characteristic polynomial. If eigenvalues are integral, then corresponding graphs are called integral graph. In this article we introduce a construction to produce pairs of cospectral integral regular graphs. Generalizing the construction of G 4 (a, b) and G 5 (a, b) due to Wang and Sun, we define graphs G 4 (G, H) and G 5 (G, H) and show that they are cospectral integral regular when G is an integral qregular graph of order m and H is an integral q-regular graph of order (b − 2)m for some integer b ≥ 3.
Introduction
We consider simple graphs, that is, graphs without loops or parallel edges. For basic notions in graph theory we refer to [12] , whereas for preliminaries on graphs and matrices, see [3] . By the eigenvalues of a graph G, we mean the eigenvalues of its adjacency matrix A(G). Graphs G and H are said to be cospectral if they have the same eigenvalues, counting multiplicities, or equivalently, they have the same characteristic polynomial. A graph with only integer eigenvalues is termed an integral graph. There is considerable literature on construction of cospectral graphs, see [7, 9] . Some graph operations, which when applied on integral graphs produce integral graphs, are described in [1, 2, 6] . Other results on integral graphs can be found in [11] . For all other facts or terminology on graph spectra, see [6] .
The complete join of graphs G and H, denoted by G ∨ H, is a graph with V (G ∨ H) := V (G) ∪ V (H) and
The complement of graph G is denoted by G, and G + H denotes G ∨ H.
Through the paper I b and J a×b , respectively, denote the identity matrix of order b, and the matrix with all ones of order a × b. In block matrices, the symbol 0 will be used to denote zero matrix; also we denote by 1 and 0 vectors of all ones and all zeros, respectively. The dimension of these matrices and vectors will be mentioned explicitly, unless they can be determined by the context. If A and B are matrices of order m × n and p × q, respectively, then the Kronecker product of A and B, denoted A ⊗ B, is the mp × nq block matrix [a ij B]. For a given vector v, by v ′ we mean the transposition of v.
In Section 2 of this paper we shall give some lemmas on computing characteristics polynomial of some types of block matrices.
Bussemaker and Cvetković [5] introduced connected integral cubic graphs. In 1978, Schwenk, independently, obtained these graphs and denotes these thirteen integral graphs by G 1 , G 2 , . . . , G 13 ; see [8] . The graphs G 4 and G 5 are a pair of non-isomorphic connected cospectral integral cubic graphs on 20 vertices. Section 3 of the paper is motivated by Wang and Sun [10] who constructed graphs G 4 (a, b) and G 5 (a, b) based on G 4 and G 5 . They showed that for any positive integer a, G 4 (a, a + 2) and G 5 (a, a + 2) form a pair of integral cospectral (a + 2)-graphs and concluded that there exist infinitely many pairs of cospectral integral graphs. We shall give a generalization of G 4 (a, b) and G 5 (a, b). In fact two new families of regular graphs will be constructed such that they are cospectral and integral. For the sake of completeness and comparing the results, we recall the adjacency matrices of G 4 (a, b) and G 5 (a, b). The adjacency matrix of G 4 (a, b)
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The adjacency matrix of
and B is the same as in (2).
Some Lemmas
A square matrix is said to be regular if all its row sums and column sums are equal. The common value of the row and column sum is called the regularity of the matrix. Clearly, in this case the regularity is an eigenvalue with the all ones vector as an eigenvector. The next result is known when A and B are adjacency matrices of graphs (see [6] , Theorem 2.8, p. 57). We present a more general statement for completeness. Theorem 1. Let A and B be symmetric, regular matrices of orders p, s and regularity q, w respectively. If q, µ 2 , . . . , µ p and w, λ 2 , . . . , λ s , are respectively the eigenvalues of A and B, and α, β are real scalars, then the eigenvalues of the matrix
The proof of the next result is easy and is omitted.
Lemma 2.
Suppose that X and Y are square matrices of the same order. Let
Then the eigenvalues of T are the eigenvalues of X − Y and the eigenvalues of X + Y .
Lemma 3. Suppose that r, x and y are real scalars. Then
where
and B is the matrix in (2).
Proof. By interchanging the second and third columns and then the second and third rows of A − λI we obtain
First, assume that λ = 0 and put k := −λ 2 + rλ + 1. Applying the Schur complement formula for computing determinant shows
By replacing k = −λ 2 + rλ + 1 and then simplifying the above relation we can see that
To complete the proof, we need to consider the case λ = 0. To this end, note that λ = 0 is an eigenvalue of A. By assuming λ = 0 we could compute 3b + 1 nonzero eigenvalues, and so the multiplicity of λ = 0 must be a − 1.
Lemma 4.
Suppose that x, y and r are scalars and B is the matrix in (2). Then
Proof. Since 
Subtract the first column from the other columns, then add the last row to the first row and finally add rows 2, . . . , b − 2 to the first row to get 
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In this way we have a triangular matrix, and so det(B + xJ + yI) = (y + 1)(y −
and the proof is complete.
where α, β and x are real scalars.
Proof. Since T is invertible, by Theorem 1, we see that x = 0 and x 2 −αβab = 0. The result is proved by a simple verification.
Lemma 6. Suppose that α, β and r are scalars. Then
Proof. First assume that λ = 0 and λ 2 − αβab = 0. By Lemma 5,
is invertible and we may use the Schur complement formula to compute determinant. We obtain
To complete the proof, we must show that the assumptions λ = 0 and λ 2 − ab = 0 can be relaxed. Towards this, first note that 3b + 1 nonzero eigenvalues of M are the roots of
It remains to find the other a − 1 eigenvalues. It is clear that λ = 0 is an eigenvalue of M of multiplicity at least a − 1. This means that λ = ± √ αβab is not an eigenvalue, and so λ 2 − αβab = 0 is acceptable. Since λ a−1 appears in the computations, we also obtain a − 1 zero eigenvalues.
The Construction and Main Results
We now present the construction. Suppose that G is a q-regular graph of order n and H is a p-regular graph of order m. Graphs G 4 (G, H) and G 5 (G, H) are constructed as follows. For a given integer b 3 and j = 1, 2 and 3 assume that U j = {H j i |i = 1, 2, . . . , b} and V j = {K j i |i = 1, 2, . . . , b} are classes of b copies of H, and let G 1 and G 2 be two copies of G. By the following instructions we join these graphs together to obtain G 4 (G, H) and G 5 (G, H) which are graphs of order 2n + 6bm.
Step 1. First do the following graph operations.
Step 2. To construct G 4 (G, H) in addition to Step 1, do the following graph operations (Figure 1) .
Step 3. To construct G 5 (G, H) in addition to Step 1, do the following graphs operations (Figure 2) .
and
, where
and B is the same as in (2). Lemma 7. Graphs G 4 (G, H) and G 5 (G, H) are regular if and only if p = q and n = (b − 2)m. In this case they are (q + mb)-regular graphs.
Proof. We show the result for G 4 (G, H), and analogously it can be proved for G 5 (G, H). Multiplying matrix A 0 + A 1 by vector 1 yields
This means that the degrees of vertices of G 4 (G, H) are q + mb, n + p + 2m or p + mb. Thus G 4 (G, H) is regular if and only if q + mb = n + p + 2m = p + mb. Hence G 4 (G, H) if and only if p = q and n = (b − 2)m.
Henceforth we assume that p = q and n = (b − 2)m so that G 4 (G, H) and G 5 (G, H) are regular graphs.
We recall the notion of equitable partition. Suppose A is a symmetric matrix whose rows and columns are indexed by {1, . . . , n}. Let X = {X 1 , . . . , X s } be a partition of {1, . . . , n}. By definition, X is an equitable partition if A[X i |X j ]1 = b i,j 1 for i, j = 1, . . . , s, where A[X i |X j ] is the submatrix of A determined by the A 0 + A 1 . Since A 0 + A 1 has n + 3bm eigenvalues, it remains to find 1 + 3b eigenvalues. To determine these eigenvalues, we consider an equitable partition of A 0 + A 1 . In view of the form of A 0 + A 1 there is a partition of vertices, say {X 0 , X 1 , X 2 , . . . , X bm }, such that |X 0 | = n and |X i | = m for i = 1, 2, . . . , bm. Moreover, we have (A 0 + A 1 )[X i |X j ]1 = s i,j 1 where scalars s i,j are entries of the matrix S Further, applying these values in Lemma 3 we get
Thus in view of relation (11) the characteristic polynomial of S can be computed as follows.
We conclude that
. By a similar method that we used for A 0 + A 1 , it can be shown that if in Lemma 3 we put r = −1, a = 1, y = 1 and x = b − 2, then
We remark that if G and H are empty graphs, then G 4 (G, H) reduces to the known graph G 4 (a, b). We now turn to ϕ
. Therefore we again have two cases.
Case 3. ϕ M 0 +M 1 (λ). By (7) and (8) we have
Similarly to Case 1, we can deduce that λ 2 , . . . , λ n are eigenvalues of M 0 + M 1 derived from spectrum of G and µ 2 , . . . , µ n are also eigenvalues of multiplicity 3b derived from spectrum of H. Therefore we have found 3b(m − 1) eigenvalues from 3mb + n. As before, it remains to find 3b + 1 eigenvalues. Considering an equitable partition for matrix M 0 + M 1 we obtain these eigenvalues. By the structure of M 0 + M 1 let {X 0 , X 1 , X 2 , . . . , X bm } be a partition of vertices such that |X 0 | = n and |X i | = m for i = 1, 2, . . . , bm. This is enough to conclude that
