ABSTRACT 5G network is envisioned to provide massive connectivity for a wide range of applications, such as ultra-clear media, internet of vehicles, and smart home. The traditional way of providing security services is difficult to support these new 5G applications flexibly and effectively. In our previous work, we proposed a SFC-based framework that chains security functions in different domains to provide security services on demand. However, creating cross-domain service function chains will inevitably result in the additional network latency. In this paper, we study this problem of minimizing the end-to-end latency when deploying cross-domain service function chains for 5G applications. First, an exact approach, consisting of service chain partition and service subchain embedding, is proposed to derive an optimal solution for cross-domain service function chain placement. Second, we improve the Viterbi algorithm and propose an efficient heuristic approach to derive near-optimal solutions for large networks. We also compare the performance of the proposed exact approach, the proposed heuristic approach, and the simple greedy approach in different scales of network infrastructures. Simulation results are presented to demonstrate the effectiveness of the proposed approaches.
I. INTRODUCTION
The evolution of mobile communication technology has greatly promoted social and economic development. In the last years, many international organizations, operators and manufacturers have launched the research work on the fifth generation (5G) mobile communications system. Recent statics show that the global mobile traffic is expected to grow from 2.6EB to 15.8EB by 2018 [1] . By 2020, the total number of global mobile terminals is expected to exceed 10 billion, and the number of global access devices will reach 100 billion [2] . Meanwhile, novel businesses such as internet of vehicles and smart home will increase explosively. Massive access devices and diverse applications provide the possibility for the internet of everything, but they also bring enormous security challenges.
Traditionally, in 4G mobile network, the business flows are classified by the packet data network gateway (P-GW) and forwarded to the SGi-LAN for security protection, as the red dotted line shown in Fig. 1 . Usually, SGi-LAN is an ethernet network with a of of hard-wired security functions (SFs), and connects evolved packet core (EPC) with Internet. Typical security functions are firewalls, deep packet inspection (DPI), intrusion detection systems (IDS)/intrusion prevention system (IPS), and so on. According to the specified security strategies, business flows traverse various security functions in a certain order by preset routing to get valueadded security services over the normal network connectivity. Although this traditional way has worked well so far, it is unable to introduce innovative security services without complicate modification to network configuration, and makes high operational expenditures (OPEX) and capital expenditures (CAPEX). Thus, recent emerging technologies, such as Software Defined Network (SDN), Network Function Virtualization (NFV) and Service Function Chaining (SFC) [3] , have been focused enthusiastically in the expectation that they will enable flexible and on-demand security services. As early as 2015, IETF SFC working group proposed the use case of SFC in the field of network security [4] . After that, many related researches appeared [5] , [6] . All of these efforts discuss how to implement security services using SFC in a single network domain without considering the widespread use of Mobile Edge Computing (MEC) in future 5G networks [7] . MEC is a cloud datacenter located at the edge of the mobile network. It creates a virtualized platform by NFV technology to provide end users with a wide range of service functions implemented in software running on common servers. Due to its advantages of low latency, high bandwidth and energy efficiency, many previous works [8] , [9] . studied that outsourcing service functions to public clouds such as MEC, as the green line shown in Fig. 1 . Our previous work [10] also proposed the Open Network Service Provisioning (OpenNSP) architecture and its prototype implementation for mobile networks. OpenNSP is based on IETF Hierarchical Service Function Chain (hSFC) [11] architecture, integrating SDN and NFV to deploy service chains across multiple domains, enabling flexible and scalable services provisioning. However, SFC outsourcing inevitably brings additional network latency because business flows may need to traverse several MECs to obtain the required SFs according to specified service policies. We refer to this issue as the low latency cross-domain security service chain embedding problem.
We are motived to propose the exact solution and the heuristic solution to address this problem in our paper. In general, the main contributions of this paper are as follows:
1. The exact solution. We divide the cross-domain service chain embedding process into two sub-processes, namely the service chain partition and the service subchain mapping. Both of them are formulated as an Integer Linear Programming (ILP) model. The service chain partition process is responsible for selecting a suitable sub-domain for SFs in the security service chain with the objective function of minimizing the end-to-end latency. The service subchain mapping process occurred in the selected sub-domain, such as MEC. It is responsible for allocating the required computing resources and network resources for the SFs. In particular, service subchain mapping is a sub-process of service chain partition. During the service chain partition process, if the selected sub-domain cannot successfully deploy the assigned SF, the service chain partition needs to be re-executed until all the SFs are successfully deployed.
2. The heuristic solution. To solve the computational complexity problem of exact methods for large networks, we propose a heuristic approach based on the improved Viterbi algorithm [12] . Inspired by [9] , we model the security function chain embedding problem as decoding problem in the Hidden Markov Model (HMM). In this model, the given service chain request is regarded as the observed state sequence, and its service function path is regarded as the hidden state sequence. By constructing the three-tuple ( , A, B) of the HMM, we can calculate the most-likely hidden state sequence, which is the path with the lowest latency. Usually, Viterbi algorithms are used to solve the decoding problem, but in our case, the emission probability of each state is dynamically changing. Therefore, we improve the classic Viterbi algorithm to get a service function path with the lowest end-to-end latency.
The rest of this paper is organized as follows. Section II discusses the related works. Section III describes the proposed exact approach based on integer linear programming. Section IV presents our proposed heuristic approach based on improved Viterbi algorithm. Then we analyze simulation results in section V. Section VI concludes this paper.
II. RELATED WORKS
Recently, many researchers have focused on service chain embedding problem.
Li et al. [13] utilized the SDN/NFV/PCE technologies to build service function chaining framework, and proposed service function selection algorithm based on grey system theory to find a proper service function path. Ding et al. [14] also presented a SFC architecture by using SDN/NFV technologies, called OpenSCaaS. Ding et al. [15] proposed an automatic NFV resource allocation mechanism including service fucntions mapping and scheduling algorithm to optimize network service deployment. However, these efforts have a common shortcoming that they lack the consideration of the deployment of cross-domain service chains.
With regard to service chains across multi-domain networks, there are many related works in this area. Chen et al. [9] formulated the service chain outsourcing problem as an ILP model, and proposed a heuristic algorithm based on HMM model to calculate a cost-efficient path with QoS guarantee. But, its model was not a complete model for multiple domain networks. It abstracted each sub-domain as a logical node, without the detailed work about service chain deployment in the sub-domain network. Bhamare et al. [16] also studied the problem of the optimal service function chaining across geographically distributed cloud datacenters. They also formulated this problem as an ILP optimization problem with the goal of minimizing inter-cloud traffic and response time, and proposed an affinity-based heuristic algorithm to address it. Similarly, they do not have an integrated plan for the cross-domain deployment of service chains. Different from the above work, Vu and Kim [17] implemented the hSFC architecture using OpenDaylight SFC project, and presented a prototype system for deploying service chains across multi-domain networks. Based on it, our previous work [10] implemented the hierarchical orchestration for service function chaining across multiple domains. But, both of them are prototype implementations for small-scale networks.
Furthermore, many works have started the research of SFC in the field of network security. Sendi et al. [5] presented a new architecture leveraging SFC technology to effectively deploy network security functions in cloud computing. They model different deployment-related and security-related advice to capture various security constraints and consider the appropriate security deployment constraints when choosing the best deployment of security functions to effectively mitigate the mistakes. Migault et al. [6] designed a new framework utilizing SDN and SFC technology to enhance the collaboration among different security functions from different domains to mitigate security attacks.
Besides, the research about SFC in mobile network also began to be concerned. Bifulco et al. [18] presented CATENAE system for chaining service functions deployed in SGi-LAN using SDN, without modifying any protocol or network topology. Taleb et al. [19] also studied the rapid dynamic deployment of service chains in SGi-LAN, reducing operational cost. However, these approaches focused on the problem in a single SGi-LAN network without consideration on the multiple MECs cooperation.
In this article, we propose the exact solution and the heuristic solution to address the cross-domain security function chain embedding problem. Our goal is to provide the required security services for business flows while minimizing their end-to-end latency. Therefore, we formulate this problem as two ILP problems to get an optimal solution in small networks. Then, our proposed heuristic solution improves the classic Viterbi algorithm to obtain a near-optimal solution in large networks.
III. EXACT SOLUTION DESIGN
In this section, we introduce the network model and our formulations. The notations used in this paper are summarized in Table. 1. 
A. NETWORK MODELING
Based on previous work [10] , an infrastructure network containing several cloud datacenters can be abstracted as a logical topology called the top-domain network. The cloud datacenters are called sub-domain networks in the hSFC architecture. Each node in the top-domain is a pseudo node, representing a cloud datacenter. The sub-domain is a detailed description of the cloud datacenter network, where each node represents a physical node. Therefore, in order to establish a crossdomain security function chain, it is necessary to consider the deployments of security function chains in top-domain as well as in sub-domains. In the following, we introduce models for the infrastructure network and the service chain requests:
Network Model: We model the substrate network as an undirected weighted graph G s = (N s , E s ), whether it is a top-domain or sub-domain network. In this model, N s and E s denotes the set of physical/pseudo nodes and physical links, respectively. Each node i ∈ N s is associated with their residual computing capacity (such as CPU), represented by C i . Each link (i, j) ∈ E s is associated with their residual network capacity (such as bandwidth), represented B ij . Each physical link is also associated with a weight representing its latency, denoted by δ ij . In addition, since each pseudo node in the top-domain represents a sub-domain, it is difficult to accurately give the numerical representation of sub-domain resource constraints. Therefore, we assume that each pseudo node is associated with a placement threshold λ i that prevents too many SFs from being deployed in the same sub-domain. For example, if λ 1 = 3, no more than three SFs can be deployed in the sub-domain 1 for each service chain.
Service Request Model: As we know, the requirement of diverse security services can be represented by different SFCs. In order to ensure that business flows are handled by SFs in the predefined order, we model the service request as a directed linear graph G v = (N v , E v ), where N v and E v denote the order of required service functions and service links (SLs), respectively. Each SF k ∈ N v and SL (k, l) ∈ E v is associated with resource requirement, which is denoted as c k and b kl , respectively. In addition, considering some examples of well-known security best practices [5] (such as the flows go through an IDS need to be processed as soon as possible by a firewall in order to intercept malicious traffic), there are strong dependency relationship among some security functions. Thus, we define the parameter ϕ kl in this paper, to denote the dependency constraint between SF k and SF l. If ϕ kl = 0, the SF k should be deployed in the same location as the SF l; otherwise, they must be deployed in different locations.
In our previous work [10] , we proposed the idea of hierarchical orchestration for cross-domain service function chaining. Hierarchical orchestration means that several different levels of networks execute corresponding granularity of service orchestration. In top-domain network, the requested service chain is divided into several subchains through service chain partition. Then the required resources are allocated for these subchains by service subchain mapping in sub-domain networks. In the following, we present the ILP models for service chain partition and service subchain mapping.
B. SERVICE CHAIN PARTITION
In the following, we formulate the service chain partitioning problem as an ILP optimization problem. The objective of the optimization model is to minimize the end-to-end latency of service function path while satisfying other resource constraints. In the ILP formulations, the binary variable x k i is used to indicate whether the SF k is successfully assigned to the sub-domain i, and the binary variable y kl ij indicates whether the service link (k, l) ∈ E v is assigned to the physical link (i, j) ∈ E s of the top-domain network. The formulations are shown in the following:
Objective:
Variable constraints:
i∈N s
Capacity constraints:
Flow conservation constraint:
Dependency constraint:
Domain constraint:
Next, we explicate the constraints of the ILP optimization model. Equation (2) ensures that each SF is assigned exactly to one sub-domain. Equation (3) ensures the total number of SFs assigned on the same sub-domain i does not exceed its placement threshold. Equation (4) is capacity constraint guaranteeing that the bandwidth demand of each SL must not exceed the residual bandwidth capacity. Equation (5∼7) are the flow conservation constraints that the typical constraints in the network flow problem. They ensure that for a given pair of assigned nodes, there is a path in the substrate network where the SL (k, l) ∈ E v has been mapped. Equation (8) denotes the dependency constraint. The parameter ϕ kl denotes the dependency relationship between SF k and SF l. For example, if ϕ kl = 0, SF k and SF l must be allocated in the same sub-domain. Finally, equation (9) and (10) define the value constraint of the variable x k i and y kl ij , respectively.
C. SERVICE SUBCHAIN MAPPING
In general, the network delay within a sub-domain network is much lower than the propagation delay caused by interdomain links. Therefore, the service subchain mapping model is for service provider, and its optimization goal is to minimize the service cost so as to maximize the acceptance ratio. The service subchain mapping ILP formulations are given in the following: Objective:
(
Then, we explicate the constraints of the ILP optimization model. Equation (11) is the objective function, which is the sum of the computing cost and the bandwidth cost. Dividing the service cost by the residual capacity makes the nodes/links with more capacity have a higher priority. Equation (12) ensures that each SF k ∈ N v is assigned exactly to one physical node. Equation (13) is load-balancing consideration, ensuring that each server node can only deploy at most one SF for each service request. Equation (14) and (15) guarantee that the residual capacities of selected server nodes and links must satisfy the computing and bandwidth demand, respectively. Equation (16)∼(18) are the flow conservation constraints. Equation (19) and (20) define the value of variable x k i and f kl ij , respectively. This optimization problem has been proved to be NP-hard [20] . It cannot obtain an optimal solution in reasonable time for large network topology due to the high computational complexity of the optimization model. The results of the exact approach are given in section V. Thus, a heuristic approach is proposed in Section IV to solve real time problem for large networks.
IV. HEURISTIC APPROACH DESIGN
In this section, we model cross-domain service function chain placement problem as a Hidden Markov Model [21] , then propose a heuristic algorithm based on the improved Viterbi algorithm to find a service function path with lowest endto-end latency. As we know, latency is a very important performance metric for 5G applications.
As mentioned above, given a sequence of service functions, we need to find the actual location for required SFs in the substrate network so as to minimize the end-to-end latency of service function path while satisfying the resource demands of SFs and SLs. During this procedure, the SF sequence is known, while the corresponding service function path is unknown because each SF can be deployed in several different nodes. This means that we need to determine the corresponding unobservable service function path for the observable SF sequence, that is to say, this problem can be considered as a HMM problem.
The HMM is a statistical model used to describe a Markov process with hidden unknown parameters, and can be described by five elements, including two state sets (O, S) and three probability matrices ( , A, B) . In our case, O is the observed state set, which denotes the requested service chain N v = {SF 1 , SF 2 · · · , SF T }. The hidden state can be described as the parameter x k i in section III, which means choosing the node n i to deploy SF k . So the hidden state spapce S is the set of server nodes in the network N s = {n 1 , n 2 · · · , n N }. Thus, the service function path we want to solve can be regarded as the transition sequence of hidden states. The HMM used in our case reference to [9] . In contrast, we use the network latency between different locations in the network to formulate initial probability and the transition probability. Moreover, we improve the Viterbi algorithm to obtain a good solution. The formulations are shown in the following.
= {π 1 , π 2 · · · , π k } is the set of initial probabilities. In our case, π i represents the probability of assigning the first service function SF 1 to the node n i ∈ N s . We use the network latency of the link connecting the source of the flow with the node n i (referred as δ 0i ), as shown in (21) .
A is the transition probability matrix, as shown in (22) . We use the link latency between node n i and node n j to calculate the transition probability P(x t j |x
t−1 i ) shown in (23). Considering the dependency constraints between SFs, P(x t i |x t−1 i
) will be set up to 1 when ϕ t−1,t = 0, which means the SF t−1 and SF t must be deployed in same location.
B is the emission probability matrix, as shown in (24 
Given the known SFC request and HMM model parameters ( , A, B) , fingding the hidden state sequence with lowest end-to-end latency is a typical decoding problem, which is The most-likely service function path, ω; 1: for each state n j ∈ N s do ρ 1 (j) ← π j · P(O 1 |x 1 j ) 2: end for 3: for i ← 2, 3, ..., T do 4: for each state n j ∈ N s do upate λ j and
end for 6: end for 8 : end for 9: return ω expressed in mathematical formula as following:
We are more interested in the hidden states that cannot be directly observed but are more valuable in HMM models. Usually, Viterbi algorithms are used to solve the decoding problem. Viterbi algorithm is a dynamic programming algorithm that can find the most-likely hidden state sequence to generate an observable state sequence in polynomial time and reduce the time complexity. But the classic Viterbi algorithm is not entirely suitable for our case. In our HMM model, the emission probability matrix B is related to the parameter λ i (t) and the threshold parameters λ i . In the process of state transition, the value of λ i (t) of the relevant physical node will be changed, which leads to the change of the emission probability. The classic Viterbi algorithm does not consider the case of dynamic changes in the emission probability matrix. Therefore, we improve the classic Viterbi algorithm so that it can adjust dynamically the emission probability matrix and find the correct solution. The pseudocode of improved algorithm is show in Algorithm 1. ρ i (j) is the maximum probability that SF i is successfully deployed on node n j , which means the maximum probability of hidden state sequence at time i. In order to get the complete path, we should record the previous hidden state in ψ i (j) when each hidden state gets the maximum probability. Therefore, the algorithm 1 can get the maximum probability of the mostlikely state sequence through Line 1 to Line 6. Finally, from Line 6 to Line 8, the algorithm retrieves the hidden state sequence by back tracing.
Then we give a qualitative analysis of the above two proposed approaches. The exact approach considers the low latency cross-domain security service chain embedding problem as an optimization problem, and use the integer linear programming formulation to solve this problem. In this model, all variables that describe substrate networks and service requests are discrete linear integers that can be expanded into continuous variables in future work. Using optimization math tools (such as GNU Linear Programming Kit, Lingo), we can solve this model to get an optimal embedding solution. However, solving the ILP model has proved to be an NP-hard problem. Especially for large networks with hundreds of nodes and thousands of links, it is impossible to solve the optimization problem in a reasonable time, which has been proved in section V-B. Hence, the heuristic approach is proposed to solve the scalability problem for large networks. The heuristic approach is based on the HMM model to formulate the aforementioned problem. The network latency between different nodes is used to construct the transition probability, and the placement factor is used to construct the emission probability. Given the known service chains in service requests, solving the hidden service function path is a decoding problem. Therefore, we propose a heuristic algorithm based on improved Viterbi algorithm to solve this decoding problem. In general, due to the scalability of the exact approach, we propose the heuristic approach. In theory, the exact method can get the optimal solution for the low latency embedding problem, while the heuristic approach can only get the near-optimal solution. Specifically, as the scale of the underlying network becomes larger, the exact approach produces a very high execution time, while the heuristic approach greatly reduces the execution time.
However, the heuristic approach makes some sacrifices in other properties. The acceptance ratio of heuristic approach may be lower than the one of exact approach. Besides, the end-to-end latency of service function path calculated by heuristic approach may be higher than the one of the exact approach. More simulation results are presented in section V.
V. EVALUATION
In this section, the performance of our proposed exact solution and heuristic solution are studied. First, we introduce the network topology used in our simulation and the associated simulation parameters. Then, the simulation results are given.
A. SIMULATION SETUP
As mentioned above, the infrastructure network in our simulation is hierarchical to simulate the deployment of crossdomain service function chains. Three real networks are used as the top-domain infrastructure network, namely, the China Education and Research Network (CERNET), the Universal Sharing Network (USNET), and the China Backbone Network (CBNET), as shown in Fig. (2∼4) . Table. 2 shows their topology information, and the link length is represented as the number on the solid line. For sub-domain network, we adopt 2-level hierarchical network topologies which is one of the typical topologies for datacenter networks. To better evaluate our proposed solutions, we have generated two VOLUME 6, 2018 sub-domain network topologies with different size by Georgia Tech Internetwork Topology Models (GT-ITM) [21] , called DC1 and DC2 respectively. Table. 3 shows the node and link information of the sub-domain network topologies.
Regarding the service requests in the simulation, we have made some assumptions. We assume that service requests arrive in the Poisson process with an average arrival rate of 60 requests per time unit. The expiration of each service follows exponential distribution with an average of 10 time units. In each service request, the number of SFs follows a uniform distribution between 2 and 8. Each SF is associated with a dependency factor ϕ, randomly set to either 0 or 1. The computing resource required by each SF is random distributed among [0, 20] units and the bandwidth resource required by each SL is random distributed among [0, 50] units. The source and destination of the service chain are randomly selected from the nodes in top-domain network.
In our simulation, several performance metrics for evaluation purposes are used. Firstly, we measure the execution time required by the proposed exact approach and the heuristic approach to handle the same service request on different scale infrastructure networks. Then, using the simple greedy algorithm [23] as a benchmark, we compare the average acceptance ratio of the exact and heuristic methods in different scale infrastructure networks. Finally, considering different service chain lengths and different placement thresholds λ, we analyze their impacts on the end-to-end latency.
In addition, the simulation environment is based on C++. Besides, we use the GNU Linear Programming Kit (GLPK) [22] to solve optimization problems. The hardware environment used to run our simulation is a x64 PC platform with Intel Core i5-6500, CPU at 3.20 GHz * 8 GB RAM, and operating system Window 7 with x64 architecture.
B. EXECUTION TIME
Based on the previous work, we can know that solving the ILP problem is an NP-hard problem. Generally, it is feasible to calculate the exact solution of a small-scale problem. However, when the problem is large, we cannot get the exact solution in polynomial time. In this simulation, we compose three top-domain topologies and two sub-domain topologies into five different scales of infrastructure networks, as shown in Table. 2 and Table. 3. Then, we compare the execution time of the exact approach with the one of the heuristic algorithm on different network topologies.
The experimental results of exact approach are shown in the Fig. 5 . When the scale of infrastructure network is small, it takes about 7 seconds to get an optimal solution for the ILP problem using GLPK. Moreover, as the network grows in size, the execution time increases dramatically from 7407 milliseconds to 760787 milliseconds. Obviously, this is unacceptable.
The experimental results of heuristic approach are shown in the Fig. 6 . It takes about 93 milliseconds to get a solution for small-scale network. When the network topology becomes larger, the execution time of this approach is also increasing, but it can still be calculated in polynomial time. Compared with the exact approach, the heuristic approach greatly shortens the execution time, especially for larger networks and quicker solutions. However, given the objective of minimizing the end-to-end latency, the heuristic approach can only provide good solutions, and may not be the optimal solution. Therefore, in the flowwing section V-D, we continue to compare and analyze the other performance of different approaches.
C. ACCEPTANCE RATIO (AR)
Acceptance ratio is defined as the proportion of the number of the accepted service requests to the total number of the arrival service requests. For the sake of simplicity, we take the minimum topology Net1 and the maximum topology Net5 described in the section V-C as the infrastructure network of this simulation experiment. With the smallest topology net1, we compare the AR performance of the three approaches. However, with the maximum topology of Net5, we only compare the results of heuristic and greedy algorithm. Because the exact method is unable to get the optimal solution quickly for large networks, and we did find that using exact approach to solve the problem in Net 5 will encounter the problem of long calculation time and memory overloading. Therefore, we do not consider the exact method in this simulation.
FIGURE 7.
Acceptance ratio results of three approaches for Net1.
FIGURE 8.
Acceptance ratio results of two approaches for Net5. Fig. 7 and Fig. 8 illustrates the AR performance comparison for the service requests over time in different infrastructure networks. Apparently, AR decreases and converges to a stable value as service requests increase, because the limited amount of resources cannot meet the increasing resource requirements. Firstly, with regard to the AR results in different infrastructure network, it is clear that AR achieved in the Net 5 network is better than that in the Net 1 network. Specifically, in Net 1 network, using the heuristic approach, AR can maintain the value of 100% for the first 500 requests, and then VOLUME 6, 2018 gradually decease to 0.83. As a comparison, the AR achieved by heuristic method in Net 5 can adequately satisfy the first 1000 requests and eventually converge to 0.85. The reason for this performance difference is that the Net 5 owns more resources than the Net1, so more service requests are satisfied in Net 5 network. Secondly, as shown in Fig. 7 , with regard to AR performance of different approaches, the proposed exact approach achieves the best AR, and then proposed heuristic takes second place, and the greedy algorithm is the worst. On the one hand, since the exact method leverages the GLPK math tool to provide the optimal solution, given the same resources, it can satisfy more service requests. On the other hand, the proposed heuristic approach achieves better AR than the greedy algorithm, because it improves the Viterbi algorithm to calculate the most-likely hidden state sequences that is the service function path with the lowest latency.
D. AVERAGE DELAY (AD)
Here, the delay is defined as the end-to-end delay of the flows starting from the source node along the service chain through several service functions and finally arriving at the destination node. Using three different approaches to calculate service function paths, we measure their end-to-end latency and repeat 50 times to get the average latency. In addition, we also consider the impact of different network topologies (Net 1 and Net 5), the number of service functions (from 2 to 8), and the placement factor λ (1 and 3) on the endto-end delay. Similarly, there approaches are compared in Net 1 network, while two approaches are compared in Net 5 network. Fig. 11 and Fig. 12 present the AD results of different approaches in Net 5 topology with different λ. Firstly, it is obvious to observe that the AD achieved by the greedy approach is highest, the AD achieved by heuristic approach is lower than it and the exact approach achieves the lowest AD. This result is reasonable because the exact approach is able to obtain the optimal delay by using GLPK tool. However, the greedy algorithm is based on the choices made to get a local optimal solution. Although the heuristic approach based on improved Viterbi algorithm cannot calculate the global optimal solution, the simulation results also prove that the heuristic approach can obtain a near-optimal solution. Secondly, the average delay increases with the SF number of service chains in each figure. The longer service chain requires flows traverse the more service functions deployed in different location in the substrate network. Thirdly, the AD result in Fig. 9 is lower than the result of the same approach in Fig. 11 and the same situation also occurs in Fig. 10 and Fig. 12 . This comparison shows that although the large infrastructure network can accommodate more service requests, it poses challenges in guaranteeing end-to-end latency. Finally, it is clear that the larger placement factor can help to reduce the end-to-end latency. Given the same network and the same SF number, the AD results achieved by the same approach with higher λ is better than the results with lower λ. It is because the larger placement factor can allow more service functions to be deployed in the same cloud datacenter.
VI. CONCLUSION
In this paper, we propose an exact approach and a heuristic approach to determine the service path with low end-toend delay. Firstly, we formulate the cross-domain service function chain placement as two ILP models with the goal of minizing the end-to-end latency, namely the service chain partition model and the service subchain mapping model. The two models solve the placement problem of service function chains in the inter-domain and intra-domain respectively. Then, we improve the Viterbi algorithm and propose a heuristic algorithm to get a satisfactory solution quickly and effectively, making up for the shortcoming of the exact methods in solving large-scale problems. The simulation results show that our proposed approaches can obtain the service function path with lower latency performance and has higher acceptance rate than the simple greedy algorithm. Furthermore, it also demonstrates that with the proposed heuristic, larger sets of problems can be solved with a little compromise in the solution quality. 
