To determine how listeners weight different portions of the signal when integrating level information, they were presented with 1-s noise samples the levels of which randomly changed every 100 ms by repeatedly, and independently, drawing from a normal distribution. A given stimulus could be derived from one of two such distributions, a decibel apart, and listeners had to classify each sound as belonging to the "soft" or "loud" group. Subsequently, logistic regression analyses were used to determine to what extent each of the ten temporal segments contributed to the overall judgment. In Experiment 1, a nonoptimal weighting strategy was found that emphasized the beginning, and, to a lesser extent, the ending of the sounds. When listeners received trial-by-trial feedback, however, they approached equal weighting of all stimulus components. In Experiment 2, a spectral change was introduced in the middle of the stimulus sequence, changing from low-pass to high-pass noise, and vice versa. The temporal location of the stimulus change was strongly weighted, much as a new onset. These findings are not accounted for by current models of loudness or intensity discrimination, but are consistent with the idea that temporal weighting in loudness judgments is driven by salient events.
I. INTRODUCTION A. Weighting level information in auditory discrimination tasks
When discriminating or evaluating complex sounds, the auditory system may be assumed to integrate information both across spectral regions and over time. A powerful tool to study such integration processes has been the analysis of weights given to the stimulus components defined in the experiment. Pioneered by COSS analysis ͑i.e., analyzing responses "Conditional On a Single Stimulus" or stimulus component; Berg, 1989͒ , a number of related methodologies have evolved ͑e.g., Lutfi, 1995͒ , all of which have in common that the listener does not have to be explicitly queried as to his or her weighting of the informational elements. Rather, all but a global judgment of pitch ͑Berg, 1989͒, loudness ͑Willihnganz et al., 1997͒, or lateralization ͑Saberi, 1996 Stecker and Hafter, 2002͒ is required, from which, via statistical analysis or the construction of psychometric functions, its relation to the particular informational components is derived.
Spectral weights
Most of the few studies applying the analysis-of-weights methodology to the auditory system's use of level information have been concerned with the determination of spectral weights in level-discrimination tasks ͑Doherty and Lutfi, 1996 Lutfi, , 1999 Kortekaas et al., 2003; Willihnganz et al., 1997͒. To that end, in a two-interval, forced-choice paradigm, random, independent level perturbations were added to each of a number of tonal components of different frequency, and the effect of these frequency-specific perturbations on the listener's overall decision yielded the spectral weights in question. Typically, the average weighting functions were found to be relatively flat, though sometimes with greater emphasis given to the highest or lowest frequency components ͑see Kortekaas et al., 2003͒ .
Temporal weights
There have been hardly any studies on the weighting of level information as a function of time ͑for a review see Stellmack and Viemeister, 2000͒ . Buus ͑1999͒ investigated the detectability of a series of six adjacent 25-ms, 1-kHz tone pulses in masking noise. By adding independent level perturbations to the pulses, he was able to construct conditional psychometric functions relating detectability to the random level variations, separately for each of the six temporal pulse locations. From the slopes of these psychometric functions, much like in COSS analysis, relative weights were derived specifying the contribution of each temporal position in the pulse sequence to overall detectability. Analyzing three listeners in a number of experimental conditions, Buus found their weighting functions to be nearly optimal, i.e., giving equal weight to each of the ͑equally informative͒ six pulses, with small, but statistically significant departures favoring the middle portion of the pulse sequence ͑see his Fig. 3͒ .
Lufi's ͑1990͒ studies of sample discrimination contained one condition in which sequences comprised of up to 12 tones had to be discriminated on the basis of an overall level difference between target and standard sequence. COSS analysis ͑performed on the data of a single listener, see Lutfi's Fig. 9͒ showed the weights assigned to the elements in the sequence to be approximately equal.
In a study involving one of the present authors ͑Eller-meier and Schrödl, 2000͒, using a 2IFC paradigm, on each trial listeners compared two 1-s samples of broadband noise ͑one of which was incremented relative to the other by 1 dB͒ with respect to their overall loudness. The noise samples were divided into ten segments of 100 ms each onto which small, random level perturbations were imposed. Using COSS analysis ͑Berg, 1989͒, weights were derived for the ten temporal segments. They exhibited a bowl-shaped pattern with the beginning of the noise sequence, and ͑to a lesser extent͒ the end being emphasized.
B. Memory effects
Further evidence for an unequal weighting as a function of time comes from studies investigating performance effects supposedly related to the functioning of auditory memory. These studies, however, looked at the discriminability of tone patterns in which frequency ͑or pitch͒ changes rather than level changes had to be tracked. McFarland and Cacace ͑1992͒ found strong primacy and recency effects in tone patterns being between seven and thirteen elements long, i.e., significantly better discrimination at the beginning or end of the sequence.
Surprenant ͑2001͒ varied the interstimulus interval ͑ISI͒ between the sequences to be discriminated, and found strong recency effects, with additional primacy effects emerging as the ISI was increased. Whether such memory effects are obtained for the discrimination of level changes as well remains an open question.
C. Rationale
Given the scarce and equivocal evidence regarding temporal weighting in level discrimination, it appears worthwhile to reinvestigate the issue. In contrast to earlier investigations that shall be done using a one-interval task much like in the original study illustrating the weights technique ͑Berg, 1989͒. In the present implementation, subjects will be presented with a single stimulus on each trial, and will simply have to classify it as belonging to the "loud" or "soft" set defined by the experiment. This task is conceptually much simpler than a 2IFC task ͑see Kortekaas et al., 2003͒ , and it does not require assumptions about within-trial memory processes involved, such as making different predictions depending on the length of the ISI ͑Surprenant, 2001͒.
Furthermore, since it is conceivable that the contradictory outcomes of some of the studies of temporal weighting may be due to different degrees of practice with the task, or to different strategies used, in Experiment 1, the opportunity to acquire an optimal weighting ͑with respect to using the physical level information͒ shall be experimentally manipulated by giving one group of listeners explicit trial-by-trial feedback as to the "correct" response alternative, while another group receives no such feedback, and thus no chance to optimize their strategy.
Finally, since those authors motivated by theories of memory have speculated on the "distinctiveness" of certain events in the temporal sequence, such as the beginning and end of a sound ͑Neath et al., 2006; Surprenant, 2001͒, in Experiment 2 additional distinct events shall be experimentally induced by abruptly changing the spectral content of the sound to be judged. In particular, noise sequences will be designed that instantaneously shift from a low-pass to a highpass characteristic ͑and vice versa͒ in the middle of the temporal sequence. Potentially, the spectral shift might constitute a new "distinct" event, e.g., signaling a new "onset," and thereby altering the weight pattern when compared to a control sequence of nonchanging broadband noise.
By virtue of the use of trial-by-trial feedback based on the physical sound generation ͑in Experiment 1͒, the task becomes one of intensity discrimination ͑albeit based on multiple channels͒. It is reasonable to assume, however, that-no matter whether they receive feedback, or not-the subjective quality listeners base their decisions on is related to some "internal" computation of instantaneous or overall loudness. The advantage of this view is that it brings models of time-varying loudness and of loudness integration to bear on the behavior observed.
II. EXPERIMENT 1: LEVEL-FLUCTUATING SOUNDS
A. Method
Listeners
Ten listeners ͑one female, nine male͒ including the authors ͑"WE" and "BP" in the figures͒ participated in the experiment. The mean age of the participants was 26 years ͑range: 18-46 years͒. All were audiometrically screened, and no one was found to have significant hearing loss ͑more than 20-dB hearing loss at more than one frequency of 0. 125, 0.25, 0.5, 0.75, 1, 1.5, 2, 3, 4, 6 , and 8 kHz͒. Except for the authors, the participants were students with little or no experience in listening experiments.
Apparatus
Stimuli were generated digitally on the PC controlling the experiment. A Tucker Davis Technologies System 3 was used for digital-to-analog conversion ͑RP2.1 unit͒, setting appropriate levels ͑two PA5 attenuators͒, and for powering the headphones ͑HB7 unit͒. Signals were presented diotically via headphones ͑Beyerdynamic DT 990 PRO͒, at a sample rate of 50 kHz and with 24 bit resolution.
The listeners were seated in a double walled listening cabin during the experiment and made responses using two buttons marked "soft" and "loud" on a special button box connected to the Tucker Davis RP2.1 unit. The box was also used for providing feedback using red and green lights.
Stimuli
The sounds used in the experiment were samples of white noise having 1-s duration. Their overall level was randomly varied every 100 ms, thus producing a stepwise levelfluctuating sound consisting of ten segments ͑see Fig. 1͒ . The overall level of each segment was picked randomly from one of two normal distributions denoted "signal" and "noise," with the signal distribution having a higher mean value. The signal distribution had mean value s = 68 dB SPL and a standard deviation of n = 2 dB. The noise distribution had a mean value n = 67 dB SPL and a standard deviation of s = 2 dB. Consequently, approximately 95% of the segment levels for each distribution fall in the range Ϯ 4 dB.
Further, the noise and signal distributions overlapped considerably, such that the mean of the ten segments of a given noise sound was sometimes higher than the overall mean ͑67.5 dB͒ and vice versa for signal sounds. How often that is expected to happen can be estimated using the properties of the normal distribution. The standard deviation of the mean ͑given ten segments͒ is: 10 = n / ͱ N, where N is the number of segments per stimulus ͑ten͒. Thus there is approximately a 21% chance for the mean of the ten noise segments to exceed the midpoint between the noise and signal distributions ͑67.5 dB͒.
The setup was calibrated using an artificial ear ͑Brüel & Kjaer 4153͒ with a microphone ͑Brüel & Kjaer 4134͒. When sound pressure levels are used throughout this article, they refer to the rms sound pressure level of a continuous broadband noise as would be measured in the artificial ear at the given presentation level.
Experimental procedure
Participants were instructed that the sounds "were randomly generated," and came from a "soft" or a "loud" set of levels with equal probability. A one-interval two-alternative forced-choice paradigm was used. On each trial, the listener heard a single sound and was asked to judge it as being either soft or loud. In the sequence of trials, noise and signal sounds were presented in random order.
Listeners were divided into two groups in one of which the listeners received trial-by-trial feedback. If the generated sound was from the noise distribution and the listener responded soft or if the sound was from the signal distribution and the response was loud the feedback was a green light, in the other cases it was a red light. No such feedback was given to the other group.
After the completion of each block of 130 trials, overall feedback was given by telling the participants the percentage of "correct" responses they had obtained, i.e., responses which agreed with the noise or signal property of the stimulus. This type of overall feedback was given to all listeners. It helped to motivate the listeners, however based on this type of feedback, it was impossible to change a decision strategy based on trial-by-trial learning.
The first two and a half sessions were used for training. During training the difference between the noise and signal means, s and n , was successively decreased from 3 dB over 2 dB to a final 1-dB difference.
Data collection
The experiment was arranged in blocks of 130 trials of which only trials 10-130 were analyzed, leaving the first 9 trials for building up a decision criterion. Five such blocks made up one session, which lasted approximately 40 min. Each listener proceeded through 10 sessions.
Determination of temporal weights
In making an overall judgment, listeners are assumed to base their responses on a decision variable, D, defined as
where x is a vector of the ten segment levels constituting a given sound. x i refers to the sound pressure level in decibels of each of the ten segments and w i is a perceptual weight given to the ith segment. It is assumed that the weighted sum of the segment levels is compared to a fixed decision criterion c. So the strength of the decision variable is given by the difference between the magnitude of the weighted sound levels and the fixed decision criterion. A logistic function was employed to statistically relate the binary dependent variable ͑judgments of loud and soft͒ to the strength of the decision variable:
where ⌿ describes the probability, p, of a loud response. Note that sometimes other functions ͑e.g., normal ogives, Berg, 1989͒ are The outcome of the experiment is a sequence of loud and soft responses with associated values for x. The values of w and c which are most likely to yield the results, under the given model, can be estimated by maximum likelihood optimization. For the logistic function, as applied here, this is also known as logistic regression. Standard test statistics for the validity of the model can be applied and furthermore the logistic regression has the benefit of being directly applicable to binary ͑loud and soft͒ data ͑see, for example, Cohen, 2003͒ . These are the main reasons for choosing logistic regression over alternative methods used in other studies estimating weights ͑for example, Berg, 1989; Ellermeier and Schrödl, 2000; Lutfi, 1995͒ . Though conceptually different, the various methods at hand give very similar estimates for perceptual weights in practice.
It is seen from Eq. ͑3͒ that the regression coefficients ͑w and c͒ are not linearly related to the predicted probability of making loud response. The nonlinear relationship is generally true for logistic regression. In this work however, the logistic function is used as a psychometric function, and the regression coefficients are linearly related to the strength of the underlying decision variable as stated in Eq. ͑1͒.
In Eq. ͑1͒, a linear relationship between the decision variable, D, and the segment levels, x, is assumed. Generally, however, the loudness of steady-state sounds is not linearly related to the sound pressure level in decibels, but within the range of levels used in the present experiment ͑approxi-mately 60 dB to 75 dB SPL͒ the relationship is close to linear ͑see Moore, 2003͒.
B. Results of Experiment 1
In Table I the performance of the listeners is evaluated via four different measures ͑DIST, SPL, dЈ, and ␤ in Table I͒ . The DIST score indicates the percentage of trials on which the listeners correctly identified whether the sound originated from the signal or noise distribution. Thus, it evaluates performance in the same way as the feedback given during the experiment. Based on this statistic, performance is very similar in the no-feedback ͑66%͒ and feedback ͑68%͒ conditions. An alternative is to compute dЈ and ␤ as defined in signal detection theory. The basis for the two measures is the percentage of trials where the signal distribution was correctly identified ͑hit-rate͒ and the percentage of trials where noise sounds were incorrectly identified as loud ͑false alarm rate͒. It appears that dЈ is slightly higher ͑0.94 vs 0.83͒ in the feedback condition, but due to the interindividual variance this difference does not reach statistical significance. The bias is nearly identical in the two conditions, marginally favoring loud judgments ͑␤ = 0.93͒. It might be argued that the distribution-based performance measures ͑DIST and dЈ͒ are unfair, because it is impossible to get all trials correct, since, by chance, high levels can originate from the noise distribution, and vice versa. Therefore, another performance measure ͑termed "SPL" in Table I͒ was computed based on the trialby-trial mean sound pressure level of the ten sound segments. If this mean was higher than 67.5 dB ͑the midpoint between the two distributions͒, a loud response was considered correct and when lower than the overall mean, a soft response was considered correct. It appears that performance measured in this way is only slightly higher in the feedback group ͑75%͒ when compared to the no-feedback group ͑72%͒. The interindividual variance in performance is significantly larger than the mean difference between the two experimental conditions, ranging from 66% for listener "LH" to 83% for listener "EH." But note that this performance measure may not constitute a "fair" comparison, since it favors "flat" weighting curves and a decision criterion close to the overall mean.
In total, 4598 trials per listener ͑38 blocksϫ 121 trials͒ were used to derive weighting curves. The individual weighting curves are seen in Fig. 2 . The weights are the scaled regression coefficients of the logistic regression ͓w i in Eq. ͑1͔͒, which provided the most likely fit to the listeners responses given the segment levels ͑x i ͒. The coefficients ͑w i ͒ are scaled by a factor so the sum of the ten weights is 1. This normalization makes the relative importance of each segment ͑the weighting curve͒ comparable across listeners. Different scaling values for different listeners reflect individual differences in sensitivity to level changes, which imply that the overall sensitivity is not reflected in the scaled weighting curves. Figure 2 shows the derived weighting curves for listen- Performance of all listeners in Experiment 1 as the percentage of trials which were correctly identified according to the distribution of origin ͑DIST rows͒ and according to the mean sound pressure level of the ten segments of a given sound ͑SPL rows͒. Signal detection theory sensitivity ͑dЈ͒ and bias ͑␤͒ scores also indicated in separate rows. Listeners in the no-feedback condition ͑NF͒ are in the top half and listeners in the feedback condition ͑FB͒ are in the bottom half. ers receiving feedback ͑bottom row͒ and those of listeners not receiving feedback ͑top row͒. For each segment weight, the error bar indicates the 95%-confidence interval. The end points of each interval were calculated prior to normalization and afterwards scaled by the same normalization factor as the weights. Comparing the size of the error bars to the weight differences between segments, it is clear that the shape of the weighting curve is meaningful for a given listener and not a product of random processes. It is also clear that the weighting curves are highly individual, consider "BJ" versus "CP" for example: CP heavily weights the beginning of the sound, while BJ put most weight on the end. For most listeners either the beginning or ending of the sound is weighted more heavily. Exceptions from this are "EH" and "JV," who do not show pronounced weighting of specific segments. The effect of feedback can be inspected by comparing listeners in the upper row of Fig. 2 to those in the lower one. Comparing the two mean weighting curves it looks as if feedback did influence the overall shape of the weighting curves. The tendency to emphasize the beginning or the end of a sound seems to be more pronounced in the group of listeners who did not receive feedbacks.
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An estimate of the statistical significance of this apparent influence of feedback is not easily made, since ͑a͒ all weights are normalized to sum to 1, and ͑b͒ the weights for the ten segments are not statistically independent for a given listener. Therefore the following testing strategy is suggested: If a listener does not receive feedback, either the beginning or the ending of the sound is weighted more heavily. In any case ͑beginning, ending or both being weighted more heavily͒, the central part of the sound must receive less weight due to the normalization. A score for each listener's weighting of the central part of the sound can be obtained by calculating the sum of the "central" weights 4-8. One score is thus obtained for each of the listeners in each group, and the scores in the groups can be compared using a two-sample t-test. It turned out to be highly significant, t͑7.16͒ = 5.30; 2 p = 0.001 indicating that the central weights in the no-feedback group were lower than in the feedback group. This in turn means that the curves in the feedback and no-feedback conditions do indeed have different shapes. If non-normalized weights are used, the certainty is even greater, however, this merely implies that listeners receiving feedback perform better than those not receiving feedback.
The same approach can be used to compare the mean weighting curve in each group to "flat" weights ͑all weights being equal to 0.1͒. When, in the no-feedback group, the central weights are compared to a value of 0.1, a one sample t-test results in t͑4͒ = 10.01; p Ͻ 0.001, and in the feedback group: t͑4͒ = 0.54; p = 0.62. That is, the central part of the mean curves is significantly different from optimal weighting for the no-feedback group only. However, from the 95%-confidence intervals in Fig. 2 it is clear that some weights are significantly different from the optimal 0.1 for individual listeners both in the feedback and no-feedback group.
C. Discussion
Global loudness judgments of level-fluctuating noise samples produced evidence for a nonoptimal temporal weighting in that onsets ͑and to a lesser extent offsets͒ were weighted more heavily in contributing to overall loudness. A similar, u-shaped weighting pattern as a function of time was observed by Sadralodabai and Sorkin ͑1999͒, though for an entirely different task ͑detecting temporal-pattern changes in a sequence of sinusoids͒. Furthermore, in the present experiment, trial-by-trial feedback-the presence of which turns the loudness classification into an intensity discrimination task-significantly reduced this emphasis, effectively resulting in an approximately equal ͑i.e., optimal͒ weighting of all segments of the sounds.
The present experiment thus provides support both for equal ͑as in Buus, 1999; Lutfi, 1990͒ and unequal ͑as in Ellermeier and Schrödl, 2000͒ temporal weights, and though all previous studies used some form of feedback it may be speculated that it may have been implemented more or less efficiently. The fact, however, that those participants receiving feedback in the present study were able to "optimize" their performance ͑with respect to correctly identifying noise and signal sounds͒ to approximate ideal weights, suggests that there is considerable potential for "perceptual learning" in the temporal weighting patterns.
Earlier investigations have shown that feedback affects the weighting pattern in complex detection or discrimination tasks, e.g., by ͑a͒ shifting attention to different spectral regions ͑Doherty and Lutfi, 1999͒, ͑b͒ focusing on different temporal components ͑Plank and Ellermeier, 2003͒, or ͑c͒ using different physical cues altogether ͑Richards, 2002͒. Note that in all of these examples, however, the task per se was changed ͑e.g., feedback was made contingent on a different signal property; Richards, 2002͒, while in the present experiment the mere presence or absence of feedback altered the weighting pattern.
It thus appears, as has been shown for spectral weights ͑Lutfi, 1995; Southworth and Berg, 1995͒, there is considerable liberty in how listeners weight the components of perceptual information available, and that, depending on the task requirements, different weighting patterns may emerge. The considerable individual differences evident in the present data also argue for a certain flexibility in the assignment of weights.
One might speculate whether the overall pattern of weights decreasing with segment number ͑see Fig. 2͒ is due to earlier noise segments masking the later ones ͑forward masking͒. This is unlikely due to several reasons: First, the relative level differences between adjacent segments are too small ͑a few decibels͒, and the segment duration is too long ͑100 ms͒ to expect much forward masking. Second, the fact that essentially flat patterns ͑Subjects EH and JV͒, or a pattern that emphasizes the end ͑Subject "BJ"͒ are observed, argues against a peripheral process such as masking being causal. Third, one would not expect feedback to produce a release from forward masking. Fourth, and finally, simulations using the loudness model by Glasberg and Moore ͑2002͒, which takes masking into account, failed to predict a decaying pattern of weights ͑Pedersen, 2007, Chap. 3͒.
The outcome of Experiment 1, however, does not specify the nature of the processes very well. It remains open, for example, whether the emphasis of beginning and ending observed in the unbiased listening condition is due to memory effects ͑primacy and recency͒, or simply to the perceptual salience of onsets and offsets.
III. EXPERIMENT 2: TWO-EVENT SOUNDS
To further clarify the issues raised by Experiment 1, a second experiment was performed, in which sounds of the same duration and temporal structure as those used in Experiment 1 were subjected to a sudden spectral change in the middle of the temporal sequence. The spectral change thus constitutes a salient event which is not tied to primacy or recency, and the effect of which on the temporal weighting pattern may be observed.
A. Method

Listeners
Six naive listeners took part in the experiment, none of whom had participated in Experiment 1. Their hearing was screened, and no one was found to have significant hearing loss ͑more than 20-dB hearing loss at more than one frequency of 0.125, 0.25, 0.5, 0.75, 1, 1.5, 2, 3, 4, 6 , and 8 kHz͒. The participants were five males and one female with an average age of 24 years ͑range: 22-28 years͒.
Apparatus
In Experiment 2, different hardware was used for signal generation: Signals were digitally generated using a sound card ͑RME HDSP9632͒ and subsequently converted to an analog signal via a digital-to-analog converter ͑Tracer Technologies Big DAADI͒, using 16-bit resolution and a sample rate of 44.1 kHz. The resulting signal was fed to a headphone amplifier ͑Behringer HA4400͒ and diotically played over headphones ͑Beyerdynamic DT 990 PRO͒.
Stimuli
As in Experiment 1, all sounds were of 1-s duration and the levels of the ten temporal segments were chosen from random distributions having the same parameters as in Experiment 1. The only difference was the spectral content of the sounds. In one condition of Experiment 2 the first half of the sound ͑i.e., the first five segments͒ was low-pass filtered and the last part ͑the last five segments͒ high-pass filtered. This type of sound is denoted "LH," indicating the change from low to high frequency content. In a different condition the segments were filtered in the opposite order, denoted "HL," i.e., changing from high-pass to low-pass filtered noise. The cut-off frequency was 1 kHz for both high-and low-pass filters. The filtering was done using digital finite impulse response filters ͑FIR of order 501͒, for which the attenuation was more that 50 dB in the nonpass section at a distance of more than 150 Hz from the cut-off frequency ͑1 kHz͒. The phase response of each filter was linear. The two filtered blocks were aligned so no silent interval occurred. A third condition, where no spectral change occurred, was included for comparison with Experiment 1. In this condition white noise was used as in Experiment 1 ͑denoted "WN"͒.
Experimental procedure
The listeners' task was the same as in Experiment 1. After hearing a single sound, the listener responded whether it was loud or soft. No trial-by-trial feedback was given. After each block of 200 trials the percentage of "correct" responses based on the distribution from which the sounds were drawn was communicated to the participants. Because of the difference in quality of the filtered blocks, the listeners were specifically instructed to judge the composite sound as one whole.
Before data collection started all listeners learned the task in a similar way as in Experiment I. The difference in mean between the noise and signal distributions was slowly decreased ͑from 4 to 1 decibels͒. The training blocks contained fewer trials ͑50͒ and LH, HL, and WN blocks were included. Feedback on the percentage of correct responses helped listeners to realize whether they were on the right track.
Data collection
The experiment was arranged in blocks of 200 trials each. A given block contained either filtered noise ͑both LH and HL͒ or broadband noise ͑WN͒. In blocks containing filtered noise, LH and HL trials were presented in a random sequence. A total of 1200 trials per condition ͑LH, HL, or WN͒ was presented. Each session, lasting approximately 40 min, contained three blocks, one in which unchanging white-noise stimuli were presented ͑WN͒, and two containing spectral changes ͑LH and HL͒. The order of the blocks was counterbalanced within listeners, and across the six sessions used for data collection. 1140 trials were used per condition and listener in the regression analysis, since the first 9 trials in each block were discarded for practice.
Loudness calibration
In order to present the filtered noises at equal loudness, all listeners initially performed individual loudness matches before proceeding to the experiment proper. An adaptive two-interval forced choice one-up/one-down paradigm was used to match samples of either low-pass or high-pass filtered noise to the fixed white-noise reference at 67.5 dB SPL. All sounds had a duration of 0.5 s and there were no random fluctuations of the segment levels.
The resulting loudness matches varied somewhat across listeners ͑up to ϳ7 dB for the low-pass, and 3 dB for the high-pass noise, see Fig. 3͒ . They required the low-pass noise to be raised in level by approximately 23 dB on average to be equally loud as the broadband noise. The high-pass noise required 3-dB amplification on average to achieve the same loudness. In the experiment proper individual matches were used for calibration of the filtered blocks.
B. Results of Experiment 2
As in Experiment 1, performance measures were calculated for each listener in each condition. On average, performance was almost identical in the three experimental conditions ͑WN, LH, and HL͒, amounting to approximately 64% correct when based on the SPL criterion. The SPL score varied across listeners with a minimum of 54% for listener VA in the LH condition and maximum of 74% for listener MD in the WN and LH conditions. The value of ␤ was very close to 1.0 for all listeners in all conditions, indicating an equal balance between loud and soft judgments in all conditions. Generally, the performance was worse in Experiment 2 than in Experiment 1, which may for example be caused by the extreme weighting applied by some listeners ͑see for example GS in Fig. 4͒ or because of the listeners being less consistent in their judgments ͑large error bars for VA in Fig. 4͒ . However, there are no indications that spectral-change condtions are harder than the condition with no spectral change.
As in Experiment 1, weighting curves were derived for each individual listener, using logistic regression, separately for the white noise ͑WN͒, low-high ͑LH͒, and high-low ͑HL͒ conditions. The estimated weights are depicted in Fig. 4 .
The results of the white-noise condition may be compared to those of Experiment 1, in which identical stimuli were used. A similar trend as in the "no feedback" condition of Experiment 1 is found ͑compare top rows of Figs. 4 and 2͒, with relatively greater weights being assigned to the initial sound segments. The results of the two experiments are similar, except that the emphasis on the initial segments is even greater, and there is no evidence for higher weighting of the ending of the sound in the new experiment. As in Experiment 1, the weighting patterns vary across listeners.
When a spectral change is introduced in the middle of the sound ͑LH and HL in the center and bottom rows of Fig.  4͒ , the weighting curves show distinctly different patterns. For most listeners the sixth segment ͑for which the spectral change occurs͒ receives greater weight in the LH and HL conditions. It also appears that the order of the high-and low-pass filtered blocks makes a difference for the weighting strategy applied by the listeners, though in idiosyncratic ways, consider GS for example: In the HL condition his decision is based almost exclusively on the first segment ͑be-ginning of low-frequency block͒, whereas in the LH condition both the first and the sixth segment contribute significantly to the decision. Thus, the start of the lowfrequency block is always heavily weighted by this listener, but the beginning of the high-frequency block is only weighted heavily if it is also the onset of the entire sound. Listener SM almost shows the reverse behavior with respect to the weighting in the two spectral conditions. Finally, SA almost seems to ignore the high-frequency part of the sound in both the LH and HL conditions.
As can be seen from the size of the 95%-confidence intervals depicted in Fig. 4 , some listeners were clearly more consistent in their weighting than others. Nevertheless, all listeners performed significantly better than chance.
A statistical test as to whether the spectral change ͑LH or HL͒ made a difference compared to the nonchanging ͑WN͒ condition was performed in the following way: The sixth and seventh segments were defined as reflecting the onset of the spectral change. By summing each listener's weights for these two segments, a score for the weighting of the spectral change was calculated for each listener in each condition. Using these scores, two-tailed, repeated measures t-tests were performed, between the spectral-change conditions and the nonchanging condition. They revealed the weights for the critical segments ͑6 and 7͒ to be significantly greater in the spectral-change conditions, both when comparing LH with WN: t͑5͒ = 3.02, p = 0.03, and when comparing HL with WN: t͑5͒ = 2.65, p = 0.045. Thus, the increased weighting given to the onset of a new spectral event ͑see Fig.  4͒ appears to be statistically significant.
C. Discussion
Experiment 2 showed the temporal location at which a spectral change occurred to receive about as much weight as the initial onset of the composite sound. This is consistent with the idea of perceptual weighting being guided by salient events. These may be onsets, offsets, spectral shifts, or qualitative changes yet to be investigated such as changes in spatial location, etc.
The results of Experiment 2 are not easily reconciled with a memory explanation based on primacy and recency effects, at least not one that requires the entire sound to be stored in memory in a simple sequential way. Whether assumptions about "resetting" the onset detector, or separate storage of the two spectral events might remedy the situation, is doubtful.
IV. FINAL DISCUSSION AND CONCLUSION
That condition of Experiment 1 in which listeners received trial-by-trial feedback based on the generation of the physical levels making up the sound sequence may be considered a straightforward intensity discrimination task. In that task, listeners were encouraged to optimize their performance with respect to inferring which of two level generators produced the auditory percept they had. The experiment showed that-given feedback-the participants could indeed accomplish that and were using the evidence of ten successively presented levels almost optimally, i.e., with a nearly "flat" weighting characteristic ͑see the bottom part of Fig. 2͒ .
When-by contrast-the trial-by-trial feedback was omitted, as for the other group of listeners participating in Experiment 1, and in Experiment 2, additional effects emerged, such as a higher weighting given to the beginning ͑and end͒ of the sound sequence ͑see the top part of Fig. 2͒ , or an increased emphasis on those portions of the signal that were temporally close to a spectral change ͑see Fig. 4͒ .
This may be summarized as stating that salient events are perceptually emphasized in natural, unbiased listening, as it occurs when no particular feedback scheme is implemented. It may be further hypothesized that that kind of listening is close to our everyday loudness perception. Only when feedback suggests otherwise ͑as in the pertinent condition of Experiment 1͒, are the temporal loudness weights adapted to maximize correct performance.
This kind of reasoning, and the fact that most of the data of the present work were collected in an intensity discrimination paradigm that-for the participants-was framed as a FIG. 4 . Weighting curves for all listeners in Experiment 2. Columns represent listeners while rows contain the different experimental conditions. First row: Broadband noise with no frequency change. Second and third rows: Two-event conditions; high-low and low-high changes, respectively. The onset of the spectral change is indicated by a break in the weighting curve. The error bars indicate 95%-confidence intervals for the weights as calculated from the logistic regression. Average weights for the three spectral conditions are depicted in the right column. loudness classification task without feedback, suggests to investigate how well current loudness models can explain the peculiar temporal weighting patterns observed. It will be argued that most of the results of the present experiments are incompatible with the notion of an automatic, accumulative integration process as hypothesized by most loudness models ͑e.g., Glasberg and Moore, 2002; Zwicker, 1977͒ . A major outcome of these loudness models is to generate a continuous loudness curve, which is to account for the results of, e.g., temporal masking experiments and subjective loudness matches of modulated sounds. But to predict how listeners arrive at global loudness judgments requires further stating how this continuous curve is "integrated" to produce a single judgment. The present data address both of these stages.
In the calculation of a continuous loudness curve, all current models operate with some sort of temporal summation with a critical time coefficient in the range from 20 to 50 ms depending on whether the loudness curve is rising or falling ͑Glasberg and Moore, 2002; Grimm et al., 2002; Zwicker, 1977͒ . It is therefore impossible for loudness determined by these models to fluctuate any faster than the time coefficients allow. The fact that in the present experiment, for some listeners, adjacent segments were weighted very differently ͑see Fig. 2͒ implies that their "continuous loudness" must fluctuate at least as rapidly as the segment duration of the sounds ͑100 ms͒ or else a particular segment could not be "singled out" receiving extra weight. Thus, though the time coefficients of the models are not in direct contradiction with the observed weighting patterns, there is some indication that the integration taking place is not a simple "smoothing" process. In their loudness model, Glasberg and Moore ͑2002͒ introduce a further stage of determining "long-term" loudness, with integration coefficients of approximately 100 ms for rising and 2000 ms for falling loudness. These long time coefficients are not compatible with the results of the present experiments. Other researchers have also found it hard to reconcile the outcome of listening experiments with the predictions of loudness models when different forms of temporal variation were examined ͑e.g., Grimm et al., 2002; Stecker and Hafter, 2000͒. When it comes to integrating the sensory information into a loudness judgment, the present experiments provides further evidence against the operation of simple loudness integration:
͑1͒ Weights derived for the ten temporal segments defined were not uniform, but rather, in the unbiased, nonfeedback conditions of Experiment 1 and 2, provided evidence for perceptual emphasis of onsets and offsets. That is not predicted by any of the current loudness models. Nor is it predicted by practical measurement rules ͑e.g., Zwicker and Fastl, 1999͒ that assume values close to the maximum ͑e.g., the fourth percentile; Grimm et al., 2002; Zwicker and Fastl, 1999͒ to determine the loudness of a time-varying sound. All of these rules would, for the randomly varying sounds used in the present experiments, imply "flat" weighting curves to result. ͑2͒ When trial-by-trial feedback was provided in Experiment 1, listeners adapted their temporal weights to approach an optimal, uniform weighting of all stimulus segments. Such a "learning effect" is hard to reconcile with the notion of an automatic integration process operating in the auditory periphery with a relatively long time coefficient. Rather, the listener must have access to some representation of the segment loudnesses ͑prior to integration͒ with a finer resolution than the segment duration in order to modify weights to maximize the percentage of correct responses. ͑3͒ When a change was introduced into the noise sequence by switching the spectrum from a low-pass to a highpass characteristic ͑or vice versa͒ in Experiment 2, listeners strongly weighted the onset of the "new" sound feature, thus boosting weights in the central portion of the composite stimulus. That is inconsistent with temporal wide-band energy integration which would be "blind" to the spectral change; it is also inconsistent with a memory explanation based on a "primacy" and "recency" advantage. ͑4͒ All of the weighting patterns observed exhibited considerable interindividual variability. That in itself argues against a low-level integration mechanism, which one would not assume to leave degrees of freedom for individual idiosyncrasies. Rather it suggests some cognitive process to be involved, which can be controlled by the listener to some extent.
What then are the alternatives for understanding the weighting of level information, and its adaptability to various listening conditions? It appears that, in the time range of several hundred milliseconds investigated here, different stimulus segments must be individually accessible, granting the listener "multiple looks" ͑Viemeister and Wakefield, 1991͒ on a temporal loudness pattern. Depending on the task requirements ͑Experiment 1͒ or on stimulus features ͑the spectral changes in Experiment 2͒, these "looks" may be weighted differently, under implicit control by the listener. The particular salience of onsets and offsets, as well as qualitative changes in the stimulus, may be due to mechanisms of memory, or more likely to the "distinctiveness" ͑Neath, 1993; Neath et al., 2006͒ of these events in relation to other stimulus components, thereby attracting greater perceptual weight.
How could these hypotheses be put to further tests? If memory was a factor, one might expect the timing of the event sequence to play a crucial role. Furthermore, to explore the distinctiveness concept, salient changes other than spectral ones ͑e.g., spatial lateralization͒ might be explored, or an event could be generated by switching from coherent to incoherent noise samples of the carrier signal across the two ears. Potentially, the segment levels could also be different across the ears, providing a means to examine both temporal and binaural loudness summation.
Hopefully, based on such research, a clearer picture will emerge, on how perceptual and cognitive processes interact when listeners discriminate time-varying sounds differing in level.
