Abstract. We consider the problem of minimizing a certainty equivalent of the total or discounted cost over a finite and an infinite time horizon which is generated by a Partially Observable Markov Decision Process (POMDP). The certainty equivalent is defined by U −1 (E U (Y )) where U is an increasing function. In contrast to a risk-neutral decision maker this optimization criterion takes the variability of the cost into account. It contains as a special case the classical risk-sensitive optimization criterion with an exponential utility. We show that this optimization problem can be solved by embedding the problem into a completely observable Markov Decision Process with extended state space and give conditions under which an optimal policy exists. The state space has to be extended by the joint conditional distribution of current unobserved state and accumulated cost. In case of an exponential utility, the problem simplifies considerably and we rediscover what in previous literature has been named information state. However, since we do not use any change of measure techniques here, our approach is simpler. A small numerical example, namely the classical repeated casino game with unknown success probability is considered to illustrate the influence of the certainty equivalent and its parameters.
Introduction
In this work we consider Partially Observable Markov Decision Processes (POMDP) under a general risk-sensitive optimization criterion for problems with finite and infinite time horizon. This is a continuation of our research published in [3] . More precisely our aim is to minimize the certainty equivalent of the accumulated total cost of a POMDP. In case of an infinite time horizon, cost have to be discounted. The certainty equivalent of a random variable is defined by U −1 (E U (X)) where U is an increasing function. If U (x) = x we obtain as a special case the classical risk-neutral decision maker. The case U (x) = 1 γ e γx is often referred to as 'risk-sensitive', however the risk-sensitivity is here only expressed in a special way through the risk-sensitivity parameter γ = 0. More general, the certainty equivalent may be written (assuming enough regularity of U ) as
where l U (x) = − U (x) U (x) is the Arrow-Pratt function of absolute risk aversion. In case of an exponential utility, this absolute risk aversion is constant (for a discussion see [6] ). If U is concave, the variance is subtracted and the decision maker is risk seeking in case cost are minimized, if U is convex, then the variance is added and the decision maker is risk averse.
In case of complete observation it has been shown in [3] that this problem can be recast in the theory of Markov Decision Processes (MDP) by enlarging the state space with the total discounted cost that has been incurred so far. Numerical solution procedures via linear programming of these completely observable general risk-sensitive MDP can be found in [15] . The average cost version of this problem is treated in [8] and for an application in insurance see c 0000 (copyright holder) [4] . Now we assume that only one of two components of a controlled Markov process can be observed. However, also the cost may depend on both components which leads to the situation that the cost incurred so far is an unobservable quantity. It is well-known that in case of an risk-neutral decision maker, the problem can be solved by a completely observable MDP when we enlarge the state space by the conditional distribution of the unobservable state, given the observable history of the process (see e.g. [17, 23, 5] ). In case of the exponential utility it has been noted by [20] and in later references that this kind of information is not useful. Via a change of measure technique a different object has been identified to be helpful. This object can be interpreted as a conditional probability and has been named information state in the sense of [21] . However the appearance of this object seems to be a little 'mysterious'. In this paper will we show that in a general risk-sensitive setting it is very natural to enlarge the state space with the joint conditional distribution of unobservable state and accumulated cost. In the special case of an exponential utility this quantity will exactly boil down to the information state. We work on general Borel state and action spaces.
Early papers on POMDPs with general state space are [1, 24, 22, 27] . These references already present the solution procedure via the enlargement of the state space and the reformulation as an ordinary MDP. However still existence results for optimal policies are difficult. For recent results in this direction see [12, 13] . [13] contains in particular a nice application to an inventory control with incomplete records. For other applications see [17] . Risk-sensitive Markov Decision processes with the exponential utility have been discussed intensively since [19] . For further references we refer the reader to [3] . Recent applications of this criterion in a wide range of portfolio optimization problems can be found in [9] . Papers which combine the exponential utility with POMDPs are among others [20, 14, 16, 10, 25, 7] . In all these papers a control model formulation has been used, where information about the unobservable state part is obtained by receiving a signal. We use a more general model formulation where both parts (observable and unobservable state) are jointly Markovian and can be controlled jointly. This setting also covers the Bayesian case where the unknown state part is simply an unknown parameter. Also note that our optimization criterion is more general and we do not need a change of measure technique to derive our filter. Besides [20] all the previously mentioned papers focus on the risk-sensitive average criterion by using the vanishing discount approach, i.e. by looking at the β-discounted problem and by letting β go to 1. In [7] a finite state and action space is considered and emphasis is laid on numerical aspects of the problem. [26] solved a discrete-time linear quadratic risksensitive stochastic control problem with incomplete state information. Dynamic risk-measures for POMDP have been considered in [11] .
Our paper is organized as follows: In the next section we introduce the underlying POMDP and define general history-dependent (deterministic) policies for this model. In section 3 we consider the finite horizon general risk-sensitive problem and introduce continuity and compactness assumptions which will guarantee the existence of optimal policies. Then the problem is embedded into a suitably defined MDP where the state space contains a conditional distribution. An updating-operator is defined to create a forward iteration of this measure. It is shown that this forward iteration coincides with the joint conditional distribution of unobservable state and accumulated cost. The main theorem of this section (Theorem 3.3) states the validity of the embedding procedure and the existence of optimal policies. Section 4 contains some important special cases. Among them the situation where the cost function does not depend on the unobservable state in which case the updating operator simplifies. This is also true when the exponential utility function is used. In this case we rediscover some results of the previous literature. We also consider the case of a power utility where we only get a slight simplification. In Section 5 we consider a simple repeated casino game with unknown success probability and the power utility and the exponential utility function. This problem can easily be solved numerically and the influence of the risk-sensitivity parameter is discussed. In the last section we consider the problem with infinite time horizon and distinguish the case of a convex and a concave utility function which require separate proofs. The main theorems (Theorem 6.1, Theorem 6.2) show that the value function of the problem can be obtained from a fixed point equation and that an optimal policy exists which is generated by only one decision function.
General Partially Observable Risk-Sensitive Markov Decision Processes
We suppose that a partially observable Markov Decision Processes is given which we introduce as follows: We denote this process by (X n , Y n ) n∈N 0 and assume a Borel state space E X × E Y . The x-component will be the observable part, the y-component cannot be observed by the controller. Actions can be taken from a Borel set A. The set D ⊂ E X × A contains the set of all possible state-action pairs. By D(x) := {a ∈ A : (x, a) ∈ D} we denote the feasible actions depending on the observable state part x. We assume that D contains the graph of a measurable mapping from E X to A. There is a stochastic transition kernel Q from D × E Y to E X × E Y which determines the distribution of the new state pair given the current state and action. So Q(B|x, y, a) is the probability that the next state pair is in B ∈ B(E X × E Y ), given the current state is (x, y) and action a ∈ D(x) is taken. In what follows we assume that the transition kernel Q has a density q with respect to some σ-finite measures λ and ν, i.e.
For convenience we introduce the marginal transition kernel density by
We assume that the initial distribution Q 0 of Y 0 is known. Further we have a measurable onestage cost function c : D × E Y → [c, c] with 0 < c < c. We assume in particular that the cost c(x, y, a) also depends on the unknown state part y. Finally we have a discount factor β ∈ (0, 1].
Next we introduce policies for the controller. Here it is important to consider the set of observable histories which are defined as follows:
An element h n = (x 0 , a 0 , x 1 , . . . , x n ) ∈ H n denotes the observable history of the process up to time n. Definition 2.1. a) A measurable mapping g n : H n → A with the property g n (h n ) ∈ D(x n ) for h n ∈ H n is called a decision rule at stage n. b) A sequence π = (g 0 , g 1 , . . .) where g n is a decision rule at stage n for all n, is called policy.
We denote by Π the set of all policies.
Finite Horizon Problems
In this section we consider problems with finite time horizon N . For a fixed policy π = (g 0 , g 1 , . . .) ∈ Π and fixed (observable) initial state x ∈ E X , the initial distribution Q 0 together with the transition probability Q define by the Theorem of Ionescu Tulcea a probability measure P π xy on (E X ×E Y ) N +1 endowed with the product σ-algebra. More precisely P π xy is the probability measure under policy π given X 0 = x and Y 0 = y. Later we also use the probability measure P π x (·) := P π xy (·)Q 0 (dy). For ω = (x 0 , y 0 , . . . , x N , y N ) ∈ (E X × E Y ) N +1 we define the random variables X n and Y n in a canonical way by their projections
If π = (g 0 , g 1 , . . .) ∈ Π is a given policy, we define recursively
the sequence of actions which are chosen successively under policy π. We assume that the decision maker is risk averse and has a utility function U : R + → R which is continuous and strictly increasing. The optimization problem is defined as follows. For π ∈ Π and X 0 = x denote
Note that in case U (x) = x we end up with the usual risk neutral Partially Observable Markov Decision Process setup (see e.g. [17, 23, 5, 2] ). Here however, if U is strictly concave, then U is a utility function and U −1 (J N (x)) represents a certainty equivalent. If U is concave, we can see from 1.1 that the decision maker is risk seeking and if U is convex, then the decision maker is risk averse.
In what follows we show how to solve these kind of problems by using an embedding technique. In order to later ensure the existence of integrals and optimal policies we make the following assumptions (A):
is upper semicontinuous, i.e. for all x ∈ E X it holds: If x n → x and a n ∈ D(x n ) for all n ∈ N, then (a n ) has an accumulation point in D(x), (iv) (x, y, a) → c(x, y, a) is continuous, (v) (x, y, x , y , a) → q(x , y |x, y, a) is continuous and bounded.
Remark 3.1. Note that these assumptions are quite strong, however include in particular the case when state and action space are finite. We refer the reader to [12, 13] for weak conditions for classical POMDP which imply among others existence of optimal policies.
For π ∈ Π, a probability measure µ with µ ∈ P b (E Y × R + ) := µ is a probability measure on the σ-algebra B(E X × R + ) such that there exists a constant K > 0 with µ(E X × [0, K]) = 1 and z ∈ (0, 1] we define for n = 1, . . . , N :
Obviously we have by this embedding technique that J N (x) = V N (x, Q 0 ⊗ δ 0 , 1) where δ x is the Dirac-measure on point x ∈ R. In order to solve the optimization problem, the following iteration of probability measures with domain B(E Y × R + ) will be important which is generated by the updating-operator Ψ :
Later we will also need the S-marginal µ S (ds) := µ(E Y , ds). For n ∈ N, h n := (x 0 , a 0 , . . . , x n ) and
The next theorem shows that the sequence of measures (µ n ) has a very specific interpretation. For this purpose define the r.v.
We then obtain:
Theorem 3.2. Suppose (µ n ) is given by the recursion (3.5). For n ∈ N 0 and all π ∈ Π it holds that
We do this by induction. For n = 0 both sides reduce to v(x, y, 0)Q 0 (dy). Now suppose the statement is true for n − 1. We simply write g n instead of g n (h n ). We obtain for the left-hand side with a given observable history h n−1 :
For the right-hand side we obtain (where we insert the recursion for µ n in the third equation and use Fubini's theorem, so that the normalizing constant of µ n cancels out):
And the statement is shown.
Now we turn again to the definition of V nπ (x, µ, z) in (3.2). We show that the value can be interpreted as the value of a suitably defined Markov Decision Process. For this purpose let us define for a probability measure µ ∈ P(E Y )
We consider a Markov Decision Process which lives on the state space E :
, has action space A and admissible actions given by the set D. The one-stage cost is zero and the terminal cost function is V 0 (x, µ, z) := U (s)µ(dy, ds). Note that for all µ ∈ P b (E Y × R + ) the expectation is well-defined since the support of µ in the s-component is a compact set. The transition law is given byQ(·|x, µ, z, a) which is for (x, µ, z, a) ∈ E × A, a ∈ D(x) and a measurable function v : E → R defined by
Decision rules in the MDP setting are given by measurable mappings f :
. We denote by F the set of decision rules and by Π M the set of Markov policies π = (f 0 , f 1 , . . .) with f n ∈ F . Note that 'Markov' refers to the fact that the decision at time n depends only on x, µ and z. Note that we have Π M ⊂ Π in the following sense:
With this interpretation V nπ is also defined for π ∈ Π M . Let us now introduce the set
where we use the topology of weak convergence on P b (E Y × R + ). For v ∈ C(E) and f ∈ F we denote the operator
which is well-defined. The minimal cost operator of this Markov Decision Model is given by
which is again well-defined and
Theorem 3.3. It holds that a) For a policy π = (f 0 , f 1 , f 2 , . . .) ∈ Π M we have the following cost iteration:
The value function of (3.1) is then given by
is an optimal policy for problem (3.1). Note that the optimal policy consists of decision rules which depend on the current state and the current joint conditional distribution of accumulated cost and hidden state.
Proof. The proof of part a) is by induction. For n = 1 we obtain with a := f 0 (x, µ, z):
Suppose the statement is true for V nπ . In order to ease notation we denote for a policy
and the statement in part a) is shown. Next we prove part b) and c) together. From part a) it follows that for π ∈ Π M , the value functions in problem (3.3) indeed coincide with the value functions of the previously defined MDP. From MDP theory it follows in particular that it is enough to consider Markov policies Π M , i.e. V n = inf σ∈Π V nσ = inf π∈Π M V nπ (see e.g. [18] Theorem 18.4). Next consider functions v ∈ C(E). We show that T v ∈ C(E) and that there exists a minimizer for v. Statements b) and c) then follow from Theorem 2.3.8 in [2] .
We start by proving that Q X (·|x, µ Y , a) is weakly continuous, i.e. we have to show that
is continuous for all v ∈ C b (E X ) where C b (E X ) is the set of bounded, continuous functions on
→ denotes weak convergence. From our standing assumption (A)(v) it follows that Q(·|x, y, a) is weakly continuous. Hence we obtain from Theorem 17.11 in [18] that the function in (3.7) is continuous.
Next we show that
If we plug in the definition of Ψ we get a quotient whose numerator and denominator will be investigated separately. For the nominator we obtain
which is continuous by assumption (A)(iv,v) and Theorem 17.11 in [18] . The denominator
is continuous in (x, a, x , µ) by the same reasoning. Hence Ψ is continuous. Now suppose v ∈ C(E). Taking into account assumption (A), it obviously follows that (x, x , a, µ, z) → v x , Ψ(x, a, x , µ, z), βz is lower semicontinuous. Again we apply Theorem 17.11 in [18] to obtain that (x, µ, z, a) → v x , Ψ(x, a, x , µ, z), βz Q X (dx |x, µ Y , a) is lower semicontinuous. By Proposition 2.4.3 in [2] it follows that (x, µ, z) → (T v)(x, µ, z) is lower semicontinuous and there exists a minimizer of v.
The inequality T v ≥ V 0 is obtained from
which implies the statement.
is by definition a linear mapping and thus µ → V n (x, µ, z) is concave.
Remark 3.5. Since V 0 ∈ C(E), T V 0 ≥ V 0 and since the T -operator is monotone, V n = T n V 0 is increasing in n.
Remark 3.6. Of course instead of minimizing cost one could also consider the problem of maximizing reward. Suppose that r : D → [r,r] (with 0 < r <r) is a one-stage reward function and the problem is
It is possible to treat this problem in exactly the same way using straightforward modifications.
Some Special Cases
4.1. The cost function does not depend on the hidden state. An important special case is obtained when the one-stage cost function does not depend on the hidden state y, i.e. c(x, y, a) = c(x, a). In this case the cost which has accumulated so far is always observable. The recursion for the joint conditional distribution µ n (·|h n ) of cost and hidden state simplifies considerable. In order to explain this, we define the operator Φ :
Note that Φ is exactly the usual updating (Bayesian) operator which appears in classical POMDP (see e.g. [2] , section 5.2). It updates the conditional probability of the unobservable state. In what follows denote by (µ φ n ) the sequence of probability measures on E Y generated by Φ with µ Φ 0 := Q 0 . The we obtain: Proposition 4.1. Suppose c(x, y, a) = c(x, a) is independent of y. Then µ n (·|h n ) from (3.5) can be written as
Proof. The proof is by induction on n. The statement for n = 0 is true by definition. Now suppose the statement is true for n. We obtain with h n+1 = (h n , a n , x ), x n = x and a n = a:
by the induction hypothesis, the statement follows. Thus, the problem simplifies considerably since instead of probability measures on B(E Y ×R + ) we only need to consider probability measures on B(E Y ) together with an observable sequence of accumulated cost. We can interpret the embedding MDP as one with state space
where Φ has been defined in the previous calculation.
Remark 4.2. In case there is no unobservable component, i.e. we have a completely observable risk-sensitive MDP, the updating operator Ψ :
and we obtain µ n (B|h n ) = δ n−1 k=0 β k c(x k ,a k ) (B). Hence the updating process is deterministic and instead of µ we can simply store the accumulated cost so far. The value iteration then reads
V n (x , s + zc(x, a), zβ)Q(dx |x, a), which is exactly the situation which has been investigated in [3] .
4.2.
Partially observable control models. The transition law of the process (X n , Y n ) n∈N 0 we consider here is quite general. It contains in particular the following control model formulation which appears very often in applications (in particular this is the starting point in [1, 20, 10] ):
where (ε n ) is a sequence of independent and identically distributed random variables with density ϕ ε and (η n ) is a sequence of independent and identically distributed random variables with density ϕ η . Both sequences are assumed to be independent and we assume for simplicity that E X = E Y = R. We consider here an additive noise but this can also be part of the functions b and h respectively. The transition law under a policy π is for B 1 , B 2 ∈ B(R) given by
According to assumption (A)(v) the resulting density q has to be continuous and bounded in all variables. This is for example satisfied if b, h are continuous and ϕ ε , ϕ η are continuous and bounded densities, like e.g. the Gaussian density.
Total cost criterion.
In case β = 1, the cost are not discounted and we minimize the utility of the total cost
In this case the z-component of the iteration in Theorem 3.3 b) does not change. Since in general we start with z = 1, we can just skip it and obtain the simpler recursion for n = 0, . . . , N − 1
where Ψ(x, a, x , µ) := Ψ(x, a, x , µ, 1) from (3.4). Indeed the z-component is equivalent to the knowledge of the time step but since we would like to consider a general problem it makes sense to introduce this component in the model setup in Section 3.
Exponential Utility function.
In this section we assume now that the utility function has the special form U (x) = 1 γ e γx with γ = 0. This situation is often referred to as the usual risksensitive problem. Partially observable problems in this setting have already been considered in [26, 20, 14, 16, 10, 25, 7] . However still in this case our model is far more general than in the previous literature where the filter is derived with a change of measure technique. As we have shown in (3.5) such a measure transformation is not needed for the computation of the filter.
Our aim is to specialize the value iteration from Theorem 3.3 to this case. In order to do this define for µ ∈ P b (E Y × R + ):
which obviously yields a new probability measure on P(E Y ).
Remark 4.3. From Theorem 3.2 it follows directly thatμ has a certain interpretation. We obtain for µ n from Theorem 3.2 that
Ifμ n is the normalized version of this expression then it coincides with the 'information vector' defined e.g. in [20, 7] . Note that we obtainμ n in a very natural way as a special case of our general µ n in Section 3.
Further we can write:
where we define
Using this representation, the value iteration in Theorem 3.3 can be restricted to the functions e n which live on the simpler state spaceÊ : e n x , Ψ e (x, a, x , µ, z), βz Q X (dx |x, µ, a, z),
The value function of (3.1) is then given by J N (x) = e N (x, Q 0 , γ). b) For every n = 1, . . . , N there exists a minimizer f * n ∈ F of e n−1 and (g * 0 , . . . , g * N −1 ) with
is an optimal policy for problem (3.1) where the sequence (µ e n ) of posterior distributions is generated by the updating operator Ψ e with µ e 0 := Q 0 .
On one hand we have that
on the other hand we have by Theorem 3.3:
γs+γzc(x,y,a) q(x , y |x, y, a)µ(dy, ds)ν(dy ) · e n x ,Ψ(x, a, x , µ, z), βγz λ(dx )
e n x ,Ψ(x, a, x , µ, z), βγz Q X (dx |x,μ, a, γz).
It remains to show thatΨ(x, a, x , µ, z) = Ψ e (x, a, x ,μ, γz) which is defined in (4.4). We obtain for B ∈ B(E Y ):
q(x , y |x, y, a)e γs+γzc(x,y,a) µ(dy, ds)ν(dy ) Remark 4.5. If (µ n ) is generated by Ψ with µ 0 := Q 0 ⊗δ 0 (note that µ n are probability measures on B(E Y × R + )), thenμ(·|h n ) = µ e n (·|h n ), i.e. (µ e n ) is the sequence of information vectors (see Remark (4.3)). The statement follows directly from the proof of the previous theorem.
Power Utility function.
In this section we assume that the utility function has the special form U (x) = 1 γ x γ with γ = 0. Thus, we obtain:
is an optimal policy for problem (3.1), where the sequence (µ p n ) is generated by Ψ p with µ
Proof. On one hand we have shown
On the other hand we obtain with Theorem 3.3
It remains to show thatΨ(x, a, x , µ, z) = Ψ p (x, a, x ,μ).
Here we obtain for B ∈ B(E Y × R + ):
Hence part a) is shown. Part b) follows as in Theorem 3.3 c).
Remark 4.7. If (µ n ) is generated by Ψ with µ 0 := Q 0 ⊗ δ 0 , thenμ(·|h n ) = µ p n (·|h n ). The statement follows directly from the proof of the previous theorem.
Remark 4.8. Note that the special case U (x) = log(x) can be treated similar. It can also be obtained from the power utility case by letting γ → 0.
Remark 4.9. Also the updating operators Ψ e and Ψ p simplify considerably if the cost function c(x, y, a) is independent of y (see Section 4.1).
Application: A Casino Game with Unknown Success Probability
In this section, we are going to illustrate our results of the previous section with a simple numerical example. For the given horizon N ∈ N, we consider N independent identically distributed games. The probability of winning one game is θ ∈ (0, 1) which is an unknown parameter. We assume that the gambler starts with initial capital x 0 > 0. Further, let X k−1 , k = 1, . . . , N , be the capital of the gambler right before the k-th game. The final capital is denoted by X N . Before each game, the gambler has to decide how much capital she wants to bet in the following game in order to maximize her risk-adjusted profit. We assume that the gambler can observe the outcome of a game. The aim is to find
This is obviously a reward maximization problem, but can be treated by the same means (see Remark 3.6). In particular the state process already coincides with the accumulated reward which is observable, thus we can skip the s-component in the iteration in Section 4.1. Further since there is no discounting we can also skip the z-component. Let us denote by W 1 , . . . , W N independent and identically distributed random variables which describe the outcome of the games. More precisely, W k = 1 if the k-th game is won and W k = −1 if the k-th game is lost.
Further it is reasonable to describe the action in terms of the fraction of money that the gambler bets. Hence
Thus, we obtain the following simplified value iteration for (x, µ) ∈ R + × P([0, 1]):
and
When we start with initial distribution Q 0 for the unknown θ then we get by induction
where (m, n) summarizes the number m of games which have been won from the first n games (m is a function of the observable history h n ). From (5.2) it is clear that there is a one-to-one correspondence between µ n and the pair (n, m). Thus, for the recursion it is sufficient to store the number of successes m instead of µ n . In particular if Q 0 = U (0, 1) is the uniform distribution on (0, 1), then µ n (·|(m, n)) = B(m + 1, n − m + 1) is a Beta-distribution with parameters m + 1 and n − m + 1.
In our numerical example we assume Q 0 = U (0, 1). V n computes the value for the last n games, i.e. after N − n games have already been played. If µ N −n (·|h N −n ) = B(m + 1, N − n − m + 1) then we use the abbreviation V n x, µ N −n (·|h N −n ) =: V n (x, m). Note for the last equation that the number of games N − n is a redundant information. The number of successes at that time point n may range from 0 to N − n. The value iteration thus further specializes to
In what follows we will distinguish between two cases: In the first one we choose U (x) = This observation simplifies the formulas slightly, since the optimal strategy does not depend on the wealth. However still the optimal policy has to be computed numerically. In what follows we consider a sequence of five games with Q 0 = U (0, 1) being the initial distribution of the unknown success probability. We have computed the optimal fraction to bet at time n = 0, i.e. before the first game starts and time n = 1 in case the first game has been won and in case the first game has been lost. We plotted the optimal fractions at the beginning and after one game has been won in figure 1 for different γ < 1 which corresponds to the risk-averse situation. First recall from [3] that the optimal fraction to bet for a gambler who knows the success probability and this success probability is equal to 1 2 is zero for γ < 1, i.e in this case the gambler does not play. In the setting with unknown success probability we see that the gambler will stop playing for all γ < 1 when the first game has been lost. Before the first game, the optimal fraction to bet is decreasing in γ and decreases to zero when the gambler gets more and more risk averse, however is always positive as long as γ > 0. For γ converging to one (which equals the risk neutral gambler), the fraction is converging to one. This behavior is reasonable because otherwise the gambler does not get any information about the success probability. In case the first game has been won, the fraction of money to bet is even increasing which is a reaction to the positive experience.
If γ > 1 we have to maximize a convex function at every stage. Thus the optimal fraction to bet lies at the boundary and is either 0 or 1. At the beginning we obtain for all γ > 1 that the gambler will put the whole wealth at stake. If the first game is won, then again the whole wealth will be put at stake. In case the first game is lost, there is a critical γ * beyond which still the whole wealth will be put at stake. But if γ < γ * , the player will stop playing. The critical value is γ * = 1, 066.
Case 2: Let U (x) = 1 γ e γx for γ < 0. This is again the risk averse case. Here we describe the action in terms of the amount of money that the gambler bets, hence A = R + . In order to obtain a simple solution we allow the gambler to take a credit, i.e. D(x) = A = R + , but the stake must be non-negative. By induction we see that the value functions have the form
In what follows we consider again a sequence of five games with Q 0 = U (0, 1) being the initial distribution of the unknown success probability. The optimal amount to bet before the first game starts is zero for all γ < 0. We computed the optimal amount to bet at time n = 1 in case the first game has been won and at time n = 2 in case the first two games have been won. These amounts can be seen in figure 2 for γ ∈ (−0.4, −0.01). Recall from [3] that the optimal amount to bet for a gambler who knows the success probability and this success probability is equal to 1 2 is zero for all γ < 0, i.e in this case the gambler does not play. In the setting with unknown success probability we see that the stake is higher with more won games. Of course the gambler gets more confident, the more games she wins. The case γ > 0 corresponds to a risk seeking gambler. The optimal stake depends here on the wealth, thus there is no easy way to characterize the optimal strategy. This is of course only a very simple application, but interesting enough to discuss the influence of the risk aversion. More complicated applications have been investigated by [25] where a portfolio problem has been considered with stock prices driven by parameters where part of it cannot be observed. The aim is here to maximize the long run risk-sensitized growth rate of the wealth process where the exponential utility is used.
Infinite Horizon Problems
Here we consider an infinite time horizon and β ∈ (0, 1), i.e. we are interested in
We will consider concave and convex utility functions separately.
6.1. Concave Utility Function. We first investigate the case of a concave utility function U : R + → R. This situation represents a risk seeking decision maker.
In this subsection we use the following notations
We are interested in obtaining V ∞ (x, Q 0 ⊗δ 0 , 1) = J ∞ (x). For a stationary policy π = (f, f, . . .) ∈ Π M we write V ∞π = V f and denotē
Then we obtain the main theorem of this section:
Theorem 6.1. The following statements hold true:
is an optimal policy for (6.1).
Proof. a) We first show that V n = T n V 0 ↑ V ∞ for n → ∞. To this end note that for U : R + → R increasing and concave we obtain the inequality
where U − is the left-hand side derivative of U which exists since U in concave. Moreover, U − (s) ≥ 0 and U − is decreasing. For (x, µ, z) ∈ E and σ ∈ Π it holds
where ε n (z) has implicitly been defined in the last equation.
Obviously lim n→∞ ε n (z) = 0. Taking the infimum over all policies in the preceding inequality yields:
Letting n → ∞ yields V n = T n V 0 ↑ V ∞ for n → ∞. Note that the convergence of T n V 0 is monotone (see Remark 3.5).
By direct inspection we obtain b ≤ V ∞ ≤b. We next show that V ∞ = T V ∞ . Note that V n ≤ V ∞ for all n. Since T is increasing we have V n+1 = T V n ≤ T V ∞ for all n. Letting n → ∞ implies V ∞ ≤ T V ∞ . For the reverse inequality recall that V n + ε n ≥ V ∞ from (6.3). Applying the T -operator yields V n+1 + ε n+1 = T (V n + ε n ) ≥ T V ∞ and letting n → ∞ we obtain V ∞ ≥ T V ∞ . Hence it follows V ∞ = T V ∞ .
Next, we obtain (Tb)(µ, z) = inf
Analogously T b ≥ b. Thus we get that T nb ↓ and T n b ↑ and the limits exist. Moreover, we obtain by iteration: and the right-hand side converges to zero for n → ∞. As a result T nb ↓ V ∞ and T n b ↑ V ∞ for n → ∞. Since V n is lower semicontinuous, this yields immediately that V ∞ is again lower semicontinuous, thus V ∞ ∈ C(E).
For the uniqueness suppose that v ∈ C(E) is another solution of v = T v with b ≤ v ≤b. Then T n b ≤ v ≤ T nb for all n ∈ N and since the limit n → ∞ of the right and left-hand side are equal to V ∞ the statement follows. b) The existence of a minimizer follows from our standing assumption (A) as in the proof of Theorem 3.3. From our assumption and the fact that V ∞ ≥ V 0 we obtain
where the last equation follows with dominated convergence. Hence (g * 0 , g * 1 , . . .) is optimal for (6.1).
Convex Utility Function.
Here we consider the problem with convex utility U . This situation represents a risk averse decision maker. The value functions V nσ , V n , V ∞σ , V ∞ are defined as in the previous section. Theorem 6.2. Theorem 6.1 also holds for convex U .
Proof. The proof follows along the same lines as in Theorem 6.1. The only difference is that we have to use another inequality: Note that for U : R + → R increasing and convex we obtain the inequality U (s 1 + s 2 ) ≤ U (s 1 ) + U + (s 1 + s 2 )s 2 , s 1 , s 2 ≥ 0 where U + is the right-hand side derivative of U which exists since U in convex. Moreover, U + (s) ≥ 0 and U + is increasing. Thus, we obtain for (x, µ, z) ∈ E and σ ∈ Π:
Note that the last inequality follows from the fact that c is bounded from above byc. Now denote δ n (µ, z) := R + U + s + zc 1−β + µ S (ds) zcβ n 1−β . Obviously lim n→∞ δ n (µ, z) = 0. Taking the infimum over all policies in the above inequality yields:
V n (x, µ, z) ≤ V ∞ (x, µ, z) ≤ V n (x, µ, z) + δ n (µ, z). and the right-hand side converges to zero for n → ∞.
6.3. Exponential Utility. Of course the result for the infinite horizon problem can now be specialized to various situations like in Section 4. This can be done rather straightforward. We only present the case of the exponential utility due to its importance.
Corollary 6.3. In case U (x) = 1 γ e γx with γ = 0, we obtain a) V ∞ (x, µ, z) = e γs µ S (ds) · e ∞ (x,μ, γz), (x, µ, z) ∈ E X × P(E Y × R + ) × (0, 1] whereμ has been defined in (4.2) and the function e ∞ is the unique fixed point of e ∞ (x, µ, γz) = inf a∈D(x) E X e ∞ (x , Ψ e (x, a, x , µ, γz), βγz)Q X dx |x, µ, a, γz ,
for (x, µ, z) ∈ E X × P(E Y ) × (0, 1] with U ( . The value function of (6.1) is then given by J ∞ (x) = e ∞ (x, Q 0 , γ). b) There exists a minimizer f * of e ∞ and (g * 0 , g * 1 , . . .) with g * n (h n ) := f * x n , µ e n (·|h n ), γβ n is an optimal policy for (6.1), where the sequence (µ e n ) of posterior distributions is generated by the updating operator Ψ e with µ e 0 := Q 0 like in Theorem 4.4.
