Abstract. Road scene understanding plays a key role in autonomous driving for intelligent vehicle. For the problem making semantic labeling with equivalent priority results in confliction between huge amounts of data and limited computation resource, this paper proposes a novel framework that efficiently fuses selective visual attention mechanism into the solution to scene perception task. Incorporating top-down and bottom-up two kinds of attention effect into an integrated Bayesian framework, total saliency map can be obtained taking use of implicit feature representation by unsupervised feature learning from natural images.
Introduction
In the case of intelligent vehicles, perception task is referred to as road scene understanding. Sensing the state of the environment surrounding the vehicle is regarded as the most difficult function for intelligent vehicles [1] . This included locating key landmarks: the road, other vehicles, pedestrians, traffic signals, road signs, and other unstructured obstacles. A complete and precise description of the state of surrounding environment is the key factor that allows the reduction of the number of false and missed alarms and provides the basis for smooth automatic driving. The perception of an outdoor environment, even if partially structured is a changing problem, not only due to the intrinsic complexity of the driving environment itself, but also due the impossibility of controlling many environmental parameters.
How to analyze and interpret traffic scene in real-time and extract useful information for autonomous driving is the difficulty of the road scene understanding. Especially in the situation that vehicles run in expressway, how to deal with a large number of rapid visual information and to extract important information is very critical. Most of the traditional methods take a comprehensive analysis of the image, and region of interest and non-interest share equal computing resources which increasing complexity of analysis processing. Selective visual attention mechanism has advantages in focusing attention on saliency and gives a clear guide description to top-down visual task, so computing resources are used to salient target analysis and to explore understanding of major significance events in the scene [2] .
What is salient object catching attention in the visual field? There are many definitions from different perspectives that lead to distinct models of attention available nowadays. Those models are demonstrated successful applications in computer vision, mobile robotics, and cognitive systems [3] . One of the popular viewpoints is based on information theory in a Bayesian framework [4] [5] . It takes use of the statistics of natural images for saliency computation, and it is more comprehensive for probability estimation that is independent of the test image [6] .
Framework for Scene Understanding
The Hubel-Wiesel model illustrates that visual cortex is hierarchical early in 1959 [7] , and in 2006 Hinton and Salakhutdinov [8] pointed out that high-dimensional data can be converted to low-dimensional codes by training a multilayer neural network with also a hierarchical construction 5th International Conference on Information Engineering for Mechanics and Materials (ICIMM 2015) as the human visual system. The idea of deep learning or unsupervised feature learning originally developed to explain early visual processing in the brain, e.g. edge detection from a large size of natural images database [9] . For any input image, each pixel is projected onto the bank of basis to obtain the independent coefficients taken just as the features of the image under consideration (Fig.1) . And the probability density of the coefficient for the given value can be obtained from the probability density function.
After the saliency map is formed from joint density function estimation, focus of attention can be laid to salient objects. Focusing objects are stored in short-term memory (STM) while new and known objects traced using particle filtering.
Total Saliency Map Computation
Bayesian modeling is used for combining sensory evidence with prior constraints, and both top-down and bottom-up attention are computed in an integrated manner. In this model, prior knowledge and sensory information are probabilistically combined according to Bayes' rule [3] .
Let x denote a pixel in the image, and L indicates whether or not a pixel belongs to a salient class. Let f be the visual features of a point. The saliency S x of a point x is defined as ( )
Since the logarithm function is monotonically ascending, take the logarithm function for Equation (1):
x p L = can be set as a constant in the case of one single target class.
(
f f is a log-likelihood term that favors the feature vector consistent with the knowledge of the target's presence at point x , and ( ) p = x f f is the self-information represents the salience of the bottom-up part when the feature vector f takes x f . Learning from a large-size natural images database, bank of basis is obtained utilizing unsupervised feature learning with training set [10] . The feature responses, coefficients of basis functions are taken as the implicit features representation of the image. It is confirmed that these probability densities for band-pass features in natural images can be well approximated by Generalized Gaussian Distributions (GGDs).
Considering a color image as the input of the computational model, the saliency map is computed using Equation (3) in each pixel of the image.
Here the joint probability density can be calculated in this simplified way due to the probability densities of each coefficient are mutually independent. k α and k β are the parameters for scale and shape of gamma function in the GGD for feature k , respectively.
Conclusion
A problem for road scene understanding is the confliction of large size of visual data and limited computing resource. To this problem, the proposed novel framework introduces deep learning into visual attention computational model in Bayesian framework for road scene understanding application which is one of active research areas over decades. Being one promising direction in machine learning for the age of big data, deep learning extract targets' features directly from nature images that differs from the traditional tedious extraction by experienced engineers. Bayesian framework combines bottom-up and top-down attention computation in an integrated mathematics manner. The performance of the new model is under verification using Matlab simulation.
