In this article, we prove a minimax characterisation of the second eigenvalue of the p-Laplacian operator on p-quasi open sets, using a construction based on minimizing movements. This leads also to an existence theorem for spectral functionals depending on the first two eigenvalues of the p-Laplacian.
Introduction
The Dirichlet eigenvalues of the p-Laplacian operator are defined as the numbers λ > 0 for which the following Dirichlet problem (Ω). While the first eigenvalue λ 1 (Ω) is defined as the minimum value of R Ω (w), not much is known on higher order eigenvalues when p = 2. One way to obtain them is by using the so called Krasnoselskii's genus γ(M) of a set M ⊂ W 1, p 0 (Ω). In fact, it was shown in [20] that, denoting by Σ k , k = 1, 2, . . ., the collection of all symmetric subsets M contained in W where C odd (S 1 , M p (Ω)) is the set of continuous and odd maps from S 1 to M p (Ω). In this paper, we study the properties of the first two eigenvalues of the p-Laplacian in a p-quasi open set A. Beside being of its own interest, this study is motivated by the existence Theorem 1.2 below. Recall that A ⊂ R n is p-quasi open if there exists a p-quasi continuous nonnegative function u ∈ W 1, p (R n ) such that A = {u > 0} (see Section 2 for more details). In order to deal with the p-Laplacian on p-quasi open sets we need to introduce the p-fine topology, which turns out to be an important tool for our study. In particular some basic properties of Sobolev functions on quasi open sets are given in Theorem 2.7 and Lemmas 2.9 and 2.10, while the strong minimum principle for the p-Laplacian on p-quasi open sets is stated in Theorem 3. 3 .
For bounded open sets, it is known (see [29] ) that if the first eigenvalue is simple, then it is isolated. Here we prove that the same holds in the framework of p-quasi open sets, see Proposition 3.11. This fact turns out to be useful in the proof of our main result, which states that formula (1.3) is still true when Ω is replaced by a p-quasi open set A of finite measure. In the case of a bounded connected open set, the construction of this path γ in [12] involves a delicate use of Ekeland's variational principle which does not seem to work for quasi open sets. Therefore we have chosen here a completely different approach, based on De Giorgi's minimizing movements. Indeed, we construct the desired path by joining three different curves. One of them, connecting the negative and positive parts of a second eigenfunction u 2 is easily constructed by hands. The construction of the two other curves is where we use the minimizing movements, see Lemma 3. 16 . Precisely, we consider the limit of a sequence of maps It turns out that for every h, the energy functional E(v h (t)) is strictly decreasing along the flow for t > 0 and we have E(v h (t)) → λ 1 (A) and v h (t) → u 1 (or −u 1 ) in W 
Throughout the paper we shall always assume that 1 < p ≤ n, unless otherwise stated. If p > n then p-quasi open sets reduce to open sets for which all the results contained in Sections 2 and 3 are well known. On the other hand, the results proved in Sections 4 and 5, which are new also in the context of open sets, are proved exactly in the same way regardless of the fact that p is smaller or greater than n, see Remark 5.8.
Finally we would like to thank the anonymous referees for the valuable comments and for suggesting us a few corrections and simplifications in the proofs.
Quasi open and finely open sets
In this section we shall review the notions of p-capacity and p-quasi open sets and prove some results that will be crucial for the rest of the paper. However, since quasi open sets do not form a topology, we need to introduce also the related notion of p-finely open sets, which do form a topology. For all the main properties and the basic results needed in the sequel and not proven here, we refer to [19, 18, 1, 22, 25] and the references therein.
Finally, we warn the reader that sometimes we shall drop the notation p whenever it is clear from the context that we refer to p-quasi or p-finely open sets.
Given a measurable set E ⊂ R n , we define its p-capacity by setting
Note that this definition is equivalent to the Bessel capacity C 1, p defined via the Bessel kernel G 1 (see [25, Rem. 1.13] or [32, Sect. 2.6] for more details). If a property holds everywhere except possibly in a set of zero p-capacity, we say that it holds p-quasi everywhere (and we write p-q.e. or q.e. for short). It is well known that any function u ∈ W 1, p (R n ) has a p-quasi continuous representative v. In particular, u = v a.e. in R n . Moreover v is unique in the sense that if w is another p-quasi continuous representative of u, then v = w q.e., see [25, Th. 1.3] . Henceforth, when dealing with a function in W 1, p (R n ), we shall always assume that u is p-quasi continuous. [25, Th. 2.10] . However, we shall never use this characterisation in the sequel.
Since p-quasi open sets do not form a topology, we introduce the p-fine topology which is the coarsest topology on R n making all (classical) p-superharmonic functions continuous. A more robust equivalent definition can be given using the Wiener criteria, as follows.
Definition 2.3 (Finely open sets
The fine topology has been extensively studied in the context of nonlinear potential theory. For more details we refer the reader to [19] , [18] , [1] , [25] and to the references therein. We recall here the following result, see [25, Theorem 2.4. Given a set A ⊂ R n , the following are equivalent.
Furthermore, given a p-quasi open set A and a function f : A → R, the following are equivalent.
(ii) The sets {f > c} and {f < c} are p-quasi open for all c ∈ R.
(iii) f is p-finely continuous in A up to a set of zero p-capacity.
Remark 2.5. From Definition 2.1 it is immediate that a p-quasi open set A remains quasi open if we change it by a set of zero p-capacity. This makes the characterisation A = U ∪ E in Theorem 2.4 unique up to sets of zero p-capacity. On the other hand, if U is p-finely open and E has zero p-capacity, it is easy to check from Definition 2.3 that also U \ E is p-finely open. Note also that if U is p-finely open and Cap p (U ) = 0 then U is empty.
We need to introduce also the notion of quasi connectedness, as follows.
The notion of p-quasi connectedness is closely related to the topological notion of p-finely connected set. Indeed a much stronger result holds, due to A. Björn-J. Björn [7, Th. 1.1].
Theorem 2.7. Let A be a p-quasi open set. Then the following are equivalent.
loc (R n ) and ∇u = 0 a.e. in A, then there exists a constant c such that u = c a.e. in A.
(ii) A is p-quasi connected.
(iii) A = U ∪ E, where U is p-finely connected and p-finely open and Cap p (E) = 0.
The equivalence between (ii) and (iii) in the above theorem is a straightforward consequence of the definition and of Theorem 2.8 below, while the equivalence between these two conditions and (i) is the main result in [7] .
Next result, due to Latvala [27, Th. 1.1] will be used later in this section.
Theorem 2.8. Let U be open and connected in the p-fine topology and let E be a set of zero p-capacity. Then U \ E is also open and connected in the p-fine topology.
It is known that the p-fine topology has the quasi Lindelöf property, i.e. every family {U α } α∈A of p-finely open sets contains an at most countable subfamily {U h } such that ∪ α∈A U α = ∪ h U h up to a set of zero p-capacity (see [19, Sect. 12] for the case p = 2 and [22] for p = 2). Moreover, it is also known that the p-fine topology is locally connected, see [22, Th. 3.15] . Using these properties it is straightforward to check that a p-quasi open set A can be always decomposed as
where the U j are p-finely open and p-finely connected sets, pairwise disjoint, and Cap p (E) = 0. We shall refer to the sets U j as to the p-quasi connected components of A. Note that they are uniquely determined up to a set of zero p-capacity, as explained in Remark 2.5.
The next lemma deals with the restrictions of a function in W 1, p 0 (A) on the p-quasi connected components of a quasi open set A. To this aim, given a set E ⊂ R n , for every x ′ ∈ R n−1 we set E x ′ = t ∈ R : (x ′ , t) ∈ E and we shall denote by H n−1 the (n − 1)-dimensional Hausdorff measure.
Lemma 2.9. Let A be a p-quasi open set of finite measure and let V ⊂ A be a p-quasi connected component of A.
Proof. Thanks to (2.1), we may write A = V ∪ U ∪ E, where V, U, E are mutually disjoint, V is as in the statement, U is p-finely open and Cap p (E) = 0. Let u ∈ W 1,p (R) be a p-quasi continuous function, u = 0 q.e. in R n \ A and set
Since u is quasi continuous in R n , by Theorem 2.4 it coincides with a finely continuous function up to a set of zero p-capacity. Then, it is easily checked that also v is finely continuous up to a set of zero p-capacity and thus quasi continuous in R n . We claim that for
To this end recall that Cap p (E) = 0, hence H n−1 (E) = 0, see [16, Sect. 4.7.2] . Using this fact and Corollary 6.3, we get that there exists a set Z 0 ⊂ R n−1 with L n−1 (Z 0 ) = 0, such that for x ′ ∈ Z 0 the sections V x ′ and U x ′ are open and E x ′ = ∅. Since the precise representative u * of u is p-quasi continuous, see [32, Th. 3.10.2] , with no loss of generality we may take u = u * . Thus we may assume that u(
Repeating the above argument in all coordinate directions we conclude that v ∈ W 1, p (R n ). In fact, v ∈ W 1, p 0 (V ) since it is p-quasi continuous and vanishes q.e. outside V . This completes the proof in this case.
The next lemma will be used in the proof of Proposition 3.12. Then, there exists a constant κ > 0 such that u = κv q.e. in A.
Proof. By subtracting from A a set of zero p-capacity and using Theorem 2.8, we may assume that A is p-finely open and p-finely connected, that u and v are p-finely continuous in A and that u(x), v(x) > 0 for all x ∈ A. We claim that for any x ∈ A there exists a p-finely open neighborhood of x where u/v is constant. Then the result will follow immediately.
To prove this claim, fix x ∈ A. Recall that the p-fine topology is locally connected. Thus we may find a p-finely connected neighborhood V x of x contained in the p-finely open set A ∩ {u > ε} ∩ {v > ε}, where 0 < ε < min{u(x), v(x)}. Since w ε = log max{u, ε} − log max{v, ε} ∈ W 1,p loc (R n ) and ∇w ε = 0 in V x , Theorem 2.7 yields that u/v is constant on V x . This proves the claim, thus concluding the proof of the lemma.
Eigenvalues of the p-Laplacian in a quasi open set
In this section we study the main properties of the first and second eigenvalue of the pLaplacian in a p-quasi open set and establish the variational characterisation of Theorem 1.1. This will be used in Section 4 to establish the lower semicontinuity of λ 2 (A). 
is defined in the usual weak sense. Precisely, we say that u ∈ W The monotonicity of the p-Laplacian operator ensures, as in the standard case of an open set, the existence of a unique weak solution of (3.1). This enable us to define the resolvent map as usual. We recall from Kilpeläinen-Malý [25] the following theorem related to fine supersolutions. An immediate consequence of the above theorem is the following minimum principle for fine supersolutions, see [27, Th. 4.1] . We give its simple proof for the reader's convenience. Proof. First, we recall that the minimum of two fine supersolutions is also a fine supersolution, see [25, Prop. 3.5] . Therefore, given u ∈ W 1, p 0 (A) as in the statement, the functions v j := min{ju, 1}, j ∈ N, form an increasing sequence of fine supersolutions converging q.e. in A to the function v given by
By Theorem 3.2, v is p-quasi continuous in A, hence by Theorem 2.4 the sets {v < 1} = {u = 0} and {v > 0} = {u > 0} are both quasi open. Then the conclusion follows immediately from the assumption that A is p-quasi connected.
Variational eigenvalues
We now recall for the reader's convenience a few well known facts from the classical variational theory of eigenvalues which we will need later. We refer the reader to [21] for more details.
3.1.1. Minimax characterisation A useful way to deal with nonlinear eigenvalues is to obtain them via the Euler-Lagrange equation of constrained minimization problems. Given a Banach space X and two functionals E, G ∈ C 1 (X), the minimizers u of the constrained problem min E(w) : G(w) = 1 satisfy the equation
for some Lagrange multiplier λ ∈ R, where D denotes the Fréchet derivative. There are several ways of generating such constrained critical values λ, if the functional E is invariant with respect to some compact group of symmetries acting on the manifold
Here we use a variant of the mountain pass lemma by Ambrosetti-Rabinowitz [3] . Recall that the norm of the Fréchet derivative of the restriction E of E to M at a point u ∈ M, is defined as
where · X * denotes the norm of the dual space X * . It is said that the functional E satisfies the Palais-Smale condition on M, if for any sequence u h ∈ M such that E(u h ) is bounded and D E(u h ) * → 0, there exists a subsequence of u h converging strongly in X. Then, the following result holds, see [12 
Theorem 3.4. Let X be a Banach space and E, G ∈ C 1 (X). Let M be as in (3.3) and assume that DG = 0 on M and that E satisfies the Palais-Smale condition on M.
Let u 0 , u 1 ∈ M and ρ > 0 be such that u 1 − u 0 X > ρ and
is a critical value for E, i.e., there exists u ∈ M such that E(u) = α and D E(u) * = 0.
Eigenvalues of the p-Laplacian operator
Here we provide the definitions of eigenvalues and eigenfunctions of the p-Laplacian, along with the notion of simplicity of eigenvalues. Although these definitions are quite similar to the ones for open sets, some subtle aspects will be investigated later in this section.
Definition 3.5. Let A ⊂ R n be a p-quasi open set of finite measure and λ ∈ R. If there exists a non-zero weak solution of the eigenvalue problem
then λ is an eigenvalue of the p-Laplacian on A and u is a corresponding eigenfunction; if in addition u L p (A) = 1, then u is called a normalized eigenfunction. The subspace of W 1, p 0 (A) generated by all the eigenfunctions corresponding to λ is the eigenspace associated to λ. When this eigenspace is one-dimensional, i.e. {u, −u} are the only normalized eigenfunctions, then λ is said to be simple.
Note that (3.4) is a special case of the Euler-Lagrange equation (3.2) if one takes
Moreover, taking u as test function in (3.4), one gets
Hence, just as for open sets, it is easy to show that
using the Sobolev inequality. Thus all the eigenvalues are bounded away from zero. Note that the above definition is well posed thanks to Proposition 3.11 (i) below and to the fact that by (3.7) the eigenvalues are greater than a strictly positive constant. Introducing the manifold
we have that
Indeed, the fact that λ 1 (A) is greater than or equal to the infimum at the right hand side is an immediate consequence of (3.6). Instead, the opposite inequality is obtained by observing that if A has finite measure then the functional E admits a minimizer u on M p (A) and u is a weak solution of (3.4) for some λ > 0. Thus, λ = λ 1 (A) and we have
In particular u is an eigenfunction for λ 1 (A).
Remark 3.7. For a p-quasi open set A of finite measure, set X = W 1, p 0 (A) and E, G as in (3.5) . Note that for every t ∈ R, u ∈ W
From this equality it follows immediately that if u is a critical point for E on M p , then u is an eigenfunction and E(u) is an eigenvalue of the p-Laplacian.
The following simple lemma will allow us to use Theorem 3.4. .5) and M p as in (3.8) . Then E satisfies the Palais-Smale condition on M p (A).
Therefore, up to a subsequence we may assume that t h → t ∈ R. Moreover, the compact imbedding of
for all r > 0 and the Sobolev inequality imply that, up to a subsequence, the sequence u h converges strongly in L p (A). In order to prove the lemma it is enough to show that u h converges strongly in W 1, p 0 (A). This follows immediately by observing that the sequence ∆ p u h converges strongly in W
and the conclusion follows from Lemma 6.4.
When X is a Hilbert space (corresponding to W 1, 2 0 (A) in this setting), then the discreteness of the spectrum is well known from the classical theory of linear operators. But for the case of W 1, p 0 (A) with p = 2, the existence of a spectral gap is not known in general, except for the first and second eigenvalues on open connected sets (see [28] , [24] ).
To make matters worse, we work in the framework of quasi open sets with a weaker notion of connectedness than the standard one. Therefore some delicate issues have to be handled in order to characterize the second eigenvalue.
Properties of the first eigenvalue
For open sets of finite measure it is well known that every eigenvalue is the first eigenvalue in its nodal domains, i.e., if λ is an eigenvalue with eigenfunction u, then λ = λ 1 ({u > 0}). From the above lemma and the minimum principle Theorem 3.3, we have the following result.
Corollary 3.10. Let A be a p-quasi open set of finite measure such that λ 1 (A) is simple and let u be a nonnegative first eigenfunction. Then {u > 0} is a p-quasi connected component of A and λ 1 (A) = λ 1 ({u > 0}).
Proof. First, observe that by the minimum principle if u is not identically zero in a p-quasi connected component A ′ then it is strictly positive in A ′ . We argue by contradiction assuming that there exist two different quasi connected components A 1 and A 2 of A where u is not identically zero and denote byũ i the restriction of u to A i , for i = 1, 2. By Lemma 2.9, we haveũ i ∈ W
Hence, the functionsũ 1 ±ũ 2 are two linearly independent eigenfunctions of λ 1 (A), which contradicts the assumption that λ 1 (A) is simple.
Using Lemma 3.9 and Corollary 3.10, we have the following proposition, which was proved for open, connected sets in [28] , [29] .
Proposition 3.11. Let A ⊂ R n be a p-quasi open set of finite measure. We have the following.
(i) If λ k is a sequence of eigenvalues such that λ k → λ, then λ is also an eigenvalue.
(ii) If the first eigenvalue λ 1 (A) is simple then it is isolated.
Proof. Statement (i) can be proved with the same argument used in the proof of [29, Th. 3] . In order to prove (ii), we first consider the case when A is p-quasi connected. Under this assumption, we claim that the eigenfunctions corresponding to an eigenvalue λ > λ 1 (A) must change sign. To see this, assume that u is a nonnegative eigenfunction. By Theorem 3.3, {u > 0} coincides with A up to a set of capacity zero. Then by Lemma 3.9 we conclude that u is a first eigenfunction and the claim follows.
To show that the first eigenvalue is isolated we argue by contradiction, as in [29, Th. 9] . Assume that there exists a sequence of eigenvalues λ k > λ 1 (A) converging to λ 1 (A) and let u k be the normalized eigenfunction corresponding to λ k . We may assume that, up to a not relabelled subsequence, u k converges weakly in W
for all r > 0 and a.e. to a function u ∈ W 1, p 0 (A). Moreover, since A has finite measure, a simple argument based on Sobolev inequality shows (also for p = n) that u L p (A) = 1. Hence, by lower semicontinuity, we get that
Thus u is a normalized first eigenfunction. By Theorem 3.3, we may also assume without loss of generality that u > 0 q.e. on A. Now, arguing as in the proof of (3.7), one has
Therefore, setting A + := lim sup k→∞ {u k > 0}, A − := lim sup k→∞ {u k < 0}, from the previous inequality, recalling that A has finite measure, we have immediately that
On the other hand, since the sequence u k is converging a.e. to u, we have also that A + ⊂ {u ≥ 0} and A − ⊂ {u ≤ 0} up to a set of zero Lebesgue measure. But the latter inclusion is impossible since |A − | > 0 and u > 0 q.e. in A. This contradiction proves the result in this case. Let us now assume that A is not p-quasi connected and again let us argue by contradiction assuming that there exists a sequence of eigenvalues λ k > λ 1 (A) converging to λ 1 (A). As before, we denote by u k a normalized eigenfunction of λ k . Again, we may assume that, up to a not relabelled subsequence, u k converges strongly in L p loc (A) and a.e. in A to a nonnegative normalized first eigenfunction u. By Corollary 3.10 the set {u > 0} is a p-quasi connected component of A. Thus by Lemma 2.9 we have that u k ∈ W 1, p 0 ({u > 0}) for all k. Therefore each eigenfunction u k has to change sign in {u > 0}, otherwise by Lemma 3.9 u k is a first eigenfunction in {u > 0} and λ k = λ 1 ({u > 0}) = λ 1 (A), which is impossible. Then the conclusion of the proof goes exactly as the preceeding case.
The following proposition extends to p-quasi open and p-quasi connected sets a property that is well known in the case of open sets, see for instance [2] or [6] . Proof. First, observe that if u is a first eigenfunction, then also |u| is a first eigenfunction. Thus, by Theorem 3.3 u = 0 q.e. in A. Therefore, since A is p-quasi connected, u does not change sign in A. Thus, in order to prove λ 1 (A) is simple, it is enough to show that if u, v are two nonnegative normalized first eigenfunctions, then u = v.
To this end, fix ε > 0 and recall the following extension of the classical Picone's identity, see [2] . For every two nonnegative functions u, v ∈ W 1,p (R n ) it holds true that
Integrating the right hand side of the previous inequality in A and using the fact that v is a first eigenfunction we get
Therefore, recalling (3.10) and using Fatou's lemma we have, letting ε → 0,
Recalling that by the minimum principle v > 0 q.e. in A, a simple argument shows that the equality above implies that for a.e.
The conclusion then follows from Lemma 2.10, recalling that u L p = v L p .
Variational characterisation of the second eigenvalue
The fact that if λ 1 (A) is simple then it is isolated shows that there is a spectral gap between λ 1 (A) and the next eigenvalue. This naturally leads to the following definition of second eigenvalue, which is well posed due to Proposition 3.11.
Definition 3.13 (Second Eigenvalue). Let A ⊂ R n be a p-quasi open set of finite measure. The second eigenvalue of the p-Laplacian on A is defined as follows.
Equipped with (3.11), now we restate Theorem 1.1, which is a mountain pass characterisation of the second eigenvalue. This characterisation is the main result of this paper. 
The result above was proved in the case of open sets in [9] . However, the techniques used therein cannot be adopted in the setting of quasi open sets. It is noteworthy that when λ 1 (A) is simple the characterisation in (3.12) coincides with the one given using the Krasnoselskii genus. This latter definition was used by Anane-Tsouli [5] to prove the existence of spectral gap between the first and the second eigenvalue. We refer the reader to [28] , [31] , [24] for further details.
A path of decreasing p-energy
To prove Theorem 3.14, we construct an appropriate path, so that the p-Dirichlet energy decreases throughout the path and remains lower than λ 2 (A). The idea is similar to the one used in [12] , but the construction of the path in our case is completely different. Indeed, our construction relies on the theory of minimizing movements, a technique introduced by De Giorgi and developed in the book by Ambrosio-Gigli-Savaré [4] . To this end, we need to introduce the basic notation and definitions. For further details we refer to the first two chapters of [4] .
Let (S, d) be a complete metric space and Φ : S → (−∞, +∞]. Denote by
the effective domain of Φ, i.e., the set of points where Φ is finite. Given a point v ∈ D(Φ), the local slope of Φ at v is defined by setting
In order to apply the results of [4] we now specify our choice for (S, d) and Φ. More precisely, in this section we are going to take as a metric space the space L p (A) with the distance induced by the norm, where A is a quasi open set of finite measure. The functional Φ will be defined as follows
where E is the functional defined in (3.5) and M p (A) is given in (3.8). Next lemma is a key ingredient in the proof of the existence of a path having all the properties stated in Lemma 3.16.
Lemma 3.15. Let A ⊂ R n be a p-quasi open set of finite measure and let Φ be the functional defined in (3.15) . For all v ∈ M p (A), we have
is not an eigenfunction for the p-Laplacian, there exist c 0 , δ > 0 such that
where, as usual, we denote
Thus, observing that |v|
This proves (3.16).
In order to prove (3.17) we argue by contradiction assuming that (3.17) does not hold. If so, there exists a sequence v h ∈ M p (A) converging to v 0 in L p (A) and such that
Observe that the sequence v h is bounded in W 1, p 0 (A). In fact, if for a not relabelled subsequence ∇v h L p (A) → +∞, then we have
Thus, by Hölder inequality, we would have
where ε h → 0 as h → +∞, from which we would conclude that v 0 = 0, which is impossible since v 0 ∈ M p (A). Thus the sequence E(v h ) is bounded and, up to a subsequence, we may assume that it converges to some number 
which is impossible, since v 0 is not an eigenfunction. This contradiction concludes the proof of (3.17) and hence the proof of the lemma.
We are now ready to give the proof of the next crucial lemma, which provides the construction of a low energy path connecting the first eigenfunction of the p-Laplacian to a function which is not an eigenfunction. With this lemma in hand, the proof of Theorem 3.14 will follow quickly. 
with v(0) = v 0 , such that the following hold:
Proof.
Step 1 (The discrete scheme). 
The existence of a minimizer follows from coercivity and weak lower semicontinuity. Moreover, there exists a Lagrange multiplier σ τ k ∈ R such that for every φ ∈ W 1, p 0 (A) we have
Then, comparing the values of the functional in (3.21) at v τ k and v τ k−1 we get for all k ≥ 1
(3.24)
Now we choose an uniform partition of [0, ∞) with {0, τ, 2τ, . . .} and define the piecewise constant flow 
Thus, we find that
From this inequality, recalling that the functions {v τ } 0<τ <1 are bounded in W 
(t). Thus v(t) ∈ M p (A) for all t ≥ 0.
Step 2 (Convergence of the discrete scheme). We set
and observe that, up to another not relabelled subsequence, the functionsv
Indeed, this follows immediately from (3.24) since for every T > 0
Note that from this inequality we get in particular the second estimate in (3.18). Next, observe that, again up to a not relabelled subsequence, we may assume that the functions σ τi converge weakly in L p ′ (0, T ) for all T > 0. In fact, from (3.23) we have, using Hölder inequality and recalling (3.25),
for a suitable constant C depending only on p. Finally, we claim that v τi (t) → v(t) strongly in W 1, p 0 (A) for a.e. t > 0. To prove this last claim we are going to use (3.22) and the convexity of the functional E(v). Precisely, we have that for a.e. t > 0,
Integrating the above inequality with respect to time, with some easy calculations we get that for every T > 0
Therefore, recalling that the σ τi are bounded in L p ′ (0, T ), that v τi converge to v in L p locally uniformly with respect to t and that thev
, passing to the limit we immediately get
where we used Fatou lemma and the lower semicontinuity of the energy E with respect to the weak convergence in W 1, p 0 . Thus we have proved that for a.e. t > 0
Note that by (3.24) for every i the fuctions t → E(v τi (t)) are decreasing. Therefore, by Helly's lemma (see [4, Lemma 3.3.3] ), there exists a not relabelled subsequence such that for every t > 0 there exists the limit of E(v τi (t)). This shows that, up to a subsequence, the lim inf in (3.26) is indeed a limit, hence ∇v
. This, together with the weak convergence in W Step 3 (An energy inequality). We claim that there exists c(p) > 0 such that for a.e. t > 0
(3.27) To this end, we introduce a third kind of interpolation due to De Giorgi. For every t ∈ (τ i (k − 1), τ i k], k ≥ 1, we denote byṽ i (t) a minimizer of min w∈Mp(A)
Just as in (3.24), here we have that for every t ∈ (τ i (k − 1),
Hence, we have that for every t > 0
and from this inequality we conclude at once that for all T > 0 also the curvesṽ i (t) converge strongly in L p (A) to v(t) uniformly with respect to t ∈ [0, T ]. Note also that from (3.28), for every t > 0 we have E(ṽ i (t)) ≤ E(v τi (t)). Thus, for a.e. t > 0
Therefore we may conclude that also the functionsṽ i (t) converge strongly in W 1, p 0 (A) to v(t) for a.e. t > 0. Now a very general argument which uses only the definition and no special properties of the local slope defined in (3.14) shows that for the interpolation defined above one has for every i and every
see the inequalities (3.2.16) and (3.2.17) in [4] , where Φ is defined as in (3.15) . Thus, recalling (3.16) we deduce that for all i and for all t > 0, setting c(p) :
Recalling thatv (3.27) follows letting i → ∞.
Step 4 (Conclusion of the proof). By (3.24), for every i, the function t → E(v τi (t)) is decreasing. Therefore, denoting by
hence by lower semicontinuity we have also
Moreover, since by assumption v 0 is not an eigenfunction, from Lemma 3.15 and from the fact
, it follows that there exist t 0 , c 0 > 0 such that
Hence, (3.27), (3.29) and (3.30) yield that E(v(t)) < E(v 0 ) ≤ λ 2 (A) for all t > 0. This proves the first inequality in (3.18) . Note that the assumption that v 0 is not an eigenfunction is crucial for the validity of such estimate. Indeed, if v 0 were an eigenfunction then the above construction would produce the limit flow v(t) ≡ v 0 for all t > 0. Now, let us set
This limit exists and it is strictly smaller than λ 2 (A) since the function E(v(t)) is decreasing for t ∈ Z 0 and E(v(t)) < λ 2 (A) for all t > 0. Note that (3.25) yields
for every i. Therefore, we may assume that, up to a not relabelled subsequence, |v
Now, let us integrate (3.22) in (0, t) and let us pass to the limit as i → ∞. From the weak convergence of |v
) and all the convergences proved in Step 2 we have, that for all t > 0
for all φ ∈ D, where D is a dense sequence in W 1, p 0 (A). Differentiating this equality with respect to t yields that for a.e. t > 0 and for all φ ∈ D
By density, this equation holds for a.e. t > 0 and for every φ ∈ W 1, p 0 (A). Now, let us choose a sequence t h ∈ (0, ∞) \ Z 0 such that (3.33) holds,
Note that this is possible thanks to (3.32) . Observe that since the sequence v(t h ) is bounded in W 
(3.34)
Let us now fix k > h ≥ 1 and let us test with v(t k ) − v(t h ) the equation (3.33) satisfied by v(t k ) and the equation satisfied by v(t h ). Subtracting the two resulting equations we have
From this equation, recalling Lemma 6.4 and (3.34), and using the convergence of v(t h ) to w in L p and the convergence of q(t h ) to 0 in L p ′ (A) we get that the sequence ∇v(t h ) converges to ∇w in L p (A). Now, considering (3.33) at the time t h and letting h → ∞, from (3.34) we finally get that for all φ ∈ W 1, p
Therefore w is an eigenfunction. Then, from (3.31) we deduce that α = λ 1 (A) and that w is either equal to u 1 or to −u 1 . Finally, observe that E(v(t)) ≥ λ 1 (A) for all t > 0. From this inequality, (3.30) and the fact that E(v(t)) → λ 1 (A) as t → +∞, t ∈ Z 0 , we conclude that
This establishes (3.19) .
To conclude the proof we need to show that v(t) → w in L p (A) as t → +∞. To this end we argue by contradiction assuming that there exists a sequence s h , with s h → +∞, such that
0 (A), we may assume that, up to a not relabelled subsequence, it converges strongly in L p (A) and weakly in W 1,p 0 (A) to some function z ∈ M p (A), z = w and that 0 < s h < t h for all h. Then, from (3.35) it follows that E(z) = λ 1 (A). This means that z is a normalized eigenvalue and thus, since λ 1 (A) is simple, z = −w. In particular, for h sufficiently large we have
is continuous. From the two inequalities above it follows that
Similarly, we have that f (t h ) < −1. Therefore, there exist r h ∈ (s h , t h ), r h → +∞, such that f (r h ) = 0. However, arguing as above, we have that up to a not relabelled subsequence, v(r h ) converges in L p (A) either to w or to −w, that is f (r h ) converges either to −2 or to 2, which is impossible. This contradiction proves (3.20) .
Remark 3.17. The fact that the limit for the path of Lemma 3.16 exists as t → ∞ allows us to reparametrize the path to finite time, preserving continuity. Hence, for our purposes we will assume that v ∈ C [0, 1], M p (A) with v(1) = u 1 or −u 1 .
Proof of Theorem 3.14. Recalling that Γ(u 1 , −u 1 ) is the set of all continuous paths with values in M p (A) joining u 1 to −u 1 , let us define
Clearly, λ 1 (A) ≤ λ. Observe that to prove the result it is enough to show that there exists an admissible curve γ ∈ Γ(u 1 , −u 1 ) such that
Indeed if λ 1 (A) is not simple from the previous equality we trivially have λ = λ 2 (A) = λ 1 (A).
On the other hand, if λ 1 (A) is simple, then by Theorem 3.4 and Lemma 3.8 we have that λ is an eigenvalue; since by Definition 3.13 there is no other eigenvalue between λ 1 (A) and λ 2 (A), from (3.36) we get λ = λ 2 (A), thus concluding the proof of the theorem. Case 1 : λ 1 (A) is simple. In this case, thanks to Lemma 3.9 we may assume with no loss of generality that u 1 ≥ 0. Then we set U := {u 1 > 0} and recall that by Corollary 3.10, U is a p-quasi connected component of A. Denote by u 2 a normalized second eigenfunction.
Assume first that u 2 changes sign in U , hence u + 2 cannot be an eigenfunction, otherwise by the minimum principle either u In this case the goal is to construct a continuous curve on M p (A) from u 1 to −u 1 , such that the energy E reaches the maximum value λ 2 (A) at a point and and stays below this value elsewhere. Wee denote, for t ∈ [0, 1],
Note that w is a curve with values in M p (A) connecting u
and that E(w(t)) = λ 2 (A) for all t. Since u + 2 is not an eigenfunction, using Lemma 3.16 and Remark 3.17, we may construct two curves
−1 the path v 1 covered in the opposite direction, we set
where * denotes the concatenation of two curves. By this construction, it is evident that γ is an admissible curve satisfying (3.36). Assume now that u 2 does not change sign in U , say u 2 ≥ 0 in U . By the minimum principle, either u 2 = 0 or u 2 > 0 q.e. in U . In the latter case from Lemma 3.9, we have that λ 2 (A) = λ 1 (U ) = λ 1 (A) which is impossible since λ 1 (A) is simple. Hence, u 2 = 0 q.e. in U . Following Brasco-Franzina [9] , we define a curve γ ∈ Γ(u 1 , −u 1 ) by setting
for all t ∈ [0, 1]. As before, γ is an admissible curve satisfying (3.36).
Case 2 : λ 1 (A) is not simple. Assume first that u 1 is supported in a p-quasi connected component U of A. Then there exists another first eigenfunction v which is different from both u 1 and −u 1 . If v is supported in U , then by Proposition 3.12 v must coincide in U either with u 1 or −u 1 . Therefore there exists a p-quasi connected component U ′ of A, with Cap p (U ∩ U ′ ) = 0 where v is not identically zero. Denote by u 2 the restriction of v to U ′ , normalized so to have L p norm equal to 1. Using Lemma 2.9 we have that u 2 is still a first eigenfunction. Moreover (3.38) provides again a curve satisfying (3.36).
Finally if there exist two or more connected components where u 1 is not identically zero, let us denote by U one of these connected components and let us set
is a strictly decreasing smooth function such that a(0) = 1, a(1/2) > 0, a(1) = −1. Then it is easily checked that γ is again an admissible curve satisfying (3.36).
We conclude this section with the following simple consequence of Theorem 3.14. Proof. The inequality λ 1 (B) ≤ λ 1 (A) is an immediate consequence of (3.9). To show that λ 2 (B) ≤ λ 2 (A), let us denote by u 1,A , u 1,B two nonnegative normalized first eigenfunctions of A, and B respectively. Setting, for t ∈ [0, 1]
we have, see [8, Lemma 2.1] ,
On the other hand, thanks to Theorem 3.14 there exists a map γ ∈ C([0 From this equality and Theorem 3.14 applied to B we then get λ 2 (B) ≤ λ 2 (A).
γ p -lower semicontinuity of eigenvalues
In this section we fix a bounded open set Ω ⊂ R n . Henceforth, given a p-quasi open set A ∈ A p (Ω) and a function u ∈ W 1, p 0 (A) we shall still denote by u its zero extension in Ω \ A, which is a function in W 
γ p -convergence and properties
We now introduce the γ p -convergence of p-quasi open sets. Differently from the case p = 2 considered in [11] , in the following definition we require the weak convergence in W 1, p of the resolvents and not the strong one. Indeed, in view of the nonlinearity of the p-Laplacian, requiring the strong convergence of the resolvent operators would end up in a too strong topology in A p (Ω) with very few compact sets. Instead, the definition below provides plenty of compact families in A p (Ω). However, the drawback is that now the proof of the lower semicontinuity of the eigenvalues requires a more delicate argument. The following theorem is also contained in the above mentioned paper, see [14, Th. 6.8] .
Now we show that, if the underlying quasi open sets γ p -converge, then the limit of the sequence of eigenvalues is still an eigenvalue and the corresponding eigenfunctions converge strongly in W 1,r (Ω) for all 1 ≤ r < p. 
, λ is an eigenvalue of A and u is a corresponding eigenfunction. This concludes the proof, provided we show that the claim (4.1) holds.
To this end, note that u m and v m satisfy the following equations in A m .
Testing both equations by the function u m − v m and subtracting the resulting equalities, we obtain
By the a.e. convergence of u m to u, using a well known variant of the Lebesgue dominated convergence theorem, we get that the sequence
, we get that the right hand side of the above equality converges to zero. Then, from Lemma 6.4 we get immediately that
This proves the claim (4.1), thereby completing the proof of the lemma.
γ p -lower semicontinuity of eigenvalues
Now we investigate the behavior of the p-Laplacian eigenvalues with respect to the γ pconvergence of quasi open sets. The case of the first eigenvalue is easy to deal with. Proof. Without loss of generality we may assume that the above lim inf is indeed a limit, say λ, and that λ is finite. From Proposition 4.4, we know that λ is an eigenvalue of A. As λ 1 (A) is the minimum of all eigenvalues, λ 1 (A) ≤ λ and (4.2) follows.
The proof of lower semicontinuity for the second eigenvalue, is more involved. To this end we have to use both the result stated in Theorem 3.14 and a construction based on Lemma 3.16. Proof. If λ 1 (A) is not simple then (4.3) follows at once from Definition 3.13 and Corollary 4.5. Hence in the rest of the proof we assume that λ 1 (A) is simple.
Let u 1 be the first nonnegative normalized eigenfunction of λ 1 (A). Without loss of generality we may assume that the lim inf in (4.3) is a limit and that it is finite. Then 
, in a different way from what we did in (3.37). We set
Note that the above construction yields that there exists a constant C independent of m such that for all
and furthermore that E(w m (t)) = λ 2 (A m ) for all t ∈ [0, 1]. Now, since u 
Note that from (4.5) and the second inequality in (3.18), we have that
Case 2 : u 2,m has constant sign in U m . In this case, arguing as in the proof of Theorem 3.14, we may always find another second eigenfunction, still denoted by u 2,m , whose support is disjoint from U m up to a set of zero p-capacity. Thus we define the curves γ m ∈ Γ(u 1,m , −u 1,m ) by setting
Then it is easily checked that E(γ m (t)) ≤ λ 2 (A m ) for all m and t and that also in this case there exists a constant C such that for all m
Combining the two cases, we conclude that there exists a sequence γ m ∈ W 1, p [0, 1], M p (A m ) of curves with endpoints ±u 1,m , such that for all m ∈ N, we have
for all t > 0.
Now we prove that λ ≥ λ 2 (A), where λ is the limit in (4.4).
To this end we argue by contradiction, assuming that λ < λ 2 (A). Then we have that λ = λ 1 (A) and that u 1,m converges to u 1 . Therefore, using Arzelà-Ascoli theorem as in Step 1 of the proof of Theorem 3.14, we conclude that there exists
Thus, Lemma 5.6 below yields that γ(t) = 0 q.e. in Ω \ A.
Since the endpoints of γ are ±u 1 , from Theorem 3.14 we conclude that
which is impossible since λ 1 (A) is simple. This contradiction concludes the proof.
A shape optimization problem
In this section we prove the following theorem, which is the p-Laplacian counterpart of the existence theorem of Buttazzo-Dal Maso [11] . With this theorem in hand, Theorem 1.2 follows at once, thanks to Corollaries 3.18 and 4.5 and to Proposition 4.6. where 0 < c ≤ |Ω|, always has a solution.
For every A ∈ A p (Ω), we set w A := R p, A (1). We claim that w A is a subsolution of the equation −∆ p u = 1 in Ω. This is the content of the following lemma. The proof is similar to the one given in [11, p. 190] , for the case p = 2. For the reader's convenience, we provide the proof in the Appendix. .2) and such that w ≤ 0 q.e. on Ω \ A, then w A ≥ w q.e. in Ω.
The main construction
Following [11] , we now fix a closed convex subset K ⊂ W Thus, by the Poincaré inequality we conclude that K is bounded in W 1, p 0 (Ω) and compact in L p (Ω). At this point, still following [11] , we define an auxiliary functional G : K → R and reduce the proof of the existence of a minimizer of the problem (5.1) to showing the existence of a minimizer of the problem min G(w) : w ∈ K, |{w > 0}| ≤ c . Before defining G, we list the properties that we require from this functional.
(1) G is decreasing, i.e. for every u, v ∈ K with u ≤ v q.e. in Ω, then G(u) ≥ G(v); (2) G is lower semicontinuous on K with respect to the strong topology of L p (Ω); (3) G(w A ) = F (A) for every A ∈ A p (Ω), where w A = R p, A (1). We now show that the functional G satisfies properties (1), (2) and (3). The verification of the first two is relatively easy, as shown in the next lemma.
Lemma 5.4. The functional G satisfies (1) and (2).
Proof. Property (2) is an immediate consequence of the definition of G.
In order to show (1), first note that J is decreasing. Fix u, v ∈ K with u ≤ v q.e. in Ω. Then by the definition of G(u), there exists a sequence of {u h } ∈ K such that u h converge strongly in L p (Ω) and pointwise a.e. to u and Combining the definition of G with Lemma 5.7, we conclude that G satisfies (3), and hence it is the desired functional.
Proof of Theorem 5.1. First, we observe that if 0 < c ≤ |Ω| the following problem has a solution inf{G(w) : w ∈ K, |{w > 0}| ≤ c}.
Indeed, if w h is a minimizing sequence, from (5.3) it follows that w h is bounded in W 1, p 0 (Ω). Therefore, up to a not relabelled subsequence, we may assume that w h converges strongly in L p (Ω) and weakly in W Remark 5.8. All the statements in this section and in the previous one have been given in the context of p-quasi open sets, assuming that 1 < p ≤ n. However, all the arguments and tools used in the proofs, including the characterization of the second eigenvalue given by Theorem 3.4, do apply without changes also when p > n and A p (Ω) reduces to the family of open sets contained in Ω. Therefore both the lower semicontinuity results of Section 4 and Theorem 5.1 still hold in this case.
Appendix
First, for the reader's convenience, we provide some details on the behavior of quasi open sets, when restricted to lines parallel to axis. These are useful for the purpose of Lemma 2.9. Let Υ be the set of all compact rectifiable curves γ : [0, 1] → R n . Given any family of curves Γ ⊂ Υ, the p-modulus of the family Γ is defined as for every 1 ≤ p < ∞. The notion of p-modulus appeared first in [17] and later on was extended in the framework of general metric spaces in [23] . It is easy to see that M p is an outer measure on Υ.
