Discrete-event simulation programs invariably use random variates to model chance fluctuations.
where P (X < x) meana the probability y that, as a result of the experiment, X takes on a value less than or equal to x. The main properties are that: O < F(x) < 1; it is nondecreasing aa x increases; F( with F(x ) = 0, then this frees x uniquely given -1 P O < p < 1 so that (2.7) may be regarded as the analogue of (2.4). An elementary example is the Bernoulli random variable X=l with probability 0, X = O otherwise.
The above terminology population distributions. terminology exists for a observations. If the sample
and this is the analogue of (2.6). Thus X generated in this way has precisely the distribution we want. In the example of the exponential distribution this gives a closed formula
In fact (l-U) can be replaced by U itself as both have the same distribution, U(O,l).
The result works for the discrete case using (2.7) instead of (2.4).
The Suppose g(x) is the pdf of another distribution for which we already have a method of generating variates from, and that moreover we can find a scaling factor K so that e(x) = Kg(x) > f(x).
(4.5) Thus e(x) is an envelope whose graph lies completely above the graph of f(x). If we generate X so it has pdf g(x) and take Y = Ue(X) where U is U(O,l) and independent of X, then (X,Y) is a point under the graph of e(x) and in fact it turns out to be uniformly distributed under this graph.
Imagine a large number of points generated in this way.
They will be scattered uniformly under e(x).
If we now insert the graph of f(x) and discard points that lie above it then the remainder will be uniformly distributed under f(x). Thus the number of points with a given x value will be proportional to f(x).
In practice X's with the right distribution can be obtained one at a time: points (X,Y) are generated until one is found satisfying Y < f(X); then X is the next accepted variate value. A formal proof is given in Law and Kelton Appendix 8A.
The efficiency of acceptance rejection methods is dependent on the scaling factor K of (4.5) which gives the average number of pairs (X,Y) needed for each X accepted.
As an example consider the gamma distribution with There is a simple way of viewing the method geometrically.
Suppose we imagine ourselves to be at the origin of the xy plane and take one step in the x direction and one in the Y direction.
If and these will be independent N(O, 1) variables.
