Analytical ultracentrifugation is a powerful technique for analyzing particles in solution, and has proved valuable for a wide range of applications in chemistry, biochemistry and material sciences for many years.
Introduction
Analytical ultracentrifugation (AUC) is conducted by means of an optical system recording the radial concentration profile of a solution while in a spinning rotor. Many excellent introductions to AUC experimental methods are readily available. [1] [2] [3] This manuscript is concerned with the fundamental aspects of AUC instrumentation hardware. Details of AUC instrumentation concerning acquisition timing, light source and detector opto-electronics, and basic overviews of data quality performance have been published previously. [4] [5] [6] [7] Here we review the essential optical design principles involved in the beam path construction of absorbance optics for AUC. The architecture of existing absorbance detector optics is evaluated and provides the inspiration for the design of a new mirror based assembly, free of chromatic aberration.
Beckman-Coulter has for decades, and until recently, been the sole industrial provider of AUC instrumentation. Serving the academic and industrial scientific communities with the ProteomeLab, since the early 90s: the base centrifuge platform featuring the most widely used optical system in AUC (the XL-A absorbance detector). The XL-A is a radial scanning lens imaging absorbance detector, with limited possibility for three wavelength spectral scanning experiments. The optical hardware of the XL-A has remained essentially unchanged since its first introduction in 1991, and has never been completely characterized for optical performance. In the last ten years, new hardware has emerged from academia for broadband absorbance imaging, as part of the Open AUC initiative; [8] [9] [10] [11] [12] the multiwavelength (MWL) absorbance detector. The MWL detector has been continually developed by several academic groups since its introduction in 2008, and a spin off version has also been commercialized. 11, 12 The evolution of MWL detector designs, including the latest advancements, was reviewed recently, also showing the introduction of mirror imaging optics, developed as a result of the design efforts detailed within this manuscript. 5 We begin by describing the basic optical principles considered in the evaluation and design of optical systems in general, and detail the framework pertinent to AUC absorbance imaging. Next we outline the constraints and optical limits confronted when optimizing detector design.
The software OpticStudio available from Zemax is used to model and characterize the imaging performance of existing design architectures. To overcome the limitations imposed by the chromatic aberration of lens based imaging optics, a new mirror optics design is conceived. Here we describe the concept for the mirror imaging design and the complete † These authors contributed equally to this article. a optical parameterization and modeling evaluations from which the newest hardware was inspired. Some suggestions for further design improvements are provided in the conclusion.
Experimental methods

Aberration and imaging theory
Optical design modeling and evaluations have been conducted with adherence to the basic definitions and mathematical treatment of aberration and imaging theory. 13 Aberration theory is typically considered in terms of wave or ray aberrations. Within the former description, plane objects in the field of view are imagined as collections of infinitesimal point objects. Each point object is assumed to radiate a spherical wavefront. In the case of perfect image formation, the optical system converts the radiated wavefront into a spherical wavefront emitting from the exit pupil, converging to a perfect point on an image plane. Aberrations inherent to the optical system will result in deformation of the converging wavefront in image space. The optical path difference between the aberrated wavefront and a spherical reference sphere is called wave aberration. The wave aberration of a fixed object point is dependent on the object point's location and the pupil coordinates of the optical system. In the case of rotationally symmetric and centered imaging systems, wave aberration, W, can be expressed in terms of a polynomial power series expansion in polar pupil coordinates (r, φ) and object field height, y, eqn (1);
with radial pupil coordinate r and the azimuth angle φ, as typically defined in optical systems. 13 Each term in eqn (1) represents well known types of monochromatic aberration, except for the second order terms with the coefficients b 1 and b 2 . Terms, b 1 and b 2 are not regarded as aberrations because they describe the defocus and the magnification of the conjugated image point respectively. The terms with coefficients c i are the so-called monochromatic primary Seidel aberrations (c 1 , spherical aberration; c 2 , coma; c 3 , astigmatism; c 4 , field curvature; c 5 , distortion).
In the case of polychromatic imaging, chromatic aberrations are induced by the wavelength dependence of the refractive index. Thus, every term in eqn (1) will differ between various wavelengths. The wavelength dependency of the paraxial image position and image height are known as the primary chromatic aberrations, and are referred to as axial and lateral chromatic aberration respectively.
Another description of aberrations is given by means of rays that are perpendicular to the aberrated wavefront. The lateral displacement of a ray's intersection point with the image plane from the ideal reference intersection point is called transverse ray aberration. Wavefront and ray aberrations are related, and may be converted into each other. 14 
Common
tools in optical design software, such as OpticStudio from Zemax, for analyzing and identifying aberrations involve plotting the wavefront or transverse ray aberrations over the pupil coordinates of an optical system.
Even in the absence of aberrations, diffraction of light at an aperture affects image formation. The three-dimensional intensity distribution of a single point image is known commonly known as a point spread function (PSF). In the case of an aberration-free optical system with a homogenously illuminated circular aperture, the lateral PSF in the Fraunhofer approximation is represented by the Airy diffraction pattern, eqn (2);
where r′ is the lateral image coordinate, λ the wavelength, NA the numerical aperture, I 0 the peak intensity of the point image and J 1 (x) the first order Bessel function. In the case of incoherent illumination, the resolution limit due to diffraction through a circular aperture is often estimated by the Rayleigh criterion. This criterion predicates, that two point sources can be resolved when they are separated by a distance larger than the Airy radius, which is the first zero point of the Airy diffraction pattern, 13 eqn (3);
The circular area on the lateral image plane section centered around the maximum of the Airy intensity distribution with a diameter of d Airy = 2r Airy is called the Airy disk. 15 In the presence of aberrations, the shape of the PSF gets altered from the Airy pattern. Typical effects of aberration on the diffraction-limited PSF are, for example, a decrease of the maximum intensity and broadening and displacement of the intensity distribution. However, a point image that is minimally affected by aberration may be limited only by the Airy pattern characteristic of diffraction. Optical systems are considered as diffraction-limited by the Rayleigh criterion if the peak-to-valley value of the wave aberration is smaller than a quarter wavelength. 15 Optical design programs trace rays, according to the rules of geometrical optics, through an optical system and visualize their intersection points on the image plane in a so-called spot diagram. A spot diagram approximates the broadening of a point image as a geometrical spot of confusion. In this work, the geometric (GEO) radius of a spot diagram is defined as the distance between the chief ray's intersection point on the image plane and the ray farthest from this reference point. While the GEO radius gives information about the maximum point spread, the RMS spot radius gives a better impression on how the individual rays are spread on the image plane. To determine the RMS spot radius, the sum of the squares of the distance between each ray and the reference point (here chief ray) is calculated, averaged over all rays and, finally, the square root is taken. Additionally, the Airy disk of a chosen primary wavelength can be plotted on the same spot diagram, and if the RMS spot radius of the same wavelength is smaller than the Airy radius, the optical system's imaging performance can be estimated as diffraction-limited. 16 
AUC optical principles
For application in AUC, an optical system must foremost have the possibility of differentiating the solute from the solvent. An absorbance-based detector accomplishes this by discrimination of extinction coefficients. The goal for optimization in detector design is to record the highest possible radial resolution, while also maximizing the signal to noise ratio of the acquisition. Furthermore, a detector should be able operate across a large dynamic range, that is, it should be able to capture high concentration and low concentration signals within the same imaging field. 7 The light transmission will follow Beer-Lamberts law, according to solution concentration, extinction coefficient, and path length through the sample column. The imaging optics should therefore capture the 12 mm depth of field typical of AUC sample cells. The MWL devices aim to achieve these across a broad spectral region. A bandwidth typical of MWL AUC hardware, 230-700 nm, is considered within the following evaluations.
A concentration gradient formed during centrifugation is the fundamental feature measured in AUC. The concentration gradient will always, as a result of the optical properties differentiating the solute from the solvent, also exist as a refractive index gradient. Designing an optical system capable of imaging a refractive gradient is one of the basic challenges and imposes limits on the maximum resolution possible.
The hardware necessary for synchronizing the acquisitions with the spinning rotor and the subsequent selection of illumination and detector hardware has been described previously. 5 While the design of imaging optics is in many ways correlated with the effectiveness of source and detector hardware, i.e. the signal-to-noise ratio of the data, this manuscript focuses on the optimization of imaging quality as assessed by radial resolution.
One of the last publications detailing optical design principals in AUC dates back to 1974. 17 The basic features of AUC detector designs are described, including the challenge of refractive gradient imaging. Many of the principles discussed are still applicable to modern imaging systems, but the tools of computer aided optical design have never been applied. To utilize these tools, we first define a coordinate system relative to the geometry of the typical AUC sample channel, as illustrated in Fig. 1A . In Cartesian coordinates, Z is the optical axis, Y is the direction in which sedimentation occurs, and X is orthogonal to Y and Z. This coordinate system is different from those defined previously, 17, 18 but more in-line with the general convention of modern optical design. It is important to note the common practice in AUC of reference to the top and bottom of the cell, conferring orientation in the x direction, where the meniscus is near the top and the centrifugal field is directed top to bottom. Because the centrifuge rotor spins about a vertical axis, the centrifugal field is perpendicular to earth's gravity. One additional note; it is for conceptual simplicity the Cartesian coordinate system is considered here across the sample channel, whereas in evaluation of experimental AUC data a cylindrical coordinate system is necessary to correctly express the divergence operator in modeling sedimentation behavior. 19 A typical AUC cell confines a sample between two windows in a sector shaped channel that extends 12 mm in the y dimension and 12 mm in the z dimension. Solute absorption will take place across the entire 12 mm of the z path length, and therefore it is desirable that the imaging optics are able to attain a 12 mm depth of field. The depth of field is usually considered as the maximum interval range of axial displacement of an object point from the position of best focus that leaves the image quality the same. There are many approaches that specific criteria to define the depth of field, δz, mathematically, taking several assumptions into account. In the case of diffraction-limited systems, the depth of field is estimated by, eqn (4); 20
here, n is the refractive index in object space and NA Obj the object space numerical aperture. The NA Obj is defined by the illumination ray cone, as illustrated in Fig. 1B . The counter part of the depth of field in image space is called depth of focus, δz′.
Wiener skewing
A refractive gradient, characteristic of solutes redistributed within a sample cell during AUC experiments, alters the trajectory of rays passing through the solution column; see illustration in Fig. 1B . This phenomenon is related to the artifact dubbed Wiener Skewing appearing in AUC data with samples of high concentration and high refractive increment. 18 The bending of rays through steep sedimentation boundaries will result in a skewing of the recorded solute distributions. Mathematical descriptions of Wiener Skewing were explored in regards to the early AUC refractometric optical systems and it was determined that imaging a plane 2/3 through the solution column, minimized the effects. 18, 21 More recently, it was shown experimentally that at moderate concentrations, the effects have no appreciable impact on the results with the absorbance optics of the XL-A centrifuge. 22 However, at high concentrations, the refractive gradients may be so high that the rays are partly or even completely bent out of the aperture of the optics. The result may be recognized by the appearance of a so called 'black band' in absorbance data, 22 similar to a Schlieren optical peak, if the light is just partly deviated out of the aperture and the refractive index gradient is then recorded as apparent light absorption. 23 The 'black band' is of course a direct consequence of the NA of the optics. By imaging with a larger NA, the acceptance angle of emitted rays is likewise increased. In the case of diffraction-limited imaging performance, increasing the NA will in principle increase the resolving power of the lens, according to eqn (3). However, a larger NA also generally requires a shorter working distance, i.e. the distance from the lens to the object plane, and therefore is limited by the clearance of the optics and the centrifuge rotor. Furthermore, increasing the NA will decrease the diffractionlimited depth of field according to the inverse square, eqn (4) . Under consideration of Wiener skewing, the dependence of the resolution limit and the depth of field, a compromise is needed to specify the new optical system's numerical aperture. In order to limit the problem of black bands compared to the commercial XL-A system while keeping the depth of field as large as possible, we specify the numerical aperture with an acceptance angle, θ = 1.5°. This is equal to the maximum acceptance angle of the XL-A imaging optics. This correspondingly defines the NA = 0.0262 and allows calculation of the resolution limit and diffraction-limited depth of field by eqn (3) and (4).
Error budget analysis
In this subsection several optical effects and potential errors that affect the radial resolution in AUC absorbance detection are discussed. In view of the previously specified numerical aperture, an error budget is established to estimate how much inevitable resolution loss is given, without considering the losses due to potential optical aberrations. With this procedure, we want to quantify the radial resolution limit in AUC absorbance detection. To consider the spectral range used in MWL devices, the analysis is performed at wavelength of 230, 465 and 700 nm.
Diffraction and effective point spread function
Solute absorption will take place across the entire 12 mm of solution column, and therefore an imaging system is concerned with capturing not only the detail of the ideal image plane, but also of the defocused regions above and below. If the defocused distance exceeds the optical system's depth of field, the resolution of the object details from these regions is worsened. The situation is depicted in Fig. 2 by the example of the PSF occurring from an event in focus and from defocused object planes within the solute. Because the detector measures the intensity not only from the object plane in focus but also from the defocused regions, the intensity distribution of an effective PSF on the image plane should be considered.
Because it is not clearly determined at which position within the solute a photon gets absorbed, the effective radial resolution is determined by overlap of defocused PSFs. Computational methods, and the basic principles from Fourier optics, were used to determine the lateral intensity distribution of an effective PSF. The effective PSF, we define as the integral over all perfect point spread functions through a defocus of the object plane within an interval of −6 mm < Δz < 6 mm, eqn (5);
Here r′ is the lateral image coordinate, Δz distance between the defocused object plane and the object plane in focus, and I PSF the lateral intensity distribution of the corresponding point spread function. Because only a defocus error and no aberrations are considered, the I PSF (r′, Δz = 0) corresponds to the Airy diffraction pattern. The calculations were performed with a numerical aperture of NA Obj = 0.0262 and a paraxial magnification, of a magnitude, |M| = 1. For simplicity, sample specific refractive properties were not considered, i.e. n = 1 in object space.
The resulting effective point spread function for an example wavelength of 465 nm is illustrated in Fig. 2 , along with the corresponding lateral intensity distribution of the Airy diffraction pattern. The result shows the effective point spread function is not significantly broadened compared to the Airy pattern. The intensity contributions from the out of focus planes slightly increase the outer ring region. Thus, the diffraction resolution limit seems still to be well approximated by the Airy radius. Therefore, the effect of diffraction sets the limit in radial resolution of Δr Diff = r Airy for the shortest, longest and mid wavelengths as summarized in Table 1 .
The detection optics of the different AUC platforms perform imaging onto a finite slit (12.7 μm wide for the XL-A and 25 μm for the MWL). Because the slit acts as a field stop on the image plane, most intensity from strong defocused events is blocked. The depth of field is very small compared to the 12 mm optical path length of the sample cell, and therefore the recorded intensity signal comes from only a thin region around the object plane in focus. Intensity contributions from defocused object planes which significantly extend across the slit dimension are blocked and details within this region are not captured in the measurements. As an example, the lateral point spread functions for a defocus distance of δz and 2δz are additionally illustrated in Fig. 2 .
Additional error contributions
Additional features of AUC optical imaging that have not, to our knowledge, been fully explored include the effects of rotor precession and the limitation due to the arc of isoconcentration. For AUC rotors to be balanced, cells in opposing sides of the rotor are limited to a weight difference of no more than 0.5 grams. Nevertheless, misbalances of less than 0.5 grams across the rotating diameter, may in principle lead to precession of the rotor, i.e. a wobbling of the rotational axis about the center of mass. Because the periodic modes of precession will often be asynchronous with the rotor, it is presumed that any significant amount of precession would be apparent in the experimental data, particularly for sharp noise artifacts like a window scratch. Because this is not observed in practice, it is assumed that any effects of precession are very small; less than Δr Rotor = 1 μm.
The centrifugal field applied by the spinning rotor will act outward, radially from the center axis of rotation. The sedimentation process will subsequently follow the trajectory of the centrifugal field, producing differential arcs of isoconcentration. Because scanning absorbance detectors typically utilize a linear slit mask for 1-dimensional imaging, the concentration increment measurements will always have a slightly biased gradient due to the isoconcentration arc. It is estimated from the cell channel geometry that this error is limited to below Δr Arc = 2 μm from top to bottom.
The scanning mechanism can also have an error contribution. This may take the form of a systematic offset, as was realized by Ghirlando et al., or could appear as random 'jitter'. 24 Even though the origin is mechanical, the resulting data artifact will be indistinguishable from optical effects. With modern stepper motor devices, the scanning precision is below Δr Scan = 1 μm. 25 
Final error budget
According to the previous analysis, the final error budget is given by eqn (6);
The results for wavelengths 230, 465 and 700 nm are listed in Table 1 . This calculated loss in radial resolution sets an inevitable limit for the specified numerical aperture. The analysis shows, that diffraction contributes the most to the error budget. Any potential additional contribution, such as optical aberrations or manufacturing and alignment errors of the optical components will worsen the radial resolution of the imaging optics.
Results & discussion
XL-A optics
The XL-A absorbance optical system was first introduced in 1991, and the basic architecture of the original design is described in ref. 4 . The XL-A imaging optics consist of a so- called slit-lens assembly. Two plano convex lenses focus the mid-plane of a sample cell onto a slit (12.7 μm in the y dimension and 1 mm in x dimension) in a thin mask above a photomultiplier tube, see Fig. 3 . A. Note; 12.7 μm is the physical dimension of the slit, with M = −0.6 the optically effective size is 25 μm. This is analogous to an effective pixel size. This was confirmed by reticle calibrated microscopy (data not show).
The lens and slit are scanned by a servo motor across the face of the photomultiplier tube to record radial increments.
However, a complete description of the design parameters is not provided anywhere, and no information is given about the basic imaging properties.
Using the simple description available for the optics, 4 basic measurements that could be gathered with a machinists caliper and a few reasonable assumptions, it is possible to reverse engineer the remaining parameters that define the XL-A imaging optics. By disassembling some of the optical system, the total track length was measured from the object (midplane position of a sample cell), to the image plane (slit above the photomultiplier tube), as well as the thickness and distance between the two imaging lenses. The dimensions were entered into OpticStudio, along with the safe assumption that the lenses are made of fused silica, having refractive properties identical to quartz. Additionally, the XL-A does not use a circular aperture, but for simplification can be modeled by a circular dimension matching the 1 mm aperture diameter along the radial coordinates directly above the first lens. We also made the assumption that the curvatures of both lenses are the same.
In order to determine a reasonable value for the unknown radius of curvature, a default Merit Function was created in OpticStudio to perform an optimization on the minimum RMS spot radius of the on-axis field point. To consider the geometrical measurements, design constraints were enforced by using the Solves function in OpticStudio. 16 A local optimization was performed at a wavelength of 588 nm; a typical wavelength for tabulated lens data. The result is a lens radius equal to 9.735 mm and an effective focal length of 21.23 mm. Because manufactured lenses are typically produced with sensible focal length increments, for example 15, 20 or 25 mm, we assume the true effective focal length to be 20 mm. This implies a lens radius of 9.17 mm.
Spot diagrams in OpticStudio are used to evaluate the imaging performance of the reverse engineered XL-A optics. We choose for our initial investigations a wavelength of λ = 465 nm, which is the mid-wavelength within the spectrum used in multiwavelength detection. Because the lens-slit assembly is adjustable for focusing, we optimized the position of the lens unit within the track length to achieve a minimal RMS spot radius of the on-axis field point. In this configuration the system has a paraxial magnification of approximately M = −0.6. Because of this, we applied another object field point at an off-axis distance of 1 mm to ensure consideration of the maximum off-axis distance, which is reaching the 12.7 μm wide and 1 mm long slit mask above the photomultiplier tube.
In this configuration, the polychromatic imaging performance was evaluated by applying 230 and 700 nm as additional wavelengths. The spot diagrams in Fig. 4A, clearly show that the shortest and longest wavelength are extremely defocused. In comparison, the spots for 465 nm, for which the lens positions were optimized, are so small they are not visible in the same spot diagram. A comparison of the RMS spot radius and the Airy radius for the whole wavelength range is given by Fig. 4B . This graph shows clearly that diffraction-limited imaging performance is not possible for the whole wavelength range. Due to the strong wavelength dependency of the refractive index of quartz in the UV, the shortest wavelengths exhibit the largest amount of axial chromatic aberration. The effect of axial chromatic aberration can also be interpreted as the optical system focusing light from different distances in object space. To determine which planes in object space are in focus for which wavelength, the object plane positions were optimized in the OpticStudio model for the shortest and longest wavelength. The investigations show that the wavelength of 230 nm is focused on a plane 7.3 mm above the cell's midplane while the wavelength of 700 nm on a plane 1.6 mm below. The situation is illustrated in Fig. 3A .
While the XL-A optics are clearly shown to be inadequate for broadband imaging, the possibility for diffraction limited imaging over a narrow wavelength band is reassuring for users of the instrument that confine their measurements to limited spectral domains. For example, the large body of work with biopolymers that only absorb in the UV can be within reasonable error tolerances when focused on the proper plane. However, to our knowledge, the XL-A imaging optics are rarely adjusted for focus during routine servicing. Defocused imaging, as manifest in distorted sedimentation boundary shapes, is a likely contributor to the precision of the XL-A instruments, as noted in ref. 26 , but has not been explored in any publication relating to the instrument performance.
It is important to note, that if there is a small discrepancy in one of the assumptions leading to a change in one of the estimated parameters, it does not have a meaningful influence on the overall conclusions presented. The calculated optical parameters were additionally verified by experimental testing (results not shown) ‡.
Multiwavelength lens optics
The MWL detection optics were first introduced in 2006, 8 and have been described previously, 10,11 but never evaluated for optical parameters. The optics consists of a simple bi-convex quartz lens from Linos (Model: G0633118000), focusing onto the 25 μm entrance slit of a spectrometer. The focal length of Fig. 4 Spot diagrams modelled by OpticStudio, for an on-axis object field point and 1 mm off-axis object field point, for three wavelengths, for the XL-A optics (A.), and MWL optics (C.). RMS and GEO values are for the polychromatic bandwidth spanning 230 to 700 nm. Corresponding plots of RMS spot radius versus wavelength for the XL-A optics (B.), and MWL optics (D.). ‡ The new Optima AUC recently released from Beckman appears to use nearly identical imaging optics to those of the XL-A with upgrades only to the scanning mechanics. Therefore the results presented here may also apply to the newest commercial instrument, with the important caveat of the illumination effects discussed in the Conclusion. the lens, at the Linos catalog design wavelength of 248 nm is 40 mm, and an adjustable iris determines the clear aperture. In practice, the iris is opened until the detector records a reasonable intensity signal. Depending on the sample, the diameter of the iris is between 2 and 5 mm.
The position of the lens within the track was chosen similar to match the position used in practice and a primary wavelength of 465 nm was applied again. To make the setup comparable in refractive gradient limitations to the XL-A detection optics, we set the aperture diameter of the iris in the OpticStudio model to 4.5 mm which corresponds to the maximum acceptance angle of 1.5°of the XL-A detection optics. We apply again 230 and 700 nm as additional wavelengths for investigation. The paraxial magnification of this setup is approximately M = −1 and, therefore we choose again an additional off-axis object field point at a distance of 1 mm, to illustrate a distance beyond what is required.
The spot diagrams in Fig. 4C show that this system suffers from strong axial chromatic aberration. The defocus for the shortest and longest wavelength is greater than for the XL-A system. A plot of the RMS spot radius versus the wavelength shows, at a narrow bandwidth around 450 nm, the RMS spot radius is slightly smaller than the Airy radius, Fig. 4D . This indicates that the system is in focus only for this small range of wavelengths.
Because the RMS spot radius is, for most of the wavelengths, larger than the radial dimension of the spectrometer slit, the system has suboptimal performance in imaging the cell's mid-plane and is far from an ideal solution for broadband operations.
Similar to the evaluation of the XL-A optics, it was examined how focus shift in object space behaves. The object plane position was optimized for minimizing the RMS spot radius for 230 and 700 nm. The results, illustrated in Fig. 3 , show how significant the inherent chromatic aberration of this system is. In the case of the mid-wavelength alignment, where the optical system is focusing on the mid-plane, the best object plane for 700 nm is located 3.8 mm behind the mid plane and for 230 nm the optics focus on a region about 17.9 mm in front of the mid-planecompletely out of the cell.
The main problem of this system, as with the XL-A optics, is axial chromatic aberration. In fact, it's obvious that a single element lens is insufficient for broadband operations capturing the UV and visible spectrum.
It is important to note that due to the beam geometry provided by the illumination optics, the power density of the image formation by the optics will not be uniform. Instead, the light rays that are near to coincident with the optical axis will dominate the image field. The rays closest to paraxial will of course experience less refractive power through the lenses and subsequently less chromatic aberration. This likely explains how the MWL optics are able to perform better in practice, than anticipated by the models previously described. 5 
Mirror optics design
A common method to reduce chromatic aberration is the use of achromatic lens optics made of at least two materials with different dispersion properties. In this case the extra challenge in broadband AUC operations is the requirement of transmission in the deep UV. This requires achromatic lens systems for UV applications made of CaF 2 and fused silica. The modeling of the beam path with such achromatic stock optics showed, that the remaining chromatic focal shift across the desired spectral range is not sufficient for broadband AUC applications. In order to overcome the problem of chromatic aberration, a new optical system based on off-axis parabolic mirrors (OAPMs) was designed. A pair of OAPMs is able to perform diffraction-limited on-axis imaging, if the on-axis object field point is located at the focal point of one of the mirrors. Investigations with optical design modeling in Brückner et al. showed that the arrangement where the axes of the parent parabolas are coincident (see Fig. 5A ) produces the smallest amount of geometrical aberration but suffers from large distortion compared to other geometric arrangements. 27 Because distortion increases cubically with the field height (see eqn (1)), it is not problematic for scanning optics, because we cover only a very small field of view. However, such an arrangement cannot be realized because of spatial limitations within the vacuum chamber of the AUC.
The best mounting possibility on the scanning arm is offered by the arrangement where the parabolas are rotated 180°about their common axis with an additional flat mirror, as shown in Fig. 5B . An adjustable iris may be integrated in between the OAPMs to attain the desired acceptance angle of 1.5°. This offers the possibility to enlarge the aperture in experiments with samples of strong refractive index gradients to avoid the manifestation of black bands. One problem of this OAPM arrangement is that astigmatism of both OAPMs adds up and enlarges the geometrical spot of confusion. 27 However, the evaluation of the RMS spot radius will show that this effect is not an issue for the small field of view in AUC absorbance detection.
For the new mirror design, stock dimension 90°OAPMs were selected from the Thorlabs catalog with reflective focal lengths of 101.6 mm, to fit within the mechanical constraints of the scanning arm. For investigating the optical performance of the new design, the parameters of the two OAPMs and the plane mirror were implemented in OpticStudio and arranged in the same way as to be mechanically constructed on the detector arm. Additionally, the simulation model includes the quartz window of the measurement cell and the aperture is located in between the OAPMs. To achieve the maximum acceptance angle of 1.5°, the diameter of the aperture was scaled to 2.6 mm. The cross section of the simulation model as well as the coordinate system of the object plane is illustrated in Fig. 5B . The positive y-axis is oriented left, the z axis is aligned along the optical axis and the positive x axis is into the plane of the drawing.
As object field points we choose for evaluation (x, y) = (0 mm, 0 mm), (0 mm, 1 mm), (0 mm, −1 mm) and (1 mm, 0 mm) to respect the asymmetry of the OAPMs. A consideration of the off-axis distance in the negative x-direction is not needed because the curvature of the OAPMs in this direction is symmetrical. Because both OAPMs have the same reflective focal length, the paraxial magnification of the system is M = −1. The maximum off-axis distance of the modeled object field points is much greater than the dimensions of the spectrometer slit, to illustrate the aberration effects in the spot diagram. However, it is also prudent to consider a larger off-axis distance in the event of misalignments of the spectrometer.
The only refractive element in the simulation model is the quartz window of the cell. This induces a small chromatic focal shift of 133 μm. The position of the image plane, i.e. the location of the spectrometer slit, was optimized for λ = 300 nm; the wavelength corresponding to the middle of the chromatic focal shift range. Therefore, the spot diagrams are evaluated at λ = 300, 230 and 700 nm in Fig. 6A . The spot diagram of the on-axis field shows the small amount of axial chromatic aberration induced by the quartz window. In the case of the off-axis field points, additional contributions of astigmatism and lateral chromatic aberration are recognizable. Compared to the Airy disk of the primary wavelength of 300 nm, the geometrical spot of confusion of all three wavelengths is definitely smaller. Fig. 6B shows that the RMS radius for all wavelengths is below the corresponding Airy radius, meaning that the system performs polychromatic diffraction-limited imaging.
Conclusions
New AUC instruments are presently being developed commercially and in academia. With the arrival of improved instrumentation, data quality will become an increasingly important consideration, and come under scrutiny in debates over pushing the limits of measurement capabilities. Whether it is probing the dynamic range of the optics with highly concentrated solutions, pushing the limit of detection for trace quantities or attempting to estimate the fundamental parameters of an interacting system, detection performance will continue to be at the forefront of method advancement. The advanced analytical methods now commonplace in AUC data evaluation will operate in tandem with instrument performance to expand the possibilities of AUC in scientific investigations. Modern AUC data evaluation techniques routinely apply corrections for systematic noise sources. For example time invar- iant noise, radially invariant noise and time stamp corrections. However, optical aberrations add additional systematic data that has never before been completely characterized or corrected for. Analytical methods in programs such as UltraScan are continually being developed for MWL data and feature tools to at least partially correct for spectrally correlated noise. 28 A subsequent investigation should consider how optical aberrations could influence results. For instance, defocus will produce a broader intensity distribution of the point image and will appear to broaden the sedimentation boundary. The shape of the sedimentation boundary in turn has significant implications on the modeling of diffusion or polydispersity. While previous publications 26 have suggested the possibility of optical effects creating discrepancies appearing in evaluations, this is the first publication of its kind that seeks to quantitatively identify the possible origins of such optical effects. And, to also show which contributions are likely or unlikely to be significant. Chromatic aberration was shown to be the most significant contributor to resolution in the lens-based system. This was also highlighted recently in experimental demonstrations. 5 New lens-based designs, with spectral scanning architecture, may consider a re-focusing mechanism to circumvent the chromatic aberration limitations.
The preceding results introduce a framework for application of modern optical modeling techniques to AUC absorbance detectors. We show rigorous evaluation of the imaging capabilities for the existing commercial XL-A, and the open source MWL instrument. In both cases we demonstrate the optics are severely limited by chromatic aberration for broadband detection. To overcome these limitations a new mirror based optical system is proposed. This design was the inspiration for a broadband detector system recently implemented. 5 The experimental results in Pearson et al. showed that the broadband imaging performance was strongly dependent on the illumination optics. A prototype with mirror focused illumination and mirror imaging was shown to have the best results.
The reported dependency of illumination optics on the imaging performance is a likely explanation of how the AUC optics are able to perform better in practice, than anticipated by the models described herein. Because light rays nearest to coincident with the optical axis have minimal optical transformation, but possess the highest power density and dominate image formation. The illumination dependency also points to the obvious path forward for a future design strategy. Continuation of this work should consider the effects of illumination beam design by extending the model to include power throughput predictions. However, such an approach is mathematically more challenging, and beyond the scope of this manuscript. A model that includes beam shaping may also include the effects of sample gradient refraction, to avoid 'black band' formation and minimize Wiener skewing. Such a study should consider a light-sheet confocal design that under-fills the NA of the imaging optics. This approach could also be used to optimize for both imaging resolution and signal-to-noise ratio, which are often inversely correlated. 5 Furthermore, these principles may also apply to other free boundary solution instruments such as membrane-confined electrophoresis. 29 
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