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A multi-stage procedure to detect eye features is presented. Multiresolution and topographic classification are used to detect
the iris center. The eye corner is calculated combining valley detection and eyelid curve extraction. The algorithm is tested
in the BioID database and in a proprietary database containing more than 1200 images. The results show that the suggested
algorithm is robust and accurate. Regarding the iris center our method obtains the best average behavior for the BioID database
compared to other available algorithms. Additional contributions are that our algorithm functions in real time and does not
require complex post processing stages.
Categories and Subject Descriptors: H.5.2 [Information Interfaces and Presentation, e.g. HCI]: User Interfaces—Input de-
vices and strategies ; I.4.9 [Image Processing and Computer Vision]: Applications—Applications; I.5.4 [Pattern
Recognition]: Applications—Computer Vision
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1. INTRODUCTION
Research on eye detection and tracking has attracted much attention in the last decades. Since it is one
of the most stable and representative features of the subject, eye detection is used in a great variety of
applications, such as subject identification, human computer interaction [Morimoto and Mimica 2005]
and gesture recognition [Tian et al. 2000][Bailenson et al. 2008].
Gesture recognition based on analytic approaches relies in face features detection such as eyes and
eyebrows among others [Mitra and Acharya 2007]. In the survey provided by Mitra and Acharya [2007]
it is reported that face and gesture recognition have potential applications in areas such as criminal
identification, surveillance, video document retrieval, telecommunication, high-definition television
(HDTV), medicine and human computer interfaces. The work by Min et al. [2011] about recognition
of faces demonstrates that, in agreement with the psychophysical findings, eye regions play the most
important role in face recognition. Additional examples about the importance of eye detection are pro-
vided in [Bicego et al. 2006]. They use Scale Invariant Feature Transform (SIFT) features for face
identification. One of the methods takes into account the fact that most part of the face information is
located around the eyes and the mouth. Thus, the position of these landmarks is required for the anal-
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided
that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page
or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to
lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be
requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481,
or permissions@acm.org.
c© 2010 ACM 1544-3558/2010/05-ART1 $10.00
DOI 10.1145/0000000.0000000 http://doi.acm.org/10.1145/0000000.0000000
ACM Transactions on Applied Perception, Vol. 2, No. 3, Article 1, Publication date: May 2010.
© 2010 ACM. This is the author's version of the work. It is posted here by permission of ACM for your personal use. Not for 
redistribution. The definitive version was published in Arantxa Villanueva, Victoria Ponz, Laura Sesma-Sanchez, Mikel Ariz, 
Sonia Porta, and Rafael Cabeza. 2013. Hybrid method based on topography for robust detection of iris center and eye corners. 
ACM Trans. Multimedia Comput. Commun. Appl. 9, 4, Article 25 (August 2013), 20 pages. 
DOI: https://doi.org/10.1145/2501643.2501647
1:2 • A. Villanueva et al.
ysis. Taheri et al. [2011] reinforce in their paper the importance of facial gestures recognition based
on landmarks placed in the face area, including eyes. We address the reader to these references to
illustrate the importance of robust and accurate eye detection methods.
However, human computer interaction based on eye information is one of the most challenging re-
search topics in the recent years. According to the literature, the first attempts to track the human
gaze using cameras began in 1974 [Merchant et al. 1974]. Since then, and especially in the last decades,
much effort has been devoted to improving the performance of eye tracking systems. Although no brand
names will be provided, the currently available commercial systems are a reference for the feasibility
of this technology. However, the applications of such systems are limited, consisting mainly in gaze
movement analysis and human-computer interaction for severely disabled [Majaranta et al. 2011].
Human gaze can be considered an indicator of subject’s interest and attention; hence, eye tracking sys-
tems have diverse applications in numerous fields such as psychology and market research. The initial
motivation for the research in the eye tracking field was mainly to explore the behavior of human eye
and the connection with brain cognitive processes [Monty et al. 1976].
Regarding human-computer interaction, the availability of high performance eye tracking systems
has provided, in the past decades, advances in fields such as usability research [Ellis et al. 1998] [Poole
and Ball 2005] and interaction for severely disabled people [Bolt 1982] [Starker and Bolt 1990] [Verte-
gaal 1999]. Gaze tracking systems can be used to determine the fixation point of an individual on
a computer screen, which can in turn be used as a pointer for interaction with the computer. Thus,
severely disabled people who cannot communicate with their environment using alternative interac-
tion tools can perform several tasks by means of their gaze and a tracker. Performance limitations,
such as head movement constraints, limit the employment of the gaze trackers as interaction tools in
other areas. Moreover, the limited market for eye tracking systems and the specialised hardware they
employ, increase their prices. The eye tracking community has identified new application fields, such
as video games or the automotive industry, as potential markets for the technology. However, simpler
(i.e., lower cost) hardware is needed to reach these areas.
In the recent years, research into low-cost eye tracking systems based on web cams has been identi-
fied as a promising (and necessary) endeavour for scientists in the field. Web cam based eye tracking
creates new image processing obstacles that need to be overcome. Although web cams offer acceptable
resolutions for eye tracking purposes, the optics used provide a wider field of view in which the whole
face appears. By contrast, most of the existing high-performance eye tracking systems employ infrared
illumination. Infrared light-emitting diodes provide a higher image quality and produce bright pix-
els in the image from infrared light reflections on the cornea named as glints. Although some works
suggest the combination of light sources and web cams to track the eyes [Sigut and Sidha 2011], the
challenge of low-cost systems is to avoid the use of light sources to keep the systems as simple as pos-
sible; hence, the image quality decreases. In Figure 1, the images obtained by a high performance eye
tracker and a web cam are compared. High-performance eye tracking systems usually combine glints
and pupil information to compute the gaze position on the screen. Accurate pupil detection is not feasi-
ble in web cam images, and most works on this topic focus on iris center. In order to improve accuracy,
other elements such as eye corners or head position are necessary for gaze estimation applications,
apart from the estimation of both irises. In the work by Ince and Yang [2009], they consider that the
horizontal and vertical deviation of eye movements through eyeball size is directly proportional to the
deviation of cursor movements in a certain screen size and resolution. Fukuda et al. [2010] employ iris
information and eyeball geometry information in their gaze estimation method. Other approaches use
preprocessed eye regions to train a neural network as made by Sewell and Komogortsev [2010]. If user
movement tolerance is required, as well as iris position, head position is needed. Using eye corners is
a straightforward method to overcome this problem, and the corners are employed in several works
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to improve gaze estimation accuracy as it is shown in Valenti et al. [2009]. Zhu and Yang [2002] work
presents a webcam based eye tracking system. Although it uses infrared for image processing purposes,
the relevant aspect of their paper is that they use iris and corner information for gaze estimation.
Fig. 1. Images of similar resolution obtained by a high performance eye tracking system (left) in which the optics used and
two infrared light-emitting sources permit to obtain a focused image of the eye area. The image obtained by the web cam (right)
captures a wider area of the scene.
Different approaches for detecting iris centers have been presented in recent years. Relevant reviews
of the existing methods are discussed in Hansen and Ji [2010] and Timm and Barth [2011]. Different
criteria can be used to classify existing methods for iris center detection. According to Timm and Barth
[2011] these methods can be classified as (i) feature-based methods, (ii) model-based methods, and
(iii) hybrid methods. Wang et al. [2007] classify these methods into holistic and abstractive methods.
Several methods propose additional processing stages, such as Kalman filter or Mean Shift techniques
to improve accuracy.
Recently, significant results have been achieved using iris curvature. Valenti and Gevers [2008] base
their method on a characterisation of the eye using radially symmetrical patterns; thus, they use
isophotes (curves connecting points of equal brightness) to detect the iris curvature. Accordingly, they
propose a voting algorithm that is key to determine the iris center. Timm and Barth [2011] propose an
objective function based on gradients to determine the iris center. The objective function is maximised
for centers of circular regions. Curvature-based methods can fail when the eye edges are not completely
visible (extreme eye rotation, eyelid occlusion, etc.) or when eyebrows are prominent. In those cases,
other curved elements in the eye region, such as eyebrows or wrinkles, can represent the contour of
the most-voted center.
Among the non-curvature-based methods, algorithms based on topographical characteristics try to
label each pixel according to grey level changes in the pixel neighborhood [Ponz et al. 2011]. The pat-
terns of these topographic labels capture information about the original three-dimensional object in
the scene and about the illumination [Pong et al. 1985]. According to the nomenclature employed in
topography-related works, iris regions can be labeled “pits”. Wang and Yin [Wang et al. 2007] pro-
pose the construction of the topographic manifold of the image and based on Bhattacharyya kernel, a
support vector machine (SVM) is then applied to select the proper iris pair from the pit-labeled candi-
dates. A similar technique is employed in Ferdowsi and Ahmadyfard [Ferdowsi and Ahmadyfard 2008];
once the pixels are labeled using topographical criteria, regional-invariant moments of the topographic
image are employed to detect the eyes according to a Bayesian classifier.
Regarding eye corner estimation, we find works in which corners are detected as a result of facial
features detection methods. Recently, Dibeklioglu et al. [2011] and Belhumeur et al. [2011] have pre-
sented relevant works in the area; however, both of them require training sets to detect facial features.
In the same manner, works in which a specific detection of the eye corner is carried out have been
presented lately. In Zhu and Yang [2002], they present a method based on spatial filtering and cor-
ner shape masks to detect eye corners. Zhou et al. [2011] use Harris detector and texture analysis to
determine eye corners in the image. Haiying and Guoping [2009] apply weighted variance projection
function to determine a rough corner area and Harris corner detector to improve the accuracy. Harris
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detector is also employed in Xu et al. [2008] to detect candidate points followed by a postprocessing to
determine eye corners. The main problem of the methods based on general purpose corner detectors is
the fact that eye corners can largely vary between subjects. Corner detectors such as Harris and Susan
can fail since eye corners do not always present the required image characteristics.
In this paper, we present a novel feature-based method that uses topography and curve extraction
to detect iris center and outer eye corner position. Topography techniques are used for both, iris center
and outer eye corner detection. Multiresolution images are employed to provide robustness to the iris
center algorithm, while curve extraction supports outer eye corner estimation. To keep the algorithm
as simple as possible, learning or training stages are avoided. The proposed solution is simple, and
the results obtained are comparable to other methods that use complex postprocessing stages. The
proposed algorithm was tested on two databases. BioID represents a challenging database used as test
benchmark in many works [Dibeklioglu et al. 2011] [Belhumeur et al. 2011] [Timm and Barth 2011].
The dataset consists of 1521 gray level images with a resolution of 384x286 pixels. Each image shows
the frontal view of a face of one out of 23 different test persons. BioID also provides text files with labels
for eye features. The method is also tested on a proprietary database. It contains higher resolution
images, i.e. 800x600 pixels, of more than 100 subjects gazing at different points in the screen. Each
subject gazes at 12 points uniformly distributed in the screen. The database images have been labeled
by three observers in order to make the labels more independent from the observation. The final labels
are calculated as the average of the three observations.
In Section 2, the proposed algorithm for detecting the iris center is presented. Then, corner detec-
tion is described in Section 3. An evaluation of the methods is performed in Section 4. Finally, the
conclusions are presented in Section 5.
2. MULTIRESOLUTION-BASED IRIS DETECTION METHOD
A novel method for detecting the iris center is proposed that is based on topography and uses multires-
olution analysis. The idea of using topography for iris center detection has been previously employed
by Wang et al. [Wang et al. 2007], but their approach is computationally more expensive and exhibits
lower accuracy than ours, as it will be demonstrated later. We incorporate a multi-stage method that is
normally employed in feature-based methods. A face detector is used to detect the face area [Viola and
Jones 2004]. The Viola Jones detector is widely used and its performance has been demonstrated. Once
the face is detected, rough eye regions are determined (see Figure 2). Our method is then performed in
these regions. The iris center detection method is described in the following paragraphs.
Fig. 2. The detection scheme: the face is first detected, and then the eye regions are roughly estimated. The iris center detection
algorithm is applied to each eye image.
From image topography theory perspective, image pixels can be labeled according to their grey level
and the intensity of their neighbouring pixels [Wang et al. 2007]. Given the image f(x, y), the labeling
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process is performed using the Hessian matrix eigenvalues and the gradient vector behavior. Given a
pixel at position (x, y) the Hessian matrix is calculated as:
H(x, y) =
(
∂2f(x,y)
∂x2
∂2f(x,y)
∂x∂y
∂2f(x,y)
∂x∂y
∂2f(x,y)
∂y2
)
(1)
From the eigenvalue decomposition of H, λ1 and λ2 eigenvalues are obtained. Differentiation filters
based on Chebyshev polynomials are used to approximate topographic labels computation defined for
continuous functions to discrete signals [Meer and Weiss 1992].
Image topography allows the labeling of pixels as ridge and pits among others. Thus, the center of the
iris can be considered to be a valley since, ideally, intensity increases in all directions. In topography,
these points are called a “pit”. A pixel is classified as a “pit” if the following conditions are satisfied:
‖∇f(x, y)‖ = 0, λ1 > 0, λ2 > 0 (2)
As described in the image topography literature, the gradient is zero when it can be approximated
by zero, and the eigenvalues are greater than zero when their values are significantly large. Hence,
threshold values are used to determine whether a pixel can be described as a pit.
As a preprocessing step, a Gaussian low-pass filter is applied to the image before the topography
analysis is performed. Moreover, a morphological opening is used to remove possible glints inside the
iris that can affect the labeling procedure. Iris centers are not the only points that can be characterized
as valleys in the eye area. Eye corners and eyebrow parts are frequently classified as pits, as shown
in Figure 3. Wang et al. [2007] solve the indetermination of multiple candidates by applying a SVM
(Support Vector Machine) scheme that is trained as it will be later shown in Section 4. We suggest a
faster and more accurate detector that does not rely on time consuming learning procedures. To avoid
the training stage, we propose (i) removing the eyebrows in a prior stage that is based on the integral
projection method and (ii) performing a multiresolution analysis that is followed by the processing of
the valleys at different resolution levels to determine the correct iris center.
Fig. 3. Eyebrow pixels and eye corners are frequently detected as pits, as they present valley-shaped intensities.
2.1 Eyebrows removal
In the eye, apart from the iris, prominent eyebrow parts are normally detected as pits. A simple method
is proposed for rejecting eyebrow pixels as candidates. An integral trapezoidal projection is applied to
the eye region to detect the eyebrows, the horizontal integral projection. An eyebrow is detected if a
maximum is found between two minimums in the first 50% of the eye region rows. A point is defined
as a maximum if its value exceeds the mean value of the integral projection, while values below half
of the mean value are required for a point to be classified as a minimum (see Figure 4).
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max
IntegralProjection
Fig. 4. Once the eye region is selected, the integral projection is used to find the eyebrow. An eyebrow is identified when a
maximum is detected between two minimums in the integral projection.
Once the maximum is detected, the image is cropped by eliminating the rows ranging from the first
row to the position of the maximum of the integral projection. When the eyebrow is not dark enough,
that maximum is not found. In these cases, the eyebrow is not removed and a negative flag is assigned,
meaning that eyebrows are not dark enough to be classified as a pit in the topography analysis and
won’t cause the algorithm to fail.
2.2 Valley detection at different resolutions
The idea of multiresolution image analysis has been largely used in many applications [Dyer 1987]
[Bertolino and Montanvert 1996]. Processing the image at different scales adds a new dimension to
the problem. Images at lower resolutions represent the original image but at different sizes. At lower
resolutions the ability to represent details is reduced. The multiresolution theory was introduced by
Lindeberg [1994] where it was used for detail removal. Multiresolution versions of the image simplify
the contents and allow to search for objects with known model but unknown size. In the case under
study, both iris and eye corners behave as valleys, i.e. same model, but with different sizes. Regardless
of the resolution level used, the same filters, i.e. kernels, are applied to detect pits. The procedure is as
follows:
—A gaussian low pass filter is applied to reduce noise. The size of the filter is varied according to the
dimensions of the detected face; this compensates for size differences due to the placement of the
subject at different distances from the camera. However, once the filter is designed, the same filter
is applied for every scale of the image. For a user at a standard distance, i.e. 60 cm, a 15x15 kernel
is used with sigma = sizekernel/6.
—Differentiation filters, mentioned in the beginning of this section with 9x9 size, are applied to cal-
culate Hessian matrix in every resolution. It is straightforward to deduce that valleys of different
sizes will behave differently at different resolutions. As the resolution decreases, the lack of detail
will distort valley shaped areas.
In order to find out which resolutions are most appropriate, relative sizes of iris and eye corner
valleys have been analyzed in different databases. Although there is not a fixed proportion, we can
assume a 2:1 relation between iris and eye corner sizes. Hence, reducing image resolution by half
would remove eye corners, and comparing both resolutions would be enough to differentiate between
both features. However, this value can slightly change between subjects; furthermore, this relationship
can vary for the same user when gazing at different points on the screen. Thus, both features can
disappear at the lower resolution. In order to provide more robustness to the method, an intermediate
resolution at 0.75 is introduced.
Therefore, topography-based pits detection is performed at maximum resolution, 0.75 of the max-
imum resolution and 0.5 of the maximum resolution. For each resolution, different pit regions are
obtained according to the procedure previously described. The coordinates of the candidates obtained
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at lower resolutions are re-mapped to the maximum resolution. When the pixels of the pit region are
re-mapped, the connectivity of those regions is lost. To recover that connectivity, a dilation is performed
to fill the gaps that are created between the pixels of the pit region.
As expected, the number of valleys decreases as the image resolution is reduced. As mentioned be-
fore, the underlying assumption is that the iris center is the most stable valley at different resolutions,
while other possible valleys, such as eye corners, vary with different resolutions. An example is shown
in Figure 4. The original eye image is shown together with the valleys that are calculated at different
resolutions. The pixels that are detected as pits in the three resolutions are considered to be the center
of the iris. In practice, however, there is not always complete overlapping of the valley pixels, when the
three resolutions are compared; hence, additional processing is performed for these images.
Fig. 5. Images of the right eye in which the pits obtained at different resolution levels are mapped. Left, maximum resolution,
center 0.75 and right 0.5 resolution.
The centroids of the valley regions at the maximum resolution are taken as the referenceCi0, i = 1..n0,
where n0 is the number of centroids. The distances of these centroids and the centroids of the valleys
at lower resolutions are computed, i.e. {Cj1, j : 1..n1} and {Ck2, k : 1..n2}, where n1 and n2 denote the
number of centroids at the 0.75 and 0.5 resolutions respectively. For each one of the centroids, Ci0 the
minimum distance to {Cj1, j : 1..n1} is calculated D01i, i = 1..n0 where,
D01i = argj min{norm(Ci0 − Cj1)} (3)
In the same manner, {D02i, i = 1..n0} is calculated as the subset of the minimum distances between
the centroids at the maximum resolution and the centroids at 0.5 of that resolution:
D02i = argkmin{norm(Ci0 − Ck2)} (4)
The center for which the average distance to a center at any of the other two resolutions is minimal
is selected as iris center. In this manner, the algorithm selects the most stable center across resolutions
but which can slightly move between resolutions. The point detected as the iris center is the centroid
at the maximum resolution for which the average distance to the lower resolutions is minimum:
Ciris = argimin{
D01i +D02i
2
} (5)
3. OUTER EYE CORNER DETECTION
After the center of the iris has been detected, outer eye corner detection is launched. A rectangular
mask is applied to find the outer eye corner area. Depending on the eye, i.e. left or right, the mask
will be placed to the left or right of the iris center. The size of the mask is proportional to the distance
between the two iris centers di, i.e. [width = 0.4di, height = 0.2di] (see Figure 6a and 6c). The horizontal
coordinate of the mask is the iris center while, vertically, the mask is located 0.07di higher than the
iris center. As mentioned before, from image topography perspective, eye corners are also considered
as valleys. A straightforward approach would be to calculate the valleys located in the outer area of the
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iris center. Although as first approach this could be valid and acceptable for some of the subjects, outer
corners valleys are not as stable as the iris center valley. Depending on the subject, lower thresholds
are needed to label a pixel as a pit, which produces additional valleys close to the outer eye corner.
These additional valleys are located mainly in the eyelids and parts of the iris present in the selected
processing window. Hence, the method used to detect the iris center is not feasible to detect the outer
corner of the eye. Eye corner characterization, i.e modeling is not straightforward due to its elastic
properties [Moriyama et al. 2006]. In this work, we suggest to detect the upper eyelid to strengthen the
outer eye corner detection. To this end, an eyelid detector is implemented based on an edge detection
and a curve extractor algorithm.
3.1 Eyelid detection
Canny edge detector is applied to the mask selected. Eyelids horizontal edge component is stronger
than the vertical component. Consequently, Canny edge detector is modified and only the horizontal
component is taken into account. The obtained edges are connected components of pixels located in
the boundary between two regions in the image but not necessarily complete curves. Hence, a post
processing is needed to link edge pieces into complete curves of the image.
End points for every edge calculated by the Canny detector are analyzed. For each end point, gaps
are filled if this end point is nearly connected (within 1 pixel distance) to another end point or edge
segment. Once this procedure is finished, the curves in the eye region are obtained (see Figure 6d).
Except for some cases in which glasses present many and strong reflections that occlude eye area,
the eyelid extraction method has demonstrated to be feasible and robust. In order to select the eyelid
among the existing connected components, the longest curve in the upper part of the iris center with
initial point closer to the nose is selected.
a) b)
c) d) e) f)
Fig. 6. a) Once the iris center is determined, a processing window is selected to estimate the eye corner. The size of the window
is proportional to the distance between the two iris centers. b) The processing window and the estimated corner are shown. c)
The processing window containing the eye corner. d) Eyelids curves. The bigger cross represents the estimated corner as the end
point of the curve representing the eyelid while the smaller one represents the iris center. e) Valleys detected in the processing
window after the topography analysis is done (shown with asterisks). The cross represents the point calculated as a consequence
of eyelid curve detection. f) The pit closer to the end point of the eyelid is selected as outer eye corner.
ACM Transactions on Applied Perception, Vol. 2, No. 3, Article 1, Publication date: May 2010.
Hybrid method based on topography for robust detection of iris center and eye corners • 1:9
Once the eyelid contour candidate is selected, the end point of the curve is determined as eye corner
candidate, i.e. the end point is considered to be the farthest point with respect to the nose (see Figure
6d).
3.2 Eye corner accurate detection
One of the advantages of the eyelid detection method proposed is its robustness. However, the lack
of accuracy can be considered as its main drawback. Eyelashes and eye wrinkles among others can
slightly misplace the point detected. In other words, the method is robust since it can be assured that
the corner candidate is located close to the eye corner but it cannot confirm that the obtained point is
accurate enough.
As mentioned before, the eye corner can be classified as a pit under the topography rules. In contrast
to eyelid detection, the eye corner pit detection is highly accurate only if the correct thresholds are
selected, hence its robustness is low. If the thresholds selected are low enough the eye corner is detected
together with other points in the eye area as shown in Figure 6e. The method proposed is to combine
curve detection and topography in a robust and accurate eye corner detection algorithm.
The pit detection thresholds are therefore decreased until a sufficient number of pits are detected
(> 6). Once the pits are detected, the closest point to the corner candidate (extracted from the eyelid
detection stage) is labeled as eye corner (see Figure 6f and Figure 6b).
4. EVALUATION
One of the most challenging collection of faces used to evaluate many iris detection algorithms is
the BioID [Research 2001] database. The images are labeled, thus, together with the images, binary
files containing iris centers and eye corners positions are provided. As mentioned before, the dataset
consists of 1521 gray level images with a resolution of 384x286 pixels. BioID is the reference framework
with which most of the methods in this field are compared.
GI4E (Gaze Interaction for Everybody) database has been created at the Public University of Navarra
and is publicly available. Contacting the authors is required to access the database. The goal of this
database is to simulate users interacting with a computer using their eyes, since this is oriented to
be used by researchers in the field of gaze tracking. As mentioned in the introduction, it contains
higher resolution images, i.e. 800x600 pixels, of more than 100 subjects gazing at different points in
the screen, resulting in more than 1200 images. Labels of relevant points are also provided. Although
the BioID database is a challenging database and a valid benchmark, we also think that GI4E images
are closer to the ones that can be acquired by a webcam today.
4.1 Iris center
The error is calculated as the Euclidean distance between real (labeled) and calculated iris centers.
Error calculus is performed separately for each one of the eyes and normalised with respect to the
distance between the two iris centers. Among the possible methods to quantify the accuracy of the
iris detection methods, the usual approach is to plot the percentage of the database images below a
particular error value vs. that error value. According to the values that have been reported [Timm
and Barth 2011], an error value <0.25 means that the estimated center is incorrectly located in the
sclera, an error <0.10 represents an estimated center located within the area of the iris, and error
values below 0.05 are within the diameter of the pupil. The accuracy obtained by the method is critical
depending on the application. Detecting the iris area, i.e. error'0.20, can be enough for face recognition
or expression detection algorithms, but is clearly not acceptable for a gaze tracking system in which
an error of 0.20 (3 pixels of error in the iris detection in standard working conditions for GI4E dataset)
means 5 degrees of error in the visual angle. Accuracies of 1 degree are considered acceptable for high
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performance eye trackers, while accuracies of 2-3 degrees have been reported for low cost eye trackers
in the literature [Ince and Kim 2011].
The error is calculated for both eyes in each of the images, i.e., eleft and eright, and different accuracy
curves are calculated for the maximum error, i.e., emax = max(eleft, eright), the mean error, i.e., eavg =
(eleft + eright)/2 and the minimum error, i.e., emin = min(eleft, eright).
As mentioned before, the preprocessing of the images consists of a Gaussian low-pass filtering. This
filter was resized according to image size, and the area of the mask is approximated by one tenth of
the image area. A morphological opening using a size 3 square structuring element is applied. In the
case of the BioID database, we obtained slightly better results by adding image equalisation in the
preprocessing stage. Images, for which the face detector failed or for which the eye regions were not
correctly calculated, were cropped manually to avoid any influence of the eye region detection stage
on the proposed algorithm. To analyse the 100% of the images in both databases, this cropping was
applied to an 11% and 10% of the images of BioID and GI4E databases, respectively.
The Hessian matrix is calculated using filters defined in [Meer and Weiss 1992] of size 9x9. More-
over, the thresholds used as the zero reference are calculated for each image as 0.5(max(‖∇f‖) +
min(‖∇f‖))/2 for the gradient and as 30% of the maximum values of λ1 and λ2 for each one of the
eigenvalues. Based on our tests, the size of the filter and the thresholds selected do not produce signif-
icant changes in our results.
The same parameter values have been tested using images at higher resolutions from the GI4E
database and for BioID database providing that the Gaussian filter size is modified according to the
image size.
The following images show some of the results obtained for the BioID and GI4E databases. Correct
detections for selected images are shown in Figures 7 and 8. The algorithm produces errors mostly in
images that contain subjects with semi closed eyes or that wear glasses, as shown in Figures 9 and 10.
Glasses often produce reflections from light sources and, when these reflections occlude the iris, the
algorithm is not able to classify it as a pit. Similarly, for subjects that show semi closed eyes, grey levels
around the iris center do not behave as a valley, i.e. pit, thus leading to a wrong detection. In Figure
11 the accuracy obtained by our algorithm in terms of emax, emin and eavg for the BioID database is
shown.
The work by Timm and Barth [2011] presents an exhaustive review of most relevant iris center
detection methods applied on the BioID database. Table I is based on the one reported by the authors;
it shows the ranking of the alternative algorithms, including ours, for different error values for the
BioID dataset. According to this table, our algorithm performs better on average. If we consider emax ≤
0.05 as the accuracy standard, however, is the third best method. [Valenti and Gevers 2008] report
slightly (2%) better results at 0.05, however it relies on time consuming algorithms such as mean-shift
clustering, SIFT features and a classifier as a postprocessing step. Furthermore, from our tests the
procedure proposed by [Valenti and Gevers 2008] has demonstrated to be sensitive to the configuration
of the algorithm and the parameters the method is based on. We would like to point out that the results
obtained for our algorithm were calculated using all of the images in the BioID, (i.e., none of the images
were eliminated).
A more exhaustive comparison has been performed between our method and two other iris detection
algorithms. Since our algorithm does not rely on a postprocessing stage, the gradients based algorithm
proposed by [Timm and Barth 2011] is considered to be an appropriate framework for comparison. In
addition, both methods (i.e. our method and [Timm and Barth 2011]) are rather insensitive to changes
in the design parameters of the algorithms. The method proposed by [Wang et al. 2007] has been also
implemented and tested. Since [Wang et al. 2007] and our method share the same seminal idea and
are both based on topography analysis, we consider it appropriate to be included in the comparison.
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Fig. 7. Correct detections, for BioID (upper part) and GI4E (lower part) databases with the iris centers marked with white
crosses.
Fig. 8. Enlarged eye areas of the images shown in Figure 7.
Timm and Barth [2011] propose an objective function based on image gradients. Basically, they select
as iris center the point where most gradient vectors intersect. As is has been previously mentioned, our
method and Timm and Barth [2011] perform a multi stage procedure, i.e. the algorithms are applied in
a previously selected eye area based on a face detection stage. In order to carry out a fair comparison
both methods have been applied to the same eye regions.
Wang et al. [2007] use image topography to label each pixel. Those pixels labeled as pits are consid-
ered to be candidates for iris center. In order to select the correct iris centers, a SVM is trained using
image patches containing topography labels with positive and negative examples. These patches are
calculated considering pairs of pits. The size and shape of the patches is a function of the line connect-
ing both pits and the distance between them. Based on Bhattacharyya kernel, a SVM is applied.
Figure 12 compares the accuracies of the gradient-based algorithm [Timm and Barth 2011], the
SVM algorithm Wang et al. [2007] and our method for the worse eye case in the BioID dataset. The
graphs shown are the best results achieved with each one of the algorithms. The algorithm by Timm
and Barth [2011] and our method are not affected by the parameters of the algorithm, whereas the
algorithm by Wang et al. [2007] shows slight variations in the results when the training set is varied.
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Fig. 9. False detections, for BioID (upper part) and GI4E (lower part), with the iris centers marked with white crosses.
Fig. 10. Enlarged eye areas of the images shown in Figure 9.
Table I. Algorithm ranking according to the minimum error value.
METHOD emax ≤ 0.05 emax ≤ 0.1 emax ≤ 0.15 emax ≤ 0.20 emax ≤ 0.25 avg. rank
[Asadifard and Shanbezadeh 2010] 10 8 9 8 11 9.2
[Kroon et al. 2008] 6 7 - - 3 5.3
[Valenti and Gevers 2008] 4 10 11 7 9 8.2
[Valenti and Gevers 2008] 1 5 7 4 4 4.2
[Tu¨rkan et al. 2007] 14 15 6 2 2 7.8
[Campadelli and Lanzarotti 2006] 7 9 10 9 10 9.0
[Niu et al. 2006] 5 4 3 5 8 5.0
[Chen et al. 2006] - 6 - - 12 9.0
[Asteriadis et al. 2006] 11 11 8 6 6 8.4
[Hamouz et al. 2005] 8 13 13 10 15 11.8
[Zhou and Geng 2004] - - - - 13 13.0
[Cristinacce et al. 2004] 9 1 2 4 7 4.6
[Behnke 2002] 13 7 5 3 5 6.6
[Jesorsky et al. 2001] 12 12 12 11 14 12.2
[Timm and Barth 2011] 2 3 4 5 5 3.8
our method [Ponz et al. 2011] 3 2 1 1 1 1.6
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In order to reject the effect of the training stage, the results shown in the graph for Wang et al. [2007]
are those results that would be obtained if a perfect classification was possible, i.e. the pit selected as
iris center is the closest to the real one. According to the graph, the method proposed by Timm and
Barth performs slightly better at the critical point for emax ≤ 0.05 (0.05% better). However, our method
has better average behavior. The algorithm by Wang et al. [2007] presents a much lower performance
for errors <0.15, having a similar behavior for higher error values (always below our method). Remem-
ber that the results shown for Wang et al. [2007] are the ones assuming an accuracy of 100% in the
classification, hence, worse results would be expected when SVM is introduced.
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Fig. 11. The accuracy of the proposed method for the worse eye (emin), best eye (emax), and average eye (eavg)
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Fig. 12. A comparison of our method with those of Timm and Barth and Wang et al. for the worse eye case (BioID).
For the GI4E database, we compare worse eye performance of our method, Wang et al. [2007] and
Timm and Barth [2011] method. The graph shown in Figure 13 represents the results. Compared to
BioID database, all methods present higher performances. This is due to the fact that GI4E database
presents images with a better quality in terms of resolution. At the critical point of 0.05, our method
presents an accuracy of 93.92%, while the method by Timm and Barth [2011] obtains a slightly lower
performance of 92.36%. The accuracy obtained by the method by Wang et al. [2007] is not comparable
to the other two, being below 60%.
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Fig. 13. A comparison of our method with those of Timm and Barth and Wang et al. for the worse eye case (GI4E).
In most of the cases, the method proposed by Wang et al. [2007] is able to determine the region
of the image in which the iris center is contained, but with lower accuracy compared to our method.
Furthermore, when the iris center is not detected as a pit in the image, the classifier does not consider
it as a candidate. In Figure 14 the dot shows the point detected as a pit by the method proposed by
Wang et al. [2007]. The iris candidate is wrongly detected in the eye corner. Hence, the classifier is
not able to compensate for the error. The multi resolution approach used by our method permits to
detect the pit corresponding to the iris center in lower resolutions, thus finding the correct center of
the iris (the point is shown with a cross in Figure 14). In the original paper by Wang et al. [2007]
results for two databases are provided: the Japanese female facial expression (JAFFE) database [Shih
et al. 2008] and the facial recognition technology (FERET) database [Phillips 1998]. Since none of
these databases were designed for gaze tracking purposes we have labeled them in order to mark
iris centers more accurately. In the case of the FERET database the normalized error of the original
marks with respect to our more accurate labels was 0.029 (the new labels are publicly available). If a
perfect classifier is assumed, at the critical point of 0.05 the results obtained by the method proposed
by Wang et al. [2007] are 92.5% and 94.5% for JAFFE and FERET databases, respectively, whereas
our method obtains 91.55% and 96.94% for the same data sets. As mentioned before, the method by
Wang et al. [2007] presents an acceptable accuracy for high quality images in which subjects gaze at
the front, however, its performance decreases significantly when lower quality databases such as BioID
are tested or when images with different gaze directions, e.g. GI4E database images, are employed as
it has been shown in Figures 12 and 13.
Fig. 14. Since the iris center is not detected as a pit in the highest resolution, the method by Wang et al. does not consider it as
input for the classifier (dot). However, our approach is able to calculate a better estimation of the iris center (cross).
Computational load has also been compared between Timm and Barth [2011] and our method. The
method by Wang et al. [2007] has not been included in the comparison since it requires a previous train-
ing stage that makes it much more computationally expensive. The proposed algorithm has demon-
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strated to work in real time and is about 16 times faster than the algorithm proposed by Timm and
Barth [2011] in a standard situation. Figure 15(left) shows a plot of the processing time as a function of
the number of pixels in the eye area for both algorithms for images of 800x600 resolution. As the figure
shows Timm and Barth [2011], processing time increases more rapidly. Furthermore, the processing
time of our algorithm increases more linearly as the size of the image increases (subject closer to the
camera) while processing time of Timm and Barth [2011] rises up to approximately 20 sec per image
for situations in which the user is placed close to the camera (∼ 25 cm). In this configuration, our algo-
rithm remains under 0.7 seconds per image. This algorithm, i.e. [Timm and Barth 2011], is based on a
voting procedure in which all the pixels of the eye region are voted by the pixels for which the gradient
exceeds a threshold. As the size of the eye region increases the number of operations increases by a
factor of almost n2 where n is the number of pixels of the eye area while in our method this factor is n
as it is shown in Figure 15(right).
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Fig. 15. Execution times comparison of our method with that of Timm and Barth as function of eye region size.
4.2 Corner detection
The proposed corner detection algorithm is applied to the two databases, i.e. BioID and GI4E. Com-
pared to iris center detection, the evaluation of corner detection methods is more difficult since not
many results have been published. Reasons for that could be, firstly, that the corner detection is not
as relevant as iris center detection and, secondly, that the marks for the outer eye corner can vary be-
tween different databases due to the fact that there is not a unique definition for the outer eye corner.
From the marks provided for the BioID database we deduce that the end of the sclera (white part of
the eyeball) is labeled as the corner while in GI4E database it is the intersection between the upper
and lower eyelids what is labeled as the eye corner. The distance between these two eye features can
be negligible for some subject while it can be significant for many others.
Regardless of this issue, our algorithm was applied to both databases and the performance was
measured. The average error between the eyes is normalized with the distance between the centers of
the irises.
We measure the performance for the BioID database at the error value of 0.05. In order to sim-
plify the analysis, eavg is considered as measure of performance. Once the algorithm is applied to the
database images, a clear offset in the horizontal coordinate of the corner is detected. As mentioned be-
fore, this is due to the fact that the BioID labeling selects the end of the sclera as the corner of the eye,
while the proposed algorithm estimates the corner as the end point of the eyelid curve, which is slightly
displaced from the sclera. In order to make a fair analysis of the data, this offset is partially compen-
sated. An accurate correction of the offset is not possible since it depends on the user, thus an average
correction is performed for the horizontal coordinate. Once this offset is corrected, the performance is
approximately 65% (34% before correction), as shown in Figure 16. If the most difficult images of this
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type, i.e. users with strong reflections in the glasses, are left out, the performance increases to 68%.
The amount of images removed from the analysis represents 7% of the total.
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Fig. 16. Performance curve for outer eye corner detection algorithm as the mean result for the BioID database.
Fig. 17. Corners according to the labeling procedure for the BioID database and as result of our algorithm. The dot represents
the point calculated by the corner detection algorithm, while the asterisk is the point according to the labels provided. Depending
on the applications both points could be considered acceptable. If both of them are considered as correct the error threshold could
be increased to 0.065%.
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Fig. 18. Performance curve for corner detection algorithm as the mean result for the GI4E database.
It can be discussed if the value of 0.05 is a valid threshold to measure the performance of the corner
detection, as it was for the iris. Since the definition of the corner is more vague compared to the iris,
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Fig. 19. Cropped images of correct detections for samples of the BioID and GI4E databases.
Fig. 20. Cropped images of non correct results for samples of the BioID and GI4E databases.
different thresholds can be valid depending on the application. For the image of the BioID shown in
Figure 17, the corners according to the labeling process and as result of our algorithm are sketched.
For the specific image shown, both points could be acceptable. The error for this image is 0.065. The
performance of the system at 0.065 is about 76%.
For the GI4E database the performance is shown in Figure 18. If 0.05 is selected as performance
threshold, the performance reaches 84%. The increment in the performance with respect to the BioID
was expected due to the higher quality of the images. The problems encountered are similar to the ones
found for the BioID, such as users with strong reflections in the glasses. If the most difficult subjects
are eliminated (about 6.5% of the images) the performance rises to 91%.
Figures 19 and 20 show correct and non correct estimations respectively for images of the BioID and
GI4E databases. In Figure 20, errors for users wearing glasses with strong reflections in the eyelid
area can be observed. However, the algorithm can overcome this problem in similar complex images as
shown in Figure 19.
The work by Haiying and Guoping [2009] is selected for comparison since it is the one that resembles
more closely our evaluation method. Their method to obtain the outer and inner corners results in an
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average performance of 94% for the BioID database; however, they only employ 500 images from the
database that are not clearly identified. The comparison is not completely valid since our method is
applied over a higher number of images (close to 1500). As comparison, if the 500 images from the
BioID with the best result are selected according to our method, the performance obtained is 100% at
0.05 (in fact the 100% is achieved at 0.03).
5. CONCLUSIONS
Iris center and eye corner detection is essential in several applications such as gesture recognition and
low cost eye tracking among others. In this paper a novel iris center detection algorithm is proposed. We
also suggest a robust and accurate method to detect outer corner of the eye. The method to detect the
iris center is based on pit detection, according to image topography, at different resolution levels and
works in real time. The most stable valley in the three resolutions is considered to be the iris center. A
similar approach is employed to detect the outer corner of the eye. Since the eye corner is a less stable
valley, the eyelid curve is used to strengthen its estimation. Two databases have been used to test our
algorithms, i.e. BioID and GI4E. Regarding the iris center, for the BioID, our algorithm’s performance
is comparable to that of other existing algorithms, and it has the best average performance. BioID is the
reference framework with which most of the methods in this field are compared. The sensitivity of our
algorithm to uncorrect eye regions disappears and its performance improves significantly when higher-
quality images are used, such as the ones provided by standard web cams, contained in the GI4E
database. In this case, our method presents slightly better results than Timm and Barth [2011], which
is one of the best algorithms for iris detection. On the other hand, our method clearly outperforms
the work based on topography proposed by Wang et al. [2007] for iris center detection when more
challenging images are tested. Regarding the evaluation of eye corner detection, both databases have
been used. The performance for the BioID database is 76%, while it rises to 84% for GI4E dataset.
The algorithm proposed in this paper presents the best mean performance, being the most robust
in the field. Furthermore, it is faster than the closest algorithm. Our algorithm is simple since it
does not use any training or learning stages. It is completely general since no parameters have to
be adjusted between users and databases. Compared to other works which limit the experiments to
BioID database, we have demonstrated the performance of the method in two different databases with
significant differences regarding image quality. GI4E is publicly available by contacting the authors.
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