The paper introduces the basic concepts and principles behind quantum computing and examines in detail Shor's quantum algorithm for factoring very large numbers. Some basic methodological principles and guidelines for constructing quantum algorithms are stated. The aim is not to provide a formal exposition of quantum computing but to identify its novelty and potential use in tackling NP-hard problems.
Introduction
It has been estimated that every two years for the past 50 years computers have become twice as fast while their components have become twice as small [Lloyd, 1995] . If progress continues at this rate future computer circuits will be based on nanotechnology 1 and the behaviour of such circuits will have to be given in quantum mechanical terms rather than in terms of classical physics, since on the atomic scale matter obeys the laws of quantum mechanics. Richard Feynman [Feynman, 1982 , Feynman, 1986 showed how a quantum system could be used to perform computations and could act as a simulator for probabilistically weighted quantum processes, where such simulations are impossible to achieve efficiently on a conventional probabilistic or non-deterministic automaton. This is because such simulations on a 'classical' non-deterministic Turing Machine (TM) involve an exponential growth in the number of computational steps at each branch in the weighted probabilistic space. In the case of the quantum TM, quantum parallel computation implies that we can efficiently compute a partial solution within each path of an exponentially branching space in a way that cannot be easily simulated classically. This suggests that the computational power of a quantum computer can exceed that of a classical one -not in what can be computed but in the efficiency of computation.
The universal TM U [Turing, 1936] is the most general possible classical computer, and all general purpose computers are approximations to it. U can simulate any Turing machine with perfect precision, where a TM in turn is a theoretical model that can simulate the execution of a single algorithm on a classical computer. Deutsch [Deutsch, 1985] showed that a universal quantum computer Q can perfectly simulate any TM and can also simulate any quantum computer or simulator with arbitrary precision. Quantum computers cannot compute a function that is not Turing-computable, but they do give new methods of computation for many classes of problem. A theory of quantum computational networks which is a generalisation of the theory of quantum logic gates is also described [Deutsch, 1989] , thereby grounding such networks in future developments in nanotechnology, where the operation of nano-devices will be best (and perhaps only) described at the quantum level.
Deutsch [Deutsch, 1985 , Deutsch, 1989 ] also showed that any physical process could be modelled perfectly on a quantum computer, and that such a computer would be able to perform tasks more quickly than traditional machines. This, he argued, was because the quantum machines would be able to exploit the phenomenon of quantum parallelism, where such machines compute each polynomial path in NP (non-deterministic polynomial) space in parallel. This implies that a quantum computer could behave as a massive parallel processing machine which explores each path of an NP-complete or NP-hard problem in polynomial time. There is one major limitation to this idea: it is not possible to observe the results of each computational path separately as they are all in different universes. If an observation is made, the universes collapse to one universe, and the results in the other universes are lost. Computational techniques which aim to exploit quantum parallelism must come up with observation methods which ensure that the universe which is collapsed into on observation somehow represents a solution to the problem or somehow contains enough information to allow generalisations to a solution.
As well as these theoretical developments, claims have also been made [Shor, 1994] that polynomial quantum computing algorithms exist for problems (e.g. factoring of large integers into primes, discrete logarithms) which are considered non-polynomial (i.e. NP-hard) on classical computers. It is clear that the work described by Shor represents a significant advance in our knowledge of how to program quantum computational networks, if and when they exist. First, Shor's quantum 'solution' to the factoring problem is described. Next, it is claimed that the method 3 embodies some general principles which offer a novel framework for the design and construction of quantum algorithms for solving problems which are deemed to be NP-hard. Finally, it will be shown that quantum algorithms are characterised by:
1. the use of quantum computational methods involving principles of quantum mechanics, such as standing waves, interference and coherence; and 2. the use of a classical algorithm for checking that the 'candidate' solutions generated by the quantum algorithms are in fact correct.
Basic principle of quantum mechanics
The nucleus of an atom contains particles called protons (positively charged) and neutrons (electrically neutral). The nucleus is surrounded by electrons (negatively charged), and if there is an equal number of orbiting electrons and nucleus protons the atom is neutrally charged. However, the orbits of electrons, according to quantum mechanics, is not planar, in the way that the Earth's (slightly elliptical) orbit around the sun is planar. Instead, the orbit of electrons is best described as a wave (Figure 1 ). There are several different types of orbit, depending on the angular momentum and energy level. An electron 'jumps' orbit from an orbit with low energy level to an orbit with high energy level by absorbing energy (e.g. a photon). The term 'quantum' signifies that there can be no in-between states or orbits. The jumps are discrete, and the energy levels can be roughly characterised as the number of cycles an electron has to go through while orbiting the nucleus at that energy level (i.e. an electron with energy level 1 orbits the nucleus with one cycle, energy level 2 with two cycles, and so on). An electron can jump, again discretely, back to a lower energy level by releasing energy (a photon). Hence, an electron jumps states in discrete quanta by absorbing energy or releasing it. Heisenberg's uncertainty principle states that both the position and the momentum of an electron cannot be known. This is because in the act of measuring, some energy must be focused on the particle (e.g. a photon from a laser). The energy of the photon can be absorbed by the measured particle, sending it into a different orbit. Hence, if the measurement shows where the particle is (and the more precise the measurement the more focused the measuring photon must be), in this very process the momentum of the particle can be altered.
A quantum particle's location can best be described by a quantum state vector jΨ>, a weighted sum which in the case of two possible locations equals w jA> + x jB>, where w and x are complex number weighting factors of the particle being in locations A and B, respectively, and where w jA> and x jB> are themselves state vectors [Penrose, 1994] . For n possible states, there will be n different complex number Figure 1: An electron's orbit is not planar but is best described as a wave. In the top figure, the electron's orbit is such that it goes through two complete 'cycles' around the atom, starting at some point in front of the nucleus, going around the back before completing its second cycle. An electron orbiting a nucleus jumps states in discrete quanta by absorbing energy or releasing it (bottom figure). An electron at the first quantum level oscillates one full cycle before returning to its start position, at the second level two full cycles, and so on. These are best portrayed as standing waves (middle figures). Energy is not produced or absorbed during an orbit but only on jumping orbits: increased oscillation requires increased energy, reduced oscillation produces energy.
weighting factors, each describing the weighted probability of the particle being at that location. 4 jΨ> represents a linear superposition of the particle given individual quantum state vectors. 5 However, in the act of observing a quantum state (or wave function), it collapses to a single state. 6 Another important principle for quantum computing concerns a particular interpretation of Thomas Young's famous 'double-slit' experiment in 1801. Imagine that a photon is fired at a screen which has two parallel slits and behind which there is a detector. If only one slit is open, the pattern of photons arriving at the detector is as expected if photons are discrete particles. If both slits are open, however, the pattern of arriving photons takes a wave pattern (Figure 2 ), resulting in alternating bright and dark regions. 00 00 00 00 00 00 00 00 00 00 00 00 00 00 11 11 11 11 11 11 11 11 11 11 11 11 11 11 00 00 00 00 00 00 00 00 00 11 11 11 11 11 11 11 11 11 00 00 00 00 00 00 00 00 00 00 00 00 00 00 11 11 11 11 11 11 11 11 11 11 11 11 11 11
Figure 2: A diagram of a modern version Young's double-slit experiment. Photons are fired individually from a 'photon gun', through a screen with two slits, onto a detector. The pattern of photons detected when only one slit is open follows a probability distribution expected of discrete particles (white and black dots for slit 1 being open and slit 2 being open, respectively). However, when both slits are open, the pattern obtained follows a typical interference pattern obtained with waves and is not the sum of P1 and P2. Importantly, and puzzlingly, when both slits are open photons do not appear in areas where previously they appeared, and photons arrive in number in areas where previously there was little chance of a photon appearing.
interpretation of the wave pattern is that one part of the wave pattern of the photon went through one slit and the other part through the other slit, and the location of the photon on the detector is determined by how and where the two waves interfere with each other when they reach the detector. The path differences between the slits and the detector result in constructive and destructive interference. However, this interpretation is suspect, because if a detector is placed immediately behind one slit even when both slits are open, the 4 The weighting factors are used in ratios to calculate the probability of the particle being at A compared with that of it being at B. They are not the probabilities themselves.
5 If there are n locations as given by n state vectors, the particle is said to be at all n locations at the same time. 6 Although the introduction here has concentrated on electrons, the principles of quantum mechanics apply to molecules, atoms, electrons, protons, neutrons, photons, quarks and all other subatomic particles.
7 This pattern of arrival occurs when only one photon at a time is fired through the slits. This raised some historically interesting philosophical questions in the early days of quantum mechanics, when researchers aksed how a photon passing through one slit could know that the other slit was open or closed so that it could land in the right place on the detector screen.
detector, for half the time, signals that it has detected the photon 'in its entirety' (and the wave pattern on the detection screen is lost). So, the standard interpretation is that the photon as wave has gone through both slits but somehow collapses to a point when detected, either behind one slit or on the detection screen. Why it should do this is not known on this interpretation. Similarly, a particle the position of which is given by two state vectors A and B is said to be at A and B at the same time. This can lead to the 'many universes' interpretation [Everett, 1957] : we must imagine all quantum systems exist in parallel universes. When a single photon passes through the two slits, the photon passes through the first slit in one universe, and through the second slit in another universe. The limitation is that the photon cannot be viewed in the different universes. To determine the position of the photon as it arrives on the screen, a measurement is made. This measurement causes the universes to interfere with each other, and yields the photon's position.
Mathematically, the behaviour of waves, such as water-waves, going through slits can be described in terms of the intensity (I) or energy of the wave as measured by its height (h) [Hey and Walters, 1987] :
That is, the energy of a wave depends on the square of the maximum height of the wave. The height of a wave can go up and down, and therefore h will have positive and negative values. Generalising this to the situation in which a water-wave goes through two slits, the total disturbance (h 12 ) of the water at any position along the detector when both slits are open is given by the sum of the disturbances caused by the waves from slit 1 and slit 2 (h 1 and H 2 , respectively):
The resulting intensity, given the previous formula, is therefore the square of this height:
so that
I 12 is the wave amplitude. Expanding the right-hand part of the formula above gives:
which is not the same as adding the intensities of the two slits separately:
When two or more slits are open, there is interference as the wave goes through each slit and recombines on the other side. The principles of describing the behaviour of water-waves can also be applied to describe the behaviour of electrons, photons and other quantum particles subject to the double-slit experiment, except that the intensity of such a particle is the probability (P) of arrival of the particle at a particular point on the detector screen given its 'height' or quantum amplitude (a):
Quantum mechanics and computation
We now relate some fundamental principles of computation to quantum mechanics. The computation of a probabilistic Turing Machine (PTM) can be represented as a levelled tree, where each node corresponds to a particular configuration and each level represents a step of the computation (Figure 3) . The root represents the initial configuration, and each arc between levels represents the (non-zero) probability that the configuration at the level below is reached from the configuration at the level above (its parent node). The probability of a particular path being followed from the root node to a configuration elsewhere in the tree is the product of the probabilities associated with the arcs on the path. The probability that a particular Each node corresponds to a particular configuration and each level represents a step of the computation. The probability of a particular path being followed from the root node to a configuration elsewhere in the tree is the product of the probabilities associated with the arcs on the path.
configuration is reached at a certain level (step) of the computation is the sum of the probabilities of all the nodes corresponding to that configuration at that level in the tree. The sum of the probabilities of all the configurations at any level of the tree must always be 1. A necessary and sufficient condition for a well-defined computation tree is that the sum of the probabilities on arcs leaving any single node always be 1.
A computation on a quantum Turing Machine (QTM) can also be represented by a tree (Figure 4) , where each arc is associated with an amplitude (a complex number with magnitude at most 1). The probability of a configuration (which could be duplicated in more than one node) at any step is the square of its amplitude. The probability of a particular final configuration is the square of the sum of the amplitudes of all leaf nodes corresponding to that configuration. If a configuration c consists of two leaf nodes which have a certain amplitude , the probability of c being the final configuration is 4 2 -more than twice the probability obtained if only one leaf node corresponded to a particular configuration.
We now have a theoretical basis for setting up a quantum computation ( Figure 5 ). We conceptually modify the double slit experiment by replacing the photon gun with an initial set of quantum particles placed in a quantum register, entangle them or somehow apply a unitary evolution operation on them so that they form a superposition and thereby simulate the particles going through a number of slits (Figure 4 ), wait for a suitable amount of time (exactly how much is not currently known but can be estimated to vary from almost immediately to several seconds or even minutes, as will be seen later) so that the system settles down into some coherent state, and then either force a collapse of the superposition/entanglement to a point by making a measurement or allow the system to decohere naturally to a point because of some predicted interaction between the separately entangled particles.
Quantum factoring

RSA-129
Cryptography is used to encode the secret transactions of banks, governments, and the military. The encryption method widely employed is a DES (data encryption standard) based on RSA. RSA is named after its inventors Ronald Rivest, Adi Shamir, and Leonard Adleman [Rivest et al., 1978] and is a public Figure 4 : A computation on a quantum Turing Machine (QTM) can also be represented by a tree, where each arc is associated with an amplitude (a complex number with magnitude at most 1). A source of quantum particles can be entangled so that a superposition is formed. If correctly set up, the interference pattern (the combination of states at the bottom level) can contain the solution to the problem. The difference between a computation on a PTM and on a QTM is that once the interference pattern is measured on the QTM only one of the configurations at the bottom level of the tree remains, and all other configurations are lost.
key encryption system. 8 The success of RSA depends on the seeming intractability of the problem of finding the prime factors of very large integers. When the system was invented back in 1977 its inventors challenged anyone to factorise a particular 129-digit number, now known as RSA-129. This challenge stood until 1994, when 1600 computers linked via the Internet were able to determine the factors in just over eight months. Despite this breakthrough, cryptographers reassured themselves with the thought of adding more digits to their codes. The problem of factoring numbers becomes exponentially harder the larger they are. However, Shor [Shor, 1994] outlined a quantum algorithm that would factorise RSA-129 in a few seconds, if we could build a quantum computer that ran as fast as a modern PC.
Shor's quantum method for factorising
The 'many universes' interpretation is used by Shor in his quantum computing method for extracting prime factors of very large integers, where a memory register is placed in a superposition of all possible integers it can contain, followed by a different calculation being performed in each 'universe' (path after slit). The computation halts when the different universes 'interfere' with each other because repeating sequences of integers (standing waves) are found in each universe and across universes. Although there is no guarantee that the results are correct, a subsequent check can be made at this point to identify whether the numbers returned are indeed prime factors of the given large integer.
To factor a number n (the product of two primes), specify an arbitrary number of parallel universes p (0, 1, 2, ...), and randomly select an integer x between 0 and n. Then, in every universe, raise x to the power of the number of the universe. Divide by n and store the remainder in the universe. For the next number in the sequence for a universe, x is raised to the power of the number last stored, divided by n, and the remainder stored. This continues in each universe to form a repeating sequence.
For the sake of exposition, let n (the number to be factored into prime factors) be 33. Let x = 7 (0 < x < n) and p = 17. Figure 6 provides an overview of what happens in each universe/slit. Consider 8 Briefly, two distinct large prime numbers are chosen randomly, p and q. Their product r = p q is calculated. A large integer e is chosen that is relatively prime to (p ? 1) (q ? 1); e is the encryption key. The decryption key d is the unique multiplicative inverse of e mod (p ? 1) (q ? 1), i.e. d e = 1; mod (p ? 1) (q ? 1). r (the original product) and e are published in the public domain, but d is kept private. For a secret communication from X to Y: X encrypts the message using Y's public key; only Y's private key is able to decrypt the message. For a signed communication from X to Y: X encrypts the message using X's private key; Y will use X's public key to decrypt the message. For a secret and signed message from X to Y, X uses X's private key then Y's public key, and Y must use Y's private key then X's public key to reconstruct the message. Figure 5: Setting up a quantum computation. The process is best described through an analogy with Young's double-slit experiment. An initial set of quantum particles forming a quantum register is entangled or has some unitary transformation applied to it to simulate being passed through several slits, thereby forming a superposition. If the quantum algorithm is correctly designed, the interaction of results across the different 'universes' (to adopt a multiple, parallel universe point of view) somehow conveys the information required for extracting a solution. The frequency of repeat across universes, the vertical frequency, vf, is 10, and this can be seen if we examine u 0 and u 10 , u 1 and u 11 , u 2 and u 12 , and so on. That is, in each of these universes the repeating frequency starts at the same point and repeats the same numbers. While other universes share the repeating pattern, they do not share the common starting point. This is the quantum computation equivalent of standing waves in each universe: a repetition of numerical values. We now perform the calculation x vf/2 ? 1, where x is the arbitrarily chosen number between 0 and n and vf is the frequency of common repeating patterns across universes. This gives us 7
10=2
? 1(mod 33), which is 9.
9 Now, finding the greatest common divisor of 9 and 33 gives one of the factors, i.e. 3.
Shor's method is not guaranteed to always work, and if the derived number turns out not to be a prime factor of n, the procedure is repeated using a different x. It is claimed that on average only a few trials will be required to factorise n, even when n is very large. So although there are no known fast classical algorithms for factorising large numbers into primes, Shor 's method uses known fast algorithms for taking a candidate prime factor of n and determining whether it is in fact a prime factor. Shor's method has been extended by Moore [Moore, 1995] to deal with factoring large even numbers and squares as well as for sorting and problem solving. Quantum principles have also been applied to genetic algorithms [Narayanan and Moore, 1996] .
Methodology for quantum algorithms
The following guidelines represent an initial attempt to characterise a methodology for the design and development of quantum algorithms.
1. The problem should be expressed in a numerical form, and if it is not, then a method should be employed to convert it into such a form (e.g. Gödel numbering). Figure 6: 16 universes for identifying the prime factors of 33, given x = 7. A quantum register is first set up containing a representation of the arbitrary number x between 1 and the number to be factored (left part of the figure) . The algorithmic steps of raising x to the power of the universe number, dividing the result by the number to be factored and storing the number back in a second quantum register are realised in quantum logic gates. Since x is in a superposition, the quantum logic gates implement all the steps of the algorithm in parallel across all universes, and the second quantum register, because it too is in a superposition, stores all the results of each step (columns in the figure) at the same time. Over time, certain parts of the superposition start to repeat themselves as repeating patterns are found in each universe (rows), where the repeating patterns can be described in a wave form (right part of the figure) . A Quantum Fourier Transform can be applied at some point to the second register to identify constructive interference (bottom part of figure) , in this case, every 10 universes, and the result stored back in the first register to be read by the outside world.
2. The initial configuration should be determined.
3. The terminating condition should be defined concisely.
4. The problem should be amenable to being divided into smaller subproblems.
5. The number of universes required should be identified.
6. Each subproblem is assigned its own universe.
7. Computations in the different universes occur in parallel.
8. There must be some form of interaction between all of the universes. The interference must either yield a solution, or new information for the universes to utilise in locating a solution.
The above guidelines provide useful pointers for designing quantum algorithms but they do not help identify the initial configuration. Perhaps there is a direct relationship between the general type of problem and the type of configuration to be used, but this is currently not known.
10 Separating the problem into suitable subproblem components is the most challenging element in the design of quantum algorithms.
On the other hand, there are some problems to be overcome if quantum algorithms are to be as robust and reliable as their classical counterparts.
(a) Quantum factoring is not always guaranteed to work (e.g. the repeating frequency may be odd), but there are known fast algorithms for taking an arbitrary number and determining if it is a factor of another number. Hence, quantum algorithms are probabilistic. The exact relationship between quantum algorithms and currently known classes of probabilistic computation is not fully understood.
(b) Constructing sufficiently large quantum registers which allow for coherent superpositions and entanglement may not be technologically feasible. There must be no outside interference (e.g. heat, noise, vibration), otherwise coherent superpositions will decohere. Simulations of Shor's algorithms on classical machines in the Department of Computer Science at the University of Exeter show that there is an exponential growth required in the number of universes as the number to be factored grows larger (over two million universes for a 10 digit number, 12 million for a 13 digit number, and at the time of this paper being written simulations for 13, 14 and 15 digit numbers are still running after several days!). Deutsch [Deutsch, 1997] uses this exponential growth within Shor's quantum algorithm to argue that the algorithm provides evidence for the parallel universes interpretation of quantum mechanics. For a 250 digit number to be quantum factored, the number of universes required for a vertical frequency to be found will be around 10 500 , whereas there are only about 10 80 atoms in the universe. Deutsch' claim here is that quantum algorithms provide empirical proof for the correctness of the parallel universes interpretation. However, this claim is premature, for two reasons. First, Shor's quantum algorithm has not been realised on quantum hardware, except for claims that NMR technology using bulk spin resonances has been used for implementing extremely small scale versions of the algorithm [Gershenfeld and Chung, 1997] .
11 Secondly, there is the problem of possible exponential growth within a universe in terms of the time required in order for a pattern to repeat itself. We may find that no vertical frequency is identifiable because it is not technologically possible to run a quantum computation for more than a few seconds, or even minutes, whereas for an arbitrary universe to find a repeating pattern may take several hours or even years. All these issues are highly controversial and uncertain, leading to the more pragmatic view that quantum algorithms, if they work, may only work in limited domains and therefore tell us nothing about how best to interpret quantum mechanics. Nevertheless, we may be able to perform useful calculations which are currently beyond the most powerful of classical machines.
(c) There are issues of error correction because of multiple states of a quantum computer, thereby raising question of reliability and repeatability.
(d) Finally, as pointed out above, there is no clear methodology for expressing problems in the NP-hard class as problems of repeating frequencies.
Yet, despite these issues it is clear that quantum computing is attracting a lot of serious attention. DARPA has committed 5 million dollars to a Quantum Information and Computing Institute in the USA. Also, the European Commission has agreed to fund a proposal for an European Institute of Quantum Processing and Information.
The aim of this paper is not to present a formal exposition of quantum-inspired methods but to demonstrate the feasibility of such methods and the novelty of the paradigm. As Shor points out [Shor, 1994] , in addition to the complexity class NP (intuitively, the class of exponential search problems) there is the class PSPACE, which are those problems which can be solved with an amount of memory polynomial with respect to the input size, and the class BPP, which are problems which can be solved with high probability in polynomial time (given access to a random number generator).
