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Partitionnement de grands graphes : Mesures, Algorithmes et Visualisa-
tion
Résumé : L’analyse de re´seaux (repre´sente´s par des graphes) est une composante impor-
tante dans la compre´hension de syste`mes complexes issus de nombreuses disciplines telles
que la biologie, la ge´ographie ou la sociologie. Nous nous inte´ressons dans cette the`se aux
de´compositions de ces re´seaux. Ces de´compositions sont utiles pour la compression des
donne´es, la de´tection de communaute´s ou la visualisation de graphes.
Une de´composition possible est un partitionnement hie´rarchique des sommets du graphe.
Nous traitons de l’e´valuation de la qualite´ de telles structures (leur capacite´ a` bien cap-
turer la topologie du graphe) par le biais de mesures de qualite´. Nous discutons ensuite
l’utilisation de ces mesures en tant que fonctions objectives a` maximiser dans le cadre d’al-
gorithmes de partitionnement. Enfin, nous nous inte´ressons a` la de´finition de me´taphores
visuelles efficaces permettant de repre´senter diffe´rentes de´compositions de graphes.
Mots-clés : de´tection de communaute´s, partitionnement, visualisation de graphes.
Discipline : Informatique.
Graph Partitioning : Measures, Algorithms and Visualization
Abstract : Network analysis is an important step in the understanding of complex systems
studied in various areas such as biology, geography or sociology. This thesis focuses on the
problems related to the decomposition of those networks when they are modeled by graphs.
Graph decomposition methods are useful for data compression, community detection or
network visualisation.
One possible decomposition is a hierarchical partition of the set of vertices. We propose
a method to evaluate the quality of such structures using quality measures and algorithms
to maximise those measures. We also discuss the design of effective visual metaphors to
represent various graph decompositions.
Keywords : community detection, partitioning, graph visualization.
Field : Computer Science.
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Chapitre 1
Introduction
Les re´seaux complexes sont au cœur des sciences naturelles et humaines car ils per-
mettent de repre´senter les interactions entre les diffe´rents e´le´ments d’un syste`me, que
ce soit un e´change de photos entre amis sur un re´seau social, des interactions entre pro-
te´ines dans une cellule ou la circulation de personnes au sein d’un pays. Le terme complexe
(forme´ du latin con-“avec”plexus “entrelacement”) est presque redondant dans ce contexte
puisqu’un re´seau suppose l’existence de relations entre ses membres.
Ces re´seaux sont souvent mode´lise´s par des graphes, une structure permettant l’enco-
dage de donne´es relationnelles. Quel que soit le domaine applicatif, cette mode´lisation sert
a` l’e´tude de la structure e´mergeant des entrelacements entre individus. Ainsi, les utilisa-
teurs d’un re´seau social auront tendance a` former des groupes plus fortement connecte´s
entre eux qu’avec le reste du re´seau : ils formeront des communaute´s. La forme et la taille
de ces communaute´s sont a priori inconnues, de meˆme que la fac¸on dont elles s’imbriquent.
L’identification de ce type de structure est un de´fi majeur dans le domaine de l’analyse
de donne´es. En effet, une de´composition du re´seau refle´tant sa topologie est une e´tape
primordiale pour la compre´hension du syste`me et son exploration. Nous traitons de l’e´va-
luation de la qualite´ de telles structures (leur capacite´ a` bien capturer la topologie du
graphe) par le biais de mesures de qualite´. Nous discutons ensuite l’utilisation de ces
mesures en tant que fonctions objectives a` maximiser dans le cadre d’algorithmes de par-
titionnement. Enfin, nous nous inte´ressons a` la de´finition de me´taphores visuelles efficaces
permettant de repre´senter diffe´rentes de´compositions de graphes.
1.1 Les graphes : un mode`le pour l’e´tude d’interactions
Un graphe de´signe un objet mathe´matique forme´ d’entite´s, appele´es sommets, inter-
agissant entre elles. Ces interactions sont repre´sente´es par des areˆtes et peuvent corres-
pondre a` des contraintes, des de´pendances ou des e´changes entre les entite´s.
1
Chapitre 1. Introduction
L’utilisation de graphes pour mode´liser remonte a` 1741 lorsque Leonhard Euler proposa
le proble`me des sept ponts de Ko¨nigsberg [49]. Il consiste a` de´terminer l’existence d’une
promenade passant une et une seule fois par chaque pont de la ville (voir Figure 1.1(a)).
Ce type de proble`me est une question pose´e sur la topologie du graphe. La topologie
correspond a` l’espace forme´ par les relations du type “est voisin de” ou “est accessible a`
partir de”. L’enjeu est souvent d’extraire des proprie´te´s globales a` partir de ces relations
locales.
Un autre exemple ce´le`bre en the´orie des graphes est le proble`me de coloration [81] :
combien de couleurs sont ne´cessaires au minimum pour pouvoir colorier une carte de fac¸on
a` ce que deux re´gions adjacentes n’aient pas la meˆme couleur (voir Figure 1.1(b)) ?
(a) Illustration du proble`me des sept
ponts de Ko¨nigsberg
(b) Illustration du proble`me de colora-
tion sur la carte de l’Europe
Figure 1.1: Illustration de certains proble`mes issus de la the´orie des graphes
Dans les exemples donne´s ici, les proble`mes sont re´solus en identifiant certaines pro-
prie´te´s des graphes. Pour la coloration de cartes, le graphe repre´sentant les diffe´rentes
contraintes est planaire. Ce type de proprie´te´ aide a` la re´solution du proble`me. Cependant
les graphes peuvent eˆtre utilise´s pour mode´liser des syste`mes beaucoup plus complexes
issus de domaines varie´s. Cette mode´lisation est alors utile pour re´pondre a` des proble`mes
d’analyse de donne´es. Les graphes ge´ne´re´s ne ve´rifient ge´ne´ralement pas les proprie´te´s
permettant de re´soudre aise´ment ces proble`mes.
L’analyse de donne´es regroupe les me´thodes permettant d’extraire des connaissances
a` partir d’un ensemble d’observations. Dans ce cadre, les statistiques servent a` e´tudier
des variables de´crivant une population et tester des hypothe`ses telles que “le temps passe´
par une personne sur son ordinateur de´pend de son aˆge”. Un pre´dicat souvent utilise´ est
que les individus sont inde´pendants. Cette contrainte implique que l’e´tat d’un individu ne
de´pend pas de l’e´tat d’un autre individu dans la population. Dans ce cadre, l’hypothe`se
est teste´e en utilisant une re´gression linaire [96]. Une autre hypothe`se pour cet exemple
pourrait eˆtre “le temps passe´ par une personne sur son ordinateur de´pend du temps passe´
par ses amis sur un ordinateur”. L’approche du proble`me est diffe´rente car on cherche
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maintenant a` tester l’inde´pendance entre les individus. Ce proble`me peut eˆtre aborde´ en
tenant compte des relations entre eux, c’est ce que les graphes permettent de faire. Cette
hypothe`se peut eˆtre teste´ en utilisant des indices de corre´lations spatiales (topologiques)
venant de la ge´ographie quantitative [90]. Les approches possibles de´pendent d’une prise
en compte simulatanne´e de variables exoge`nes (issues des donne´es brutes du re´seau) et de
variables endoge`nes (issues de la topologie du re´seaux).
(a) Re´seau social Facebook de l’universite´ Caltech (b) Re´seau d’interactions de prote´ines de
Yeast
(c) Re´seau migratoire aux E´tats-Unis
Figure 1.2: Illustration de diffe´rents re´seaux complexes
Les graphes sont ainsi utilise´s pour mode´liser des interactions entre individus (au sens
statistique). Des me´thodes et algorithmes, issus de la the´orie des graphes, permettent
de re´pondre a` des proble`mes venant d’autres disciplines. Les domaines concerne´s sont
nombreux, on peut e´voquer la sociologie [132], la ge´ographie [17] ou la biologie [40]. Les
syste`me concerne´s sont appele´s re´seaux complexes. Ce sont par exemple les re´seaux sociaux
issus du Web, les flux migratoires entre les villes d’un pays ou les re´seaux d’interactions
entre prote´ines. Une illustration de chaque exemple est disponible dans la Figure 1.2.
L’e´tude de ces re´seaux (appele´e analyse de re´seaux ) a connu un essor tre`s important
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durant les deux dernie`res de´cennies. Parmi les re´sultats importants, on peut citer les tra-
vaux sur l’identification de constantes structurelles dans les re´seaux complexes.
Un premier re´sultat est l’observation d’une invariance d’e´chelle dans la distribution du
nombre de connections [16, 5] qui peut eˆtre approxime´e par une loi de puissance. Cela
implique qu’il est facile de trouver des sommets ayant un nombre de connections beaucoup
plus grand que la moyenne. Ce re´sultat est ne´anmoins vivement conteste´ pour sa validite´
statistique (voir la contre-e´tude de Perline [107]). Un second re´sultat montre que les dis-
tances (en terme de plus court chemin) dans les re´seaux re´els sont relativement courtes
compare´es a` la taille du re´seau. Ce phe´nome`ne est connu sous le nom de petit-monde [149].
Une dernie`re proprie´te´ inte´ressante des re´seaux complexes est la pre´sence d’une structure
de communaute´s. Ce point est plus amplement discute´ dans la section 1.2.
L’identification de ces proprie´te´s a fait l’objet de nombreuses vulgarisations (voir a` ce
sujet le documentaire “Connected : The Power of Six Degrees (How Kevin Bacon Cured
Cancer)”, BBC, 2008).
1.2 Partitionnement de graphes et de´tection de
communaute´s
D’apre`s une re´cente e´tude [59], la taille totale des donne´es ge´ne´re´es dans le monde
s’e´le`verait a` 2.8 zettaoctets (mille milliards de gigaoctets) en 2012 pour atteindre 40 zet-
taoctets en 2020. Dans ce cadre, la taille des re´seaux a` analyser va e´galement augmenter
ou, du moins, l’analyse syste´matique de re´seaux de grande taille sera ne´cessaire. Cet enjeu
met en lumie`re l’importance du partitionnement de donne´es. En effet, le partitionnement
de donne´es rassemble les me´thodes permettant de de´couper une population en groupes.
Les crite`res guidant ce processus peuvent varier mais les objectifs sont connus. Un premier
objectif est de compresser les donne´es en entre´e et faciliter leur traitement en conside´rant
chaque groupe comme un sous-ensemble inde´pendant. Cette approche correspond au para-
digme “diviser pour re´gner”. Un deuxie`me est d’extraire de la connaissance a` partir de ces
groupes. Ces besoins se retrouvent naturellement dans l’analyse de re´seaux et se traduisent
par les proble`mes de partitionnement de graphes ou, plus ge´ne´ralement, de de´tection de
communaute´s.
Nous avons de´ja` mentionne´ plusieurs proble`mes ce´le`bres en the´orie des graphes. Le
partitionnement de graphes est l’un d’eux. Il consiste a` trouver une partition des sommets
respectant une ou plusieurs proprie´te´s. Ces proprie´te´s sont de nature tre`s diverses. On
peut, par exemple, chercher a` minimiser la capacite´ des areˆtes externes, c’est-a`-dire le
nombre d’areˆtes ou la somme totale des poids des areˆtes reliant deux groupes. Cette
seule contrainte de´finit le proble`me de la coupe minimum qui peut eˆtre re´solu par des
4
1.2. Partitionnement de graphes et de´tection de communaute´s
algorithmes polynomiaux [29]. Le proble`me devient difficile si on cherche a` diviser le graphe
en k groupes de taille e´quilibre´e car il n’existe alors pas d’algorithme polynomial pour
y re´pondre. Le partitionnement e´quilibre´ d’un graphe intervient par exemple dans des
proble`mes d’ordonnancement de taˆches pour des syste`mes multi-cœurs [11].
Le proble`me de partitionnement de graphes s’est ge´ne´ralise´ avec l’e´tude des re´seaux
complexes. En effet, une caracte´ristique importante de certains re´seaux est que les densite´s
locales de certains sous-graphes sont relativement fortes compare´es a` la densite´ globale du
graphe. Par densite´, on entend ici le rapport entre le nombre d’areˆtes observe´ et le nombre
potentiel d’areˆtes. Cette dernie`re observation est lie´e a` la pre´sence de sous-ensembles
d’individus qui sont tre`s connecte´s entre eux et relativement peu connecte´s avec le reste
du re´seau. L’ensemble de ces groupes correspond a` la structure de communaute´. Nous
de´signons ainsi par de´tection de communaute´s, le proble`me d’extraction automatique de
ces groupes en se basant principalement sur la topologie du graphe.
(a) Partition plate (b) Partition hie´rarchique (c) Fragmentation
Figure 1.3: Illustration de trois types de de´composition d’un graphe en utilisant des
enveloppes concaves [85]
La de´tection de communaute´s est un enjeu important dans l’analyse de re´seau. En bio-
logie, un ensemble de prote´ines interagissant fortement entre elles forment ge´ne´ralement
un module fonctionnel [71]. En ge´ographie, une re´gionalisation du territoire peut eˆtre
forme´e en de´tectant des ensembles de villes s’e´changeant des commuters (les personnes
vivant et travaillant dans deux villes diffe´rentes) [41]. Enfin, en sociologie, des personnes
inter-connecte´es sont susceptibles de partager les meˆmes caracte´ristiques sociales ou cultu-
relles [148]. Nous de´taillons ci-dessous trois types de de´composition (voir Figure 1.3).
Une premie`re approche pour de´tecter les communaute´s est de chercher une partition
des sommets du graphe. Toutefois, le nombre de groupes ou leur taille sont a priori in-
connus. Ce proble`me apparaˆıt donc plus “complexe” que ceux e´voque´s en de´but de cette
section car l’espace de recherche est plus grand. La de´tection de communaute´s a` travers
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le partitionnement de graphes a attire´ l’attention de nombreux chercheurs issus de disci-
plines varie´es. Les approches utilise´es pour re´pondre a` ce proble`me sont nombreuses. Un
e´tat de l’art couvrant la plupart de ces approches est donne´ dans le chapitre 5. Beaucoup
de me´thodes se basent sur l’optimisation d’une fonction objective, appele´e mesure de qua-
lite´. La de´finition de ces mesures est un point crucial dans ce contexte car ce sont elles qui
permettent d’explorer efficacement un espace de solutions tre`s large. La mesure la plus
utilise´e actuellement est la modularite´ Q [101, 100]. Cette mesure souffre cependant de
nombreux de´fauts [55, 66]. Nous discutons, dans le chapitre 3, des approches alternatives
pour e´valuer la qualite´ d’une partition. En particulier, nous ge´ne´ralisons une mesure base´e
sur la densite´ nomme´e MQ (de´finie par Mancoridis et al. [93]) en y incluant une ponde´-
ration des groupes. Nous montrons que cette mesure posse`de, sous cette forme, de bonnes
proprie´te´s statistiques.
Une partition des sommets d’un graphe est une mode´lisation possible de la structure
de communaute´s d’un re´seau complexe. Cependant, de nombreuses e´tudes sugge`rent la
pre´sence d’une organisation hie´rarchique dans la structure de communaute´ des re´seaux
complexes. Par hie´rarchie, on entend une situation dans laquelle une communaute´ est
re´cursivement de´coupe´e en plusieurs sous-communaute´s. Ce type de structure peut alors
eˆtre mode´lise´ par une partition multi-niveaux des sommets d’un graphe.
L’emploi du terme“hie´rarchie”peut mener a` des confusions car il n’implique pas (force´-
ment) une notion de subordination entre les individus du re´seau. Ce concept a notamment
e´te´ the´orise´ par Herbert A. Simon [135] pour de´crire la dynamique de syste`mes complexes.
Cette approche se retrouve dans les sciences sociales ou naturelles [112] comme en linguis-
tique [61]. Certains mode`les issus de la biologie essaient de capturer la structure hie´rar-
chique pre´sente dans des re´seaux forme´s par diverses entite´s biologiques [143]. Un autre
exemple peut se trouver dans les re´seaux d’e´changes entre des entite´s ge´ographiques [18].
Beaucoup d’algorithmes de partitionnement de graphes tentent de reproduire l’orga-
nisation hie´rarchique du re´seau afin d’en extraire une partition pertinente des sommets.
Ces me´thodes sont soit divisives soit agglome´ratives. Toutefois, les travaux re´alise´s sur
le proble`me d’extraction d’une structure de communaute´ hie´rarchique sont relativement
peu nombreux. En particulier, l’e´valuation de la qualite´ d’une partition hie´rarchique ou
de la distance (similarite´) entre ces structures sont des proble`mes peu e´tudie´s. Nous pro-
posons dans le chapitre 4 une mesure permettant d’e´valuer la qualite´ des partitions hie´-
rarchiques [116] qui ge´ne´ralise les mesures de qualite´ des partitions plates telles que la
modularite´ Q ou MQ. Nous montrons ensuite dans le chapitre 5 comment ce nouveau
type de mesure peut eˆtre utilise´ dans le cadre d’algorithmes de partitionnement multi-
niveaux [115].
Le partitionnement des sommets d’un graphe n’est pas toujours adapte´ pour mode´liser
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une structure de communaute´. En effet, dans une partition, un e´le´ment ne peut appartenir
qu’a` un unique groupe. Or dans certains exemples, cette contrainte devrait pouvoir eˆtre
relaˆche´e. Le cas le plus illustratif est celui des re´seaux sociaux issu du Web, un individu
peut en effet appartenir a` plusieurs “cercles” comme celui de son travail, ses amis ou sa
famille et il ne semble pas raisonnable de l’assigner dans une seule de ces trois commu-
naute´s. Pour mode´liser cette situation, une fragmentation de graphes, c’est-a`-dire une
de´composition du re´seau en groupes d’individus pouvant se chevaucher, est utilise´e. Ce
nouveau proble`me est tre`s e´tudie´ et de nombreux algorithmes de fragmentation existent
(voir notamment [104, 3, 89, 36]). Il n’est pas aborde´ dans le pre´sent document. Utili-
ser une de´composition chevauchante pour de´tecter des communaute´s peut sembler plus
naturel, d’autant que l’espace des fragmentations de graphes inclut les partitions a` un
ou plusieurs niveaux. Cependant nous pensons que les trois types de de´composition de
graphes de´crits ici correspondent a` des proble`mes qui ne sont pas e´quivalents. De plus,
dans certains cas d’e´tudes, le partitionnement peut eˆtre vu comme une classification des
individus. Dans ce cas, la fragmentation avec chevauchements est a priori inadapte´e.
1.3 Analyse visuelle de graphes
Les progre`s re´cents en analyse de l’information vont vers l’aide au processus de cre´a-
tion de connaissances. Dans ce contexte, la visualisation d’informations est une voie de
de´veloppement qui cherche a` inte´grer la capacite´ cognitive de l’eˆtre humain. Ce domaine
inter-disciplinaire se base ainsi sur “des techniques de repre´sentations visuelles et interac-
tives tirant parti de la bande passante existante entre l’œil humain et son cerveau pour
permettre a` l’utilisateur de voir, d’explorer et de comprendre de grandes quantite´s d’in-
formation a` la fois. La visualisation d’informations est axe´e sur la cre´ation d’approches
pour transmettre des donne´es abstraites de manie`re intuitive” [138].
Figure 1.4: Illustration du visualization pipeline propose´ par [44] et adapte´ par [24]
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Les travaux pre´sente´s ici s’inscrivent dans la chaˆıne de traitement de donne´es qui per-
met a` l’utilisateur l’extraction de connaissances a` partir de donne´es brutes (ce “visualiza-
tion pipeline” est illustre´ dans la Figure 1.4). Les donne´es traite´es ici sont des abstractions
de re´seaux complexes mode´lise´es par des graphes. Dans ce cadre, l’e´tape appele´e “Data
Analysis” comprend le partitionnement de graphes qui peut eˆtre vu comme une simplifi-
cation des donne´es en entre´e. Cette e´tape va permettre la construction de repre´sentations
visuelles (l’e´tape “Mapping”) utiles pour l’utilisateur final [2].
La repre´sentation visuelle de graphes forme un domaine de recherche a` part entie`re.
Une abstraction visuelle couramment utilise´e (c’est le cas dans ce document) est celle du
diagramme nœuds-liens bien que d’autres abstractions existent comme la repre´sentation
matricielle [62]. La construction de ces me´taphores visuelles ne´cessite la re´solution de pro-
ble`mes algorithmiques comme par exemple minimiser le nombre de croisements d’areˆtes
dans un plongement d’un graphe en deux dimensions. Des partitionnements ou des de´com-
positions des e´le´ments du graphes sont souvent utilise´ pour en faciliter la repre´sentation.
La figure 1.5 illustre trois exemples de me´thodes facilitant la compre´hension des re´seaux
donne´es en figure 1.2.
Une “bonne” repre´sentation visuelle d’un graphe a l’objectif de fournir des intuitions
a` l’expert quant a` la topologie du graphe. Des mesures esthe´tiques [114] calcule´es sur un
dessin de graphe permettent d’e´valuer le respect de certains crite`res comme, par exemple,
la minimisation du nombre de croisements d’areˆtes. Une e´tude re´cente [141] sugge`re que ces
crite`res ne sont pas adapte´s au cas ou` le re´seau posse`de une structure de communaute´. Nous
proposons ainsi dans le chapitre 6 de nouvelles mesures esthe´tiques prenant directement
en compte cette structure de communaute´. Nous les utilisons par la suite pour comparer
diffe´rents algorithmes de dessins au travers d’une analyse statistique. Cette comparaison
permet d’e´valuer la capacite´ des algorithmes a` repre´senter un graphe partitionne´.
La visualisation d’une structure de communaute´s peut e´galement eˆtre re´alise´e par
l’utilisation de me´taphores visuelles repre´sentant explicitement les communaute´s. Dans
le cas ou` cette structure est mode´lise´e par une fragmentation du graphe, ce proble`me
correspond a` la visualisation d’ensembles chevauchants. Il existe de nombreuses me´thodes
issues du domaine de la visualisation d’information permettant de traiter ce proble`me [34,
136, 120, 8]. Nous proposons dans le chapitre 7 une solution tirant parti de la topologie du
graphe pour ge´ne´rer des enveloppes de´limitant les communaute´s [85]. Notre me´thode ne
modifie pas le plongement du graphe dans le plan et tente de minimiser l’occlusion visuelle
lie´e a` l’appartenance d’e´le´ments (sommets ou areˆtes) a` diffe´rentes communaute´s.
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(a) Re´seau social Facebook dessine´ en uti-
lisant un partitionnement des sommets
(www.tulip-software.org)
(b) Visualisation d’un re´seau d’interactions de
prote´ines base´e sur une de´composition en power
graphs [128]
(c) Re´seau migratoire aux E´tats-Unis dessine´ avec un regroupement en faiseaux
des areˆtes [84]
Figure 1.5: Utilisation de diffe´rents type de regroupements pour faciliter la compre´-
hension des re´seaux
1.4 Travaux re´alise´s et organisation du manuscrit
Les travaux pre´sente´s ici contribuent aux domaines du partitionnement et de la visua-
lisation de graphes. En particulier, nous proposons une ge´ne´ralisation de certaines mesures
de qualite´ aux partitions multi-niveaux. Nous utilisons ensuite ce nouveau type de mesures
comme base pour des algorithmes de partitionnement. Nous contribuons e´galement aux
proble`mes de visualisation de graphes partitionne´s.
Ces recherches ont donne´ lieu a` l’imple´mentation de diffe´rents algorithmes tant pour
le partitionnement de graphes que pour la visualisation au sein du logiciel Tulip [15]
(www.tulip-software.org). Les expe´rimentations et les images contenues dans ce ma-
nuscrit ont e´te´ en grande partie re´alise´es en utilisant ce logiciel.
Ce document est organise´ autour de trois the`mes majeurs qui sont les mesures de
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qualite´ de partitionnement, les algorithmes pour le partitionnement hie´rarchique et la
visualisation de graphes posse´dant une structure de communaute´.
Les concepts et les notations utilise´s dans ce document sont de´finis dans le chapitre
2. Nous faisons en outre un e´tat de l’art sur les mode`les de graphes ale´atoires qui seront
utilise´s enfin de valider les mesures et les algorithmes que nous proposons.
Les chapitres 3 et 4 sont consacre´s a` l’e´valuation de la qualite´ des partitions de graphes.
Nous discutons dans le chapitre 3 des diffe´rents moyens pour e´valuer une partition a` un
niveau des sommets d’un graphe au travers de mesures additives. Dans ce cadre, nous
donnons une nouvelle de´finition de la mesure de qualite´ MQ [93] se basant sur les densite´s
d’areˆtes internes et externes aux groupes. Cette mesure permet de re´pondre a` certains
proble`mes de la modularite´ Q. Dans le chapitre 4, nous proposons une ge´ne´ralisation
des mesures de qualite´ additives a` l’e´valuation de partitions hie´rarchiques de graphes.
Notre approche correspond a` l’application re´cursive d’une mesure de qualite´ classique sur
l’arbre de partition en faisant intervenir une variable q permettant de garder trace de la
profondeur a` laquelle un groupe se situe dans la hie´rarchie. Nous validons cette approche
sur des exemples simples qui confirment l’apport de ce nouveau type de mesure. Ces
travaux ont fait l’objet d’une publication dans le journal Data Mining and Knowledge
Discovery [116].
Dans le chapitre 5, nous pre´sentons diffe´rents algorithmes pour partitionner hie´rarchi-
quement un graphe en utilisant notre mesure de qualite´ multi-niveaux comme fonction
objective a` maximiser. En particulier, nous proposons une proce´dure gloutonne de filtrage
d’une hie´rarchie. Cette approche est mise en pratique avec succe`s sur les partitions multi-
niveaux produites indirectement par un algorithme d’optimisation de la modularite´ [23].
Ces travaux ont e´te´ publie´ dans le journal Advances in Knowledge Discovery and Mana-
gement [115]. Ce papier a, en outre, e´te´ de´signe´ comme meilleur papier acade´mique a` la
confe´rence EGC 2012 (Extraction et Gestion de Connaissances).
Les chapitres 6 et 7 traitent du proble`me de visualisation de graphes avec une structure
de communaute´ dessine´s a` l’aide de diagrammes nœuds-liens. Une comparaison statistique
de diffe´rents algorithmes de dessin est re´alise´e dans le chapitre 6. Cette comparaison
s’appuie sur la capacite´ d’un dessin a` bien retranscrire la structure de communaute´ du
re´seau. Dans ce cadre, nous proposons des nouvelles mesures esthe´tiques permettant de
quantifier la capacite´ des algorithmes a` respecter certains crite`res. Nous nous inte´ressons
a` la repre´sentation explicite de la structure de communaute´ dans le chapitre 7. Nous
y proposons une me´thode pour visualiser efficacement une fragmentation de graphes en
utilisant des enveloppes concaves. Ce travail a e´te´ pre´sente´ a` la confe´rence Information
Visualisation (IV2012) [85].
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Une synthe`se globale est donne´e dans le chapitre 8. Nous reviendrons sur les e´le´ments
cle´s discute´s dans chacun des chapitres pre´ce´dents et nous de´taillerons plusieurs perspec-
tives et travaux en cours se basant sur le contenu de ce document.
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Chapitre 2
De´finitions et Notations
2.1 Ensembles et Partitions
Nous introduisons ici diffe´rentes notations relatives aux ensembles et au partitionne-
ment d’ensembles.
De´finition 2.1 (Ensemble) Un ensemble S = (s1, . . . , sn) de´signe une collection d’e´le´-
ments.
Les ensembles utilise´s dans ce document sont finis et leur taille est note´e |S|. On note ∅
l’ensemble vide.
De´finition 2.2 (Fragmentation) Soit un ensemble S, l’ensemble C = (C1, C2, . . . , Ck)
est une fragmentation de S si et seulement si
– Ci ⊆ S, ∀i ∈ [1, k]
–
⋃k
i=1 Ci = S
Les e´le´ments de C sont alors appele´s fragments.
De´finition 2.3 (Partition) Soit un ensemble S, l’ensemble C = (C1, C2, . . . , Ck) est une
partition de S si et seulement si C est une fragmentation et Ci ∪ Cj = ∅, ∀i 6= j ∈ [1, k].
Ainsi une partition est un cas particulier de fragmentation.
De´finition 2.4 (Sous-Partition) Soit un ensemble S et deux partitions C1 et C2 de S,
on dit que C2 est une sous-partition de C1 si et seulement si pour tout Ci ∈ C1, il existe
un sous-ensemble C′2 ⊆ C2 tel que C′2 est une partition de l’ensemble Ci.
Notons que la notion de sous-partition est transitive : pour tout triplet de partitions C1,
C2 et C3 de S tels que C2 est une sous-partition de C1 et C3 est une sous-partition de C2
alors C3 est une sous-partition de C1.
De´finition 2.5 (Partition hie´rarchique) Soit un ensemble S, l’ensemble note´ T =
(N1, N2, . . . , Nl) est une partition hie´rarchique de S si et seulement si
– N1 est une partition de S.
– Ni est une sous-partition de Ni−1 pour i ∈ [2, l].
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Dans ce cadre, un e´le´ment Ni de T est appele´ niveau. La quantite´ l de´signe la hauteur de
la partition hie´rarchique T .
Une partition est donc e´galement un cas particulier de partition hie´rarchique : c’est une
partition hie´rarchique de hauteur 1. Une partition hie´rarchique est e´galement un cas par-
ticulier de fragmentation.
De´finition 2.6 (Distance entre partitions) Soit C, C′ deux partitions d’un meˆme en-
semble S. Une fonction d(C, C′) est appele´e une distance si et seulement si les proprie´te´s
suivantes sont ve´rifie´es :
– Syme´trie : ∀C, C′, d(C, C′) = d(C′, C)
– Se´paration : ∀C, C′, d(C, C′) = 0⇔ C = C′
– Ine´galite´ triangulaire : ∀C, C′, C′′, d(C, C′′) ≤ d(C, C′) + d(C′, C′′)
De´finition 2.7 (Distance par suppression [7]) Soit C, C′ deux partitions d’un meˆme
ensemble S. Pour Z ⊆ S, on note C(S \Z) la partition de (S \Z) obtenue en supprimant
les e´le´ments de Z dans chaque groupe C ∈ C.
La distance par suppression entre C et C′, note´e DS(C, C′), correspond a` la taille de
l’ensemble Z ⊆ S minimum tel que C(S \ Z) = C′(S \ Z).
La distance DS(C, C′) correspond e´galement au nombre minimum d’e´le´ments devant
eˆtre e´change´s entre les groupes de C pour obtenir la partition C′. Cette mesure est bien une
distance (voir de´finition 2.6). Son calcul revient a` re´soudre un proble`me d’affectation [28,
82] ou le proble`me de couverture-sommet dans un graphe parfait [68]. Le calcul se fait
donc en temps polynomial par rapport a` |S| [111].
De´finition 2.8 (Information mutuelle [94]) Soit C, C′ deux partitions d’un meˆme
ensemble S. L’ information mutuelle entre C et C′, note´e MI(C, C′), est donne´e par
MI(C, C′) = −1|S|
k∑
i=1
k′∑
j=1
|Ci ∩ C ′j | log2
( |Ci ∩ C ′j |2
|Ci||C ′j |
)
(1)
L’information mutuelle MI(C, C′) indique si il existe une de´pendance entre C et C′ en
e´valuant dans quelle mesure l’observation “ les e´le´ments x, y ∈ S appartiennent (ou non)
a` un meˆme groupe de C” donne des informations sur la relation entre x et y dans C′. Cette
mesure n’est toutefois pas une distance contrairement a` la variation d’information.
De´finition 2.9 (Variation d’information [80]) Soit C, C′ deux partitions d’un meˆme
ensemble S. La variation d’information entre C et C′, note´e V I(C, C′), est donne´e par
V I(C, C′) = H(C) +H(C′)− 2MI(C, C′) (2)
ou` H(C) = −∑ki=1 |Ci||S| log2 ( |Ci||S| ) est l’entropie de la se´quence ( |C1||S| , |C2||S| , . . . , |Ck||S| ) (voir
de´finition 2.53).
La mesure V I est bien une distance entre partitions (voir de´finition 2.6). Elle est borne´e
par log2(|V |).
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2.2 Graphes
De´finition 2.10 (Graphe) Un graphe G = (V,E, f) est une structure forme´e d’un en-
semble V d’e´le´ments appele´s sommets, d’un ensemble E d’e´le´ments appele´s areˆtes et d’une
application surjective f : E → V × V associant a` chaque areˆte un couple de sommets.
Pour une areˆte e, les deux sommets f(e) = (u, v) sont appele´s les extre´mite´s de e. On
note n = |V | le nombre de sommets du graphe et m = |E| le nombre d’areˆtes du graphe.
Dans ce travail, on suppose que les sommets et les areˆtes de G sont toujours indexe´s par
un entier de l’intervalle [1 . . . n] et [1, . . . ,m] respectivement. On note e´galement V (G)
(respectivement E(G)) l’ensemble des sommets (resp. areˆtes) du graphe G.
De´finition 2.11 (Graphe simple) Un graphe G = (V,E, f) est dit simple si et seule-
ment si f est une fonction bijective.
Un graphe qui n’est pas simple est dit multiple. Par la suite, si la mention multiple n’est
pas pre´sente un graphe sera suppose´ simple. Dans ce cadre, l’application f est omise et
on supposera que E ⊆ {(u, v)|u ∈ V, v ∈ V }. Un graphe G sera donc note´ G = (V,E).
De´finition 2.12 (Graphe non-oriente´) Un graphe G = (V,E, f) est non-oriente´ si
l’application f est restreinte aux ensembles de sommets.
Par la suite si la mention oriente´ n’est pas pre´sente, on conside´rera que le graphe est
non-oriente´.
De´finition 2.13 (Graphe ponde´re´) Un graphe G = (V,E,w) est dit ponde´re´ si la
fonction w associe a` chaque areˆte e ∈ E un re´el w(e). On appelle w(e) le poids de l’areˆte
e.
Si la fonction de ponde´ration w n’est pas explicitement note´e on conside´rera que le graphe
est non-ponde´re´.
De´finition 2.14 (Boucle) Soit G = (V,E) un graphe et e ∈ E une areˆte avec pour
extre´mite´s u, v ∈ V . L’areˆte e est une boucle si et seulement si u = v.
On supposera qu’un graphe ne contient pas de boucles si la mention “avec boucles” n’est
pas explicitement donne´e.
De´finition 2.15 (Sous-graphe) Soit G = (V,E) un graphe. On dit que G′ = (V ′, E′)
est un sous-graphe de G si et seulement si V ′ ⊆ V et E′ ⊆ E.
De´finition 2.16 (Sous-graphe induit) Soit G = (V,E) un graphe et un sous-ensemble
de sommets S ⊆ V . Le sous-graphe note´ G[S] = (S,E′) est induit par S si et seulement
si E′ = {(u, v) ∈ E, u ∈ S, v ∈ S}.
De´finition 2.17 (Sous-graphe forme´) Soit G = (V,E) un graphe et un sous-ensemble
d’areˆtes E′ ⊆ E. Le sous-graphe note´ G(E′) = (S,E′) est forme´ par E′ si et seulement si
S = {u ∈ V, (u, v) ∈ E′}.
15
Chapitre 2. De´finitions et Notations
Figure 2.1: Illustration de la Coreness : le label des sommets correspond a` la valeur de
coreness. Les enveloppes correspondent au trois diffe´rents k-cores du graphe (1-core :
jaune, 2-core : orange, 3-core : rouge).
De´finition 2.18 (Graphe biparti) Un graphe G = (V,E) est dit biparti si et seulement
si il existe une partition (V1, V2) de V telle que toute areˆte e ∈ E a une extre´mite´ dans V1
et l’autre dans V2.
Un graphe biparti sera note´ sous la forme G = (V1 + V2, E). Notons que les sous-graphes
induits G[V1] et G[V2] ne contiennent pas d’areˆtes.
De´finition 2.19 (Voisinage d’un sommet) Soit G = (V,E) un graphe et u ∈ V un
sommet. On appelle voisinage de u dans G, note´ NG(u) l’ensemble {v ∈ V, (u, v) ∈ E}.
De´finition 2.20 (Degre´ d’un sommet) Soit G = (V,E) un graphe et u ∈ V un som-
met. On appelle degre´ de u dans G, note´ dG(u) la quantite´ |NG(u)|.
De´finition 2.21 (Voisinage entrant et sortant d’un sommet) Soit G = (V,A) un
graphe oriente´ et u ∈ V un sommet. On appelle voisinage entrant (respectivement sortant)
de u dans G, note´ N−G (u) (resp. N+G (u)) l’ensemble
{v ∈ V |(v, u) ∈ A} (resp. {v ∈ V |(u, v) ∈ A}).
De´finition 2.22 (Degre´ entrant et sortant d’un sommet) Soit G = (V,A) un
graphe oriente´ et u ∈ V un sommet. On appelle degre´ entrant (respectivement sortant) de
u dans G, note´ d−G(u) (resp. d+G(u)) la quantite´ |N−G (u)| (resp. |N+G (u)|).
De´finition 2.23 (Coreness) Soit un graphe G = (V,E), la coreness d’un sommet u ∈
V , note´e coreG(u), est la plus grande valeur de i ∈ [0, dG(u)] pour laquelle il existe un
sous-graphe G′ de degre´ minimum i contenant u.
De´finition 2.24 (k-core) Soit un graphe G = (V,E), le k-core de G est le sous-graphe
induit par l’ensemble {v ∈ V, coreG(v) ≥ k}.
On appelle la de´ge´ne´rescence de G la valeur maximum k pour laquelle le k-core de G est
non-vide. Une illustration du concept de k-core est donne´e en Figure 2.1.
De´finition 2.25 (Chemin oriente´) Soit G = (V,A) un graphe oriente´. On appelle
chemin oriente´ dans G une se´quence (v1, e1, v2, e2, . . . , el−1, vl) avec :
– ∀i ∈ [1..l], vi ∈ V
– ∀i ∈ [1..l − 1], ei = {vi, vi+1} ∈ A
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– ∀i, j ∈ [1..l], i 6= j, vi 6= vj et ei 6= ej.
La longueur d’un chemin de´signe le nombre d’areˆtes de la se´quence. Dans le cas de graphes
ponde´re´s, la longueur peut de´signer la somme des poids des areˆtes de la se´quence, on
parlera alors de longueur ponde´re´e.
De´finition 2.26 (Chemin non-oriente´) Soit G = (V,E) un graphe. On appelle chemin
non-oriente´ dans G une se´quence (v1, e1, v2, e2, . . . , el−1, vl) avec :
– ∀i ∈ [1..l], vi ∈ V
– ∀i ∈ [1..l − 1], ei = {vi, vi+1} ∈ E
– ∀i, j ∈ [1..l[, i 6= j, vi 6= vj et
– ∀i, j ∈ [1..l], i 6= j, ei 6= ej.
Un chemin ne passant pas deux fois par une meˆme areˆte est dit simple. On dira qu’un
sommet u est accessible a` partir d’un autre sommet v si il existe un chemin (oriente´ ou
non selon le cas) entre v et u.
De´finition 2.27 (Distance) Soit G = (V,E) un graphe et deux sommets distincts s, t ∈
V , la distance entre s et t note´e δG(s, t) correspond a` la longueur d’un plus court chemin
entre s et t dans G.
De´finition 2.28 (Centralite´-chemin [57]) Soit G = (V,E) un graphe et un sommet
u ∈ V , la centralite´-chemin est le nombre de plus courts chemins passant par u pour tout
couple de sommets (s, t) diffe´rents de u.
La centralite´-chemin peut eˆtre calcule´e en O(|E||V |) [26].
De´finition 2.29 (Diame`tre) Soit G = (V,E) un graphe. Le diame`tre de G est e´gal a` la
distance maximum entre deux sommets de G.
De´finition 2.30 (Cycle et Graphe acyclique) Soit G = (V,E) un graphe oriente´
(respectivement non-oriente´) et u ∈ V un sommet. On appelle cycle tout chemin oriente´
(resp. non-oriente´ simple) de u a` u. Si il n’existe pas de tel chemin dans G alors le graphe
G est un graphe oriente´ (resp. non-oriente´) acyclique.
De´finition 2.31 (Graphe connexe) Soit G = (V,E) un graphe. Le graphe G est connexe
s’il existe un chemin entre toute paire de sommets dans G.
L’ensemble des sous-graphes connexes maximaux de G sont appele´s les composantes
connexes de G.
De´finition 2.32 (k-sommet-connexe) Soit G = (V,E) un graphe. Le graphe G est k-
sommet-connexe si et seulement si |V | > k et qu’il n’existe pas de sous-ensemble V ′ ⊂ V
de taille |V ′| < k tel que le sous-graphe induit G[V \ V ′] n’est pas connexe.
La connexite´-sommet d’un graphe G est le k maximum tel que G est k-sommet-connexe.
De´finition 2.33 (k-areˆte-connexe) Soit G = (V,E) un graphe. Le graphe G est k-
areˆte-connexe si et seulement si il n’existe pas de sous-ensemble E′ ⊂ E de taille |E′| < k
tel que le sous-graphe G′ = (V,E \ E′) n’est pas connexe.
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La connexite´-areˆte d’un graphe G est le k maximum tel que G est k-areˆte-connexe.
De´finition 2.34 (Graphe complet) Soit G = (V,E) un graphe. Le graphe G est un
graphe complet si et seulement si ∀u ∈ V et ∀v ∈ V , (u, v) ∈ E.
Un graphe complet posse`de m =
(n
2
)
= n(n− 1)2 areˆtes. Un graphe oriente´ complet posse`de
m = n2 arcs.
De´finition 2.35 (Densite´) Soit G = (V,E) un graphe. La densite´ de G correspond
a` la proportion d’areˆtes sur le nombre maximal d’areˆtes dans un graphe de meˆme type
posse´dant |V | sommets.
De´finition 2.36 (Matrice d’adjacence) Soit G un graphe a` n sommets. La matrice
d’adjacence A de G est une matrice de taille n × n dont les e´le´ments auv correspondent
au nombre d’areˆtes ayant pour extre´mite´s les sommets d’indices u et v.
Dans le cas non-oriente´, A est une matrice syme´trique. Dans le cas ou` G est sans-boucle,
la diagonale de A est nulle.
2.3 Arbres
De´finition 2.37 (Arbre) On dit que T est un arbre si et seulement si T est un graphe
acyclique et connexe.
De manie`re a` e´viter de possibles ambigu¨ıte´s, les sommets d’un arbre seront appele´s nœuds
si T est clairement de´fini comme e´tant un arbre. Les nœuds u ∈ V tels que dT (v) = 1 sont
appele´s feuilles de l’arbre. L’ensemble des feuilles est note´ FT . Si un nœud u de T n’est
pas une feuille on dit que u est interne a` T .
De´finition 2.38 (Arbre enracine´) Soit T = (V,E) un graphe oriente´. On dit que T
est un arbre enracine´ en un nœud r ∈ V (appele´e la racine) si et seulement si il existe un
unique chemin oriente´ de r a` tout autre nœud de G.
Dans un arbre enracine´, le voisin entrant u 6= r est appele´ son parent (note´ pT (u)). Pour
un nœud u ∈ V l’ensemble de ses voisins sortants forme les successeurs de u (note´ σT (u)).
Dans le cas d’un arbre enracine´ T , les feuilles de l’arbre ve´rifient d+T (v) = 0 et donc
σT (v) = ∅.
De´finition 2.39 (Arbre binaire) Soit T = (V,A) un arbre enracine´. On dit que T est
un arbre binaire si et seulement si d+T (u) = 2 pour tout u ∈ (V \ FT ).
De´finition 2.40 (Sous-Arbre) Soit T = (V,E) un arbre, tout sous-graphe connexe de
T est appele´ un sous-arbre de T .
Pour un graphe enracine´ T , le sous-arbre enracine´ en u ∈ V est note´ Tu et correspond au
sous-graphe induit forme´ par u et l’ensemble des nœuds v ∈ V accessibles a` partir de u.
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De´finition 2.41 (Hauteur) Soit T = (V,E) un arbre enracine´ en r, la hauteur d’un
nœud u ∈ V note´e hT (u) correspond a` la distance entre r et u.
De´finition 2.42 (Niveau) Soit T = (V,E) un arbre enracine´ en r, le i-e`me niveau de
G note´ Ni(T ) est l’ensemble de feuilles dans le sous-arbre induit par l’ensemble {u ∈
V, hG(u) ≤ i}.
De´finition 2.43 (Arbre de partition) Soit un ensemble S, un arbre de partition T
correspond a` un couple (T, f) ou` T est un arbre enracine´ en r et f est une application
injective de´finie dans V (T ) et a` valeur dans P(S) telle que
– f(r) = S
– f(u) =
⋃
v∈σT (v) f(v) pour tout nœud interne u.
– f(u) ∩ f(v) = ∅ si pT (u) = pT (v)
Par souci de clarte´, on omettra l’application f et on notera f(u) = Su. Toutes les notations
relatives aux arbres enracine´s pourront eˆtre applique´es directement a` T . Un arbre de par-
tition binaire est aussi appele´ un dendrogramme. Un arbre de partition T d’un ensemble S
permet d’encoder une partition hie´rarchique de S puisqu’il existe une application bijective
entre les deux. En particulier, notons que l’ensemble forme´ par {Su, u ∈ Ni(T )} est une
partition de S.
De´finition 2.44 (Arbre de partition canonique) Soit un ensemble S, un arbre de
partition T est canonique si et seulement si il ne contient pas de nœud u tel que d+T (u) = 1.
La re´duction canonique d’un arbre de partition T est un arbre de partition canonique T ′
obtenu en supprimant ite´rativement chaque nœud u de degre´ sortant 1 dans T et ajoutant
une areˆte allant de pT (u) a` l’unique successeur de u. Le re´sultat T ′ est un arbre de partition
canonique de S. Tout arbre de partition admet une seule et unique re´duction canonique.
Par la suite, on supposera qu’un arbre de partition (on parlera aussi de hie´rarchie) est
toujours canonique sauf mention contraire.
2.4 Partitionnement de graphes
On pre´sente ici diffe´rents concepts relatifs au partitionnement de graphe. Un parti-
tionnement de G correspond a` une partition des sommets de G. On parlera e´galement de
partitionnement des areˆtes d’un graphe.
De´finition 2.45 (Clique) Soit G = (V,E) un graphe et V ′ un sous-ensemble de sommets
de G. Les sommets de V ′ forment une clique si et seulement si le sous-graphe induit G[V ′]
est un graphe complet.
De´finition 2.46 (Clique Maximale) Soit G = (V,E) un graphe et V ′ un sous-ensemble
de sommets de G. Les sommets de V ′ forment une clique maximale si et seulement si V ′
est une clique et qu’il n’existe pas de clique V ′′ ⊆ V tel que V ′ ⊂ V ′′.
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Une clique V ′ est dite maximum si |V ′| est maximum parmi l’ensemble des cliques de
G. De´terminer la taille de la clique maximum est un proble`me NP-Complet [35].
De´finition 2.47 (Areˆtes internes/externes) Soit G = (V,E) un graphe et V ′ un
sous-ensemble de sommets de G. L’areˆte (u, v) ∈ E est dite interne si et seulement si
u ∈ V ′ et v ∈ V ′. Soit V1, V2 deux sous-ensembles disjoints de V , l’areˆte (u, v) ∈ E est
dite externe si et seulement si u ∈ V1 et v ∈ V2.
Pour une partition de C = (C1, . . . , Ck), l’ensemble Eij de´signe l’ensemble des areˆtes
externes entre Ci et Cj . Ainsi Eii est l’ensemble des areˆtes internes a` Ci. On note e´galement
ei (respectivement eij) le nombre d’areˆtes internes au groupe Ci (resp. externes entre les
groupes Ci et Cj pour i 6= j). Si G est conside´re´ ponde´re´, la quantite´ ei (resp. eij) est la
somme des poids des areˆtes internes au groupe Ci (resp. externes entre les deux groupes).
De´finition 2.48 (Coupe minimum) Soit G = (V,E) un graphe, une partition (V ′, V −
V ′) de taille 2 est appele´e une coupe de G. La taille d’une coupe (V ′, V − V ′) note´e
|(V ′, V − V ′)| correspond au nombre d’areˆtes externes entre les deux groupes.
Si G est ponde´re´, la taille de la coupe est la somme des poids des areˆtes traversant
la coupe. Une coupe est minimum si et seulement si |(V ′, V − V ′)| est minimum parmi
l’ensemble des coupes de G. D’apre`s le the´ore`me de Menger [151], la connexite´-areˆte d’un
graphe G est e´gale a` la taille d’une coupe minimum de G.
De´finition 2.49 (Graphe quotient) Soit un graphe G et une partition C = (C1, . . . , Ck)
des sommets V . Le graphe quotient Q = (V, V × V, f) est un graphe dont les sommets
(v1, . . . , vk) correspondent, via l’application bijective f , aux groupes (C1, . . . , Ck).
Le graphe Q peut eˆtre ponde´re´ par la quantite´ eij correspondante et peut comprendre des
boucles ponde´re´es par la quantite´ ei.
De´finition 2.50 (Mesure de qualite´) Une mesure de qualite´ Φ(G, C) est une fonction
de´finie sur l’ensemble des partitions C des sommets V d’un graphe G et a` valeur dans
l’ensemble des re´els.
Pour deux partitions C, C′ de V on dit que C est meilleure que C′ si Φ(G, C) > Φ(G, C′).
Pour un seuil τ fixe´, on dira que C est une bonne partition si Φ(G, C) > τ .
De´finition 2.51 (Mesure de qualite´ additive) Une mesure de qualite´ Φ(G, C) d’une
partition C = (C1, . . . , Ck) des sommets V d’un graphe G est dite additive si elle peut eˆtre
formule´e sous la forme
Φ(G, C) =
k∑
i=1
φ(G, C, Ci) (3)
ou` φ(G, C, Ci) correspond au gain du groupe Ci au sein de la partition C.
De´finition 2.52 (Mesure de qualite´ fortement additive) Une mesure de qualite´
Φ(G, C) d’une partition C = (C1, . . . , Ck) des sommets V d’un graphe G est dite fortement
additive si elle est additive et que pour tout V ′ ⊂ V , on a φ(G, C(V ′), V ′) = φ(G, V ′) pour
toute partition C(V ′) de V contenant V ′.
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Le fait qu’une mesure soit fortement additive indique que le gain d’un groupe V ′ ne
de´pend pas de la fac¸on dont les sommets appartenant a` (V \ V ′) sont partitionne´s. Ainsi,
si Φ est fortement additive, pour deux partitions C1, C2 de V (G), on a
Φ(G, C1)− Φ(G, C2) =
∑
C∈(C1−C2)
φ(G,C)−
∑
C∈(C2−C1)
φ(G,C) (4)
puisque les contributions des groupes C1∩C2 s’annulent. Disposer d’une mesure fortement
additive est donc utile dans le cadre d’algorithme de partitionnement. Par exemple, pour
une partition C donne´e, la variation de qualite´ obtenue en regroupant les sommets de deux
groupes C1, C2 ∈ C est e´gale a` φ(G,C1 ∪ C2)− (φ(G,C1) + φ(G,C2)).
2.5 Probabilite´ et statistiques
De´finition 2.53 (Entropie) Soit X une variable ale´atoire discre`te a` l e´tats (x1, . . . , xl),
on note pi = P (X = xi) pour i ∈ [1, l] la probabilite´ que X soit dans l’e´tat xi. L’entropie
de X, note´e H(X), est donne´e par la formule suivante :
H(X) = −
l∑
i=1
pi log(pi) (5)
De´finition 2.54 (Vraisemblance) Soit S = (s1, . . . , sN ) un N-e´chantillon d’une va-
riable ale´atoire X, la vraisemblance note´e L(S, P ) est la probabilite´ d’observer le N-
e´chantillon S partant d’une distribution P de la variable X :
L(S, P ) =
N∏
i=1
P (X = si) (6)
La vraisemblance peut eˆtre utilise´e pour estimer les e´ventuels parame`tres d’une distribu-
tion PX , la me´thode est alors appele´e maximum de vraisemblance car on va chercher le
jeu de parame`tres maximisant la vraisemblance ou, de fac¸on e´quivalente, le logarithme de
la vraisemblance.
De´finition 2.55 (Loi de Bernoulli) Soit X une variable ale´atoire discre`te a` valeur
dans l’ensemble (0, 1). On dit que la variable X suit une loi de Bernoulli de parame`tre p
ou X ∼ B(p) si et seulement si
P (X = x) =
{
p si x = 1
1− p si x = 0 (7)
De´finition 2.56 (Loi binomiale) Soit X une variable ale´atoire discre`te a` valeur dans
l’ensemble (1, . . . , n). On dit que la variable X suit une loi binomiale de parame`tres (n, p)
ou X ∼ B(n, p) si et seulement si X s’exprime sous la forme d’une somme de variables
ale´atoires (X1, . . . , Xn) ou` Xi ∼ B(p), pour tout i ∈ [1, n].
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De´finition 2.57 (Loi de puissance) Soit X une variable ale´atoire re´elle. On dit que
la variable X suit une loi de puissance de parame`tres (xmin, α) ou X ∼ PL(n, p) si et
seulement si
P (X ≤ x) =
∫ x
xmin
cy−αdy (8)
ou` c est une constante de normalisation.
2.6 Mode`les de graphes ale´atoires
Un graphe peut eˆtre conside´re´ comme une re´alisation d’un processus stochastique
complexe a priori inconnu. Dans ce cadre, il est possible d’infe´rer des mode`les parame´tre´s
en utilisant des observations issues des re´seaux re´els. La mode´lisation de graphes permet
ainsi de mieux comprendre la topologie et la dynamique d’un re´seau. L’objet de cette
section est de de´crire diffe´rents mode`les plus ou moins complexes qui seront utilise´s dans
le reste de ce document.
Pour un graphe G = (V,E) on suppose ici que l’ensemble E des areˆtes du graphe
est se´lectionne´ ale´atoirement parmi tous les sous-ensembles de V × V . Diffe´rents mode`les
existent a` ce jour, nous allons en de´tailler quelques-uns ici. Pour cela, nous introduisons
diffe´rentes notions relatives aux graphes ale´atoires.
De´finition 2.58 (Probabilite´ de lien) Soit G = (V,E) un graphe et deux sommets
u, v ∈ V . On note puv la probabilite´ qu’une areˆte ayant pour extre´mite´s u et v existe dans
E.
On a puv = P ({u, v} ∈ E). Dans ce cadre, ({u, v} ∈ E) ∼ B(puv). Dans le cas non-oriente´,
on a puv = pvu. Dans le cas ou` G est sans boucle, on a puu = 0, ∀u ∈ V .
De´finition 2.59 (Probabilite´ de lien interne/externe) Soit G = (V,E) un graphe
et une partition C de G. On note pij la proportion the´orique d’areˆtes reliant les sommets
de Ci et les sommets de Cj. Dans ce cas pii est la proportion the´orique de liens internes
a` Ci.
Dans ce cadre, on suppose donc que eij ∼ B(|Ci||Cj |, pij).
2.6.1 Mode`le de Erdo˝s-Re´nyi
Ce mode`le fut propose´ par Erdo˝s et Re´nyi [48], il est a` la base de la the´orie des graphes
ale´atoires. La probabilite´ puv est fixe´e pour toute paire de sommets appartenant a` V × V ,
on notera cette probabilite´ p. La ge´ne´ration consiste donc a` poser (u, v) ∈ E avec une
probabilite´ p ainsi on a m ∼ B((n2), p) dans le cas de graphes non-oriente´s et sans boucles.
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Ce mode`le ge´ne`re l’ensemble des graphes de taille n avec une probabilite´ non-nulle.
Toutefois, il est rarement adapte´ a` la mode´lisation de re´seaux re´els. En effet, l’observation
de la pre´sence ou l’absence d’une areˆte entre deux sommets est inde´pendante du reste du
re´seau, ce qui est rare en pratique.
L’estimation du mode`le repose sur l’estimation de p, un estimateur direct est donne´
par la densite´ d’areˆte dans G. Cet estimateur est celui maximisant la vraisemblance du
mode`le.
2.6.2 Mode`le ERMG
Une ge´ne´ralisation du mode`le de Erdo˝s-Re´nyi est propose´e en introduisant la no-
tion de partitionnement : les proprie´te´s de connectivite´ entre les sommets de´pendent des
groupes auxquels ces sommets appartiennent. Ce mode`le, nomme´ Erdo˝s-Re´nyi mixture
for graph [38] (ERMG), permet ainsi la mode´lisation de structures varie´es telles que les
graphes bipartis ou les re´seaux en e´toiles.
Formellement, dans ce contexte, la probabilite´ de l’e´ve´nement :
((u, v) ∈ E)|{u ∈ Ci, v ∈ Cj} ∼ B(pij) (9)
Le statut de deux areˆtes (absentes ou pre´sentes) est donc conditionnellement inde´pen-
dant. La simulation de graphes ale´atoires n’est pas plus complique´e que dans le mode`le
de Erdo˝s-Re´nyi si on dispose de la partition C et des valeurs des pij . Ce mode`le, ainsi que
le pre´ce´dent, ont l’avantage de pouvoir pre´dire les liens pour de nouvelles entre´es dans le
syste`me (de nouveaux sommets).
L’estimation du mode`le consiste a` de´terminer a` la fois la partition et les probabilite´s de
liens internes et externes maximisant la vraisemblance du mode`le (voir de´finition 2.54). On
note P = {pij}1≤i,j≤k l’ensemble de ces probabilite´s pour une partition C avec k groupes.
La vraisemblance du mode`le est donc la probabilite´ d’observer E(G) en fonction du couple
(C,P).
L(E(G), (C,P)) =
k∏
i=1
k∏
j=i
p
eij
ij (1− pij)t(Ci,Cj)−eij (10)
ou` t(Ci, Cj) =

(ni
2
)
si i = j
ninj sinon
.
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2.6.3 Mode`le a` distribution arbitraire de degre´
Ce mode`le est e´galement une ge´ne´ralisation du mode`le de Erdo˝s-Re´nyi [5] : on consi-
de`re que le degre´ des sommets est connu. Un graphe ale´atoire serait dans ce cas obtenu en
se´lectionnant un graphe disposant du meˆme nombre de sommets et de la meˆme se´quence
de degre´. Il permet e´galement de mode´liser un graphe dont les degre´s sont simule´s a` partir
d’une loi de probabilite´ connue.
Cette approche est issue de l’e´tude des re´seaux a` invariance d’e´chelle [16], ou` la loi
de probabilite´ des degre´s des sommets peut eˆtre approche´e par une loi de puissance (voir
De´finition 2.57). La ge´ne´ration ale´atoire repose, dans ce cadre, sur l’ajout successif de
sommets qui se lient pre´fe´rentiellement aux sommets les plus anciens.
De nombreux algorithmes furent de´veloppe´s dans le cas ge´ne´ral, lorsque que la se´-
quence de degre´s ou la loi de probabilite´ sont connues [98]. Les plus re´cents se basent sur
des algorithmes de Monte-Carlo par Chaˆıne de Markov (MCMC) [121] ou sur des algo-
rithmes d’e´chantillonnage ponde´re´ se´quentiel (Sequential Importance Sampling [22]). Dans
chacun de ces algorithmes, une areˆte est ajoute´e entre deux sommets si le re´sultat de cette
ope´ration satisfait certains crite`res. Cependant, la fac¸on de choisir un couple de sommets
plutoˆt qu’un autre peut varier d’un algorithme a` un autre. En ge´ne´ral, dans la litte´rature,
cette probabilite´ de´pend du degre´ des deux sommets. De meˆme que pour le mode`le de
Erdo˝s-Re´nyi, de nombreuses proprie´te´s statistiques ont e´te´ e´tudie´es dans le cadre de ce
mode`le [5, 75].
2.6.4 Mode`le hie´rarchique
Une approche propose´e par Clauset et al. [31] repose sur l’hypothe`se de l’existence
d’une structure hie´rarchique inhe´rente a` certains types de re´seaux et, a` l’instar du mode`le
ERMG, de l’existence de communaute´s plus ou moins lie´es entres elles.
Soit G un graphe de n sommets et D un dendrogramme dont les n feuilles corres-
pondent aux sommets de G. A chacune des n − 1 se´parations de D (indexe´ de fac¸on
quelconque par un entier note´ r) on assigne une probabilite´ note´e pr. Par ailleurs, on
note ruv le plus proche anceˆtre commun (least common ancestor) dans D de u, v ∈ V .
Ainsi deux sommets {u, v} sont relie´s par une areˆte avec une probabilite´ pruv . Le mode`le de
graphes ale´atoires hie´rarchiques (note´ HRG) correspond au couple forme´ par (D, {pr}r∈D).
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Pour de´terminer quel couple (D, {pr}r∈D) forme le ”meilleur” mode`le pour un graphe
donne´, les auteurs proposent d’utiliser des me´thodes stochastiques de maximisation de la
vraisemblance. On pose Lr (respectivement Rr) le nombre de feuilles a` gauche (resp. a`
droite) de la se´paration r et Er le nombre d’areˆtes dans G dont les extre´mite´s ont pour
plus proche anceˆtre commun r. Pour un couple (D, {pr}r∈D), la vraisemblance du mode`le
est donne´e par la formule suivante.
L(E(G), (D, {pr}r∈D)) =
∏
r∈D
pErr (1− pr)LrRr−Er (11)
Les pr maximisant L(E(G), (D, {pr}r∈D)) note´s p̂r correspondent a` la proportion ob-
serve´e d’areˆtes passant dans r :
p̂r =
Er
LrRr
(12)
ou` LrRr est e´gale au nombre total d’areˆtes susceptibles de traverser la se´paration r.
Pour estimer le mode`le, il reste donc a` de´terminer une configuration D note´e D̂ maximisant
le logarithme de la vraisemblance apre`s remplacement des pr :
log(L(E(G), D)) =
∑
r∈D
LrRr(p̂r log(p̂r) + (1− p̂r) log(1− p̂r)) (13)
La formule h(p) = −p log(p)− (1− p) log(1− p) est la fonction d’entropie de Shannon
(voir de´finition 2.53). Cette quantite´ sera faible dans des cas ou` les se´parations corres-
pondent soit a` des probabilite´s faibles, soit a` des probabilite´s fortes, c’est-a`-dire dans le
cas ou` ces dernie`res apportent peu d’information. Par convention, on pose h(0) = h(1) = 0
ce qui correspond aux limites de l’entropie. Le dendrogramme D̂ peut eˆtre de´termine´ par
des algorithmes de type Monte-Carlo par Chaˆıne de Markov (MCMC) [121] qui offrent
une convergence relativement rapide. Il faut cependant noter que rien n’indique l’existence
d’un maximum unique.
Ce mode`le, de par sa flexibilite´, a de nombreux avantages.
– Il permet, a` l’instar des pre´ce´dents, de simuler de nouvelles instances de graphe
posse´dant une structure proche [31].
– On peut obtenir une partition des sommets de G par e´lagage de D̂ et prendre les
nouvelles feuilles obtenues pour partitionner le graphe. De ce point de vue, le mode`le
HRG ge´ne´ralise le mode`le ERMG.
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– L’existence d’une structure hie´rarchique implique une notion de pre´fe´rence entre les
groupes et donc entre les sommets pris deux a` deux. Il est ainsi possible de pre´dire
l’absence de lien entre des sommets si, par exemple, on est dans le cas ou` on ne
dispose que d’un graphe partiel [32], c’est-a`-dire un e´chantillon de l’ensemble E.
2.6.5 Mode`le LFR
Nous pre´sentons maintenant le mode`le LFR propose´ par [88] permettant de ge´ne´rer
des graphes ale´atoires a` partir d’une partition des sommets. Nous pre´sentons e´galement
une extension de ce mode`le, nomme´e LFR hie´rarchique, aux partitions hie´rarchiques [89].
Ces mode`les ont e´te´ conc¸us de fac¸on a` pouvoir ge´ne´rer des graphes et tester diffe´rents algo-
rithmes de partitionnement. L’optique n’est donc pas directement l’infe´rence de graphes.
Mode`le LFR La construction de graphes en utilisant le mode`le LFR correspond aux
e´tapes suivantes :
1. Ge´ne´ration d’une se´quence de degre´ suivant une loi de puissance PL(dmin, α) ou` α
est donne´ en parame`tre et ou` dmin (le degre´ minimum) est calcule´ en fonction du
nombre de sommets n et du degre´ moyen d donne´s en parame`tres. En utilisant ces
parame`tres, une se´quence (λ1, . . . , λn) ∈ [0, 1]n est ge´ne´re´e. La ge´ne´ration du graphe
G a` partir de cette se´quence repose sur la me´thode de Molloy-Reed [98]. Ainsi, pour
tout sommet vi de G on peut garantir que dG(vi) ' nλi.
2. Ge´ne´ration du nombre et de la taille des groupes. La taille des groupes suit e´galement
une loi de puissance PL(smin, β) ou` smin et β sont deux parame`tres du mode`le.
3. Affectation ale´atoire des sommets a` chaque groupe en respectant la contrainte qu’un
sommet u ne peut eˆtre assigne´ qu’a` un groupe de taille supe´rieure ou e´gale a` dG(u).
4. Routage des areˆtes adjacentes a` un sommet u de fac¸on a` garantir qu’environ µdG(u)
areˆtes aient leur oppose´ dans un groupe diffe´rent du groupe de u. Cette proportion
µ est un parame`tre du mode`le, il va correspondre, au final, a` la proportion d’areˆtes
externes dans le graphe.
Le graphe est donc ge´ne´re´ a` partir d’une partition, ge´ne´re´e elle aussi de fac¸on ale´atoire.
A la diffe´rence du mode`le ERMG, les sommets d’un meˆme groupe ne sont pas tous simi-
laires puisque selon la valeur des parame`tres, le degre´ des sommets au sein d’un groupe
peut significativement varier. On peut cependant regretter l’absence d’attachement pre´fe´-
rentiel entre les diffe´rents groupes a` la diffe´rence du mode`le ERMG ou HRG. La version
hie´rarchique de ce mode`le, pre´sente´e ci-dessous, permet de combler partiellement cette
lacune.
Mode`le LFR Hie´rarchique Ce mode`le se rapproche beaucoup du mode`le LFR
mais propose que le graphe soit ge´ne´re´ a` partir d’une partition a` deux niveaux. Le premier
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niveau est celui des macro-communaute´s, il est ge´ne´re´ de la meˆme fac¸on que la partition du
mode`le LFR ou` le parame`tre µ1 de´finit la proportion d’areˆtes entre macro-communaute´s.
Chaque macro-communaute´ C est ensuite de´coupe´e en diffe´rentes micro-communaute´s, ce
de´coupage se fait de la meˆme fac¸on que la partition du mode`le LFR mais cette fois en
s’appliquant sur le sous-graphe induit G[C]. Le parame`tre µ2 de´finit la proportion d’areˆtes
entre les micro-communaute´s faisant partie d’une meˆme macro-communaute´. Pour tout
sommet u, la proportion d’areˆtes adjacentes a` u externe a` une micro-communaute´ est donc
µ1 + µ2 en moyenne. Un exemple de graphe ge´ne´re´ a` partir de ce mode`le est donne´ en
Figure 2.2.
Figure 2.2: Exemple d’un graphe ge´ne´re´ en utilisant le mode`le LFR hie´rarchique.
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Une mesure de qualite´ peut eˆtre utilise´e pour comparer diffe´rentes partitions et choisir
la meilleure. En effet, les mesures de qualite´ associent a` un objet mathe´matique a priori
de´pourvu d’une relation d’ordre, une valeur nume´rique standardise´e. Ainsi, ces mesures
sont utilise´es comme fonction objective a` maximiser dans le cadre d’algorithmes de parti-
tionnement. Malgre´ l’utilisation de ce type d’outil, cette taˆche correspond a` des proble`mes
difficiles. En effet, le nombre de partitions d’un ensemble de n e´le´ments est le n-ie`me
nombre de Bell [77]
B0 = 1
Bn =
n−1∑
k=0
(
n
k
)
Bk (1)
Cela explique l’emploi de mesures de qualite´ permettant d’explorer plus facilement cet
espace.
Les diffe´rentes mesures de qualite´ existantes a` ce jour se basent sur des crite`res diffe´-
rents. Comparer les mesures par rapport aux crite`res revient a` comparer plusieurs de´fini-
tions de ce qu’est une “bonne” partition ou ce qui de´finit une communaute´ dans un re´seau.
Ces crite`res de´pendent du domaine d’application du partitionnement de graphe.
On se place ici dans un cadre d’exploration ou` il n’y a pas d’a priori sur la forme,
la taille des groupes ni sur leur nombre. Dans ce cadre, e´tudier le comportement des
mesures de qualite´ est important. C’est l’objet de cette section ou` nous nous inte´ressons a`
l’analyse de la mesure MQ propose´e par Mancoridis [93]. En particulier, nous comparons
le comportement de cette mesure a` celui de la modularite´ [101].
Apre`s avoir pre´sente´ les mesures de qualite´ utilise´es dans la section 3.1, nous proposons
une ge´ne´ralisation de la mesure MQ dans la section 3.2. Cette mesure est analyse´e et
compare´e a` la modularite´ Q dans la section 3.3.
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3.1 E´tat de l’art
Nous pre´sentons ici diffe´rentes mesures de qualite´ pour une partition des sommets d’un
graphe. Un grand nombre de mesures existantes sont pre´sente´es dans [25]. Nous de´taillons
ici les mesures qui seront utilise´es dans la suite de ce manuscrit. Nous nous concentrons
sur les mesures additives utilisant le nombre d’areˆtes internes et/ou le nombre d’areˆtes
externes. Il s’agit de la modularite´ Q [101], la mesure de de Mancoridis MQ [93] et la
qualite´ de compression L [126].
Notons qu’il existe cependant certaines mesures se basant sur diffe´rents crite`res. Par
exemple White et Harary [152] proposent d’e´valuer la cohe´sion d’un groupe comme le
nombre minimum d’acteurs a` retirer du re´seau pour de´connecter le groupe. Ceci corres-
pond a` la connexite´-sommet du sous-graphe induit par ce groupe (voir de´finition 2.32).
Ils sugge`rent par la suite que les groupes peuvent eˆtre e´value´s en se basant sur le nombre
d’areˆtes supple´mentaires par rapport au nombre minimum d’areˆtes ne´cessaire pour at-
teindre cette connexite´. Une autre mesure introduite par [153] se base, en partie, sur la
longueur moyenne des plus courts chemins au sein des groupes pour e´valuer leur qualite´.
3.1.1 Modularite´ Q
La mesure de modularite´ Q est tre`s populaire dans le domaine du partitionnement
de graphes [101, 100]. Elle repose sur la diffe´rence entre la part d’areˆtes observe´es et
la part d’areˆtes the´orique dans l’hypothe`se ou` les sommets ne sont pas lie´s de manie`re
pre´fe´rentielle si ils appartiennent au meˆme groupe.
De´finition 3.1 Soit G = (V,E) un graphe et C = (C1, . . . , Ck) une partition de ces som-
mets. La modularite´ de la partition C, note´e Q(G, C) est donne´e par la formule suivante :
Q(G, C) =
k∑
i=1
(
eii
|E| −
(
di
2|E|
)2)
(2)
ou` di = 2eii +
∑
j 6=i eij est la somme des degre´s des sommets appartenant au groupe Ci.
La modularite´ telle que donne´e par l’e´quation (2) est une mesure fortement additive
(voir de´finition 2.52) a` valeur dans [−12 , 1]. En effet, pour chaque groupe, on calcule la dif-
fe´rence entre la proportion observe´e d’areˆtes internes au groupe et la proportion the´orique
d’areˆtes internes dans le cas d’un graphe ale´atoire avec la meˆme distribution des degre´s
(voir section 2.6.3). La proportion d’areˆtes incidente a` un groupe Ci dans G est
di
2|E| . C’est
la probabilite´ en prenant une areˆte quelconque de G d’observer qu’au moins une de ses
extre´mite´s est dans Ci. Si on conside`re qu’il n’y a pas de corre´lation entre l’appartenance
de deux sommets a` Ci et le fait qu’ils sont connecte´s alors la probabilite´ de tirer une areˆte
interne est e´gale au produit des deux probabilite´s, a` savoir
(
di
2|E|
)2
.
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Brandes et al [27] ont de´montre´ que, pour une valeur τ donne´e, ve´rifier l’existence
d’une partition des sommets C d’un graphe G pour laquelle Q ≥ τ est un proble`me NP -
complet.
La modularite´, telle que de´finie ici, souffre du proble`me de limite de re´solution [55]. En
effet, pour un ensemble d’areˆtes E grand, une partition regroupant des petits groupes tre`s
faiblement connecte´s sera pre´fe´re´e aux partitions se´parant ces groupes. Ce phe´nome`ne
se retrouve sur des cas d’e´tudes simples [66] ou sur des benchmarks plus complexes [86].
Plusieurs illustrations de ce proble`me sont donne´es dans la section 3.3.
Afin de re´pondre au proble`me de limite de re´solution, d’autre formulations de la modularite´
introduisant un parame`tre de re´solution ont e´te´ propose´es (voir notamment [119, 13]).
L’e´quation 3 correspond a` la formulation utilise´e par [119].
Qλ(G, C) =
k∑
i=1
(
eii
|E| − λ
(
di
2|E|
)2)
(3)
ou` λ est un parame`tre re´el qui, lorsqu’il est grand, favorise les groupes de petite taille.
Cette solution ne re´sout pas le proble`me dans tous les cas d’apre`s [87].
Une mesure nomme´e Surprise a e´te´ propose´e re´cemment dans [6]. A` l’instar de la
modularite´, cette mesure e´value l’improbabilite´ d’observer la quantite´ d’areˆtes internes
dans une partition. La Surprise n’est pas une mesure additive. Des tests menaient sur
le benchmarks LFR (voir section 2.6.5) sugge`rent que des algorithmes de maximisation
de cette mesure fournissent de meilleurs re´sultats que ceux maximisant la modularite´.
Toutefois, il n’a pas e´te´ de´montre´ que cette mesure n’est pas sujette a` certains bais telle
que la limite de re´solution.
3.1.2 Mesure de Mancoridis MQ
Mancoridis et al. [93] ont propose´ une mesure de qualite´ appelle´e MQ (qui signifie
“Modularity Quality”) afin d’e´valuer la qualite´ d’un partition. Elle fut mise en œuvre dans
le cadre d’un algorithme de partitionnement de graphes mode´lisant les relations entre
diffe´rentes parties d’un logiciel. La mesure s’applique donc aux graphes oriente´s pouvant
contenir des boucles.
La mesure MQ repose sur la prise en compte de densite´s d’areˆtes. Elle s’exprime
comme la somme des diffe´rences entre deux ratios de connectivite´, calcule´s pour chaque
groupe {Ci}1≤i≤k. Le premier est le ratio de connectivite´ interne et correspond au rapport
entre le nombre de liens observe´ dans un groupe sur le nombre total de liens possibles. Le
second est le ratio de connectivite´ externe et correspond a` la somme des rapports entre le
nombre de liens observe´ entre les groupes Ci et Cj sur le nombre total de liens possibles
entre ces deux groupes.
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De´finition 3.2 Soit G = (V,E) un graphe oriente´ avec boucles et C = (C1, . . . , Ck) une
partition de ces sommets. On note
MQ(G, C) = 1
k
k∑
i=1
 eii
|Ci|2 −
1
k − 1
∑
j 6=i
eij
2|Ci||Cj |
 (4)
L’ide´e de la mesure MQ est de comparer le nombre de liens internes et externes d’un
groupe a` un ide´al. Ainsi, la mesure va privile´gier un groupe C se rapprochant des graphes
oriente´s complets ayant |C|2 arcs pour le meˆme nombre de sommets. Elle va e´galement
pe´naliser la pre´sence de graphes oriente´s bipartis complets entre deux groupes C1 et C2.
On ve´rifie facilement que MQ est une mesure additive (voir de´finition 2.51) sans eˆtre
fortement additive. En effet, le ratio de connectivite´ externe et le facteur de standardisation
k de´pendent de la taille des autres groupes et du nombre de groupes respectivement. La
mesure MQ est a` valeur dans [−1, 1]. Tel que de´finie ici, la mesure MQ n’est adapte´e qu’a`
un type de graphe bien particulier (oriente´ avec boucles). Une rede´finition permettant
de prendre en compte diffe´rents types de graphes est propose´e dans la section 3.2. Cette
rede´finition permet e´galement de rendre la mesure fortement additive.
La Performance [140] est un autre exemple de mesure base´e sur la densite´ d’areˆtes.
Cette mesure correspond a` la proportion de “bons couples” dans le partitionnement. Un
bon couple e´tant soit deux sommets connecte´s et appartenant au meˆme groupe soit deux
sommets non-connecte´s appartenant a` deux groupes diffe´rents. La Performance est une
mesure fortement additive.
3.1.3 Qualite´ de compression L
La qualite´ de compression (originalement appele´e “Map Equation” [126, 125]) d’une
partition des sommets d’un graphe est base´e sur l’ide´e que les groupes simplifient l’e´cri-
ture sous forme code´e d’un parcours ale´atoire du graphe, de la meˆme fac¸on que l’utilisation
des noms de villes simplifie l’e´criture des adresses postales. On cherche ici a` e´valuer quan-
titativement la re´duction de la complexite´ due aux groupes. Cette mesure a e´te´ ge´ne´ralise´e
au partitionnement hie´rarchique (voir section 4.1).
Une marche ale´atoire de graphes ne place pas tous les sommets sur un pied d’e´galite´.
En effet, des sommets de plus fort degre´ ou ayant une centralite´ importante (voir de´finition
2.28) ont plus de chances d’eˆtre visite´s. De meˆme, si le sommet courant appartient a` une
communaute´ alors il est probable que le prochain sommet visite´ appartienne a` cette meˆme
communaute´. L’ensemble de sommets de cette communaute´ forme alors une sorte de puits
pour le marcheur ale´atoire dont il est tre`s difficile de sortir.
Un parcours de graphe (tel que la marche ale´atoire) est de´crit par la succession des
sommets visite´s, certains sommets pouvant eˆtre visite´s plusieurs fois. Une fac¸on de coder
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Figure 3.1: Illustration du principe de la qualite´ de compression d’une partition (tire´e
de [126]). a) Diffe´rents re´sultats de marche ale´atoire sur un graphe. b) Un codage
binaire encodant l’ensemble des parcours avec le moins de caracte`res possibles. c) Un
codage a` deux niveaux (sur les groupes puis sur les sommets) permettant a` un meˆme
code d’eˆtre utilise´ pour des sommets diffe´rents. Chaque groupe est associe´ a` un code
d’entre´e et un code de sortie. d) Une visualisation des groupes sous forme de graphe
quotient.
ce parcours est de disposer d’un identifiant unique par sommet en utilisant, par exemple,
une notation binaire. Dans ce cadre, on peut attribuer un code de meˆme taille a` chaque
sommet et il faut alors pdlog2(n)e bits pour encoder le parcours si p de´signe sa longueur
et n de´signe le nombre de sommets du graphe. Ce codage n’est pas optimal en terme de
taille, une taille minimale est donne´e par le the´ore`me de Shannon [133] qui stipule que le
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nombre de caracte`res ne´cessaire a` de´crire les e´tats d’une variable ale´atoire ne peut eˆtre
infe´rieur a` l’entropie (voir de´finition 2.53) de cette variable. La variable ale´atoire est ici
le sommet visite´ a` un temps t de la marche ale´atoire. La taille minimale pour coder un
parcours est donne´ par la formule (5) sachant que la probabilite´ pour un sommet v d’eˆtre
visite´ est estime´e par PG(v) =
dG(v)
2|E(G)| dans le cas d’un graphe simple non-ponde´re´.
H(G) = −
∑
v∈V (G)
PG(v)log2(PG(v)) (5)
La borne donne´e par l’e´quation (5) peut eˆtre encore diminue´e en utilisant un partition-
nement du graphe. Pour cela, on associe a` chaque groupe un code d’entre´e et un code de
sortie. Une marche ale´atoire peut alors eˆtre de´crite sans perte d’information. Un exemple
illustrant cette ide´e se trouve en figure 3.1.
La probabilite´ de sortir d’un groupe Ci est note´e q
out
i (G), c’est la proportion d’areˆtes
ayant une seule extre´mite´ dans Ci (voir e´quation (6)).
qouti (G) =
∑
j 6=i
eij
2|E(G)| (6)
Ainsi un code de sortie (et donc d’entre´e) d’un groupe sera utilise´ avec une probabilite´
note´e qout(G) =
∑k
i=1 q
out
i (G). La compression maximale pour les codes des groupes est
donc
H(C, G) = −
k∑
i=1
qouti (G)
qout(G) log2
qouti (G)
qout(G) (7)
D’un autre coˆte´, le codage associe´ a` un groupe Ci sera utilise´ p
in
i (G) = qouti (G) +∑
u∈Ci PG(u) fois en moyenne. La compression maximale pour les codes des sommets au
sein d’un groupe Ci est donc donne´e par
H(Ci, G) = −q
out
i (G)
pini (G)
log2
qouti (G)
pini (G)
−
∑
v∈Ci
PG(v)
pini (G)
log2
PG(v)
pini (G)
(8)
La taille de l’encodage minimum d’une marche ale´atoire sur le graphe en utilisant la
partition C est donne´e dans la formule 9, en remplac¸ant les formules et apre`s simplification
on obtient l’e´quation 10.
L(C) = qout(G)H(C, G) +
k∑
i=1
pini (G)H(Ci, G) (9)
=
(
k∑
i=1
qouti
)
log2
(
k∑
i=1
qouti
)
− 2
k∑
i=1
qouti (G) log2(qouti (G))
−
∑
v∈V (G)
PG(v) log2(PG(v)) +
k∑
i=1
qouti + ∑
v∈Ci
PG(v)
 log2
qouti + ∑
v∈Ci
PG(v)

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Il faut noter que, pour deux partitions de G, on va pre´fe´rer celle qui minimise cette
quantite´. Pour rester cohe´rent avec notre de´finition des mesures de qualite´, nous utilisons
une formulation e´quivalente donne´e ci-dessous.
De´finition 3.3 Soit G = (V,E) un graphe et C = (C1, . . . , Ck) une partition de ses
sommets. Le taux de compression ∆L(C) est donne´ par
∆L(C) = H(G)− L(C)
H(G) (10)
La mesure ∆L(C) de´finie dans l’e´quation 10 correspond au gain en terme de compres-
sion qu’apporte la partition C compare´e a` l’absence de partition.
Notons que la mesure ∆L(C) est une mesure de qualite´ additive, toutefois ni ∆L(C) ni
L(C) ne sont fortement additives. En effet, le gain de chaque groupe de´pend de la quantite´
qout(G) qui correspond a` la proportion d’areˆtes externes de la partition C.
3.2 Rede´finition de la mesure MQ
Dans cette partie, nous pre´sentons une version modifie´e de la mesure de Mancoridis [93]
nomme´e MQ (voir de´finition 3.2). Comme note´ pre´ce´demment, cette mesure repose sur
l’e´valuation de densite´ d’areˆtes en comparant, pour chaque groupe, un ratio de connectivite´
interne et un ratio de connectivite´ externe. Ces ratios seront note´s αi et βi respectivement.
Ils de´pendent tous deux d’un mode`le de re´fe´rence (ou ide´al) comme, par exemple, le graphe
oriente´ complet pour la densite´. D’autres exemples seront ici propose´s.
De plus, nous associons a` chaque groupe un poids xi et posons X =
∑k
i=1 xi comme
le poids total des groupes. Nous introduisons ces poids de fac¸on a` faire de MQ un bary-
centre (moyenne ponde´re´e) plutoˆt qu’une simple moyenne. En effet, on peut par exemple
conside´rer que plus un groupe a une grande cardinalite´, plus son poids dans la mesure
doit eˆtre important. Toutefois, pour conserver la proprie´te´ d’additivite´ de la mesure, nous
imposons que ces poids soient additifs i.e. le poids de l’union des parties doit eˆtre e´gal a`
la somme des poids des parties.
De´finition 3.4 Le ratio de connectivite´ interne d’un groupe Ci ∈ C est de´fini comme la
proportion d’areˆtes internes a` Ci sur le nombre d’areˆtes du graphe de re´fe´rence ayant |Ci|
sommets.
αi =
eii
δi
(11)
On conside`re que eii ≤ δi. De plus, par convention, on pose αi = 0 si eii = 0.
Lorsque le graphe e´tudie´ est simple et sans boucle, le mode`le de re´fe´rence “naturel”
est le graphe complet sans boucle avec |Ci| sommets. Dans ce cas, on a δi =
(|Ci|
2
)
. On
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compare donc le sous-graphe induit par le graphe a` une clique de meˆme taille. Le cas d’un
groupe ne contenant qu’un seul sommet impose un choix. Nous conside´rons ici qu’un tel
groupe a un ratio de connectivite´ nul.
De´finition 3.5 Le ratio de connectivite´ externe d’un groupe Ci ∈ C est de´fini comme
la moyenne ponde´re´e des proportions d’areˆtes liant les groupes Ci et Cj sur le nombre
d’areˆtes du graphe biparti de re´fe´rence ayant deux ensembles de sommets de taille |Ci| et
|Cj | respectivement.
βi =
1
X − xi
∑
j 6=i
xjeij
δij
(12)
Lorsque le graphe e´tudie´ est simple et sans boucle, le mode`le de re´fe´rence “naturel” est
le graphe biparti complet sans boucle. Dans ce cas, on a δi = |Ci||Cj |.
De´finition 3.6 Soit G = (V,E) un graphe et C = (C1, . . . , Ck) une partition de ses
sommets. La mesure MQ ge´ne´ralise´e est donne´e par
MQ(G, C) =
{
1
X
∑k
i=1 xi(αi − βi) si |C| > 1
α1 sinon
(13)
La mesure de´finie par l’e´quation (13) correspond a` un barycentre sur la diffe´rence des
ratios de connectivite´ (donne´ par les e´quations (3.4) et (3.5)) sur l’ensemble des groupes.
En particulier, les groupes dont le rapport xiX est grand auront un plus grand impact sur
la valeur finale de la mesure.
Remarquons que la mesure originale de Mancoridis et al. (voir e´quation (4)) peut
eˆtre retrouve´e ici. Pour cela, on conside`re un poids uniforme sur l’ensemble des groupes
xi = 1, pour tout i ∈ [1, . . . , k]. Ensuite, les graphes de re´fe´rences sont les graphes complets
oriente´s avec boucles et les graphes bipartis complets.
Figure 3.2: Partition d’un graphe de 96 sommets. Les trois groupes sont dessine´s en
utilisant des enveloppes concaves. Les quantite´s note´es in, out et size correspondent
respectivement a` eii,
∑
j 6=i eij et |Ci|.
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Dans le cas de graphes non-oriente´s et sans boucle, nous pouvons prendre en tant que
re´fe´rences les graphes complets et bipartis complets non-oriente´s. Ainsi, on aura δi =
(|Ci|
2
)
et δij = |Ci||Cj |. Si on ponde`re chaque groupe avec sa taille xi = |Ci|, on obtient la mesure
de´finie dans l’e´quation 14.
MQ(G, C) = 1|V |
k∑
i=1
|Ci|
(
eii(|Ci|
2
) − ∑j 6=i eij|Ci|(|V | − |Ci|)
)
(14)
= 1|V |
k∑
i=1
(
2eii
|Ci| − 1 −
∑
j 6=i eij
|V | − |Ci|
)
Nous illustrons le calcul de cette mesure par l’exemple donne´ en Figure 3.2. Dans ce cas,
on a
MQ(G; C) = 196
(2× 213
37− 1 −
19
96− 37
)
+ 196
(2× 279
31− 1 −
16
96− 31
)
+ 196
(2× 207
28− 1 −
11
96− 28
)
' 0.47
La prise en compte de la taille des groupes a e´te´ sugge´re´e dans [25]. Remarquons que dans
le cas de´veloppe´ ici, le ratio de connectivite´ externe βi e´quivaut au rapport entre la taille
de la coupe (Ci, V −Ci) sur la taille maximum de cette coupe, a` savoir |Ci|(|V |−|Ci|) (voir
e´quation (14)). Puisque le gain d’un groupe ne de´pend plus de la fac¸on dont le reste des
sommets est proportionne´, la mesure MQ est sous cette forme fortement additive. Notons
e´galement qu’elle est a` valeur dans [−1, 1].
3.3 Analyse comparative des mesures MQ et Q
La mesure MQ, telle que de´finie dans la section 3.2, posse`de de bonnes proprie´te´s.
Dans le cas simple ou` la taille des groupes est utilise´e et ou` les graphes complets et
bipartis complets sont pris en graphes de re´fe´rences, la mesure est fortement additive a`
l’instar de la modularite´ Q.
Un autre avantage de la mesure MQ est de pouvoir e´valuer le gain apporte´ par le
fait d’utiliser une partition. En effet, pour la partition C = {V }, la mesure MQ(G, C)
correspond a` la densite´ d’areˆtes dans G et est donc supe´rieure a` 0 a` partir du moment
ou` E(G) est non vide. Pour la modularite´ Q, l’absence de partition (ou partition en un
groupe) correspond a` une valeur de 0. Notons que la mesure ∆L(C) permet e´galement de
comparer un partitionnement a` l’absence de partition.
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Nous pre´sentons dans cette section diffe´rentes analyses de la mesure MQ en la com-
parant avec la mesure de modularite´ Q. Le but est ici d’e´tudier le comportement de MQ
et identifier ses biais e´ventuels. La plupart des expe´riences ou des exemples utilise´s sont
inspire´s de travaux re´alise´s sur l’analyse de la mesure Q (voir notamment [87] et [66]).
3.3.1 Analyse Probabiliste sur le mode`le d’Erdo˝s-Re´nyi
Nous de´taillons ici quelques re´sultats inte´ressants sur la mesure MQ lorsque l’on
cherche a` e´valuer une partition d’un graphe ale´atoire. Plusieurs mode`les de graphes ale´a-
toires sont de´taille´s dans la section 2.6. Nous nous inte´ressons ici aux graphes ale´atoires
de type Erdo˝s-Re´nyi (voir section 2.6.1). Dans [67], les auteurs de´montrent l’existence de
partitions de sommets avec une forte modularite´ Q. Cette situation est proble´matique car
l’apparition d’une structure de communaute´ est peu probable avec ce mode`le.
On conside`re ici que la composante ale´atoire d’un graphe G est l’ensemble de ses
areˆtes E, l’ensemble de sommets V e´tant fixe´. Pour une partition C = (C1, . . . , Ck) de V ,
on va s’inte´resser a` la distribution de MQ(G, C) ponde´re´ (voir e´quation 14) en utilisant
le graphe complet et le graphe biparti complet en tant que graphes de re´fe´rences. Afin
d’e´viter des situations singulie`res, on va poser comme contraintes |C| > 1 et |Ci| > 1 pour
tout i ∈ [1, k].
On se place dans le cas ou` G peut eˆtre mode´lise´ par un mode`le de Erdo˝s-Re´nyi. Deux
sommets (u, v) sont connecte´s (on note cet e´ve´nement auv = 1) avec une probabilite´ p.
Proprie´te´ 3.1 Soit G un graphe ale´atoire de type Erdo˝s-Re´nyi avec une probabilite´ de
lien p et C une partition de V (G) telle que |C| > 1 et |Ci| > 1 pour tout i ∈ [1, k]. On a
E[MQ(G, C)] = 0 (15)
V [MQ(G, C)] = p(1− p)2|V |2
k∑
i=1
 4|Ci|
|Ci| − 1 +
∑
j 6=i
|Ci||Cj |
(
1
|V | − |Ci| +
1
|V | − |Cj |
)2(16)
La proprie´te´ 3.1 s’explique par le fait que les variables {auv}u<v sont, sous cette hy-
pothe`se, inde´pendantes et identiquement distribue´es et suivent une loi de Bernoulli de
parame`tre p. Dans ce cadre, la mesure MQ est bien une variable ale´atoire en tant que
somme ponde´re´e de variables ale´atoires. En effet, on peut reformuler MQ de la manie`re
suivante :
MQ(G, C) = 1|V |
∑
v>u
Suvauv (17)
avec
Suv =

2
|Ci|−1 si u, v ∈ Ci
−
(
1
n−|Ci| +
1
n−|Cj |
)
si u ∈ Ci, v ∈ Cj
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L’espe´rance de MQ se calcule en remarquant que, pour un groupe Ci, on a en moyenne(|Ci|
2
)
p areˆtes internes ayant une contribution positive de 2|Ci|−1 . Le total des contributions
positives est donc de |Ci|p. Pour ce meˆme groupe Ci, il y a en moyenne |Ci|(|V |−|Ci|) areˆtes
externes avec une contribution ne´gative de −1|V |−|Ci| . Le total des contributions ne´gatives
est donc de −|Ci|p. Les contributions des areˆtes internes et externes s’annulent donc dans
le cas ou` 1 < |Ci| < |V | ce qui est notre hypothe`se ici.
L’espe´rance nulle deMQ est aise´ment interpre´table : si on fait l’hypothe`se que le graphe
que l’on partitionne est purement ale´atoire, alors on ne peut espe´rer obtenir qu’une mesure
de qualite´ moyenne (ici repre´sente´e par 0) pour la partition en question. Notons e´galement
que la variance σ2ER tend vers 0 lorsque |V | tend vers l’infini.
3.3.2 Gain lie´ a` la fusion de groupes
Nous allons maintenant e´tudier le comportement de MQ de fac¸on analytique sur un
exemple simple. Ce dernier est inspire´ de celui utilise´ dans [87] pour illustrer le proble`me de
la re´solution limite de la modularite´ (voir section 3.1) avec ou sans parame`tre de re´solution.
Pour deux groupes disjoints A,B ⊂ V d’un graphe G = (V,E) on cherche a` savoir
dans quelles situations il est pre´fe´rable de regrouper ou non les sommets de A et de B au
sein d’un meˆme groupe note´ A∪B. Pour cela, on va utiliser diffe´rents parame`tres qui sont
illustre´s dans la Figure 3.3. Les groupes A et B sont de taille t et contiennent
(t
2
)
pin areˆtes
internes pour pin ∈ [0, 1]. De plus, on suppose que A et B sont relie´s par t2pAB areˆtes pour
pAB ∈ [0, 1] et que chacun a e´galement une areˆte le reliant aux sommets de (V \ (A∪B)).
On note e´galement n (respectivement m) le nombre de sommets (resp. areˆtes) de G.
Figure 3.3: Deux groupes A et B de taille t et contenant
(
t
2
)
pin areˆtes internes. Ils
sont relie´s par t2pAB areˆtes et chacun par une areˆte avec le reste du graphe (exemple
inspire´ de [87]).
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On cherche a` analyser le gain de qualite´ obtenu en regroupant A et B. Pour une mesure
fortement additive Φ(G, C), le gain obtenu est note´ ∆A∪BΦ et on a
∆A∪BΦ = φ(G,A ∪B)− (φ(G,A) + φ(G,B)) (18)
d’apre`s la proprie´te´ de forte additivite´ (voir de´finition 2.52).
Proprie´te´ 3.2 En utilisant la modularite´ Q, le gain lie´ a` la fusion des groupes A et B
est
∆A∪BQ =
t2pAB
m
− (
(t
2
)
pin + t2pAB + 1)2
2m2 (19)
La quantite´ ∆A∪BQ est fonction du nombre total d’areˆtes m. Elle illustre bien le
proble`me de limite de re´solution discute´ dans la section 3.1. En effet, le second terme
de´croˆıt bien plus vite en fonction de m que le premier terme. La quantite´ ∆A∪BQ sera
donc facilement positive si le graphe G est grand (en terme d’areˆtes) bien que la proportion
d’areˆtes entre A et B soit tre`s faible. Cela signifie que le regroupement de A et B sera
presque toujours pre´fe´rable pour un nombre d’areˆtes suffisant. En particulier, la quantite´
∆A∪BQ est de meˆme signe que 2m∆A∪BQ qui tend vers 2t2pAB lorsque m tend vers l’infini.
Cette quantite´ sera positive meˆme si pAB est tre`s proche de 0.
Proprie´te´ 3.3 En utilisant la mesure MQ, le gain lie´ a` la fusion des groupes A et B est
∆A∪BMQ =
4
(t
2
)
pin + 2t2pAB
2 t− 1 −
2
n− 2 t −
4
(t
2
)
pin
t− 1 +
2(t2pAB + 1)
n− t (20)
Dans le cas extreˆme ou` n→∞, on a
∆A∪BMQ→ 2t
2(pAB − pin)
2t− 1 (21)
Cette quantite´ est positive si et seulement si pAB > pin. Cela est duˆ au fait que lorsque n
est tre`s grand, la contribution ne´gative des ratios de connectivite´ externe devient moins
importante (et nulle lorsque n tend vers l’infini). Dans ce cadre, e´valuer le gain lie´ a` la
fusion revient a` comparer le ratio de connectivite´ interne de A ∪B a` ceux de A et B.
Ainsi, dans le cas ou` n est tre`s grand et que A et B sont deux cliques de petite
taille (avec pin = 1), le gain lie´ a` la fusion de A et B sera ne´gatif ou nul ; ce dernier
cas apparaissant lorsque pAB = 1. Ainsi, dans cet exemple, regrouper deux cliques non-
maximales en une clique maximale n’ame´liore pas la mesure. D’autres valeurs de pAB pour
lesquelles le gain de la fusion est nul en fonction de t et de n sont donne´es dans la Figure
3.4.
Le comportement observe´ pour la modularite´ Q ne se retrouve pas en analysant la
quantite´ ∆A∪BMQ. La mesure MQ ne va pas syste´matiquement favoriser la fusion de
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Figure 3.4: Pour pin = 1, le plan repre´sente les valeurs de pAB a` partir desquelles
∆A∪BMQ ≥ 0 pour diffe´rentes valeurs t et n.
groupes faiblement connecte´s. Cependant, on peut constater un autre type de de´ge´ne´-
rescence lie´ a` l’utilisation de la mesure MQ. Celle-ci de´pend du nombre de sommets du
graphe et non pas du nombre d’areˆtes. Utilise´e en tant que fonction objective dans un
algorithme, la mesure MQ aura tendance a` retourner des partitions contenant plus de
groupes que les partitions maximisant la mesure Q.
3.3.3 Analyse Expe´rimentale
Nous allons ici e´tudier le comportement de la mesure MQ en utilisant la proce´dure
de´taille´e dans [66]. Cette proce´dure est la suivante :
1. Extraire un M -e´chantillon (Ci,MQ(G, Ci))1≤i≤M couvrant au mieux l’espace.
2. Calcul de la distance entre chaque couple Ci, Cj pre´sent dans l’e´chantillon.
3. Analyse des re´sultats.
Le parcours exhaustif de l’ensemble des partitions de V n’est pas une de´marche re´aliste
meˆme si on e´tudie des exemples de grande taille. Tirer uniforme´ment un certain nombre de
partitions a un inconve´nient majeur : on risque de ne couvrir que peu la (ou les) zone(s) ou`
la mesure de qualite´ est forte. La technique utilise´e est comparable a` un recuit simule´ [1].
Nous allons appliquer a` une partition C une modification et valider cette dernie`re si elle a
conduit a` une ame´lioration de la qualite´ MQ. Toutefois, une modification diminuant MQ
peut e´galement eˆtre retenue avec une probabilite´ de´pendant de la perte engendre´e et d’un
parame`tre de´croissant (la tempe´rature) avec le nombre d’ite´rations de l’algorithme a` la
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manie`re d’un algorithme de Metropolis-Hasting [122].
L’expression modification correspond a` une se´lection ale´atoire parmi trois mouvements
possibles : affecter un sommet quelconque a` un groupe diffe´rent, de´couper en deux un
groupe ou regrouper deux groupes. Chacune de ces options est re´alise´e avec une probabilite´
diffe´rente. Le processus est ergodique : le nombre de modifications ne´cessaires pour aller
d’un e´tat a` n’importe quel autre est fini.
Notons que cet algorithme est, sous cette forme, plus adapte´ a` la recherche d’un maxi-
mum global qu’a` la collecte d’un e´chantillon. Pour achever ce dernier objectif plusieurs
modifications sont apporte´es :
– a` chaque e´tape, on enregistre C ainsi que MQ(G, C).
– selon un pas de´termine´ au pre´alable on re´initialise la tempe´rature T a` T0 ce qui
permet a` l’algorithme de parcourir un ensemble de partitions plus e´loigne´es, parti-
culie`rement dans le cas ou` la valeur de MQ est forte.
– le crite`re d’arreˆt n’est pas explicite´ ici. On cherche simplement a` recueillir un M -
e´chantillon. On arreˆtera donc l’algorithme apre`s M ite´rations.
La distance entre les diffe´rentes partitions extraites par cette me´thode est calcule´e en
utilisant la variation d’information V I (voir de´finition 2.9). Afin de pouvoir visualiser les
re´sultats de manie`re globale, en conside´rant toutes les partitions e´chantillonne´es, nous uti-
lisons une me´thode de positionnement multidimensionnel [37]. Elle va permettre d’associer
a` chaque partition (Ci)1≤i≤M des coordonne´es a` deux dimensions (xi, yi) de manie`re a` ce
que les distances (de´finies par V I) soient respecte´es. La me´thode choisie est l’analyse en
composantes curvilignes (Curvilinear Distance Analysis [91]).
Figure 3.5: Re´seau en anneau avec 24 cliques (les cercles) de 5 sommets chacune
pour un total de 120 sommets et 264 areˆtes.
Nous analysons les re´sultats sur le re´seau en anneau (voir Figure 3.5) dans lequel k
cliques sont relie´es a` leurs voisines par une unique areˆte. Good et al. [66] ont constate´
une de´ge´ne´rescence de la mesure de modularite´ Q dans ce cadre. En particulier, les confi-
gurations regroupant deux cliques voisines donnent des valeurs de Q supe´rieures a` celles
donne´es par la configuration ou` chaque clique est isole´e. On a ici cherche´ si un tel com-
portement se retrouve avec la mesure MQ (telle que de´finie par la formule 14). On ge´ne`re
pour cela un e´chantillon de 1200 couples (C,MQ(G, C)).
La partition maximisant MQ est bien celle qui isole chaque clique. Dans le cas de la
configuration optimale, il semble que MQ de´croˆıt line´airement a` mesure que l’on s’e´loigne
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(a) (b)
Figure 3.6: (a) Reconstruction 3D de la mesure MQ pour un re´seau en anneau. (b)
Reconstruction 3D pour le meˆme exemple avec la mesure Q (image tire´e de [66])
en terme de variation d’information. Cette observation est confirme´e sur d’autres exemples
bien que la partition correspondant a` la qualite´ maximum ne soit pas toujours la ve´rite´ ter-
rain. Une vue en trois dimensions est disponible dans la Figure 3.6. La surface est obtenue
en utilisant l’interpolation line´aire d’Akima [4]. On constate une rapide progression vers
de fortes valeurs de MQ (Figure 3.6(a)) avec un nombre restreint de “plateaux”. Ce n’est
pas le cas pour la modularite´ Figure 3.6(a)), en effet on constate un large plateau corres-
pondant a` des valeurs de Q proches du maximum. De plus, sur cet exemple, la modularite´
admet plusieurs maxima globaux qui ne correspondent pas a` la partition attendue.
3.3.4 Conclusion sur les analyses
On peut conclure de ces analyses que MQ semble re´pondre a` certains proble`mes que
posent la modularite´. En effet, la mesure ne semble pas eˆtre affecte´e par la re´solution
limite car elle pe´nalise le regroupement de groupes tre`s faiblement connecte´s. Des expe´ri-
mentations indiquent qu’ils n’existent pas un grand nombre de partitions a` la fois e´loigne´es
entre elles et avec un MQ proche de de l’optimum.
Toutefois, cette mesure, sous sa forme ponde´re´e, pose d’autres proble`mes car le re-
groupement de petits groupes tre`s denses et tre`s fortement connecte´s entre eux n’est pas
toujours optimal si le nombre de sommets est important. Ces remarques sont valides dans
le cas ou` les graphes complets sont utilise´s pour de´terminer le nombre maximum d’areˆtes
dans et entre chaque groupe.
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3.4 Discussion et Perspectives
Dans ce chapitre, nous avons introduit diffe´rentes mesures permettant d’e´valuer la
qualite´ d’une partition des sommets d’un graphe. Ces mesures de´pendent essentiellement
du nombres d’areˆtes internes et externes a` chaque groupe. En particulier, nous avons
propose´ une extension de la mesure MQ en introduisant une ponde´ration sur chaque
groupe. De plus, nous avons introduit la notion de “graphe de re´fe´rences” c’est-a`-dire la
situation ide´ale a` laquelle on se compare pour e´valuer les relations intra et inter groupes.
Nous n’avons pas couvert de manie`re exhaustive l’ensemble des moyens de mesurer
la qualite´ d’une partition. Cependant les mesures MQ et Q sont bien repre´sentatives de
deux approches diffe´rentes. D’un coˆte´, la modularite´ compare une quantite´ observe´e a` une
quantite´ the´orique prise dans le cas ou` le partitionnement n’explique pas la topologie du
graphe. D’un autre coˆte´, la mesure MQ teste l’ade´quation entre les quantite´s observe´es et
un cas optimal.
Comme on l’a vu sur des exemples simples, les deux mesures produisent des re´sultats
diffe´rents. Toutefois, cette diffe´rence ne vient pas force´ment de l’approche choisie mais
peut-eˆtre des quantite´s observe´s. En effet, la modularite´ utilise la proportion d’areˆtes in-
ternes et MQ utilise la densite´ d’areˆtes internes. Remarquons qu’il est possible de modifier
la modularite´ pour prendre en compte la densite´. Des premiers tests semblent montrer que
dans ce cas, la modularite´ se comporte de manie`re similaire a` MQ.
Il serait inte´ressant de de´finir des maxima pour le nombre d’areˆtes internes/externes
qui soient des cas ide´aux tout en tenant compte de la densite´ naturelle du graphe (comme
le font les mesures de type modularite´). Par exemple, connaissant λ la taille de la clique
maximum de G, on sait qu’un groupe C avec |C| > λ ne pourra jamais eˆtre de densite´(|C|
2
)
par de´finition. Toutefois, de´terminer la taille de la clique maximum (voir section 2.4)
est NP -Difficile.
Une piste possible est d’utiliser des bornes base´es sur la coreness des sommets (voir De´fini-
tion 2.23). En effet, la coreness permet, dans le cadre de l’analyse de re´seau, de de´terminer
l’e´chelle a` laquelle un sommet intervient et est souvent conside´re´e comme une statistique
plus robuste que le degre´ [9]. En particulier, les valeurs de coreG(u) pour u ∈ V (G),
fournissent une borne supe´rieure a` |E(G)| [19] donne´e dans l’e´quation suivante.
|E(G)| ≤
∑
u∈V (G)
coreG(u)−
(
c+ 1
2
)
(22)
L’ine´quation 22 est valide si G est simple et non-oriente´ avec une de´ge´ne´rescence c. Elle
permet de de´finir d’une nouvelle fac¸on la densite´ de G. Il est e´galement possible de de´finir
de nouveaux ratios de connectivite´ interne et externe pour un sous-graphe C ⊂ V (G). Des
expe´rimentations sont toutefois ne´cessaires pour valider cette approche.
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Une approche simple pour produire une partition hie´rarchique de graphes est l’appli-
cation ite´rative d’un algorithme de partitionnement non-hie´rarchique soit a` chaque sous-
graphe induit soit au graphe quotient forme´ par les groupes a` l’ite´ration pre´ce´dente. Selon
que les me´thodes soit agglome´ratives ou divisives, les ite´rations vont consister a` de´couper
des groupes en sous-groupes ou a` agre´ger ensemble plusieurs groupes.
Bien que cette proce´dure produise une hie´rarchie, chaque niveau cre´e´ re´sulte d’une
de´cision locale que l’on espe`re optimale. La hie´rarchie produite est donc une combinaison
d’optima locaux et rien ne garantit la construction d’un optimum global. Pour juger cela,
il faut eˆtre en mesure d’e´valuer la qualite´ de la structure produite dans le cas ou` une
e´valuation exte´rieure ou une ve´rite´ terrain ne sont pas disponibles. Nous pensons que
cette e´valuation doit tenir compte du caracte`re hie´rarchique de la structure, c’est-a`-dire
un mode`le d’emboˆıtement entre groupes, et non simplement une se´quence de partitions
inde´pendantes entre elles.
La construction de telles mesures est l’objet de cette section. Nous proposons en effet
une ge´ne´ralisation des mesures de qualite´ additives (voir De´finition 2.51) aux partitions
hie´rarchiques [116]. L’ide´e est d’appliquer re´cursivement la mesure de qualite´ a` chaque
sous-division d’un groupe en introduisant une variable q permettant de tenir compte de la
profondeur (dans la hie´rarchie) a` laquelle un groupe apparaˆıt. Le re´sultat est un polynoˆme
en q.
Un e´tat de l’art comprenant deux travaux existants est propose´ dans la section 4.1. Notre
solution a` cette proble´matique est de´taille´e en section 4.2 : nous introduisons une mesure
qualite´ pour des arbres de partitions qui ge´ne´ralise les mesures de qualite´ additives. Une
e´valuation analytique et expe´rimentale de notre contribution est disponible dans la section
4.3.
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4.1 E´tat de l’art
Nous pre´sentons ici deux travaux fortement relie´s a` notre proble´matique. Le pre-
mier [110] propose une me´thode s’appuyant sur les mesures de qualite´ additives pour
e´valuer la qualite´ d’un filtrage applique´ sur un dendrogramme. Le second [124] est une
ge´ne´ralisation de la Qualite´ de compression qui a e´te´ de´finie dans la section 3.1 propose´e
par les meˆmes auteurs.
4.1.1 Qualite´ de re´solution multi-e´chelles
Pons et al. [110, 109] s’inte´ressent a` l’extraction de partitions a` partir d’un dendro-
gramme dont les feuilles correspondent aux sommets du graphe G. Partant de l’observation
que la plupart des mesures de qualite´ sont additives (voir De´finition 2.51) et que le gain
de chaque groupe C ∈ C est la somme d’une contribution positive note´e h(C) et ne´gative
note´e l(C), les auteurs introduisent un parame`tre de re´solution α permettant de moduler
l’impact de ces deux fonctions.
De´finition 4.1 (Qualite´ de re´solution multi-e´chelles) Soit un graphe G muni d’une
partition C = (C1, C2, . . . , Ck) de l’ensemble V . La qualite´ de re´solution multi-e´chelles de
la partition C est donne´e par
Qα(C) =
k∑
i=1
αh(Ci) + (1− α)l(Ci) (1)
ou` α ∈ [0, 1] est le parame`tre de re´solution et les fonctions h et l sont telles que pour
toute paire de sous-ensembles disjoints C,C ′ de V , on a h(C ∪ C ′) ≥ h(C) + h(C ′) et
l(C ∪ C ′) ≤ l(C) + l(C ′).
Soit (Cα)0≤α≤1 la suite de partitions de V ou` chaque e´le´ment correspond a` la partition
obtenue par une coupe du dendrogramme qui maximise la qualite´ de re´solution multi-
e´chelles. Cette suite contient au plus n partitions distinctes et peut eˆtre calcule´e avec une
complexite´ moyenne de O(n√n) ou` n est le nombre de sommets du graphe.
Dans ce cadre, notons qu’une communaute´ C correspondant a` un nœud du dendrogramme
pourra apparaˆıtre dans plusieurs (ou aucune) partitions de (Cα)0≤α≤1. On peut conside´rer
que plus une communaute´ apparaˆıtra souvent, plus celle-ci sera pertinente. De plus, pour
un parame`tre de re´solution α∗ ∈ [0, 1], on peut e´valuer la pertinence moyenne des commu-
naute´s appartenant a` Cα∗ , on va donc pouvoir explorer le dendrogramme pour en retirer
les parame`tres de re´solution et les partitions correspondantes les plus pertinentes.
De´finition 4.2 (Pertinence de la re´solution α) Soit un graphe G muni d’un dendro-
gramme T et (Cα)0≤α≤1 la suite de partitions issues de T et maximisant une fonction de
qualite´ de re´solution multi-e´chelles Qα.
Pour un groupe C ∈ T , on pose αmin(C) (respectivement αmax(C)) la premie`re (resp. la
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Figure 4.1: Illustration (tire´e de [109]) d’une proce´dure d’extraction d’une partition
hie´rarchique optimale a` partir d’un dendrogramme. (a) Le graphe partitionne´. (b)
Un dendrogramme des sommets du graphe. La ligne pointille´e indique la coupe maxi-
misant la modularite´ (voir de´finition 3.1). (c) Partition hie´rarchique du graphe forme´
par la liste des partitions maximisant la modularite´ ge´ne´ralise´e Qα (voir de´finition
4.1). Les lignes bleues pointille´es correspondent a` deux maxima locaux de R(α).
dernie`re) valeur de α pour laquelle C appartient a` Cα.
La pertinence de C pour le parame`tre α est donne´e par la formule suivante
Rα(C) =
αmax(C)− αmin(C)
2 +
2(αmax(C)− α)(α− αmin(C))
αmax(C)− αmin(C) (2)
La pertinence de la re´solution α, note´e R(α), correspond a`
R(α) =
∑
C∈Cα
|C|Rα(C)
n
(3)
La fonction R(α) peut typiquement contenir plusieurs maxima locaux (voir Figure 4.1).
Ces maxima locaux correspondent a` des partitions pertinentes du graphe. Dans l’exemple
utilise´ ici, on peut en effet se´lectionner deux coupes pour obtenir un partitionnement
hie´rarchique a` deux niveaux.
Les diffe´rentes mesures de´veloppe´es ici permettent d’e´valuer des partitions plates au
sein d’une hie´rarchie (conside´re´e comme un dendrogramme) en utilisant une mesure de
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qualite´ ge´ne´ralise´e introduisant un parame`tre de re´solution α. Cette me´thode ne permet
donc pas directement d’e´valuer la qualite´ d’une partition hie´rarchique quelconque. Tou-
tefois, la me´thode est ge´ne´rique et peut eˆtre applique´e en utilisant diffe´rentes mesures de
qualite´ en fonction de pre´fe´rences ou de connaissances a priori sur la forme des commu-
naute´s a` identifier. Les exemples utilise´s par les auteurs (comme celui de la Figure 4.1)
illustrent un point important : la meilleure partition hie´rarchique n’est pas toujours une
combinaison des meilleurs partitions plates globales.
4.1.2 Qualite´ de compression hie´rarchique
Cette mesure est propose´e par Rosvall et al. [124], l’ide´e utilise´e est un prolongement
de celle qui de´finit la qualite´ de compression d’une partition a` un niveau : l’emploi de
codes d’entre´e et de sortie pour chaque groupe. Ce codage permet de re´duire la taille (en
bits) ne´cessaire pour de´crire une marche ale´atoire sur le graphe.
Figure 4.2: Illustration du calcul de la qualite´ de compression d’une partition hie´rar-
chique (exemple tire´ de [124]). Le graphe a 27 sommets et un degre´ total de 78 areˆtes,
la longueur minimale d’un code est H(G) = 4.75 bits. Les enveloppes de´limitent des
groupes, le graphe est donc ici partitionne´ sur deux niveaux.
Si on dispose d’un arbre de partition T , on peut e´valuer le gain obtenu en affectant
un code d’entre´e et de sortie a` chaque nœud interne de la hie´rarchie. Si on reprend la
me´taphore des adresses postales, cela revient a` conside´rer qu’on peut utiliser non seulement
des noms de rues mais e´galement des noms de pays, de de´partements, de villes etc. A grande
e´chelle, ceci entraˆıne une re´duction significative du nombre d’entre´es diffe´rentes a` utiliser
pour coder une adresse.
De´finition 4.3 Soit G un graphe et T un arbre de partition de V (G) enracine´ en r. La
qualite´ de compression hie´rarchique de T note´e L(T ) est donne´e par la formule
L(T ) =
{
qoutr (G)H(N1(Tr), G) +
∑
t∈σ(r) L(G[Vt], Tt) si σ(r) 6= ∅
pinr (G)H(Vr, G) sinon
(4)
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en reprenant les notations utilise´es dans la de´finition 3.3.
Ici, Vt est le sous-ensemble de V associe´ au nœud t et N1(Tr) de´signe la partition de Vr
induite par les successeurs de r dans T . Comme pour la qualite´ de compression simple, on
utilise ici le gain apporte´ par l’arbre de partition T par rapport a` la situation ou` aucune
partition n’est utilise´e.
De´finition 4.4 Soit G un graphe et T un arbre de partition de V (G) enracine´ en r. Le
taux de compression hie´rarchique de T note´ ∆L(T ) est
∆L(T ) = H(G)− L(T )
H(G) (5)
Le calcul de cette mesure est illustre´ sur un exemple simple (voir Figure 4.1.2). Si t est la
racine de la partition, on a qoutt = 678 et H(N1(Tt), G) est l’entropie de la se´quence (
2
6 ,
2
6 ,
2
6),
en effet il y a un degre´ total de 6 entre les enveloppes bleues. Si t ∈ T correspond a` une
enveloppe bleue, on a qoutt = 1078 et H(N1(Tt), G) est l’entropie de la se´quence (
2
10 ,
3
10 ,
3
10 ,
2
10).
Notons que le quatrie`me terme correspond a` l’utilisation du code de sortie de l’enveloppe
bleue. Enfin si t est une enveloppe rouge (qui n’est pas une des trois aux extre´mite´s),
on a pinr (G) = 1078 . On peut remarquer que la contribution des enveloppes rouges est la
meˆme peu importe si les enveloppes bleues font, ou non, partie de la partition. Dans cet
exemple, le taux de compression obtenu en utilisant la partition a` deux niveaux est de 26%
environ. En utilisant seulement le dernier niveau (les enveloppes rouges), on a un taux de
compression d’environ 24%.
4.2 Ge´ne´ralisation des mesures de qualite´ additives aux
partitions hie´rarchiques
Nous proposons ici une ge´ne´ralisation des mesures de qualite´ additives (voir De´finition
2.51) aux partitions hie´rarchiques. Nous pre´sentons d’abord le raisonnement nous ayant
permis d’e´tablir la mesure. Dans un second temps, nous de´finissons celle-ci avec deux
formulations e´quivalentes.
L’approche pre´sente´e est nouvelle dans le sens ou` aucune mesure d’e´valuation de la qualite´
d’une partition hie´rarchique n’a e´te´ propose´e jusqu’a` pre´sent exception faite de la mesure
introduite par Rosvall et al. [124] (voir section 4.1) qui fut de´veloppe´e inde´pendamment
durant la meˆme pe´riode. Nous discuterons de la diffe´rence entre les deux approches dans
la partie 4.3.
La ge´ne´ralisation d’une mesure de qualite´ additive Φ aux partitions hie´rarchiques cor-
respond a` une de´finition re´cursive des gains impliquant une variable note´e q. Le re´sultat
est un polynoˆme en q. La plupart des mesures de qualite´ additives telles que MQ ou Q
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peuvent eˆtre calcule´es en passant sur chaque areˆte et en regardant si les extre´mite´s ap-
partiennent ou non au meˆme groupe. Apre`s ce test, un poids (positif ou ne´gatif) peut
eˆtre associe´ a` l’areˆte. En laissant de coˆte´ les constantes de normalisation, ces poids corres-
pondent a` une valeur ±1. Dans le cas de partitions hie´rarchiques, notre but est de prendre
en compte la hauteur a` laquelle une areˆte change de statut. En effet, une areˆte peut rester
interne sur plusieurs niveaux. Nous allons donc associer un poids positif 1 + q + · · · + qr
qui de´pend de la hauteur maximale r a` laquelle l’areˆte est interne. De la meˆme manie`re,
une areˆte liant deux groupes diffe´rents se voit assigner un poids ne´gatif qr+1.
Les motivations pour l’emploi de cette formulation de Φ proviennent du domaine de la
combinatoire e´nume´rative pour l’analyse re´cursive d’objets discrets par des q-analogues.
La variable q permet de garder une trace de la profondeur intrinse`que de l’objet. Dans la
plupart des cas, les objets peuvent eˆtre de´crits par des langages formels ge´ne´re´s par des
grammaires alge´briques, appele´es grammaires attribue´es avec l’introduction d’une variable
de comptage q (voir [42] et [97]). On peut ainsi prendre en compte dans une meˆme se´rie
e´nume´ratrice a` la fois un parame`tre alge´brique tel que la longueur du mot et un parame`tre
non-alge´brique tel que les positions d’une lettre dans un mot.
4.2.1 De´finition de la mesure multi-niveaux
Nous pouvons maintenant pre´senter formellement les formules permettant de re´pondre
a` notre proble`me. La premie`re, donne´e par l’e´quation 6, est une formulation re´cursive.
De´finition 4.5 (Mesure de qualite´ multi-niveaux) Soit Φ(G, C) une mesure de qua-
lite´ additive. La ge´ne´ralisation de Φ(G, C) en mesure de qualite´ multi-niveaux note´e
Φ(G, T ; q) pour un arbre de partition T de racine r applique´ au graphe G s’exprime,
pour q ∈ [0, 1], par
Φ(G, T ; q) =
{∑
t∈σT (r) φ(G,N1(T ), Vt) (1 + q × Φ(Gt, Tt; q)) si σT (r) 6= ∅
0 sinon (6)
Dans le cas ou` Tt est une partition plate de G, la fonction Φ(G, T ; q) correspond a` la
mesure de qualite´ classique. Nous avons donc bien une ge´ne´ralisation au cas hie´rarchique.
Le parame`tre q appartient a` l’intervalle [0, 1]. En effet, si q < 0, les areˆte internes ont un
poids ne´gatif dans la mesure tandis que les areˆtes externes peuvent affecter positivement
la mesure. De la meˆme manie`re, prendre une valeur pour q supe´rieure a` 1 correspond a` la
situation ou` plus un groupe est profond dans la hie´rarchie plus la contribution de celui-ci
est forte. Le risque est d’occulter comple`tement la contribution des premiers niveaux si le
polynoˆme est de fort degre´ (i.e. si l’arbre est profond).
Examinons maintenant la complexite´ du calcul du polynoˆme Φ(G, T ; q). On va se
limiter au cas ou` Φ(G, C) est une mesure fortement additive (voir de´finition 2.52) ou` le
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gain de chaque groupe de´pend du nombre d’areˆtes internes et/ou externes a` ce groupe.
Rappelons que la modularite´ Q (e´quation 2) et le MQ ponde´re´ (e´quation 14) sont dans
ce cas.
Le calcul revient a` faire un parcours de l’arbre de partition, ce qui a une complexite´ en
temps de O(|T |). A chaque nœud visite´, le gain du groupe de sommet correspondant doit
eˆtre calcule´. Ces deux quantite´s peuvent eˆtre calcule´es efficacement si on conside`re que
la hie´rarchie est encode´e dans un tableau qui a` chaque sommet u ∈ V associe une liste
d’identifiants indiquant le groupe auquel u appartient dans les diffe´rents niveaux. La taille
maximum d’une liste est alors h, la hauteur de l’arbre de partition. Le calcul de tous les
nombres d’areˆtes internes/externes peut eˆtre re´alise´ en O(h|E|).
4.2.2 Formulation en termes de chemins
La de´finition 4.5 utilise une re´cursion dans l’arbre de partition. La fonction Φ(G, T ; q)
est un polynoˆme en q. Cependant, comme nous allons le montrer ci-dessous, les coefficients
de ce polynoˆme peuvent eˆtre obtenus directement.
Nous conside´rons que les descendants d’un nœud t de T sont e´tiquete´s par les entiers
1, 2, . . .. Tout chemin allant de la racine a` un nœud se situant a` une hauteur r s’e´crit alors
comme une se´quence d’entiers w = i1 . . . ir. Nous appelons une telle se´quence un mot sur
l’alphabet {1, 2, . . .} et |w| est la longueur de ce mot. La Figure 4.3 illustre ces notations :
le mot codant le chemin issu de la racine est indique´ pour chaque nœud de l’arbre. Dans
ce cadre la notation u ≺ w indique que u est un pre´fixe de v (le nœud u est un anceˆtre de
v dans T ).
(a) Une partition hie´rarchique d’un
graphe.
(b) Repre´sentation de l’arbre de
partition.
Figure 4.3: Un arbre (a` droite) encodant la partition hie´rarchique du graphe (a`
gauche).
Nous pouvons re´e´crire la mesure de qualite´ multi-niveaux en utilisant ces notations.
En effet, pour obtenir la contribution d’un nœud t de T de hauteur p + 1, il suffit de
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multiplier les gains des groupes associe´s a` chaque nœud se situant sur l’unique chemin
partant de la racine au nœud t (on conside`re la racine comme ayant une contribution de
1). Le coefficient du polynoˆme Φ(G, T ; q), note´ [Φ(G, T ; q); qp] est donne´ par l’e´quation 7.
[Φ(G, T ; q); qp] =
∑
w∈Dp
∏
u≺w
φ(G, {Cv}v∈σT (p(u)), u) (7)
ou` Dp = {w ∈ T, |w| = p+ 1} est l’ensemble des nœuds ayant une hauteur p dans T .
L’e´quation 7 fournit une formulation alternative pour Φ(G, T ; q). Il suffit alors d’ite´rer
sur chaque niveau de la hie´rarchie i.e. toute hauteur p telle que Dp 6= ∅.
4.2.3 Interpre´tation et Utilisation
Notre ge´ne´ralisation au cas multi-niveaux des mesures de qualite´ additives re´pond a`
nos attentes car une meˆme areˆte va eˆtre visite´e plusieurs fois : une fois en tant qu’areˆte
interne a` G[Ci], puis a` G[Cij ] et ainsi de suite. A mesure que l’on effectue la re´cursion,
diffe´rentes puissances de q sont collecte´es. Cette approche qu’on peut appeler “le poids
de´pendant de la hauteur” est e´galement valable pour les areˆtes externes. Il faut e´galement
noter que le gain d’un nœud t a` Φ(G, T ; q) est ponde´re´ par le produit des gains de ces
anceˆtres dans T . Ainsi, un nœud correspondant a` un groupe de mauvaise qualite´ ne pourra
engendrer qu’une sous-hie´rarchie de mauvaise qualite´.
Le cas ou` q est proche de 1 correspond a` la situation extreˆme ou` le poids d’une areˆte
(interne) est e´gale a` sa hauteur maximale dans la hie´rarchie. De la meˆme manie`re, pour
q = 0, la fonction Φ(G, T ; q) est e´gale a` la mesure de qualite´ sur le premier niveau de T .
Comme nous le verrons dans la partie 4.3, la valeur donne´e au parame`tre q joue un roˆle
en permettant de favoriser les hie´rarchies plus ou moins profondes.
Comparer deux partitions hie´rarchiques en se basant sur des polynoˆmes est difficile
pour prendre une de´cision. Dans le cas ou` il n’y a pas de raison a priori de privile´gier
une de´composition plus ou moins haute, une solution possible est de prendre la valeur
moyenne de Φ(G, T ; q) sur q ∈ [0, 1]. Cette mesure est note´e Φ(G, T ). Pour la calculer, il
suffit de prendre l’inte´grale de la mesure, que l’on peut formuler de la fac¸on suivante en
utilisant l’e´quation 7 :
Φ(G, T ) =
∫ 1
0
Φ(G, T ; q)dq (8)
=
h(T )−1∑
p=0
1
p+ 1
∑
w∈Dp
∏
u≺w
φ(G, {Cv}v∈σT (p(u)), u)
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La mesure de´finie par l’e´quation 8 est a` valeur dans [0, 1]. La contribution de chaque
niveau Dp est inversement proportionnelle a` la hauteur a` laquelle les groupes de ce niveau
se situent.
4.3 Validation expe´rimentale de la ge´ne´ralisation de MQ
Dans cette partie, une validation expe´rimentale de la ge´ne´ralisation multi-niveaux de
MQ (voir De´finition 3.6) est propose´e. Cette ge´ne´ralisation de MQ pour un graphe G
et pour un arbre de partition T est note´e MQ(G, T ; q). Les conclusions faites dans cette
partie se limitent donc a` cette mesure. Nous montrons e´galement que cette mesure permet
de comparer diffe´rentes partitions hie´rarchiques sur un exemple re´el muni d’une ve´rite´
terrain.
Les graphes traite´s dans les deux premiers exemples sont simples non-oriente´s et sans
boucle. Nous utilisons le graphe complet et biparti complet comme re´fe´rence, prenant ainsi
δi =
(|Ci|
2
)
et δij = |Ci| · |Cj | (voir Section 3.2). Nous utiliserons e´galement la taille d’un
groupe Ci pour de´finir son poids (xi = |Ci|).
Les exemples utilise´s par la suite suivent une construction simple et peuvent eˆtre vus
comme une adaptation du mode`le ERMG (voir description dans la Section 2.6.2) pour
des graphes avec une structure de communaute´s multi-niveaux. Nous utilisons des cliques
(graphes complets) comme briques e´le´mentaires de la hie´rarchie. Ces groupes sont associe´s
aux feuilles dans les diffe´rents arbres de partitions e´tudie´s. Ainsi, la diffe´rence entre ces
hie´rarchies de´pend de la fac¸on dont ces cliques sont regroupe´es. En effet, de´couper plus
en profondeur une clique n’ame´liorera pas la valeur de MQ (voir partie 3.3). En outre,
les exemples sont conc¸us de fac¸on a` ce que l’on puisse facilement pre´dire la “meilleure
hie´rarchie”.
4.3.1 Un cas simple avec trois cliques
Bien que tre`s simpliste, notre premier exemple illustre la difficulte´ de trouver une
hie´rarchie approprie´e en utilisant des mesures de partitions “plates”.
On conside`re que G est forme´ de trois cliques distinctes C1, C2, C3 chacune de taille n.
Les cliques C1 et C2 sont connecte´es par bn
2 areˆtes avec 0 ≤ b ≤ 1. Il n’y aucune areˆte
entre C3 et le reste du graphe. Cet exemple nous permet de comparer analytiquement
diffe´rentes partitions hie´rarchiques du graphe en utilisant la ge´ne´ralisation multi-niveaux
de MQ. Nous commenc¸ons par comparer les arbres T = [C1∪2, C3] et T ′ = [[C1, C2], C3]
(voir Figure 4.4). Nous utilisons ici des expressions parenthe´se´es : T est une partition a` un
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niveau dont le premier contient l’union de C1 et C2 tandis que T
′ divise dans un second
niveau (C1 ∪ C2) en [C1, C2].
(a) T (b) T ′
Figure 4.4: Deux partitions hie´rarchiques d’un graphe forme´ de trois cliques.
Les deux arbres co¨ıncident sur le premier niveau, comparer leur qualite´ revient donc a`
de´cider si il est profitable de diviser C1∪2 en [C1, C2]. Le ratio de connectivite´ interne de
C1∪2 est (voir l’e´quation 11)
α1∪2 =
2n(1 + b)− 2
2n− 1
L’arbre T est plat, la mesure MQ est donc constante (en tant que fonction de q). Nous
allons comparer asymptotiquement les deux mesures par rapport a` la taille des cliques n
afin d’obtenir des expressions, note´es MQ∞(G, T ; q), qui ne de´pendent que des variables
q et b.
MQ∞(G, T ; q) = 23 +
b
3
MQ∞(G, T ′; q) = 13
(
1 + (1 + b)
[
1 + q(1− b)]) = 13
(
2 + b+ q(1− b2)
)
Notons qu’on retrouve bien MQ∞(G, T ; 0) = MQ∞(G, T ′; 0) en raison de l’e´galite´ des
premiers niveaux. La comparaison des deux partitions repose donc sur le coefficient :
[MQ∞(G, T ′; q), q] = q(1− b
2)
3
Cette quantite´ est positive et fonction de´croissante de b. Ceci confirme un phe´nome`ne
e´vident : tant que C1 et C2 ne sont pas fortement connecte´s, il est raisonnable de diviser
C1∪2 en deux groupes alors qu’ils devraient rester groupe´s lorsque le ratio b devient grand.
Nous allons e´galement comparer ces deux arbres de partition avec la configuration
T ′′ = [C1, C2, C3]. On a
MQ∞(G, T ′′; q) = 1− b3 (8)
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qui est e´videmment une fonction de´croissante de b. Si b = 0.5, T et T ′′ ont des valeurs
de MQ e´gales. Remarquons que les qualite´s de T ′ et T ′′ se chevauchent pour b ∈ [0, 0.5].
Dans ce cas, une grande valeur de q rend la partition hie´rarchique pre´fe´rable. On peut
constater que
∀b ∈ [0, 0.5], MQ∞(G, T ′; q) = MQ∞(G, T ′′; q)⇔ q = 2b− 1
b2 − 1 , (8)
Cette fonction de´croˆıt de fac¸on quasi-line´aire par rapport a` b. Cela signifie que plus
b est grand, moins il est ne´cessaire d’augmenter q pour choisir T ′ comme la meilleure
partition.
Pour des valeurs de b comprises entre 0.25 et 0.5, T ′ peut eˆtre conside´re´e comme la
meilleure partition. C’est effectivement le cas si on conside`re l’inte´grale de MQ telle que
de´finie par l’e´quation 8. Cette mesure donne T ′ comme la meilleure configuration pour
b ∈ [0.25, 0.5] alors qu’on a MQ∞(G, T ′′; 0) > MQ∞(G, T ′; 0). Ainsi, pour ces valeurs de b,
tout algorithme permettant de maximiser la mesure MQ pour une partition plate donnera
pour re´sultat T ′′ comme meilleure configuration. L’agre´gation de C1 et C2 sera rejete´e car
MQ∞(G, T ; 0) < MQ∞(G, T ′′; 0). Dans ce cadre, l’utilisation ite´rative d’un algorithme de
maximisation de MQ n’aboutirait pas a` la construction de l’arbre T ′ bien que celui-ci soit
la meilleure configuration (selon les crite`res sous-jacents a` MQ).
Figure 4.5: Valeurs de ∆L(T ) pour n = 100 calcule´es pour diffe´rentes valeurs de b.
Le taux de compression ∆L (voir De´finition 4.4) ne classe jamais la configuration T ′
comme la meilleure partition sur cet exemple (voir Figure 4.5). Deux remarques peuvent
eˆtre faites quant a` l’utilisation de ∆L. Premie`rement, ∆L(T ′) a des valeurs tre`s proches
de ∆L(T ′′) quelque soit la valeur de b cependant on a toujours ∆L(T ′′) > ∆L(T ′). L’agre´-
gation de C1 et C2 ne semble donc pas avoir un impact important si ces deux cliques sont,
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au final, se´pare´es dans la hie´rarchie. Deuxie`mement, le taux de compression de la confi-
guration T de´croit a` mesure que b augmente, ce qui est contre-intuitif. La configuration
T obtient le meilleur taux de compression a` partir de b ' 0.25. On peut donc dire que la
mesure ∆L ne fournit pas des comparaisons cohe´rentes sur cet exemple simple.
4.3.2 Un exemple plus complexe
Nous e´tudions maintenant diffe´rents arbres de partition pour des graphes comprenant
quatre cliques et montrons que MQ pre´dit correctement la meilleure configuration, de´-
pendant des ratios de connectivite´ entre les groupes.
Nous comparons quatre arbres de partition : l’arbre plat, l’arbre mi-complet, l’arbre com-
plet et l’arbre peigne. Une illustration de ces arbres est disponible en Figure 4.6. Dans cette
exemple, les feuilles des quatre arbres correspondent a` quatre cliques C1, C2, C3 et C4 de
taille n. On pose bij comme e´tant le ratio de connectivite´ entre les groupes Ci et Cj . Nous
allons e´tudier quatre cas diffe´rents pour lesquelles on posera toujours b14 = 0 = b24 = 0
(le groupe C4 est toujours de´connecte´ de C1 et C2).
(a) Plat (b) Complet
(c) Mi-complet (d) Peigne
Figure 4.6: Diffe´rentes partitions hie´rarchiques de quatre cliques.
La Figure 4.7 pre´sente les courbes pour les quatre cas que nous e´tudions. Pour chaque
cas, l’image de gauche est une repre´sentation du graphe quotient associe´ a` la partition en
quatre cliques. Les e´tiquettes des areˆtes indiquent les ratios d’inter-connectivite´ entre les
deux cliques qu’elles connectent (il n’y pas d’areˆte lorsque le ratio est de 0). Les graphiques
de droite illustrent les polynoˆmes de MQ pour la partition plate (en bleue), mi-comple`te
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(a) Cas 1 (b) Cas 2
(c) Cas 3 (d) Cas 4
Figure 4.7: Comparaison de diffe´rentes partitions hie´rarchiques pour des graphes
compose´s de quatre cliques.
(verte), comple`te (noire) et oblique (rouge). Notons que le polynoˆme associe´ a` la partition
plate est constant, ceux associe´s aux partitions comple`tes et mi-comple`tes sont de degre´
un et de degre´ deux pour la partition peigne. Diffe´rentes conclusions peuvent eˆtre faites
sur cette expe´rience :
– Cas 1 : Quand b12 est plus grand que tout autre bij , la mesure MQ classe la partition
mi-comple`te comme la meilleure.
– Cas 2 : Quand b12 et b34 sont plus grands que tout autre bij , alors la partition
comple`te apparaˆıt comme la meilleure configuration.
– Cas 3 : La partition peigne devient la meilleure candidate quand les ratios de
connectivite´ ve´rifient b12  b13 ' b23  les autres bij .
Dans le cas 4, les courbes des polynoˆmes se chevauchent. Ce cas correspond en re´alite´
a` une situation ou` la meilleure partition n’est pas e´vidente. La variable q peut eˆtre utilise´e
ici pour favoriser (quand proche de 1) ou pe´naliser (quand proche de 0) les hie´rarchies
profondes. Prendre un q entre 0 et 0.75 revient a` classer la partition plate comme la
meilleure. D’un autre coˆte´, une valeur proche de 1 me`ne au choix de la partition comple`te.
En utilisant l’inte´grale de MQ (voir e´quation 8), la partition plate est donne´e comme celle
de meilleure qualite´.
Les diffe´rents cas de´veloppe´s ici montrent que la mesure MQ multi-niveaux permet de
de´terminer la meilleure configuration possible.
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4.3.3 Comparaison de diffe´rentes hie´rarchies sur un re´seau re´el
Nous allons maintenant montrer que la mesure MQ multi-niveaux permet de compa-
rer diffe´rentes partitions hie´rarchiques d’un re´seau re´el. Le graphe de´crit les rencontres
entre les e´quipes de football ame´ricain universitaire issues de la division I-A sur la saison
2000 [64]. Ce jeu de donne´es est re´gulie`rement utilise´ pour tester les algorithmes de par-
titionnement. Il contient 115 sommets (les e´quipes) et 613 areˆtes (les rencontres) avec un
degre´ moyen de 10.66.
L’inte´reˆt de ce re´seau est qu’il dispose d’une partition hie´rarchique connue qui peut eˆtre
conside´re´e comme une ve´rite´ terrain. En effet, les e´quipes universitaires sont partage´es en
11 confe´rences diffe´rentes. Trois d’entre elles (a` savoir la “Big Twelve”, la “South Eastern”
et la “Mid-American”) se de´composent chacune en deux sous-divisions. Nous disposons
donc d’une partition hie´rarchique a` deux niveaux qui n’est pas e´quilibre´e (certaines confe´-
rences sont sous-divise´es et d’autres non). Bien que les rencontres sont plus susceptibles
d’apparaˆıtre au sein d’une meˆme confe´rence, elle de´pendent e´galement de la proximite´
ge´ographique des e´quipes.
Nous comparons, en utilisant la mesure MQ, cette ve´rite´ terrain a` trois autres parti-
tions hie´rarchiques obtenues en utilisant trois algorithmes de partitionnement de graphes
diffe´rents. Les deux premiers algorithmes fournissent seulement des partitions plates de
l’ensemble des sommets. Pour obtenir des partitions hie´rarchiques, on rappelle les algo-
rithmes re´cursivement sur chaque groupe de´tecte´ a` l’e´tape pre´ce´dente. Cette solution ainsi
que les algorithmes utilise´s sont de´taille´s plus en de´tail dans la Section 5.1.
Le premier algorithme correspond a` un single-linkage clustering [54] ou` l’indice de Jac-
card [73] est utilise´ pour de´terminer le poids d’une areˆte : il va correspondre a` la proportion
de triangles contenant l’areˆte en question. Le seuil optimal (tel que la partition corres-
pondante maximise la qualite´) est de´termine´ en utilisant la mesure MQ. On nommera cet
algorithme Single-Linkage
Le second algorithme MLR-MCL [130] est une version modifie´e de l’algorithme MCL [140].
Finalement, le troisie`me algorithme est l’algorithme Louvain [23] qui produit une par-
tition hie´rarchique bien que seul le premier niveau de la hie´rarchie soit habituellement
utilise´.
Nous utilisons pour les deux derniers algorithmes des imple´mentations propose´es par les
auteurs respectifs. Toutes les me´thodes utilise´es ici sont non-supervise´e et ne requie`rent
pas de parame´trage.
Ici encore nous utilisons le graphe complet et le graphe biparti complet comme graphes
de re´fe´rences pour les ratios de connectivite´ interne et externe. Le poids des groupes sera
ici unitaire i.e. ne de´pendra pas de la taille des groupes (nombre d’e´quipes). Toutefois,
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pour garantir l’additivite´ des poids, on utilise les valeurs suivantes :
xw =
 1 si w ∈ F(T )|F(Tw)| sinon
ou` F(Tw) est l’ensemble des feuilles de T ayant w comme anceˆtre commun.
(a) Confe´rences (b) MLR-MCL
(c) Louvain (d) Single-linkage
Figure 4.8: Visualisation des quatre partitions hie´rarchiques du re´seau de football
universitaire base´e sur des graphes quotients. Chaque me´ta-nœud correspond a` un
groupe de la partition. Les e´tiquettes des sommets indiquent les confe´rences d’origine
des sommets se trouvant dans le groupe correspondant.
La Figure 4.8 permet de comparer les diffe´rentes partitions. Comme on peut s’y at-
tendre, les algorithmes s’accordent sur une majorite´ de groupes qui correspondent aux
vraies confe´rences. Cela s’explique par le fait que les e´quipes jouent beaucoup plus avec
les autres e´quipes issues de la meˆme confe´rence au cours d’une saison. Ainsi, la connectivite´
interne des confe´rences est relativement forte.
L’algorithme Louvain (voir Figure 4.8(c)) tend a` grouper diffe´rentes confe´rences. Ces
regroupements sont pertinents car ils refle`tent la proximite´ ge´ographique entre ces confe´-
rences. Ainsi, les e´quipes de la “Mountain West” et la “Big West” appartiennent au meˆme
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groupe sur le premier niveau de la hie´rarchie.
Le partitionnement obtenu en utilisant l’algorithme Single-Linkage ne contient qu’un
seul niveau (voir Figure 4.8(d)). Celui-ci comprend un nombre relativement important de
groupes qui correspondent dans certains cas aux confe´rences et dans d’autres a` des sous-
divisions de confe´rences.
L’algorithme MLR-MCL fournit une partition a` deux niveaux (voir Figure 4.8(b)) qui
est proche de la ve´rite´ terrain (voir Figure 4.8(a)). En effet, le premier niveau corres-
pond aux confe´rences (hormis pour les e´quipes inde´pendantes qui n’appartiennent pas a`
une confe´rence) et plusieurs de ces groupes sont eux-meˆmes divise´s. En particulier, on
retrouve le bon de´coupage pour les confe´rences contenant vraiment des sous-divisions.
Figure 4.9: Courbes de MQ pour le partitionnement en confe´rences (bleu), Single-
Linkage (vert), MLR-MCL (violet) et Louvain (rouge).
Algorithme MQ(G,T ; q) MQ(G,T ) Taux Compression ∆L(T )
MLR-MCL 0.782 + 0.144q 0.854 15.569
Confe´rences 0.774 + 0.148q 0.848 16.379
Louvain 0.688 + 0.132q 0.754 18.528
Single-linkage 0.72 0.72 13.384
Table 4.1: Comparaison des re´sultats sur le re´seau de football universitaire par rap-
port aux polynoˆmes de MQ (e´quation 6) et leur inte´grale MQ (e´quation 8) ainsi
que le taux de compression ∆L(T ) (voir De´finition 4.4). Les valeurs sont donne´es au
millie`me pre`s.
Les courbes des polynoˆmes MQ obtenus pour chaque partition sont donne´es dans la
Figure 4.9. Le Tableau 4.1 fournit un classement des quatre partitions en fonction des
valeur moyennes MQ obtenues en utilisant l’e´quation 8.
Comme indique´ ci-dessus, le re´sultat fourni par MLR-MCL est proche de la ve´rite´
terrain. Ceci se refle`te dans les valeurs de MQ multi-niveaux pour ces deux partitions.
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En effet, les courbes (voir Figure 4.9) sont tre`s proches. Il apparaˆıt cependant que MLR-
MCL fournit une partition de meilleure qualite´.
Le dernier niveau dans la hie´rarchie produite par l’algorithme Louvain correspond bien
a` la partition en confe´rences des e´quipes. Toutefois, regrouper ces confe´rences a` un niveau
supe´rieur est fortement pe´nalise´ par MQ. On peut cependant remarquer que cette partition
est pre´fe´rable au partitionnement obtenu en utilisant le Single-Linkage pour une valeur
de q supe´rieure a` 0.22 environ.
Nous pouvons e´galement comparer les diffe´rentes partitions en utilisant une autre me-
sure multi-niveaux, le taux de compression ∆(L(G, T )) (voir troisie`me colonne du Tableau
4.1). Le classement induit par l’utilisation de cette mesure est Louvain, Confe´rences,
MLR-MCL et Single-Linkage. Les trois premie`res positions sont donc inverse´es. Ce
crite`re associe une plus forte valeur a` une partition qui ne sous-divise pas des confe´rences,
ce qui explique pourquoi Single-Linkage est toujours classe´ dernier. On peut en conclure
que les deux mesures sont diffe´rentes sur cet exemple bien que la ve´rite´ terrain semble
dans les deux cas eˆtre un bon compromis.
4.4 Discussion et Perspectives
Nous avons pre´sente´ une mesure de qualite´ multi-niveaux permettant d’e´valuer l’ade´-
quation entre une partition hie´rarchique des sommets du graphe et sa topologie. Cette
mesure a l’avantage de ge´ne´raliser des mesures de qualite´ existantes qui e´taient re´serve´es
a` l’e´valuation de partitions plates. Nous associons a` un arbre de partition un polynoˆme a`
une variable dont le degre´ correspond a` la hauteur de l’arbre. Nous avons e´galement pro-
pose´ deux formulations e´quivalentes de cette mesure en se basant sur la notion de chemin
ponde´re´ dans l’arbre.
Nous avons ainsi valide´ la ge´ne´ralisation hie´rarchique de la mesure MQ qui tient
compte de la connectivite´ interne et externe de chaque groupe. Les exemples utilise´s
illustrent un point important malgre´ leur simplicite´. On a en effet vu que la recherche
de la meilleure partition hie´rarchique par des proce´dures ite´ratives pouvait dans certains
cas e´chouer. Ceci est particulie`rement vrai lorsque certains niveaux de la meilleure hie´rar-
chie ne sont pas de bonne qualite´ lorsque e´value´s inde´pendamment. Ceci justifie l’emploi
d’une mesure de qualite´ hie´rarchique. En utilisant un re´seau re´el muni d’une structure
de communaute´s a` deux niveaux, nous avons compare´ diffe´rentes partitions hie´rarchiques
et montre´ que notre mesure permettait de choisir une partition tre`s proche de la ve´rite´
terrain.
Les de´finitions que nous avons propose´es ici sont ge´ne´riques a` l’instar de la mesure de
re´solution multi-niveaux propose´e par Pons et al. [110]. Nous avons e´galement compare´ la
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ge´ne´ralisation hie´rarchique de la mesure MQ a` la mesure propose´e par Rosvall et al. [124],
les deux mesures ne donnent pas les meˆmes re´sultats lorsque l’on cherche a` comparer
diffe´rentes partitions hie´rarchiques. Toutefois, cette diffe´rence s’explique peut-eˆtre par le
choix de MQ. On peut s’attendre a` obtenir des re´sultats plus proches en utilisant une
version multi-niveaux de la modularite´.
En effet, nous nous sommes ici surtout focalise´s sur la de´finition multi-niveaux de la mesure
MQ. D’autres mesures de qualite´ peuvent eˆtre adapte´es au cas multi-niveaux (comme la
modularite´) et on peut effectivement utiliser ces ge´ne´ralisations dans le cadre d’algorithmes
de partitionnement de graphe. Ceci est l’objet du prochain chapitre.
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Chapitre 5
Algorithmes pour le partition-
nement hie´rarchique de graphes
Les proble`mes lie´s au partitionnement plat des sommets d’un graphe sont souvent
difficiles car l’espace de recherche augmente de manie`re exponentielle par rapport aux
nombre de sommets. La recherche de partitions hie´rarchiques ne facilite donc pas les
choses. En effet, le nombre de dendrogrammes de n feuilles est de l’ordre de (2n − 3)!!
ou` !! de´signe la double factorielle. Flajolet et Sedgewick [51] proposent une formule pour
le nombre d’arbres de partitions a` n feuilles, qui e´volue encore plus rapidement (voir
OEIS A000311). Les arbres de partitions contiennent bien suˆr les partitions plates et les
dendrogrammes.
De la meˆme fac¸on que la recherche d’un partitionnement plat peut eˆtre re´alise´e en
parcourant des partitions induites par une structure hie´rarchique, nous allons ici e´tudier
des me´thodes pour obtenir une partition hie´rarchique (exploitable par un utilisateur) ex-
traite d’une partition hie´rarchique de plus grande taille. Pour guider cette exploration nous
allons utiliser la ge´ne´ralisation multi-niveaux des mesures de qualite´ additives pre´sente´e
dans le chapitre 4.
Ce chapitre est organise´ de la fac¸on suivante. Dans la section 5.1 nous pre´sentons
diffe´rentes me´thodes base´es sur un partitionnement hie´rarchique des sommets. Dans cet
e´tat de l’art, nous montrons notamment que les diffe´rents algorithmes peuvent eˆtre se´pare´s
en plusieurs familles. La section 5.2 pre´sente une application des mesures de qualite´ multi-
niveaux. L’algorithme propose´ permet d’optimiser une hie´rarchie des sommets donne´e
en supprimant ite´rativement des nœuds internes de la hie´rarchie [115]. Une application
de cette me´thode a` la hie´rarchie produite par l’algorithme Louvain [23] est donne´e dans
la section 5.3. Nous e´tudions par la suite une technique base´e sur le filtrage d’areˆtes et
applique´e a` un re´seau de flux domicile-travail. Enfin, une discussion sur les me´thodes
propose´es et la pre´sentation de diffe´rentes perspectives sont faites dans la section 5.5.
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5.1 E´tat de l’art
Dans cette section, nous pre´sentons diffe´rents algorithmes de partitionnement de graphes
qui se basent sur une structure hie´rarchique. Dans la plupart des cas, les me´thodes pro-
pose´es n’ont pas pour finalite´ de renvoyer une hie´rarchie mais une partition a` un niveau
des sommets du graphe. Le partitionnement hie´rarchique est ainsi souvent utilise´ comme
e´tape interme´diaire. Ce n’est toutefois pas le cas de tous les algorithmes cre´e´s pour re´-
pondre au proble`me du partitionnement de graphes. Cette section ne couvre donc pas de
fac¸on exhaustive les me´thodes connues pour re´pondre a` ce proble`me. Des e´tats de l’art
plus complets sur ce sujet existent (voir entre autres [131, 54, 105]).
Les approches pre´sente´es ici peuvent eˆtre regroupe´es en diffe´rentes familles : les me´-
thodes agglome´ratives (section 5.1.1), divisives (section 5.1.2) et hybrides (section 5.1.3)
qui empruntent aux deux premie`res. Enfin d’autres approches inte´ressantes mais utilise´es
pour re´pondre a` des proble`mes le´ge`rement diffe´rents sont de´taille´es dans la section 5.1.4.
5.1.1 Approches agglome´ratives
Les approches agglome´ratives ont en commun l’ide´e qu’un groupe d’individus peut eˆtre
conside´re´ comme un nouvel individu, qui peut eˆtre a` son tour groupe´ a` d’autres individus.
La proce´dure ge´ne´rique correspondante est de´taille´e dans l’algorithme 1.
Algorithme 1: AggloGen(G) un algorithme agglome´ratif ge´ne´rique pour la parti-
tion hie´rarchique des sommets d’un graphe.
Entre´es : G = (V,E), un graphe
Sorties : T , une partition hie´rarchique de V
G′ ← G;
T ← ∅ ;
C ← partition(G′);
tant que ¬arret(G’,C) faire
T ← ajouterPremierNiveau(T, C);
G′ ← grapheQuotient(G′, C);
C ← partition(G′);
fin
retourner T ;
Dans le cas du partitionnement de graphes, un groupe de sommets C est remplace´ par
un me´ta-sommet. Un tel me´ta-sommet peut eˆtre obtenu en contractant les areˆtes internes
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a` un groupe C, le nouveau graphe G′ obtenu est un graphe quotient (voir de´finition 2.49).
La ge´ne´ration de ce graphe est faite en utilisant la fonction grapheQuotient(G′, C). Selon
les cas, ce graphe peut eˆtre associe´ a` une fonction de ponde´ration sur les me´ta-areˆtes (par
exemple la somme des poids des areˆtes de G correspondante) et/ou une fonction de pon-
de´ration sur les me´ta-sommets (par exemple le nombre de sommets de G correspondant).
Notons que ce graphe quotient est susceptible de contenir des boucles ponde´re´es permet-
tant de garder en me´moire le nombre d’areˆtes internes a` chaque groupe.
Un algorithme de partitionnement (correspondant ici a` la fonction partition(G′)) est ap-
pele´ ite´rativement jusqu’a` ce qu’un crite`re d’arreˆt (fonction arret(G′, C)) soit ve´rifie´. A`
chaque ite´ration, la partition des me´ta-sommets de G est ajoute´e en tant que premier
niveau (N1(T )) de l’arbre de partition T .
Nous allons maintenant de´tailler les travaux pre´sentant des me´thodes qui suivent ce
paradigme.
Compression multi-e´chelle Un algorithme agglome´ratif peut eˆtre utilise´ pour re´-
duire significativement le temps de calcul d’une partition des sommets. Cette phase de
pre´-traitement est utilise´e dans l’algorithme Metis [76]. L’ide´e est de contracter ite´rati-
vement des ensembles d’areˆtes jusqu’a` obtenir un graphe quotient de petite taille. Une
partition des me´ta-sommets sur ce dernier graphe est re´alise´e, cette partition va e´gale-
ment correspondre a` une partition des sommets “de base” du graphe.
La meˆme me´thode est utilise´e par l’algorithme MLR-MCL [130] qui se base sur l’algo-
rithme de partitionnement MCL [140]. Ce dernier algorithme est tre`s performant mais
avec un couˆt algorithmique important. En effet, il repose sur des multiplications de ma-
trices stochastiques.
Pour re´aliser cette compression multi-e´chelle, partition(G) correspond, a` chaque e´tape,
aux composantes connexes du sous-graphe G(L) forme´ par un ensemble d’areˆtes L. L’en-
semble L forme un couplage de G (chaque sommet de G est connecte´ a` au plus une areˆte
de L). Il peut eˆtre choisi selon diffe´rents crite`res : ale´atoirement, selon un poids, selon
la taille de la clique maximale a` laquelle les areˆtes appartiennent etc. Le crite`re d’arreˆt
dans ce cas de´pend de la taille de G′. Cette me´thode est ge´ne´ralement tre`s rapide puisque
l’objectif est de partitionner des graphes de grande taille (qui ne tiennent pas en RAM).
La complexite´ de la proce´dure de´pend de la fac¸on dont les ensembles L sont choisis.
Notons qu’une version simplifie´e de cette me´thode est la contraction d’une seule areˆte
tire´e ale´atoirement a` chaque e´tape. C’est exactement la proce´dure qui est mise en œuvre
dans l’algorithme stochastique de recherche d’une coupe minimum de Karger [74]. En effet,
si on contracte une areˆte e ∈ E(G) tire´e uniforme´ment, la probabilite´ d’augmenter la taille
de la coupe minimum de G (voir de´finition 2.48) est tre`s faible si G est de grande taille.
Dans l’algorithme de Karger, les compressions sont re´pe´te´es jusqu’a` ce que G′ ne contienne
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plus que deux sommets. La valeur de la coupe minimum est alors donne´e par le nombre
d’areˆtes entre ces deux sommets. Les me´thodes de compression multi-e´chelles de´veloppe´es
ici sont ainsi justifie´es par le fait que les contractions re´alise´es a` chaque e´tape sont, avec
une forte probabilite´, des contractions d’areˆtes internes aux communaute´s. Toutefois, ne
connaissant pas a priori la forme ou la taille des communaute´s, la de´finition d’un crite`re
d’arreˆt pose proble`me.
Clustering hie´rarchique Cette approche n’est pas spe´cifique aux donne´es relation-
nelles comme les graphes. Pour un ensemble d’individus (dans notre cas, les sommets), on
peut de´finir des distances entre eux. Dans ce cadre, partition(G) contient |V | − 1 groupes
car seuls les deux sommets les plus proches sont regroupe´s. L’algorithme s’arreˆte lorsque
G′ ne contient qu’un unique sommet. La partition T retourne´e correspond a` un arbre
de partition binaire (un dendrogramme). La complexite´ de ces me´thodes est O(n2) en
utilisant les structures de donne´es approprie´es [134].
La proximite´ (ou la distance) entre deux groupes de sommets (ou deux me´ta-sommets)
peut eˆtre de´finie de plusieurs fac¸ons : le minimum des distances entre les e´le´ments du
groupe (on parle alors de single-linkage clustering), le maximum des distances (complete-
linkage clustering) ou encore la moyenne des distances (average-linkage clustering). Un
crite`re tre`s utilise´ en analyse de donne´es est le crite`re de Ward [146] qui cherche a` minimiser
la somme des carre´s des distances entre les individus (les sommets du graphe ici) et le
centro¨ıd (le me´ta-sommet) dont la position est de´finie par ces meˆmes distances. Dans le
cas du partitionnement de graphes, Donetti et al. [43] utilisent par exemple une distance
base´e sur les vecteurs propres de la matrice laplacienne du graphe.
Optimisation de la modularite´ Les algorithmes de´crits ici ont e´te´ conc¸us pour
optimiser la modularite´ d’une partition des sommets d’un graphe. Cette mesure de qualite´
est pre´sente´e dans la section 3.1. On peut toutefois remarquer que, pour chacune de ces
me´thodes, d’autres fonctions objectives pourraient eˆtre utilise´es.
Dans [99], Newman propose un algorithme glouton d’optimisation de la modularite´ en
cherchant, a` chaque e´tape, les deux groupes (me´ta-sommets) dont la fusion augmente le
plus (ou diminue le moins) la modularite´. La proce´dure s’arreˆte ici lorsqu’il ne reste qu’un
unique groupe et l’arbre de partition est un dendrogramme.
La complexite´ de cet algorithme est O(|E||V |). Des ame´liorations de cette me´thode, per-
mettant d’en re´duire le couˆt algorithmique, ont e´te´ propose´es dans [33] et [144]. Une
partition des sommets peut eˆtre obtenue en cherchant la coupe dans le dendrogramme
ge´ne´re´ qui maximise la modularite´.
Une heuristique pour la maximisation de la modularite´ a e´te´ propose´e par Blondel et
al. [23]. Cet algorithme est ge´ne´ralement connu sous le nom d’algorithme de Louvain. La
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Figure 5.1: Illustration de l’approche agglome´rative pour l’optimisation de la modu-
larite´ dans l’algorithme Louvain (image tire´e de [23]).
figure 5.1 illustre bien l’approche agglome´rative utilise´e par les auteurs.
La fonction partition(G′) correspond ici a` un maximum local de la modularite´. Cette
partition est obtenue en traitant chaque sommet (ou me´ta-sommet) dans un ordre ale´atoire
et en l’affectant au groupe pre´sent dans son voisinage pour lequel cette ope´ration augmente
le plus la modularite´. La modularite´ e´tant une mesure fortement additive, le gain lie´ a` ce
changement de groupe peut eˆtre calcule´ rapidement.
L’algorithme Louvain s’arreˆte lorsque la dernie`re partition de´couverte a une modularite´
plus faible que la pre´ce´dente. Au final, l’arbre de partition T est dans ce cadre un arbre de
partition quelconque et pas force´ment un dendrogramme. La partition plate retourne´e par
l’algorithme correspond au premier niveau (N1(T )) de cette hie´rarchie car c’est le niveau
pour lequel la modularite´ est maximale.
La fonction partition(G′) employe´e par l’algorithme Louvain est similaire aux me´-
thodes base´es sur la propagation d’e´tiquettes [118, 92] dans lesquelles un sommet est af-
fecte´ au groupe dans son voisinage avec lequel il a le plus de connections. Ces heuristiques,
ainsi que celle de [23], ont connu un grand succe`s ces dernie`res anne´es en grande partie
graˆce a` leur rapidite´ dans les temps de calcul. A` notre connaissance, ce type d’algorithme
a e´te´ propose´ pour la premie`re fois par Biemann [20] sous le nom de “te´le´phone arabe”
(Chinese whispers en anglais).
5.1.2 Approches divisives
Une autre manie`re intuitive pour obtenir un partitionnement hie´rarchique de graphes
est d’appliquer re´cursivement un algorithme de partitionnement plat a` chaque groupe
de´tecte´ a` l’e´tape pre´ce´dente (voir l’algorithme ge´ne´rique 2). Notons que ce type d’approche
67
Chapitre 5. Algorithmes pour le partitionnement hie´rarchique de graphes
est diffe´rent de l’approche agglome´rative. En effet, chaque sous-graphe induit G[C] est
conside´re´ comme un nouveau graphe a` part entie`re. En particulier, les connections entre
(V \ C) ne sont plus prises en compte. C’est cette proce´dure qui est utilise´e pour ge´ne´rer
des partitions hie´rarchiques dans la section 4.3.
Algorithme 2: AggloDiv(G) un algorithme divisif ge´ne´rique pour la partition hie´-
rarchique des sommets d’un graphe.
Entre´es : G = (V,E), un graphe
Sorties : T , une partition hie´rarchique de V
T ← (r, ∅);
C ← partition(G);
si ¬arret(G,C)alors
pour tous les C ∈ C faire
T ′ ← AggloDiv(G[C]);
T ← ajouterSousArbre(T, T ′);
fin
fin
retourner T ;
La majorite´ des algorithmes dit “divisifs” que l’on trouve dans la litte´rature sont ba-
se´s sur une approche commune. Premie`rement, une me´trique est calcule´e sur les areˆtes.
Cette me´trique a pour but de se´parer les areˆtes qui sont susceptibles d’appartenir a` une
communaute´ et les autres. Deuxie`mement, on retire du graphe l’areˆte la moins susceptible
d’appartenir a` une communaute´. On applique ces deux e´tapes sur chaque composante
connexe jusqu’a` avoir des sommets isole´s. Le re´sultat de ce type de proce´dure est donc
un dendrogramme. Les algorithmes divisifs se diffe´rencient principalement sur la mesure
employe´e permettant de de´terminer la prochaine areˆte a` retirer.
Mesure de Centralite´ Girvan et Newman [63, 101] proposent une approche base´e sur la
centralite´-chemin (voir de´finition 2.28). En effet, une areˆte avec une forte centralite´ relie
probablement deux communaute´s. D’autre types de “centralite´” ont e´te´ e´galement utilise´s
tels que la centralite´ d’information [56]. Cette mesure e´value, pour une areˆte donne´e,
la diminution dans les distances moyennes entre toutes les paires de sommets lie´es a` la
suppression de cette areˆte.
Ces mesures de centralite´ capturent l’importance globale de l’areˆte. La mise a` jour des
valeurs pour chaque areˆte a un coup important : O(|E||V |) pour la centralite´-chemin et
O(|E|2|V |) pour la centralite´ d’information.
Mesure sur les cycles Des mesures utilisant des crite`res locaux ont e´te´ propose´es dans
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le cadre d’algorithmes divisifs. Dans [117], les auteurs ge´ne´ralisent la notion de coefficient
de clustering aux areˆtes. Cette mesure correspond a` la proportion observe´e de triangles
qui contiennent l’areˆte en question. La mise a` jour des valeurs est plus rapide que pour les
mesures de centralite´ puisque la suppression d’une areˆte affecte seulement les areˆtes ayant
une extre´mite´ en commun avec l’areˆte en question.
Auber et al. [14] utilisent une mesure base´e non seulement sur la proportion de triangles
(cycle de longueur 3) mais aussi sur la proportion de cycles de longueur 4. Toutefois, l’algo-
rithme propose´ diffe`re des autres algorithmes divisifs pre´sente´s ici. Il consiste a` trouver le
seuil t tel que la partition obtenue en supprimant les areˆtes dont la mesure est infe´rieure a`
t maximise la fonction de qualite´ MQ pre´sente´e dans la section 3. Dans ce cadre, la proce´-
dure e´quivaut a` chercher le meilleur niveau dans la hie´rarchie obtenue par l’utilisation d’un
single-linkage clustering. Cette me´thode correspond a` la fonction partition de l’algorithme
2. Les auteurs produisent une partition hie´rarchique en l’appliquant re´cursivement.
5.1.3 Approches hybrides
Infomap Rosvall et al. [124] ont introduit une mesure permettant d’e´valuer la qualite´
d’une partition hie´rarchique de graphe. Cette mesure est pre´sente´e en de´tail dans la sec-
tion 3.1.
La proce´dure propose´e par les auteurs pour obtenir une partition hie´rarchique de graphe
peut eˆtre qualifie´e d’hybride dans le sens ou` elle alterne les phases d’agre´gations (telle
que de´finies dans l’algorithme 1) et de divisions (algorithme 2). La phase agglome´rative
est proche des algorithmes de Louvain ou de propagation d’e´tiquettes pre´sente´s plus haut.
Chaque groupe est ensuite traite´ comme un graphe a` part entie`re et est redivise´. A` l’is-
sue de cette proce´dure, des groupes entiers peuvent eˆtre de´place´s dans la hie´rarchie afin
d’augmenter la qualite´ de la partition.
5.1.4 Autres approches
Mode`le Statistique Hie´rarchique Le mode`le probabiliste pre´sente´ dans la section 2.6.4
peut eˆtre utilise´ pour obtenir un arbre de partition binaire. Le dendrogramme refle´tant
la topologie du graphe est obtenu en maximisant la vraisemblance du mode`le. L’algo-
rithme propose´ dans [31] est une heuristique de type Monte-Carlo par Chaˆıne de Markov
(MCMC).
Qualite´ avec un parame`tre de re´solution Dans la section 4.1, nous avons pre´sente´
la me´thode propose´e dans [110, 109] permettant de filtrer un dendrogramme. Les auteurs
utilisent des mesures incluant un parame`tre de re´solution α permettant de privile´gier ou
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pe´naliser la pre´sence de groupes de grande taille. Ce type de mesure permet d’identifier les
groupes les plus significatifs de la hie´rarchie (pour un parame`tre α fixe´) et donc obtenir
un arbre de partitionnement moins grand. Les auteurs e´valuent ensuite la pertinence des
parame`tres de re´solution en utilisant la mesure R(α) (voir formule 3). La partition finale
est obtenue en conside´rant les partitions correspondantes aux maxima locaux de cette
fonction.
5.2 Optimisation d’une partition hie´rarchique donne´e
Dans cette section nous pre´sentons un algorithme polynomial pour optimiser une par-
tition hie´rarchique d’un graphe. L’e´valuation de la qualite´ est faite en utilisant une mesure
multi-niveaux telle que celle de´finie dans la section 4. Le proble`me auquel nous tentons
de re´pondre est pre´sente´ dans la sous-section 5.2.1. L’algorithme propose´ est de´taille´ dans
la sous-section 5.2.2. Enfin, nous discutons la pertinence de cette me´thode dans la sous-
section 5.2.3.
5.2.1 Motivations
Comme de´crit dans la section 5.1, beaucoup de me´thodes de partitionnement pro-
duisent directement ou indirectement des partitions hie´rarchiques. Les hie´rarchies ne sont
ge´ne´ralement pas exploitables car elle contiennent un nombre de niveaux trop grand. C’est
notamment le cas pour les dendrogrammes produits par les me´thodes de clustering hie´-
rarchique par exemple.
Ces structures sont le plus souvent utilise´es pour rechercher un partitionnement moins
complexe issu de ces structures. En effet, si on dispose d’un arbre de partition T , une
partition plate peut eˆtre obtenue un se´lectionnant un niveau donne´ de l’arbre, on fait
alors une coupe horizontale de l’arbre (voir Figure 5.2(a)). La partition peut eˆtre choisie
en fonction de diffe´rents crite`res : un nombre de groupes pre´de´termine´ ou une mesure de
qualite´ a` maximiser. Dans ce cadre, il existe h(T ) candidats : (N1(T ), N2(T ), . . . , Nh(T )(T )).
Cependant, il est possible de trouver une coupe non-horizontale de qualite´ supe´rieure
(voir figure 5.2(b)). C’est notamment ce type de coupe qui est recherche´ dans [110] pour
maximiser une mesure de qualite´ fortement additive Φ(G, C). Leur algorithme ne´cessite
au plus O(n) e´valuations des gains φ(G,C).
La coupe (horizontale ou non) permet d’extraire une partition plate d’une partition
hie´rarchique. On peut e´tendre cette ide´e pour extraire une sous-partition hie´rarchique a`
partir d’un arbre de partition T . Une premie`re solution est d’extraire un sous-ensemble
de coupes horizontales (voir Figure 5.2(c)). Le nombre de sous-partitions hie´rarchiques
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(a) Coupe horizontale (b) Coupe
(c) Multi-coupes horizontales (d) Multi-coupes
Figure 5.2: Illustration de diffe´rents types de coupes possibles dans un arbre de
partition.
de T pouvant eˆtre ge´ne´re´es est alors de 2h(T ) (un niveau e´tant pre´sent ou non dans la
sous-partition hie´rarchique).
La` encore, si on souhaite trouver des sous-partitions hie´rarchiques de bonne qualite´,
on peut utiliser plusieurs coupes non-horizontales (voir Figure 5.2(d)). C’est ce dernier
proble`me que nous traitons ici : pour une partition hie´rarchique T donne´e, trouver une
sous-partition hie´rarchique T ∗ de T qui maximise Φ(G, T ∗), une mesure de qualite´ multi-
niveaux telle que celle propose´e dans la section 4.
Notons que ce proble`me revient a` chercher l’ensemble de sommets a` supprimer de
T de fac¸on a` obtenir T ∗ maximisant Φ(G, T ∗). En effet, il suffit de retirer les sommets
non-couverts par des enveloppes dans la Figure 5.2(d) (hormis la racine de l’arbre) pour
obtenir l’arbre de partition ne contenant que les sommets issus des coupes. Cette notion
de suppression est de´finie ci-dessous.
De´finition 5.1 (Suppression) Soit T un arbre de partition des sommets d’un graphe
G et un nœud interne t ∈ (T \F(T )) diffe´rent de la racine r(T ). La suppression de t dans
l’arbre T est note´e T ′ = T \ {t}. L’ope´ration consiste a` retirer le nœud T de l’arbre et a`
assigner p(t) comme nouvel anceˆtre direct des nœuds de σT (t).
Pour toute suppression sur T , l’arbre de partition T ′ correspond a` une sous-partition
hie´rarchique de T . Remarquons que nous nous concentrons ici sur les suppressions des
nœuds internes et non sur l’e´lagage des feuilles de l’arbre. La question de la suppression
des feuilles de T est discute´e dans la section 5.2.3.
Espace de solutions : Pour chaque nœud interne de T , on peut conside´rer que celui-
ci va eˆtre conserve´ ou non dans l’arbre T ∗. Le nombre de sous-partitions hie´rarchiques
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de T avec le meˆme ensemble de feuilles F(T ) est donc 2|T |−|F(T )|−1 ou` |T | est le nombre
de nœuds dans T . Un parcours exhaustif de l’ensemble des possibilite´s conduit donc a`
un algorithme exponentiel. C’est pourquoi nous de´taillons dans la section suivante une
approximation pour ce proble`me base´e sur un algorithme glouton.
5.2.2 Algorithme par suppression de nœuds internes
La mesure Φ (e´quation 8) permet de comparer diffe´rentes partitions hie´rarchiques et de
de´terminer laquelle est la mieux adapte´e pour le re´seau e´tudie´. Comparer diffe´rents arbres
de partitions implique que l’on peut e´valuer le gain obtenu apre`s une modification ope´re´e
sur un arbre donne´. Ainsi on peut de´terminer si il est opportun de retirer un nœud interne
de l’arbre en calculant le gain (ou la perte) de qualite´ correspondante (voir de´finition 5.2).
De´finition 5.2 (Gain par suppression) Soit T un arbre de partition des sommets
d’un graphe G et un nœud interne t ∈ T − F(T ) diffe´rent de la racine r(T ). Le gain par
suppression de t, note´ ∆t(T ), correspond a` la diffe´rence entre la qualite´ de l’arbre T apre`s
et avant la suppression de t.
∆tΦ(T ) = Φ(G, T \ {t})− Φ(G, T ) (1)
Partant d’un arbre de partition T initial, notre proce´dure d’optimisation de T consiste
a` supprimer le nœud interne t (si il existe) ayant le gain ∆t(T ) positif maximum (voir
algorithme 3). Cette proce´dure est re´pe´te´e ite´rativement.
Algorithme 3: Optimisation gloutonne de T par suppression de nœuds internes
Entre´es : G = (V,E) un graphe, T une partition hie´rarchique de G
Sorties : T ′ une sous-partition hie´rarchique de G
T ′ = T ;
tmax = arg maxt∈T ′ ∆tΦ(G,T ′);
tant que ∆tmaxΦ(T ′) > 0 faire
T ′ = T ′ \ {tmax};
tmax = arg maxt∈T ′ ∆tΦ(G,T ′);
fin
retourner T ′;
La suppression d’un nœud t de l’arbre T conduit a` plusieurs changements dans le calcul
de la mesure multi-niveaux Φ(G, T ).
Premie`rement, le poids des descendants directs de t devient plus important puisqu’ils
interviennent de´sormais a` un niveau hie´rarchique plus bas.
Deuxie`mement, ces descendants σT (t) ne forment plus une partition simple du graphe
induit G[Vt] mais un sous-ensemble de groupes dans la partition de G[Vp(t)]. Cette dernie`re
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observation implique que les gains φ pour chaque nœud t′ ∈ σT (t) ∪ σT (p(t)) vont eˆtre
modifie´s. Toutefois, si la mesure Φ est fortement additive, alors seuls les gains des nœuds
appartenant a` σT (t) doivent eˆtre recalcule´s.
Prenons l’exemple de la figure 5.3, la suppression du nœud t1 fait que les nœuds t3 et
t4 deviennent descendants directs de la racine de T . Dans ce cadre, le nombre d’areˆtes
sortant des sous-graphes Gt3 et Gt4 augmente puisqu’il faut y inclure les areˆtes allant
vers le groupe correspondant au nœud t2. On doit donc, dans tous les cas, calculer les
gains φ(G[V ], Vt3) et φ(G[V ], Vt4). Si φ tient compte de la fac¸on dont tous les sommets
sont partitionne´s (i.e. si Φ n’est pas fortement additive), alors on doit calculer les gains
φ(G[V ], (Vt2 , Vt3 , Vt4), Vt′) pour t′ ∈ (t2, t3, t4).
Figure 5.3: Illustration des informations conserve´es en me´moire dans le cadre de
l’algorithme 3. Seules les boucles vertes et les areˆtes rouges horizontales interviennent
dans le calcul de Φ(G,T ). Si le nœud t1 est supprime´, les areˆtes (t2, t3) et (t2, t4)
deviennent horizontales.
Complexite´ : L’algorithme 3 est un algorithme de recherche glouton. La complexite´
de notre proce´dure est O(h(T )2|E| + |T |3) en conside´rant que le calcul des gains φ est
re´alise´ en temps constant et de´pend du nombre d’areˆtes internes et/ou externes a` chaque
groupe.. Comme indique´ dans la section 4.2, si ces informations sont pre´-calcule´es et
garde´es en me´moire, le calcul de la fonction se fait en O(1). Le calcul du nombres d’areˆtes
internes/externes pour chaque nœud de T est re´alise´ en O(h(T )|E|) ou` h(T ) est la hauteur
de l’arbre de partition T .
Toutefois, le nombre d’areˆtes externes a` un groupe peut changer lorsque l’on modifie
l’arbre T . Pour garantir un calcul en temps constant des gains, il est possible de conserver
en me´moire le nombre de connections de t avec tous les autres sommets de T qui ne sont
pas ses descendants ou ses anceˆtres. Cette ope´ration est re´alise´e en O(h(T )2|E|) pour un
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couˆt en me´moire de O(|T |2). Dans ce cadre, le calcul de Φ(G, T ) est de O(|T |) puisqu’il
s’agit d’un simple parcours de l’arbre T . Il en est de meˆme pour le calcul de ∆t(T ) pour
tout t ∈ T .
5.2.3 Discussion
L’ide´e de la proce´dure de´crite par l’algorithme 3 est de se rapprocher petit a` petit d’une
solution optimale (au moins localement). Toutefois, pour de´terminer si cette proce´dure
permet de converger efficacement vers une solution, il faudrait disposer d’une distance
entre diffe´rentes partitions hie´rarchiques. Cette distance permettrait de de´terminer si une
recherche base´e essentiellement sur la suppression de nœuds internes est approprie´e.
L’algorithme propose´ ici ne teste pas si il est opportun de supprimer ou non les feuilles
de l’arbre. Rappelons que les feuilles ne correspondent pas force´ment aux e´le´ments de
V isole´. Si un sommet t n’a que des feuilles dans ses descendants directs σT (t) alors la
contribution des σT (t) a` Φ(G, T ) est toujours positive du moment que la qualite´ de la
partition (Vt′)t′∈σT (t) a une qualite´ positive. Ce qui est normal : tant que l’on gagne a`
partitionner le graphe plus en profondeur (meˆme si on gagne peu) pourquoi s’arreˆter ?
Ce proble`me peut eˆtre re´solu en comparant la qualite´ lie´e a` l’absence de partition de Gt
et la partition (Vt′)t′∈σT (t). Pour certaines mesures, telle que la modularite´ Q, l’absence de
partition a me´caniquement une qualite´ nulle et un partitionnement, meˆme de mauvaise
qualite´, sera souvent pre´fe´re´. Ce n’est pas le cas pour les mesures MQ et ∆L (voir section
3).
5.3 Applications a` l’Algorithme Louvain
La proce´dure pre´sente´e dans la section pre´ce´dente permet d’optimiser n’importe quelle
partition hie´rarchique d’un graphe. Nous appliquons ici notre me´thode a` la hie´rarchie
produite indirectement par l’algorithme Louvain [23] pre´sente´ dans la section 5.1.
Nous justifions ce choix d’application dans la sous-section 5.3.1. Nous verrons en par-
ticulier que la partition hie´rarchique peut comporter des “biais de construction” que notre
me´thode permet de corriger. Des expe´rimentations sur un benchmark ale´atoire connu sont
donne´es dans la sous-section 5.3.2. Enfin, nous discutons l’utilisation de cette version “op-
timise´e” de l’algorithme Louvain dans la sous-section 5.3.3.
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5.3.1 Motivations
L’algorithme de [23] produit donc une hie´rarchie T en appliquant un algorithme de
partitionnement plat a` un graphe quotient construit a` partir de la partition pre´ce´dente.
Chaque niveau de la hie´rarchie correspond a` un maximum local de la modularite´. Les
auteurs estiment que le niveau le plus significatif est le dernier identifie´ N1(T ) puisqu’il
correspond au maximum de la modularite´. Ils soulignent cependant l’inte´reˆt que peuvent
avoir les autres niveaux ainsi que la hie´rarchie comple`te.
En effet, la mesure de modularite´ Q souffre d’une limite de re´solution (voir section 3.1)
et tend a` favoriser la pre´sence de grands groupes meˆme si ils sont faiblement connecte´s.
L’utilisation de la partition T pourrait eˆtre une solution puisqu’elle va permettre de garder
trace de partitions de bonne qualite´ (en tant que maximum local) contenant des groupes
plus petits.
La question est de savoir si cette hie´rarchie est pertinente pour e´tudier la structure du
re´seau e´tudie´. A` chaque ite´ration de l’algorithme, une partition des sommets est trouve´e
en de´plac¸ant des e´le´ments entre diffe´rents groupes. Ces changements e´tant re´alise´s sommet
apre`s sommet pris dans un ordre ale´atoire, il est probable que l’algorithme n’arrive pas
directement a` fusionner deux groupes de grande taille durant cette phase. C’est la` que la
phase d’agre´gation est inte´ressante.
Il donc possible que certains niveaux de la hie´rarchie produite ne soient que des e´tapes
interme´diaires vers la fusion de plusieurs groupes. Ces groupes en devenir ne sont donc
pas pertinents et on fait l’hypothe`se que leur surpression va ame´liorer la qualite´ globale
de la hie´rarchie.
On va donc chercher a` filtrer la hie´rarchie produite lors du de´roulement de l’algorithme
Louvain en utilisant la proce´dure de´crite dans la section 5.2 et en utilisant comme gain
pour le groupe repre´sente´ par le nœud interne t ∈ T :
φ(Gp(t), Vt) =
et
|ep(t)| −
(
dt
2|ep(t)|
)2
(2)
Notons que si t est un descendant direct de la racine, on a |ep(t)| = |E(G)| et on retrouve
bien la formule classique de la modularite´.
5.3.2 E´valuation sur le benchmark LFR
Pour valider notre me´thode, nous utilisons le benchmark LFR [88] e´tendu au cas multi-
niveaux [89] (voir une description comple`te de ce mode`le dans la section 2.6.5). Plusieurs
travaux sur le partitionnement hie´rarchique de graphes utilisent cette me´thode pour e´va-
luer la qualite´ des algorithmes (voir par exemple [124]).
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En effet, ce benchmark permet la ge´ne´ration de graphes posse´dant une distribution des
degre´s en loi de puissance et une structure de communaute´s a` deux niveaux. Ces deux
niveaux correspondent a` des macro-communaute´s de´coupe´es en micro-communaute´s. Le
nombre d’areˆtes et de communaute´s e´tant fixe´s, le mode`le consiste a` faire varier la cohe´-
sion de ces communaute´s a` chacun des deux niveaux de fac¸on a` rendre la hie´rarchie plus
ou moins identifiable. On utilise ainsi deux parame`tres µ1 et µ2 qui correspondent a` la
proportion d’areˆtes entre macro-communaute´s (respectivement micro-communaute´s issues
de la meˆme macro-communaute´).
La performance des algorithmes a` bien de´tecter les deux niveaux de partition peut eˆtre
e´value´e en utilisant la variation d’information (voir de´finition 2.9). Cette mesure est une
distance entre deux partitions d’un meˆme ensemble aboutissant a` un score compris entre
0 (les deux partitions sont comple`tements diffe´rentes) et 1 (les partitions sont identiques).
Nous fixons le nombre de sommets a` 10000 avec une distribution de degre´ d’exposant 2
avec une moyenne de 20 et un maximum de 100. La taille des macro-communaute´s est
comprise entre 400 et 4000 sommets et celle des micro-communaute´s entre 10 et 100. Ces
parame`tres sont ceux utilise´s dans des travaux existants utilisant ce mode`le [89, 124].
La figure 5.4 de´taille les re´sultats obtenus. Pour chaque graphique, l’axe des abs-
cisses correspond a` la valeur de µ1 + µ2 c’est-a`-dire la proportion d’areˆtes externes aux
micro-communaute´s. Pour chaque valeur de µ1, on fait varier µ2 dans [µ1, 1]. L’axe des
ordonne´es repre´sente la distance entre les partitions compare´es. On compare ainsi les
micro-communaute´s re´elles aux fragmentations N2(T ) et F(T ) (courbes orange et rouges
respectivement) et les macro-communaute´s a` la fragmentation N1(T ) (courbes bleues).
Les re´sultats correspondent a` une moyenne sur cent simulations.
Nous analysons tout d’abord la partition hie´rarchique obtenue avec l’algorithme Lou-
vain sans optimisation (colonne de gauche dans la figure 5.4). Les micro-communaute´s
sont assez bien identifie´es a` partir du moment ou` la proportion d’areˆtes entre ces sous-
graphes est faible µ2 < 0.5. Il en est de meˆme pour les macro-communaute´s a` condition
que la mixite´ entre micro-communaute´s soit bien supe´rieure a` la mixite´ entre macro-
communaute´s. On constate en revanche que les arbres de partition produits par l’algo-
rithme contiennent souvent des niveaux supple´mentaires. Dans le cas ide´al, N2(T ) devrait
correspondre a` F(T ) et aux micro-communaute´s or cela n’est pas le cas ici.
Cette dernie`re observation confirme les risques e´voque´s en section 5.3.1. Un de´calage peut
se cre´er entre les diffe´rentes exe´cutions de l’algorithme, ce qui entraˆıne l’ajout dans la
hie´rarchie d’e´tapes interme´diaires non pertinentes. Un exemple illustrant le proble`me est
donne´ dans la Figure 5.5.
L’analyse des re´sultats obtenus en conside´rant les partitions hie´rarchiques optimise´es
par notre me´thode (colonne de droite dans la figure 5.4) montre que ces groupements
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Figure 5.4: Re´sultats sur le benchmark LFR hie´rarchique pour diffe´rentes valeurs de
µ1 et µ2. La courbe bleue correspond a` la distance entre N1(T ) et les vraies macro-
communaute´s (en terme de variation d’information). La courbe rouge entre F(T )
et les vraies micro-communaute´s. Enfin, la courbe orange entre N2(T ) et les vraies
micro-communaute´s.
interme´diaires sont supprime´s et que N2(T ) correspond bien aux micro-communaute´s. De
plus, la similarite´ entre N1(T ) et les macro-communaute´s ne change pas, de meˆme pour
la similarite´ entre F(T ) et les micro-communaute´s. Cela signifie que l’on ne supprime pas
a` tort certains regroupements.
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Figure 5.5: Un exemple de macro-communaute´ obtenue avec le mode`le LFR hie´-
rarchique et extraite par l’algorithme Louvain. Les micro-communaute´s sont visuel-
lement distinguables en utilisant un algorithme de dessin par mode`le de force. Dans
cet exemple, l’algorithme Louvain passe par un partitionnement en deux groupes
(sommets bleus et rouges) avant d’identifier correctement la macro-communaute´.
5.3.3 Discussion
Notre me´thode permet effectivement de filtrer efficacement la hie´rarchie produite par
l’algorithme Louvain. Des expe´rimentations re´alise´es sur des graphes ale´atoires dont la
structure de communaute´ multi-niveaux est connue confirme la pertinence de notre me´-
thode. Cette application a pour objectif d’illustrer l’efficacite´ de notre proce´dure de sup-
pression gloutonne. Cependant, plusieurs critiques peuvent eˆtre faites sur l’utilisation des
hie´rarchies ainsi produites dans des cas concrets.
Tout d’abord, le proble`me des niveaux interme´diaires peut eˆtre re´duit en utilisant une
version re´cursive de l’algorithme Louvain en suivant la structure donne´e dans l’algorithme
2. Il faudrait alors que la fonction partition(G) renvoie le premier niveau de la hie´rarchie
cre´e´e par l’heuristique. Le re´sultat sur le benchmark LFR montre que le deuxie`me niveau
de la hie´rarchie correspond bien plus aux micro-communaute´s. Cependant, n’ayant aucune
information a priori sur la profondeur de la hie´rarchie, l’algorithme va la plupart du temps
de´couper plus en profondeur les micro-communaute´s. En effet, comme on l’a de´ja` indique´,
la modularite´ va souvent pre´fe´rer une partition du graphe meˆme de tre`s mauvaise qualite´
a` l’absence de partition.
De plus, nous ne pouvons pas garantir que la partition hie´rarchique produite au final
soit proche de la partition hie´rarchique optimale. En effet, la formulation multi-niveaux
de la qualite´ est utile dans le cas ou` les premiers niveaux de la hie´rarchie ne sont pas
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optimaux lorsqu’e´value´s inde´pendamment. Or, pour l’algorithme Louvain, le premier ni-
veau est justement celui avec la plus grande modularite´ (car l’algorithme s’arreˆte si une
phase supple´mentaire d’agre´gation donne une modularite´ infe´rieure). Une solution pour
explorer un plus grand nombre de possibilite´s serait de continuer l’agre´gation, par exemple
en effectuant des fusions menant a` la plus petite perte de modularite´.
5.4 Partitionnement hie´rarchique d’un re´seau de
commuters par filtrage d’areˆtes
Nous pre´sentons ici une approche permettant d’extraire une partition hie´rarchique per-
tinente base´e sur du filtrage d’areˆte. Elle s’inspire notamment de l’algorithme de Auber et
al. [14]. Nous illustrons cette approche sur un exemple concret : un graphe mode´lisant les
flux domicile-travail dans une re´gion franc¸aise. Le travail re´alise´ sugge`re d’autres applica-
tions possibles de l’algorithme pre´sente´ dans la section 5.2, celles-ci sont discute´es dans la
section 5.4.3.
5.4.1 Motivations
Nous nous inte´ressons ici a` un re´seau ge´ographique repre´sentant des flux domicile-
travail. On parle e´galement de re´seau de navetteurs (commuters en anglais). Les donne´es
dont nous disposons sont issues du recensement national de l’INSEE (www.insee.fr) en
1999. Ces flux repre´sentent des de´placements re´guliers (la plupart du temps quotidiens)
entre le lieu de re´sidence et le lieu de travail [127]. Les ge´ographes utilisent ces donne´es
pour e´tudier la structure polycentrique des syste`mes urbains en utilisant des me´thodes
issues de l’analyse de re´seaux (voir entre autres [60, 106, 108]).
Ces donne´es sont e´galement utilise´es pour proposer un de´coupage du territoire franc¸ais.
L’INSEE de´finit une classification des communes en tant que centres urbains, villes uni-
polaires, villes multi-polaires et villes rurales. Ces diffe´rentes composantes correspondent
a` la classification ZAUER (Zonage en aires urbaines et espaces ruraux) de´finie suite au
recensement de 1999. Ce type de classification a un roˆle important dans la conduite des
politiques territoriales (la construction de routes par exemple) et les analyses de´mogra-
phiques (e´valuation de l’exode rural ou de la rurbanisation).
Les centres urbains et les villes unipolaires sont regroupe´s dans des aires urbaines,
ces groupes sont connecte´s par les villes multi-polaires en aires me´tropolitaines. On peut
interpre´ter cette classification comme une partition a` deux niveaux du re´seau de flux, la
densite´ de flux e´tant plus importante au sein des aires urbaines et me´tropolitaines. Ce
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partitionnement hie´rarchique ne couvre pas les communes rurales qui peuvent eˆtre laisse´es
en singletons.
Notre objectif est ici de proposer des classifications alternatives base´es sur des me´thodes
de partitionnement hie´rarchique de graphes. Dans ce contexte, De Montis et al. [41] uti-
lisent l’algorithme Louvain [23] pour analyser un re´seau de commuters de l’ˆıle de Sardaigne.
Lancichinetti et al. [89] utilisent l’algorithme OSLOM pour proposer une fragmentation
multi-niveaux d’un re´seau de commuters anglais.
Nous illustrons notre propos sur une seule re´gion franc¸aise : les Pays-de-la-Loire. La
partition hie´rarchique issue de la classification ZAUER est disponible dans la Figure 5.7(a).
La position des sommets correspond aux coordonne´es ge´ographiques des communes cor-
respondantes. Notons au passage que la de´composition officielle peut regrouper des villes
appartenant a` diffe´rentes re´gions.
Le graphe mode´lisant ce re´seau est non-oriente´ et sans boucle (on ne conside`re pas les per-
sonnes vivant et travaillant dans la meˆme ville). Dans ce cadre, une areˆte est ponde´re´e par
le nombre de personnes vivant dans une ville A et travaillant dans une ville B (ou inverse-
ment). Nous conside´rons en effet que pour extraire des sous-groupes denses, l’orientation
des areˆtes n’est pas utile. Ce graphe contient ainsi environ 1500 sommets (correspondant
aux communes) et environ 24000 areˆtes. Le poids total des areˆtes est de 162000 personnes,
ce qui repre´sente 12% de la population active de la re´gion a` cette e´poque.
5.4.2 De´termination des coupes horizontales pertinentes
Pour partitionner hie´rarchiquement le re´seau de´crit ci-dessus, nous utilisons une me´-
thode proche de [14] base´e sur le filtrage d’areˆtes, un type d’algorithme divisif de´taille´
dans la section 5.1.2. Nous de´finissons d’abord une me´trique δ permettant d’e´valuer si une
areˆte (u, v) appartient a` un groupe dense (en terme de flux de travailleurs). Nous formons
ensuite une partition hie´rarchique en filtrant les areˆtes selon diffe´rents niveaux de seuils.
Le choix de ces seuils s’effectue en utilisant la mesure de qualite´ multi-niveaux MQ(G, T ).
Nous utilisons comme me´trique la proportion de travailleurs issus des villes u ou v
se de´plac¸ant dans un voisinage proche de u et v. Soit t(u, v) le nombre de travailleurs
voyageant entre u et v, la me´trique δ(u, v) est donne´e dans la formule 3.
δ(u, v) = I(u, v)∑
w∈Nu∪Nv(t(u,w) + t(v, w))− I(u, v)
(3)
ou` Nu correspond au voisinage direct du sommet u. On a
I(u, v) = t(u, v) +
∑
w∈Nu∩Nv
(t(u,w) + t(v, w))
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Cette mesure est proche de l’indice de Jaccard [70] entre le voisinage du sommet u et
le voisinage du sommet v. Toutefois, nous prenons ici le poids des areˆtes en compte. La
mesure δ(u, v) est comprise entre 0 et 1. Une valeur proche de 1 indique que la relation
entre les deux communes apparaˆıt au sein d’un groupe dense. Une valeur proche de 0
indique que l’areˆte forme un pont entre deux communaute´s.
Rappelons qu’une manie`re simple pour obtenir un partitionnement plat des sommets
du graphe est de choisir une valeur seuil t et de supprimer l’ensemble des areˆtes ve´rifiant
δ(u, v) ≤ t. La partition est alors donne´e par les composantes connexes du sous-graphe
obtenu. C’est notamment la me´thode utilise´e dans [14]. Cette ope´ration correspond a`
choisir une coupe horizontale dans le dendrogramme obtenu en supprimant les areˆtes
trie´es par ordre croissant de δ.
Choisir diffe´rentes valeurs de seuils permet d’obtenir un partitionnement hie´rarchique du
graphe. Ceci correspond au fait de choisir un ensemble de coupes horizontales dans le
dendrogramme. Le nombre maximum de coupes est |V |.
Dans notre cas, nous explorons les partitions a` deux niveaux obtenues en choisissant
deux seuils {(t1, t2) ∈ [0, 1] × [0, 1] | t1 < t2}. Ce choix vient du fait que l’on cherche un
partitionnement de meˆme nature que celui infe´re´ en utilisant la classification ZAUER.
Pour de´terminer la paire de seuils, nous utilisons la mesure multi-niveaux MQ(G, T ) (voir
e´quation 8). La connectivite´ interne des groupes est compare´e au graphe complet et la
connectivite´ externe au graphe biparti complet. De plus, on utilise comme ponde´ration le
nombre de communes contenues dans un groupe. Notons ici que la fonction de qualite´ ne
va pas tenir compte du poids des areˆtes, cependant cette dimension est de´ja` capture´e par
la me´trique δ.
La Figure 5.6(a) montre les diffe´rentes valeurs obtenues pour un ensemble de paires de
seuil (t1, t2). Les couleurs les plus claires correspondent aux zones de plus grande qualite´.
Nous se´lectionnons au final la paire donnant la plus grande qualite´, ce qui correspond donc
a` la meilleure paire de coupes horizontales du dendrogramme. La partition hie´rarchique
correspondante est donne´e en Figure 5.7(b). La qualite´ du premier niveau est de 0.107, les
groupes sont rede´coupe´s en utilisant le second seuil et on aboutit a` une qualite´ globale de
0.11. Cette augmentation est faible en raison de la faible densite´ du graphe. Notons que
la matrice illustre´e dans la Figure 5.6(a) contient plusieurs zones ou` la qualite´ est proche
et qui sont des candidates potentielles pour des partitions hie´rarchiques diffe´rentes. Un
avantage de cette me´thode de parcours est que l’on peut conside´rer des situations ou` la
premie`re coupe t1 n’est pas force´ment un maximum global (en terme de qualite´).
La partition obtenue est diffe´rente de la “partition officielle” de l’INSEE. Ce constat
se fait simplement en comparant les repre´sentations des deux partitions (Figure 5.7(b) et
5.7(a)). On peut toutefois remarquer des similarite´s. En effet, les groupes de plus haut
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(a) Repre´sentation matricielle des inte´grales de
MQ multi-niveaux.
(b) E´volution de la mesure MQ a` un niveau en
fonction d’un unique seuil t.
Figure 5.6: E´volution de la qualite´ MQ pour des coupes horizontales du re´seau
en fonction de valeurs de seuils. A` gauche : La qualite´ des partitions hie´rarchiques
obtenues utilisant deux seuils t1 < t2 est projete´e sur une e´chelle de couleur ; du
rouge (qualite´ faible) au blanc (qualite´ forte). Le meilleur couple de seuils pour une
partition a` deux niveaux est repre´sente´ par un triangle bleu. A` droite : Les lignes
bleues verticales correspondent a` la meilleur paire de seuils trouve´e.
niveau ne sont pas re´partis de fac¸on uniforme sur toute la re´gion et organise´s autour
des plus grandes villes. De plus, les groupes de second niveau correspondent surtout aux
banlieues des plus grandes villes.
Nous comparons e´galement les re´sultats obtenus en utilisant l’algorithme de Louvain
optimise´ selon la me´thode de´taille´e dans la section 5.3 (voir Figure 5.7(c)). L’optimisation
supprime plusieurs grands regroupements au second niveau pour se rapprocher d’une hie´-
rarchie de profondeur 2. Les re´sultats de l’algorithme Infomap sont e´galement disponibles
(voir Figure 5.7(d)).
On constate que ces deux partitions contiennent beaucoup moins de sommets isole´s au
premier niveau. En particulier, le de´coupage au premier niveau est dans certains cas proche
de la division en de´partements, ce qui est particulie`rement vrai si on e´tudie les re´sultats
donne´s par Infomap. Dans les deux cas, les derniers niveaux des hie´rarchies couvrent une
partie importante des communes.
Cet exemple confirme que les me´thodes a` base de densite´ telles que MQ sont adapte´es
a` ce type de re´seau. En comparant la connectivite´ des groupes a` des situations ide´ales,
beaucoup de communes rurales restent isole´es dans le partitionnement. Il est en effet
beaucoup plus dur de de´terminer les re´gions denses en terme de commuters en utilisant
les re´sultats obtenus avec les algorithmes Louvain et Infomap.
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(a) Hie´rarchie issue de la classification ZAUER (b) Coupes horizontales utilisant les valeurs de
seuils optimaux (Figure 5.6(a))
(c) Hie´rarchie optimise´e issue de Louvain [23] (d) Hie´rarchie issue de Infomap [124]
Figure 5.7: Partitionnements hie´rarchiques du re´seau des flux domicile-travail dans
la re´gion des Pays-de-la-Loire (source : INSEE ). Les groupes sont dessine´s en utilisant
des enveloppes concaves (Bleues : N1(T ), Rouges : N2(T ), Vertes : N3(T )). Seuls les
groupes de villes regroupant plus de cinq mille travailleurs sont affiche´s. Les e´tiquettes
indiquent le nom de la plus grande ville (en terme de population active) dans les
groupes de plus bas niveau.
5.4.3 Perspectives
Le travail effectue´ ici sugge`re plusieurs perspectives inte´ressantes. Premie`rement, l’ap-
proche pre´sente´e ici consiste a` choisir plusieurs coupes horizontales au sein d’un den-
drogramme. Cependant, on peut supposer extraire des partitions de meilleure qualite´ en
cherchant des coupes non-horizontales. Dans ce cadre, l’algorithme de suppression ite´ratif
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des nœuds internes introduit dans la section 5.2 pourrait eˆtre utilise´ directement sur le
dendrogramme. Cette approche serait toutefois couˆteuse d’un point de vue complexite´,
cet arbre contient un tre`s grand nombre de nœuds internes.
Deuxie`mement, notons que les seuils optimaux correspondent a` des maxima locaux dans
l’e´volution de la mesure MQ a` un niveau (voir Figure 5.7(b)). On retrouve ce phe´nome`ne
sur d’autres exemples. Il est raisonnable de penser que les maxima locaux pour les parti-
tions plates sont des candidats potentiels pour une sous-partition hie´rarchique optimale.
Si c’est bien le cas, alors un arbre de partition pourrait eˆtre cre´e´ en n’utilisant que ce
sous-ensemble de coupes. On pourrait alors appliquer l’algorithme glouton d’optimisation
de hie´rarchie.
5.5 Conclusion et Perspectives
Nous avons propose´ dans ce chapitre diffe´rentes utilisations des mesures multi-niveaux
pre´sente´es dans le chapitre 4. Nous avons introduit une proce´dure de post-traitement
d’un arbre de partition permettant d’ame´liorer sa qualite´ en supprimant certains nœuds
internes. La me´thode a e´te´ applique´e a` l’algorithme de [23] en utilisant une ge´ne´ralisation
de la modularite´ au cadre multi-niveaux. Des tests re´alise´s sur des graphes ale´atoires
montrent que la hie´rarchie optimise´e est bien plus proche de la vraie configuration du
re´seau.
Pour de´terminer si cet algorithme glouton est adapte´, il faudrait disposer d’une mesure
de distance entre partitions hie´rarchiques. Il serait ainsi possible de voir si l’algorithme se
rapproche d’une situation optimale suppression apre`s suppression ou si il tombe facilement
dans un maximum local.
Cette mesure pourrait e´galement re´pondre a` un proble`me important : comparer des par-
titions hie´rarchiques extraites automatiquement a` une ve´rite´ terrain. En effet, l’approche
ge´ne´ralement utilise´e dans le domaine est la comparaison des niveaux des hie´rarchies deux
a` deux. C’est e´galement cette approche que nous avons utilise´e dans la section 5.3.2.
L’interpre´tation des re´sultats est plus complique´e dans ce contexte.
Nous avons e´galement propose´ une me´thode permettant de de´terminer un sous-ensemble
de coupes horizontales dans un dendrogramme obtenu utilisant un algorithme divisif. Cette
approche semble ade´quate pour l’e´tude des re´seaux de commuters lorsque couple´e avec la
mesure multi-niveaux MQ ponde´re´e. Nous sugge´rons une perspective inte´ressante qui per-
mettrait d’extraire des coupes non-horizontales pertinentes. La hie´rarchie obtenue pourrait
eˆtre par la suite filtre´e en utilisant l’algorithme glouton pre´sente´ en section 5.2.
De manie`re ge´ne´rale, disposer d’une mesure de qualite´ hie´rarchique ouvre la voie a`
de tre`s nombreuses applications. Nous avons vu en de´but de ce chapitre que beaucoup
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d’algorithmes permettent la ge´ne´ration d’une hie´rarchie, que ces derniers soit divisifs ou
agglome´ratifs. Dans la plupart des cas, les me´thodes reposent sur une strate´gie d’agre´ga-
tion (ou de division) cre´ant un partitionnement plat du graphe courant. Notons que ces
strate´gies pourraient eˆtre me´lange´es et/ou combine´es au cours des appels re´cursifs/ite´ratifs
afin de combler les de´fauts de certains algorithmes.
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Chapitre 6
E´valuation de la visibilite´ des
communaute´s dans les dia-
grammes nœuds-liens
Dans ce chapitre, nous proposons des mesures esthe´tiques permettant d’e´valuer si un
dessin de graphe reproduit fide`lement la structure de communaute´ existant dans un re´seau.
Ces mesures prennent explicitement en compte une partition des sommets et un dessin du
graphe. Elles ge´ne´ralisent des concepts ou des mesures connues utilise´es dans le domaine
du dessin de graphe. Nous proposons e´galement une e´valuation de diffe´rents algorithmes
de dessins se basant sur ces mesures.
6.1 Proble´matiques et Motivations
Un proble`me important de la visualisation de graphes est la de´finition de ce qui consti-
tue un bon dessin. On peut pre´ciser le terme“bon” : il s’agit de dessiner un graphe de fac¸on
a` permettre a` un utilisateur de re´aliser des taˆches d’analyse le plus simplement possible.
Ces taˆches consistent a` extraire de l’information a` partir de la topologie du graphe (en
terme de connectivite´, plus court chemin entre deux sommets etc.).
Certaines taˆches d’analyse correspondent a` l’e´tude d’une me´ta-structure cache´e au sein
de la topologie du graphe. La pre´sence de communaute´s (sous la forme d’une partition
des sommets d’un graphe) en est un exemple. Un utilisateur peut chercher a` identifier
clairement les diffe´rentes communaute´s, de´terminer les relations entre elles ou de´tecter les
sommets interagissant a` l’exte´rieur de leur communaute´.
Des mesures quantitatives, appele´es mesures esthe´tiques [147], ont e´te´ propose´es pour
de´terminer l’aide apporte´e par le dessin pour la re´alisation des taˆches d’analyse simples.
Historiquement, la premie`re mesure esthe´tique est le nombre de croisements d’areˆtes, cette
quantite´ est au cœur du proble`me de l’usine de briques de Tura´n [139]. La minimisation
ou la maximisation de certains de ces crite`res correspondent la plupart du temps a` des
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proble`mes difficiles.
En ce qui concerne la re´solution du second type de taˆches de´crit plus haut, des me´thodes
de visualisation ont e´te´ propose´es permettant de souligner explicitement une partition des
sommets. On peut citer l’usage de graphes quotients [46] ou d’enveloppes englobantes (voir
section 7).
(a) Un graphe avec une structure de communaute´ (b) Graphe quotient repre´sentant
la partition de l’exemple a)
Figure 6.1: Un exemple de graphe avec une structure de communaute´ et le graphe
quotient associe´. Dans le graphe quotient, la position d’un sommet correspond au
barycentre de la communaute´ correspondante.
Dans ce chapitre, nous nous plac¸ons dans l’optique de la visualisation de graphes sous
forme de diagrammes nœuds-liens sans autres me´taphores visuelles. Nous cherchons a`
e´valuer si la seule position des sommets permet de re´pondre aux questions qu’un utilisateur
se pose. Notons que la plupart des taˆches de recherche associe´es aux communaute´s sont
proches des taˆches d’analyse “classiques” mais a` un niveau supe´rieur d’abstraction. Par
exemple,“de´terminer le nombre de communaute´s atteignables a` partir d’une communaute´”
est similaire a` “de´terminer le degre´ d’un sommet”.
Nous allons ge´ne´raliser des mesures esthe´tiques au cas ou` le re´seau contient une struc-
ture de communaute´ connue sous la forme d’une partition des sommets. Le terme“ge´ne´rali-
sation”est employe´ ici car dans le cas (appele´ cas nul) ou` les communaute´s correspondent a`
des sommets isole´s, les mesures propose´es ici sont alors e´quivalentes a` des mesures connues
du domaine. Nous e´tudions le dessin de base du graphe, sans transformation. Une difficulte´
est que les e´le´ments e´tudie´s correspondent a` des groupes de sommets ce qui peut com-
pliquer la “quantification” de certains crite`res. Par exemple, nous mesurons a` quel point
deux groupes d’areˆtes externes adjacentes a` une meˆme communaute´ sont visuellement se´-
parables. Ce crite`re correspond, dans le cas nul, a` la re´solution angulaire entre deux areˆtes
partageant une extre´mite´, toutefois, dans notre cas, les deux groupes d’areˆtes n’ont pas
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force´ment la meˆme origine dans le dessin.
Notons que travailler avec le graphe quotient induit par la partition (voir l’exemple
de la Figure 6.1) repre´sente une perte d’information importante. Les mesures esthe´tiques
classiques applique´es au graphe quotient ne peuvent pas eˆtre utilise´es pour juger la qualite´
du dessin de base. En effet, un chevauchement visuel dans le dessin du graphe quotient
n’implique pas force´ment un chevauchement dans le dessin du graphe. Par exemple, la
me´ta-areˆte (4, 8) chevauche le me´ta-sommet 6 dans la Figure 6.1(b) sans que ce chevau-
chement se retrouve dans la Figure 6.1(a). De meˆme, les me´ta-areˆtes (4, 8) et (6, 9) ne
se croisent pas alors que des croisements existent pourtant entre les areˆtes reliant ces
communaute´s.
6.2 E´tat de l’art
La de´finition et l’e´tude de mesures esthe´tiques sont des proble`mes tre`s e´tudie´s dans le
domaine du dessin de graphe [147, 114]. Purchase [113] propose notamment une e´valuation
utilisateur permettant de de´terminer les mesures les plus pertinentes. “Pertinentes” signifie
ici celles qui impactent le plus l’efficacite´ des utilisateurs a` effectuer des taˆches de recherche.
Ces taˆches correspondent a` des questions pre´cises pose´es a` un utilisateur : quelle est
la longueur du plus court chemin entre deux sommets ? quelle est la taille de la coupe
minimum entre deux sommets ; en nombre de sommets ? en nombre d’areˆtes ? Plusieurs
algorithmes de dessins tiennent directement compte de ces mesures, en tentant d’optimiser
une fonction de score. Des me´thodes base´es sur le recuit simule´ [39] ou les algorithmes
ge´ne´tiques [79] furent utilise´es dans ce cadre.
McGrath et al. [95] proposent de leur coˆte´ une e´valuation utilisateur ou` des taˆches
d’analyse de re´seaux sociaux sont demande´es. Ils montrent que la perception de la structure
en communaute´s et des liens entre elles est rendue plus difficile lorsque le dessin contient des
chevauchements entre les groupes. Plus re´cemment, Van Ham et Rogowitz [141] montrent
que des dessins re´alise´s sans contraintes par des utilisateurs diffe`rent des crite`res esthe´-
tiques classiques lorsque le graphe contient une structure de communaute´ e´vidente. Par
exemple, Les longueurs d’areˆtes sont plus he´te´roge`nes que dans les dessins cre´e´s auto-
matiquement par des algorithmes. Les auteurs proposent e´galement de nouveaux crite`res
base´s sur la forme des communaute´s dans un dessin de graphe. En effet, ces groupes sont
ge´ne´ralement repre´sente´s par des nuages de points denses dans les dessins faits par des
utilisateurs. Ils observent e´galement que les points sont ferme´s par un ensemble d’areˆtes.
Les crite`res utilise´s par Van Ham et Rogowitz [141] se focalisent surtout sur la position
des communaute´s (par exemple les distances deux-a`-deux) et leurs formes. Les autres
crite`res utilise´s tels que le nombre de croisements ou la longueur des areˆtes ne tiennent
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pas spe´cifiquement compte de la structure communautaire du graphe.
La section suivante tente de combler ces lacunes en proposant une liste plus comple`te de
crite`res et des mesures formellement de´finies pour les e´valuer. Nous rede´finissons e´galement
certaines mesures propose´es dans [141] en les ame´liorant si besoin.
6.3 Mesures esthe´tiques pour des dessins de graphes
partitionne´s
Le Tableau 6.3 fournit la liste des crite`res propose´s. La plupart sont une ge´ne´ralisation
de mesures existantes i.e. dans le“cas nul”(ou` le partitionnement correspond a` des groupes
forme´s d’un unique sommet) on retrouve les mesures classiques. D’autres mesures tenant
compte de la forme des groupes sont des reformulations de mesures propose´es dans [141].
Dans cette section, nous de´finissons formellement chaque crite`re.
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Pour un graphe G = (V,E), on conside`re que les sommets sont plonge´s dans le plan
[0, 1]2 (sans perte de ge´ne´ralite´), on de´signe par p(u) les coordonne´es du sommet u. Ces
dernie`res sont dessine´es par des carre´s de coˆte´ 1|V | . Ainsi, le graphe peut eˆtre dessine´ sans
chevauchement de sommets si on place tous les sommets sur une ligne. Les areˆtes du
graphes sont dessine´es par des segments entre les points p(u) et p(v).
On suppose qu’une structure de communaute´ existe, celle-ci correspond a` une parti-
tion des sommets C = (C1, . . . , Ck) connue. On de´signe par C(u) la communaute´ conte-
nant le sommet u. Le “cas nul” correspond au partitionnement en |V | singletons : Cnul =
(v1, . . . , v|V |). L’ensemble des areˆtes internes est note´ Ein et l’ensemble des areˆtes externes
Eout, notons que dans le cas nul on a Eout = E. On utilise e´galement Hvex(Ci) = [p1, . . . , ph]
(respectivement Hcave(Ci)) qui est l’ensemble de coordonne´es formant l’enveloppe convexe
(resp. concave) minimum des points de Ci et H
vex(C) (resp. Hcave(C)) l’ensemble de ces
polygones. Les enveloppes concaves sont ici calcule´es en utilisant une me´thode de clipping
de polygones [142] : les sommets et les areˆtes d’une communaute´ sont associe´s a` des carre´s
et des rectangles que l’on fusionne ite´rativement en supprimant les “trous” (pour plus de
de´tails voir Section 7). Les sommets e´tant repre´sente´s par des carre´s de taille
1
|V | , on
de´finit e´galement par H(u) les quatre coordonne´es du carre´ correspondant.
Nous allons maintenant de´tailler chaque mesure propose´e en les se´parant selon leur
famille, dans l’ordre donne´ par la seconde colonne du tableau 6.3.
6.3.1 Mesures d’encombrement
Pour e´valuer l’encombrement d’un dessin de graphe, on compte ge´ne´ralement le nombre
d’e´le´ments se chevauchant a` tort dans le dessin. Diffe´rents exemples sont donne´s en Figure
6.2.
De´finition 6.1 (Chevauchement communaute´s) On de´finit le Chevauchement com-
munaute´s d’un dessin comme la part moyenne de polygones convexes que chaque sommet
chevauche. On note cette mesure CO.
CO = 12|V |
∑
u∈V
1
k − 1
∑
C 6=C(u)
δC(u) (1)
ou` δC(u) est e´gal a` 1 si le carre´ H(u) chevauche le polygone Hvex(C) et 0 sinon.
Cette mesure est appele´e la “se´paration des communaute´s” dans [141]. Notons que dans
le cas nul, la mesure COnul permet d’e´valuer le chevauchement entre sommets. Dans
l’exemple donne´ en Figure 6.2(a), on a CO = 0.05 (trois sommets chevauchent a` tort une
autre communaute´) en revanche on n’a pas de chevauchement entre sommets COnul = 0.
On veut maintenant e´valuer si une areˆte externe peut eˆtre affecte´e sans erreur aux
communaute´s qu’elle relie. On suppose que cette taˆche est plus simple dans le cas ou`
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(a) Les sommets 4, 8 et 14 chevauchent la
zone d’une autre communaute´. Les areˆtes
rouges traversent une communaute´ sans
que leurs extre´mite´s y appartiennent.
(b) Les croix bleus-clairs (respectivement
marron) indiquent les croisements internes
(resp. externes).
Figure 6.2: Illustration des mesures d’encombrement avec un graphe forme´ de 3
communaute´s (sommets bleus, rouges et verts).
l’areˆte ne croise aucune autre communaute´. Ce crite`re correspond au fait qu’un segment
dans un dessin ne croise pas d’autres sommets que les deux extre´mite´s de l’areˆte.
De´finition 6.2 (Chevauchement communaute´s-areˆtes) On de´finit le Chevauche-
ment communaute´s-areˆtes d’un dessin comme la part moyenne de polygones convexes que
chaque areˆte externe croise. On note cette mesure ECC.
ECC = 1|Eout|
∑
(u,v)∈Eout
1
k − 2
∑
C 6=C(u),C(v)
δC(u, v) (2)
ou` δC(u, v) est e´gal a` 1 si le segment (p(u), p(v)) croise le polygone Hvex(C) et 0 sinon.
Dans le cas nul, chaque communaute´ n’est forme´e que d’un singleton. La mesure ECCnul
permet ainsi d’e´valuer les croisements sommets-areˆtes. Dans l’exemple donne´ en Figure
6.2(a), on a ECC = 0.25 (2 areˆtes externes sur les 8 chevauchent a` tort une troisie`me
communaute´) et ECCnul = 0, 06 (2 areˆtes sur 33 chevauchent un sommet).
Le dernier type d’encombrement que nous examinons est le croisement entre les seg-
ments repre´sentant les areˆtes. Nous diffe´rencions pour cela les areˆtes internes des areˆtes
externes. Pour un sous-ensemble S ⊆ E, on note Cr(S) le nombre de croisements de
segments dans S. Une premie`re borne supe´rieure pour cette quantite´ est
(|S|
2
)
. Toutefois
une limite plus re´aliste s’obtient en observant que deux areˆtes partageant une extre´mite´
commune ne peuvent introduire plus de bruit dans le dessin [114]. Il faut donc retirer,
pour chaque sommet u de G, le nombre de paires forme´es par les areˆtes adjacentes a` u.
On aboutit a` l’ine´galite´ suivante
Cr(S) ≤
(
|S|
2
)
−
∑
u∈V (S)
(
dG(S)(u)
2
)
(2)
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ou` G(S) est le sous-graphe de G forme´ par S et V (S) et l’ensemble des sommets de G(S).
De´finition 6.3 (Croisement interne) On de´finit la mesure de croisements internes
d’un dessin, note´e Crin, comme la moyenne de la part de croisements dans chaque com-
munaute´.
Crin =
1
k
k∑
i=1
Cr(Ei)(|Ei|
2
)− 12∑u∈Ci din(u)(din(u)− 1) (3)
Dans l’exemple donne´ en Figure 6.2(b), on a Crin =
1
3
( 3
10 +
6
24 +
1
3
)
= 0.29. Puisque
nous travaillons ici avec la proportion de croisements observe´s nous ne tenons pas compte
de la taille des communaute´s dans la mesure.
De´finition 6.4 (Croisement externe) On de´finit la mesure de croisements externes
d’un dessin, note´e Crout, comme la part de croisements dans les areˆtes externes aux
communaute´s.
Crout =
Cr(Eout)(|Eout|
2
)− 12∑u∈V dout(u)(dout(u)− 1) (4)
Notons que, dans le cas nul, on a Eout = E, ainsi la mesure Cr0 correspond a` la part de
croisements dans le dessin. Dans l’exemple, on a Crout =
3
22 = 0.13.
6.3.2 Mesures sur les longueurs
L’e´valuation d’un dessin de graphe repose en partie sur la distribution des longueurs
des areˆtes. On veut en ge´ne´ral que celles-ci soient homoge`nes (de variance faible). Des
me´triques classiques base´es sur les longueurs des areˆtes sont la moyenne, la variance (ou
e´cart-type) et l’e´tendue. D’autres statistiques plus “robustes” a` la pre´sence de valeurs
extreˆmes sont, par exemple, la me´diane ou l’e´cart inter-quartile.
On peut supposer que les longueurs sont globalement tre`s disperse´es mais faiblement
disperse´es localement i.e. la variance provient en grande partie de la variance entre les
valeurs moyennes de diffe´rentes classes. On voudrait, dans notre cas, tester cette situation
en supposant l’existence de deux classes Ein et Eout. Pour de´terminer si ce mode`le est
pre´sent dans un dessin, on va d’abord tester l’e´galite´ des longueurs moyennes dans les
deux groupes.
De´finition 6.5 (Diffe´rence longueurs moyennes) La diffe´rence entre les longueurs
moyennes des areˆtes internes et externes est donne´e par la statistique T .
T = L(Ein)− L(Eout)√
V ar(Ein)
|Ein| +
V ar(Eout)
|Eout|
(5)
ou` L(E′) (respectivement V ar(E′)) de´signe la longueur moyenne (resp. la variance) des
areˆtes de E′ ⊆ E.
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La statistique T peut eˆtre approche´e par une loi de Student dont le degre´ de liberte´ est
donne´ par l’e´quation de Welch-Satterthwaite [129, 150]. On peut ainsi calculer le risque
statistique associe´ a` l’hypothe`se nulle : “les longueurs moyennes dans Ein et Eout sont
e´gales”.
Si l’e´cart entre les longueurs est statistiquement significatif, il peut eˆtre inte´ressant de
dissocier les deux ensembles afin d’e´valuer l’homoge´ne´ite´ des longueurs. On peut utiliser
les e´carts-types des longueurs internes et externes de´finis ci-dessous :
σin =
√
V ar(Ein) (6)
σout =
√
V ar(Eout) (7)
Notons que dans le cas nul, le test d’e´galite´ des longueurs moyennes n’a pas lieu
d’eˆtre puisqu’il n’existe qu’une population (les areˆtes externes). La mesure 7 permet alors
d’e´valuer l’homoge´ne´ite´ des longueurs : si σout est faible alors les areˆtes ont globalement
une longueur proche. Dans le cas contraire, les areˆtes sont de taille tre`s variable. La meˆme
interpre´tation peut eˆtre faite sur les deux groupes Ein et Eout.
6.3.3 Mesures de re´solution
Un aspect important dans l’analyse d’un re´seau est d’identifier la nature des relations.
Les connections entre communaute´s doivent eˆtre facilement distinguables les unes des
autres. On formule ici un crite`re de re´solution pour e´valuer ce crite`re.
Dans le cas nul, ce dernier repose sur la se´paration entre les areˆtes adjacentes a` un meˆme
sommet. Pour e´valuer cela, on calcule l’angle minimum entre deux areˆtes ayant un som-
met en commun. La mesure correspondante est appele´e re´solution angulaire [53]. Elle est
maximise´e dans les dessins appele´s orthogonaux.
Dans notre cas, on veut e´valuer la se´paration entre deux groupes d’areˆtes Eij et Eig ou`
toutes posse`dent exactement une extre´mite´ dans la communaute´ Ci (voir Figure 6.3(a)).
On note Vij les sommets de Ci ayant au moins un voisin dans Cj . Intuitivement, ces deux
groupes d’areˆtes seront bien se´pare´s si les areˆtes ont, en moyenne, des origines et des
directions e´loigne´es. Dans la Figure 6.3(a), le groupe d’areˆtes bleues est bien se´pare´ des
groupes vert et rouge. En revanche, les areˆtes vertes et rouges semblent avoir des origines
et des directions proches.
On compare ici deux ensembles et non simplement une paire d’areˆtes. On utilise pour
cela la notion d’areˆte moyenne de´finie ci-dessous (un exemple est donne´ en Figure 6.3(b)).
De´finition 6.6 (Areˆte moyenne) Soit un ensemble d’areˆtes externes Eij reliant les
communaute´s Ci et Cj. On note b˜(C) le barycentre de C ⊆ V ou` chaque sommet u ∈ C est
ponde´re´ par la quantite´ dG[C](u). L’areˆte moyenne de Eij est la demi-droite [b˜(Vij), b˜(Vji)).
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(a) (b)
(c) (d)
(e) (f)
Figure 6.3: Illustration des mesures de re´solution et de se´paration externes dans
un dessin. Les sommets sont e´tiquete´s selon leur communaute´. a) On e´tudie les 3
groupes d’areˆtes sortant de C1 (sommets blancs). b) et c) Les 3 areˆtes moyennes en
tant que segments et demi-droites. d) Intersection des areˆtes moyennes avec les deux
cercles englobants. e) Positionnement des intersections maximisant la re´solution. f)
E´valuation de la se´paration des areˆtes dans E14.
Notons que si Ci = {u} alors chaque areˆte moyenne issue de Ci est une areˆte adjacente a`
u et le barycentre b˜(Ci) = p(u).
Les areˆtes moyennes issues d’une communaute´ Ci n’ont pas toutes la meˆme origine
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dans le dessin, on ne peut donc pas directement utiliser une approche base´e sur les angles.
Pour re´soudre ce proble`me, on va s’inte´resser aux projections des areˆtes moyennes sur deux
cercles englobants les points de Ci. Le premier est le cercle englobant minimum [137] de
rayon r calcule´ en utilisant l’algorithme de Fischer et al. [50]. Le second cercle a la meˆme
origine et son rayon est r + 1 (voir Figure 6.3(c)). Le premier cercle permet d’e´valuer
la se´paration entre deux groupes d’areˆtes lorsque celles-ci “sortent” de la communaute´.
On utilise le deuxie`me cercle pour e´valuer l’e´cart entre les directions prises par les deux
groupes. Ainsi le rayon du second cercle importe peu, du moment qu’il est supe´rieur a` r.
Dans le cas nul, les areˆtes (u, v) et (u,w) ayant la meˆme origine, la distance entre les
deux intersections de deux areˆtes avec n’importe quel cercle centre´ en p(u) est directe-
ment lie´e a` l’angle forme´ par (u, v) et (u,w). C’est toujours le cas pour une combinaison
line´aire des distances entre les intersections avec deux cercles centre´s en p(u). On va donc
utiliser pour deux groupes Eij et Eig la somme des e´carts entre les intersections des areˆtes
moyennes [b˜(Vij), b˜(Vji)) et [b˜(Vig), b˜(Vgi)) avec les deux cercles englobants (voir Figure
6.3(d)).
De´finition 6.7 (Re´solution Externe) Soit un triplet de communaute´s Ci, Cj , Cg, on
note Iij (respectivement I
+1
ij ) l’intersection de l’areˆte moyenne [b˜(Vij), b˜(Vji)) avec le cercle
englobant de rayon minimum r (resp.r+1). La re´solution entre les deux groupes est donne´e
par
R(Eij , Eig) =
||Iij − Iig||2 + ||I+1ij − I+1ig ||2
Di +D+1i
(8)
ou` Di (respectivement D
+1
i ) est la distance entre les deux points du cercle englobant de
rayon minimum r (resp. r + 1) si ils e´taient place´s a` e´qui-distance sur le cercle.
La re´solution externe, note´e EER, est donne´e par le triplet i, j, g qui minimise la
re´solution entre Eij et Eig.
ERR = min
i,j,g
R(Eij , Eig) (9)
Dans l’e´quation 8, l’e´cart est maximise´ par Di + D+1i , qui est l’e´cart dans le cas ou`
les areˆtes moyennes sont les plus facilement identifiables (voir Figure 6.3(e)). De la meˆme
manie`re, l’angle entre deux areˆtes (u, v) et (u,w) est maximise´ par 360dG(u) . Nous conside´rons
ici la re´solution minimum pour l’ensemble du dessin. D’autres statistiques pourraient eˆtre
employe´es comme le premier quantile ou la borne extreˆme infe´rieure. Nous prenons le
minimum car c’est celle couramment utilise´e pour la re´solution angulaire. Dans le cas nul,
la mesure EER est directement lie´e a` l’angle minimum entre deux areˆtes adjacentes a` un
meˆme sommet.
La mesure ERR permet d’e´valuer la se´paration entre les areˆtes reliant une communaute´
aux autres. Il est e´galement important d’e´tudier les areˆtes entre deux communaute´s pour
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pouvoir analyser la fac¸on dont ces deux communaute´s sont connecte´es entre elles. Pour
cela, nous proposons de mesurer la re´solution minimum entre deux areˆtes appartenant
au meˆme ensemble Eij (voir Figure 6.3(f)). Deux areˆtes de Eij peuvent ne pas partager
d’extre´mite´ dans Ci, on utilise ici aussi la comparaison entre les intersections avec deux
cercles englobants.
De´finition 6.8 (Se´paration Externe) Pour u ∈ Ci et v ∈ Cj, on note I(u,v) (respecti-
vement I+1(u,v)) l’intersection de la demi-droite [p(u), p(v)) avec le cercle englobant de Ci de
rayon minimum r (resp. r+ 1). La re´solution entre deux areˆtes e, e′ ∈ Eij est donne´e par
R(e, e′) = ||Ie − Ie′ ||
2 + ||I+1e − I+1e′ ||2
Di +D+1i
(10)
La se´paration externe, note´e EES, correspond a` la re´solution minimum pour tout en-
semble Eij et toute paire d’areˆtes e, e
′ ∈ Eij.
EES = min
e,e′
R(e, e′) (11)
On conside`re, dans le cas nul, que la se´paration externe EES vaut 1 e´tant donne´ que
chaque ensemble Eij ne contient qu’une seule areˆte.
6.3.4 Mesures sur les formes
La forme des sommets est un aspect relativement peu e´tudie´ dans le dessin de graphe
puisque, en ge´ne´ral, celle-ci est fixe´e a` l’avance (des carre´s dans notre cas). Les formes
couramment employe´es sont convexes et “compactes” (carre´s, cercles etc.).On veut ici
e´valuer a` quel point ces deux crite`res (convexite´ et faible dispersion) sont respecte´s.
Pour de´terminer la dispersion des communaute´s, on peut se baser sur les distances
entre sommets appartenant a` la meˆme communaute´. Dans [141], les auteurs utilisent la
moyenne de ces distances et la mesure correspondante est appele´e Cluster Extraction. On
propose ici une mesure le´ge`rement diffe´rente. En effet, si les nuages de points correspondant
aux communaute´s forment des ensembles compacts et bien se´pare´s alors les barycentres
des communaute´s sont une bonne approximation de la position de leurs membres. De la
meˆme fac¸on, si on devait classer les points en se basant uniquement sur la distance qui les
se´pare, la meilleure classification serait donne´e par les communaute´s. On va donc pouvoir
e´valuer la dispersion au sein des communaute´s en calculant le coefficient de de´termination
(aussi appele´ R2) associe´ a` cette classification.
De´finition 6.9 (Dispersion) La mesure de dispersion des communaute´s, note´e CD,
correspond au rapport entre la dispersion des barycentres de communaute´s et la dispersion
globale des sommets.
CD =
∑k
i=1 |Ci|‖b(Ci)− b(V )‖2∑
u∈V ‖p(u)− b(V )‖2
(12)
ou` b(V ′) correspond au barycentre des sommets de V ′ ⊆ V .
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La mesure CD ∈ [0, 1]. Une valeur de 1 indique que tous les sommets d’une meˆme
communaute´ sont a` la meˆme position. Une valeur de 0 indique que les barycentres des
communaute´s se confondent avec le barycentre du graphe. Dans le cas nul, on a CDnul = 1.
L’avantage de cette me´thode compare´e a` la mesure propose´e dans [141] est que l’on tient
ici compte de la dispersion globale des points dans le plan.
Un autre crite`re d’esthe´tisme pour le dessin de communaute´s consiste a` dire qu’une
communaute´ sera plus facilement identifiable si elle est repre´sente´e de fac¸on convexe. Dans
[141], les auteurs proposent comme mesure le nombre de communaute´s entoure´es comple`-
tement par un ensemble d’areˆtes. Cette condition est satisfaite lorsque l’enveloppe convexe
du sous-graphe induit par la communaute´ est confondue avec son enveloppe concave. Nous
allons ici utiliser une e´valuation moins stricte en calculant la proportion entre les aires des
enveloppes concaves et les aires des enveloppes convexes.
De´finition 6.10 (De´limitation) La mesure de de´limitation des communaute´s, note´e
CH, correspond au rapport entre la somme des aires concaves et la somme des aires
convexes.
CH =
∑k
i=1A(Hcave(Ci))∑k
i=1A(Hvex(Ci))
(13)
ou` A(H) est l’aire du polygone H.
Dans le meilleur des cas, l’enveloppe concave d’une communaute´ est confondue avec
son enveloppe convexe. On retombe alors sur le cas e´value´ dans [141]. Si cette situation
se retrouve pour chaque communaute´, on aura CH = 1. Notons cependant qu’une valeur
proche de 0 est difficile a` obtenir (bien que ce ne soit pas ce que l’on recherche a priori). En
effet, si les communaute´s sont fortement inter-connecte´es alors il y a de grandes chances
de calculer des enveloppes concaves qui s’ave`rent eˆtre convexes (c’est toujours le cas pour
une clique). Dans le cas nul, on a CHnul = 1 car tous les sommets sont repre´sente´s par
des carre´s.
6.4 Comparaison de diffe´rents algorithmes de dessin
Nous allons maintenant utiliser les diffe´rentes mesures esthe´tiques que nous avons
de´finies pour comparer plusieurs algorithmes de dessin de graphes.
6.4.1 Jeu de donne´es utilise´
Nous utilisons des graphes ge´ne´re´s ale´atoirement et dont la structure de communaute´
est connue. Le mode`le LFR [88] est bien adapte´ dans ce cadre (pour une pre´sentation
comple`te de ce mode`le voir la Section 2.6.5). En effet, celui-ci permet de ge´ne´rer des
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graphes ayant une structure proche des re´seaux re´els : la distribution des degre´s et la taille
des communaute´s suivent des lois de puissance (borne´es). Pour cette raison, ce mode`le est
souvent utilise´ pour tester la validite´ d’algorithmes de partitionnement.
Nous travaillons avec des graphes de 150, 300 et 600 sommets. Les re´sultats e´tant
sensiblement similaires dans tous les cas, nous reportons dans cette section ceux obtenus
pour 300 sommets (nous pre´ciserons, si ne´cessaire, les diffe´rences notables). Les parame`tres
suivants correspondent a` ceux choisis dans [88] pour comparer plusieurs algorithmes de
partitionnement. Ainsi, la distribution des degre´s est une loi de puissance ayant pour ex-
posant 2, le degre´ moyen est de 12 et le degre´ maximum de 30. La taille des communaute´s
suit une loi de puissance d’exposant 1. Les sommets ont 15% de leur areˆtes adjacentes
allant dans une autre communaute´. Ce dernier parame`tre garantit que la partition qui
permet de ge´ne´rer le graphe repre´sente bien une structure de communaute´ du graphe pro-
duit. Nous avons ve´rifie´ cela a posteriori en calculant les valeurs de plusieurs mesures de
qualite´. Notons e´galement qu’il n’existe a priori pas d’attachements pre´fe´rentiels entre les
communaute´s. En effet, les areˆtes externes adjacentes a` un sommet se re´partissent uni-
forme´ment dans les autres communaute´s. Une communaute´ n’est donc pas “plus proche”,
topologiquement parlant, d’une communaute´ en particulier.
6.4.2 Algorithmes de dessin e´tudie´s
Les algorithmes que nous allons utiliser se basent sur des mode`les de forces. Ce choix
se justifie par le fait que ce type d’algorithmes fonctionne sur n’importe quel type de
graphe. De plus, le dessin produit par ces algorithmes est cense´ re´ve´ler la pre´sence de
communaute´s. Des approches diffe´rentes ont cependant e´te´ propose´es dans ce contexte
(voir par exemple l’heuristique propose´e par [83]).
D’apre`s [102], le “partitionnement spatial” induit par le dessin obtenu avec ce type de
mode`le est similaire a` un partitionnement maximisant la modularite´ (voir description dans
la Section 3.1). Un partitionnement spatial est, dans ce cadre, une partition des sommets
obtenue en retirant les areˆtes les plus longues dans le dessin, ces areˆtes devraient en effet
correspondre aux areˆtes externes dans la partition. Les algorithmes utilise´s sont de´taille´s
dans le Tableau 6.4.2. Des exemples de sorties des cinq algorithmes sont disponibles dans
la Figure 6.4. Nous avons ge´ne´re´ en tout 200 graphes pour chaque algorithme e´tudie´.
Pour cette e´valuation, nous choisissons de comparer trois algorithmes ne tenant pas
directement compte de la structure de communaute´ du graphe. Nous donnons e´galement
des hypothe`ses a priori que nous allons tester en utilisant les mesures esthe´tiques.
Le premier est l’algorithme GEM (Frick) [58] qui utilise un mode`le de forces et est
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Type Nom Ref. Impl. Parame`tres
Sans partition
GEM (Frick) [58] Tulip [15] Ite´rations : |V |2
LinLog [103] Tulip Re´pulsion 0, attraction 1,
gravitation 0.05
FM3 [69] OGDF [30] De´faut
Avec partition
Cluster-GEM - Tulip Attraction interne 1, externe 2
Eades-GEM - Tulip Attraction interne 1, externe 2,
virtuelle 2
Table 6.2: De´tails sur les algorithmes de dessins utilise´s et leurs parame`tres (seul les
plus importants sont de´crits ici).
souvent pre´sent dans les logiciels de visualisation de re´seaux. Chaque ite´ration de l’algo-
rithme est re´alise´e en O(|V |2). Le second est l’algorithme FM3 [69]. C’est un algorithme
multi-niveaux e´galement base´ sur un mode`le de forces. Il a l’avantage d’eˆtre bien plus
performant que les autres algorithmes utilise´s ici. Son temps d’exe´cution e´tant de l’ordre
de O(|V | log |V | + |E|), utiliser cet algorithme pourrait donc eˆtre inte´ressant meˆme si les
re´sultats du point de vue des mesures esthe´tiques sont le´ge`rement moins bons que ceux
de GEM (Frick). L’algorithme Linlog est spe´cialement conc¸u pour dessiner un graphe
contenant une structure de communaute´. On peut s’attendre a` ce que cet algorithme donne
des meilleurs re´sultats que GEM (Frick) et FM3.
Les deux autres algorithmes utilise´s prennent en entre´e une partition des sommets.
Le premier est un algorithme qui nous nommerons Eades-GEM. Il est inspire´ par la
me´thode propose´e dans [47]. Dans un premier temps, un sommet virtuel (un repre´sentant)
est ajoute´ dans chaque communaute´ en connectant les sommets a` ce repre´sentant. Dans
un second temps, un algorithme de force (ici GEM (Frick)) est applique´ en conside´rant
trois types de forces diffe´rentes : la force externe qui s’applique sur les areˆtes externes,
la force interne qui s’applique sur les areˆtes internes et la force virtuelle qui s’applique
sur les areˆtes connectant les sommets a` leur repre´sentant. Le second algorithme conside´re´
est l’algorithme que nous nommerons Cluster-GEM. Il est semblable a` l’algorithme
Eades-GEM mais sans ajouter de sommet virtuel au sein de chaque communaute´. En
comparant Eades-GEM et Cluster-GEM, on va pouvoir juger l’inte´reˆt d’utiliser des
sommets virtuels. Nous allons fournir en entre´e de ces deux algorithmes la partition utilise´e
pour construire les graphes ale´atoires LFR, on peut donc s’attendre a` ce que ces deux
algorithmes fournissent globalement des meilleurs re´sultats que les trois autres.
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(a) FM3 (b) GEM (Frick)
(c) Cluster-GEM (d) Eades-GEM
(e) LinLog
Figure 6.4: Re´sultats de cinq algorithmes de dessin sur un graphe issu du benchmark
LFR. Les communaute´s sont repre´sente´es avec un code couleur sur les sommets. La
taille des sommets est ici plus grande que dans le protocole utilise´.
6.4.3 Analyse statistique des re´sultats
Nous allons comparer les algorithmes en utilisant les mesures propose´es dans ce cha-
pitre. Nous utiliserons e´galement les mesures dans le cas nul. En effet, nous souhaitons
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de´terminer si le dessin peut a` la fois bien refle´ter la structure de communaute´ mais e´gale-
ment respecter les crite`res esthe´tiques “classiques”.
Pour chaque mesure, on calcule la moyenne et l’e´cart-type sur 200 re´alisations. Un test
ANOVA [10] permet de de´terminer si il existe une diffe´rence significative selon l’algorithme
utilise´ pour dessiner le graphe. Notons que ce test est possible car les observations cor-
respondent a` des couples “graphe/dessin” et sont inde´pendantes puisque on n’utilise pas
deux fois le meˆme graphe. L’hypothe`se teste´e dans ce cadre est l’e´galite´ des cinq moyennes.
Pour chaque famille de mesures nous allons pre´senter les re´sultats sous la forme de dia-
grammes en baˆton. Nous indiquons e´galement sur chaque barre l’intervalle de confiance
au seuil 0.001 sous l’hypothe`se que les valeurs observe´es soient normalement distribue´es.
Le F -score et la p-valeur du test d’e´galite´ des moyennes sont donne´s pour chaque mesure.
Une premie`re observation est que les variances des mesures sont ge´ne´ralement faibles.
Cette remarque peut eˆtre faite pour diffe´rentes tailles de graphes. Ceci indique que les
algorithmes e´tudie´s sont consistants, c’est-a`-dire qu’il fournissent une sortie similaire pour
des entre´es proches. Dans ce cadre, l’hypothe`se d’e´galite´ des moyennes est presque tou-
jours rejete´e. On peut alors comparer deux-a`-deux les moyennes en utilisant la me´thode
de Tukey-Kramer [10]. Comme nous allons le voir, certains algorithmes fournissent des
re´sultats proches. Toutefois, ce test n’e´tant pas transitif, on ne peut pas fournir un classe-
ment partiel des algorithmes base´ sur son re´sultat. Notons e´galement que deux algorithmes
peuvent avoir une moyenne significativement diffe´rente sans que l’e´cart absolu entre les
moyennes soit important par rapport a` l’e´tendue de la mesure. Nous tiendrons compte de
cela en comparant les algorithmes.
Encombrement
Si on s’inte´resse aux chevauchements pouvant compliquer l’identification des com-
munaute´s, on constate que les algorithmes de dessins tenant compte de l’existence d’un
partitionnement produisent de meilleur re´sultats (voir Figure 6.5). Les algorithmes Eades-
GEM et Cluster-GEM produisent des re´sultats semblables. LinLog produit moins de
chevauchements areˆtes ou sommets avec les communaute´s. On constate cependant que les
chevauchements entre sommets ou avec les areˆtes sont beaucoup plus importants avec cet
algorithme. Ce constat doit eˆtre relativise´. En effet, les valeurs sont tre`s faibles dans ces
deux cas : les proportions sont proches de 0.
Un regroupement similaire des algorithmes peut eˆtre fait avec les mesures de croise-
ments d’areˆtes (voir Figure 6.6). Du point de vue des croisements internes, les algorithmes
base´s sur GEM se comportent de fac¸on similaire. FM3 et Linlog produisent le´ge`rement
plus et moins de croisements respectivement. Le re´sultat pour Linlog peut sembler contre-
intuitif car les communaute´s sont dessine´es dans des zones re´duites (voir Figure 6.4(e)),
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Figure 6.5: Moyennes des cinq algorithmes sur les mesures d’encombrement.
Figure 6.6: Moyennes des cinq algorithmes sur les mesures de croisements d’areˆtes.
cela offre toutefois moins de contraintes quant au positionnement des sommets que dans
le cas ou` les communaute´s sont proches entre elles.
Cette tendance s’inverse avec les croisements externes, ou` les algorithmes GEM et FM3
produisent de meilleurs re´sultats. Vouloir bien percevoir les communaute´s semble donc
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mener a` un plus grand nombre de croisements entre les areˆtes les connectant. Cependant,
si on regarde les croisements d’areˆtes dans le cas nul, on constate que ces derniers sont
globalement moins nombreux pour les algorithmes tenant compte de la structure de com-
munaute´. Notons que les e´carts absolus entre les proportions sont faibles (entre 0 et 0.01).
Les croisements internes ou externes sont ici se´pare´s car il est possible de conside´rer les
croisements internes comme “moins graves” que les croisements externes. Dans notre cas,
les communaute´s ont une densite´ de connections importante. Il est naturel dans ce cas de
les dessiner sans tenir compte des croisements car ces derniers seraient tre`s nombreux peu
importe le dessin utilise´.
Homoge´ne´ite´ des longueurs
Figure 6.7: Moyennes des cinq algorithmes sur les mesures d’homoge´ne´ite´ des lon-
gueurs.
Pour tous les observations graphe/dessin re´alise´es ici, l’hypothe`se d’e´galite´ des lon-
gueurs moyennes entre areˆtes internes et externes a toujours e´te´ rejete´e. On peut donc
s’inte´resser a` la variation des longueurs dans les deux cas. On constate que les areˆtes in-
ternes sont de longueurs plus homoge`nes en utilisant l’algorithme LinLog. Cependant, la
variance des longueurs d’areˆtes externes est bien plus forte. Comme dit au de´but de cette
section, les communaute´s ge´ne´re´es par le mode`le LFR n’ont pas d’attachements pre´fe´ren-
tiels, on pourrait donc s’attendre a` ce que les areˆtes externes aient des longueurs proches
puisque aucune communaute´ n’est cense´e eˆtre plus proche topologiquement d’une autre.
Ce constat devrait ide´alement se retrouver dans le dessin. On peut donc dire que LinLog
se comporte moins bien dans ce cas.
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Re´solution
Figure 6.8: Moyennes des cinq algorithmes sur les mesures de re´solution.
On constate ici aussi que LinLog se de´tache significativement des autres algorithmes
(voir Figure 6.8). En effet, le test de Tukey-Kramer montre que, pour la re´solution externe,
les quatre autres algorithmes fournissent des re´sultats similaires. Ce n’est pas le cas si on
s’inte´resse a` la se´paration externe. Dans ce cas, les algorithmes GEM et FM3 semblent
fournir des re´sultats similaires. Il en est de meˆme pour Cluster-GEM et Eades-GEM.
Dans les deux cas, LinLog produit de moins bons re´sultats. Pour ce qui est de la re´so-
lution angulaire “classique”, FM3 fournit de moins bons re´sultats que les quatre autres
algorithmes. Les moyennes pour ces derniers ne sont pas significativement diffe´rentes quand
prises deux a` deux.
Forme
On peut constater que LinLog cre´e des dessins ou` les communaute´s sont tre`s faible-
ment disperse´es (voir Figure 6.9), ce qui les rend facilement identifiables. De ce point de
vue, les algorithmes Cluster-GEM et Eades GEM se comportent, encore une fois, de
la meˆme manie`re. Les algorithmes FM3 et GEM donnent des re´sultats diffe´rents. Les
“convexite´s” sont tre`s proches quel que soit l’algorithme utilise´. Notons donc au passage
que les deux mesures employe´es ici capturent bien des phe´nome`nes diffe´rents. LinLog
fournit toutefois des communaute´s significativement plus convexes que les autres tandis
qu’elles sont dessine´es de manie`re plus concave avec GEM.
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Figure 6.9: Moyennes des cinq algorithmes sur les mesures de forme des communau-
te´s.
6.4.4 Conclusions de l’e´tude
Les diffe´rents re´sultats obtenus ici correspondent globalement aux impressions obtenues
en comparant visuellement les dessins (voir Figure 6.4). Les algorithmes GEM et FM3
sont globalement moins bons mais on observe cependant moins de croisements et des
longueurs plus homoge`nes pour les areˆtes externes. Ces deux algorithmes ne sont pas
similaires : FM3 semble eˆtre moins performant, rappelons toutefois que cet algorithme est
tre`s efficace au niveau du temps de calcul.
On peut constater que les re´sultats de Cluster-GEM et Eades-GEM sont proches
pour de nombreux crite`res. L’ajout du sommet virtuel dans chaque communaute´ est donc
discutable car cela correspond a` un couˆt algorithmique supple´mentaire.
L’algorithme LinLog arrive a` bien se´parer les communaute´s meˆme si la partition
n’est pas une entre´e de l’algorithme. C’est un avantage dont il faut tenir compte si on
cherche a` comparer ses re´sultats avec ceux de Cluster-GEM et Eades-GEM. Notons
toutefois que les communaute´s peuvent ici eˆtre facilement identifie´es par un algorithme de
partitionnement. Il est assez surprenant de constater que l’algorithme obtient des dessins
ou` les communaute´s sont a` la fois tre`s faiblement disperse´es et ou` le nombre de croisements
internes n’est pas plus important que pour les autres algorithmes. Ceci peut s’expliquer
par le fait que les communaute´s sont tre`s se´pare´es et que les sommets ont plus de “liberte´
de mouvement”. Cet algorithme souffre ne´anmoins de certains de´fauts : par exemple, le
manque d’homoge´ne´ite´ dans les areˆtes externes peut sugge´rer, a` tort, que des communaute´s
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sont plus proches entre elles que d’autres.
(a) GEM (Frick) (b) FM3
(c) Cluster-GEM (d) Eades-GEM
(e) LinLog
Figure 6.10: Re´sultats des cinq algorithmes de dessin sur le re´seau Football Univer-
sitaire. Les confe´rences sont repre´sente´es avec un code couleur sur les sommets. Les
e´quipes inde´pendantes correspondent aux sommets blancs.
Les conclusions faites ici doivent tenir compte du fait que les graphes ge´ne´re´s le sont
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selon un mode`le bien de´fini avec des parame`tres fixes. Dans le cadre d’un syste`me de
visualisation, l’utilisateur pourra appliquer une proce´dure similaire pour de´terminer l’al-
gorithme de dessin le mieux adapte´ a` ses donne´es. Notons que d’autres facteurs comme la
complexite´ en temps et en me´moire des diffe´rents algorithmes sont e´galement a` prendre
en compte.
A titre illustratif, les sorties de cinq algorithmes utilise´s ici sur le re´seau de Football
Universitaire, pre´sente´ dans la section 4.3, sont donne´es en Figure 6.10. Les points forts et
faibles des diffe´rents algorithmes peuvent e´galement se retrouver en analysant les diffe´rents
dessins. Les algorithmes GEM (Frick) et FM3 produisent en effet beaucoup de chevau-
chements entre communaute´s, ce qui n’est pas le cas pour les algorithmes Cluster-GEM,
Eades-GEM et LinLog. Ce dernier rassemble avec succe`s les confe´rences dans des zones
re´duites du dessin. Ici, la proximite´ entre les groupes semble toutefois correspondre a` la
proximite´ ge´ographique des confe´rences.
6.5 Discussion et Perspectives
Les mesures introduites ici sont cohe´rentes pour juger la qualite´ de repre´sentation de
la structure de communaute´. En effet, nous ge´ne´ralisons ici des crite`res esthe´tiques bien
connus a` des dessins de graphes partitionne´s. En se plac¸ant dans un cas nul, ou` chaque
communaute´ correspond a` un seul sommet, on retrouve les mesures esthe´tiques usuelles
du domaine.
Une e´valuation-utilisateurs serait toutefois importante pour de´terminer quels sont les cri-
te`res qui impactent le plus la re´alisation de certaines taˆches de recherche (comme le nombre
de communaute´s, l’identification des areˆtes internes/externes etc.). En particulier, on pour-
rait comparer ces re´sultats a` l’e´tude re´alise´e par Van Ham et Rogowitz [141].
Nous pensons que notre travail peut aider a` la conception et a` la validation d’al-
gorithmes de dessins. On pourrait, par exemple, concevoir des algorithmes cherchant a`
maximiser une fonction de score [39, 79]. Ce score inte´grerait les mesures que nous avons
propose´es ici.
Le mode`le LFR que nous utilisons pour notre e´tude suppose l’absence de connections
pre´fe´rentielles entre les communaute´s. Cette hypothe`se est discutable si on s’inte´resse a`
des re´seaux re´els. Un proble`me diffe´rent serait alors de conside´rer que les communaute´s
peuvent se situer a` plusieurs niveaux. La structure utilise´e pour mode´liser ce phe´nome`ne
ne serait plus une simple partition mais une partition hie´rarchique. Il serait inte´ressant de
repenser les crite`res et les mesures esthe´tiques dans ce cadre, par exemple en conside´rant
que les areˆtes ne sont plus seulement internes ou externes mais internes jusqu’a` (respective-
ment externes a` partir d’) un certain niveau de granularite´. Certaines mesures esthe´tiques
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propose´es ici pourraient ainsi eˆtre ge´ne´ralise´es au cas multi-niveaux en s’inspirant de la
me´thode de´crite en Section 4. Il faut pour cela que les mesures respectent la contrainte
d’additivite´ (voir De´finition 2.51) (ce n’est pas le cas des mesures de re´solution).
Notre hypothe`se de travail est que la structure de communaute´ correspond a` une
partition des sommets. Toutefois, de nombreux travaux sugge`rent que l’utilisation de frag-
mentations serait plus adapte´e. Un sommet pourrait alors appartenir a` diffe´rentes com-
munaute´s. D’autres crite`res esthe´tiques, pour le dessin, sont a` envisager. Par exemple,
on peut conside´rer qu’un sommet ayant le meˆme nombre de connections au sein de deux
communaute´s doit eˆtre positionne´ entre les deux dans le dessin.
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La structure de communaute´ dans un re´seau correspond a` l’identification de motifs
topologiques. Dans certains cas, la structure de communaute´ est mode´lise´e par une frag-
mentation des sommets du re´seau ou` des e´le´ments peuvent eˆtre partage´s entre diffe´rentes
communaute´s. De nombreux algorithmes retournant ce type de de´composition ont e´te´
propose´s dans ce contexte (voir par exemple [104], [89] ou [3]). Certaines communaute´s
peuvent e´galement eˆtre imbrique´es entre elles.
L’analyse de ces re´sultats correspond au proble`me de visualisation d’ensembles che-
vauchants. Il est important pour un expert d’e´tudier les groupes un par un mais l’e´tude
des relations entre les diffe´rents motifs et leur chevauchement est e´galement importante.
Des me´thodes de visualisation de´die´es sont ne´cessaires pour aider l’utilisateur dans ce
processus d’exploration.
Pour ce proble`me, nous avons les contraintes suivantes : a` partir d’un graphe G = (V,E)
dont les e´le´ments (sommets et areˆtes) sont plonge´s sur une surface a` deux dimensions,
nous cherchons a` repre´senter explicitement une collection (G1, G2, . . . , Gl) de sous-graphes
de G sans modifier ni le graphe, ni la position de ses e´le´ments dans le diagramme. On
peut en effet supposer que la position des e´le´ments contient une se´mantique particulie`re :
c’est par exemple le cas dans un re´seau de transports ou` les sommets sont associe´s a` des
coordonne´es ge´ographiques. Notons e´galement qu’on ne suppose pas que les sous-graphes
(G1, G2, . . . , Gl) sont des sous-graphes induits de G. En revanche, nous posons comme
hypothe`se que chacun de ces sous-graphes est connexe. Comme nous allons le voir dans la
prochaine section, ce proble`me a de´ja` e´te´ largement e´tudie´ avec des contraintes relaˆche´es
ou en utilisant des algorithmes de complexite´ en temps exponentiel.
Nous proposons ici une me´thode permettant de visualiser une collection de sous-
graphes dans un diagramme de type nœuds-liens. Notre technique utilise la topologie du
graphe pour ge´ne´rer des enveloppes concaves repre´sentant chaque motif. Cette me´thode ne
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modifie pas les positions des e´le´ments dans le diagramme. Un proble`me d’ordonnancement
optimal des enveloppes est propose´ dans ce contexte. Une heuristique est utilise´e pour re´-
pondre a` ce proble`me, cette dernie`re est particulie`rement adapte´e au cas ou` les inclusions
entre les sous-graphes sont nombreuses. La me´thode de´crite dans cette section fournit une
vue globale des ensembles chevauchants ainsi que la possibilite´ pour l’utilisateur d’effectuer
une analyse locale.
7.1 E´tat de l’art
Le proble`me de la visualisation d’ensembles chevauchants a e´te´ largement e´tudie´ ces
dernie`res anne´es. Nous de´crivons ici plusieurs solutions, dans certains cas les contraintes
pose´es pre´ce´demment sont respecte´es.
Une premie`re me´thode consiste a` cre´er un plongement particulier des e´le´ments sur
une surface respectant la proximite´ des groupes (en terme d’intersection). Simonetto et
al. [136] proposent ainsi une technique permettant la ge´ne´ration de diagrammes d’Euler
(voir Figure 7.1(a)). Les auteurs utilisent des enveloppes concaves pour repre´senter les
ensembles. Diffe´rentes couleurs ou textures sont alors utilise´es pour les distinguer. Tou-
tefois, cette me´thode ne permet de repre´senter qu’un nombre faible de chevauchements.
Une autre technique propose´e par Riche et Dwyer [120] utilise un algorithme de dessin de
graphe base´ sur la re´solution de contraintes pour positionner les e´le´ments. Les ensembles
sont ici repre´sente´s par des enveloppes rectangulaires (voir Figure 7.1(b)). Ces deux ap-
proches supposent une modification du positionnement des e´le´ments et ne sont donc pas
adapte´es a` notre proble`me.
Certains travaux tiennent compte d’un positionnement pre´existant en e´vitant tout
ajustement. L’utilisation d’enveloppes convexes a e´te´ e´tudie´e (voir [72, 45]), toutefois
l’utilisation de ces formes augmente substantiellement le risque d’ambigu¨ıte´s visuelles,
c’est-a`-dire de´tecter a` tort l’appartenance d’un e´le´ment a` un ensemble. Collins et al. [34]
utilisent des enveloppes continues et concaves pour de´limiter les ensembles (voir Figure
7.1(c)). Une autre me´taphore visuelle est propose´e par Alper et al. [8] et consiste a` repre´-
senter un chemin reliant les e´le´ments appartenant a` un meˆme groupe (voir Figure 7.1(d)).
Cette me´thode est plus adapte´e pour repre´senter des ensemble de points. Son utilite´ pour
la visualisation de sous-graphes non induits n’est pas e´vidente, en effet la visualisation ne
permet a priori que de repre´senter des sous-ensembles de points dans le dessin. Enfin ces
deux me´thodes ont un couˆt en temps de calcul important. Par exemple, le calcul des lignes
reliant les e´le´ments de chaque ensemble dans [8] peut eˆtre re´duit au proble`me du voyageur
de commerce [52] qui est NP -difficile. De plus, il n’existe pas, a` ce jour, d’imple´mentation
de leurs algorithmes.
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(a) Simonetto et al. [136] (b) Riche et Dwyer [120]
(c) Collins et al. [34] (d) Alper et al. [8]
Figure 7.1: Quatre me´thodes pour la visualisation d’ensembles chevauchants. Ces
images sont extraites des publications des diffe´rents auteurs.
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7.2 Visualisation par enveloppes concaves utilisant la
topologie du graphe
Figure 7.2: Les trois e´tapes pour la construction d’enveloppes concaves permettant
la visualisation d’ensembles chevauchants dans un diagramme nœuds-liens.
Les diffe´rentes e´tapes que nous utilisons pour visualiser les sous-graphes sont illus-
tre´es dans la Figure 7.2. Nous allons utiliser des enveloppes concaves pour repre´senter les
groupes. Ces enveloppes peuvent e´ventuellement contenir des trous. Elles sont ajoute´es au
dessin en tant que couches graphiques. Ceci permet en particulier que le graphe de base
soit toujours visible (les sommets et les areˆtes sont dessine´es “par dessus” les enveloppes).
Nous cherchons a` fournir une vue simultane´e de l’ensemble des sous-graphes donne´s
en entre´e. Nous voulons que cette vue re´duise au maximum l’occlusion topologique. On
entend par occlusion topologique le chevauchement des enveloppes repre´sentant des sous-
graphes qui partagent un ensemble d’e´le´ments du graphe. Ce chevauchement va en effet
ge´ne´rer de l’occlusion visuelle : une enveloppe recouvrira en partie une ou plusieurs autres
enveloppes dans ce cas. Notons cependant que du chevauchement visuel peut exister sans
qu’il corresponde a` un chevauchement topologique. Un exemple montrant cette diffe´rence
est donne´ en Figure 7.3. L’occlusion visuelle ne re´sultant pas d’une occlusion topologique
pourrait eˆtre re´duite en modifiant la position des e´le´ments (on peut en effet dessiner le
graphe en Figure 7.3 de fac¸on planaire). Toutefois, nous avons ici comme contrainte de ne
pas modifier la position des e´le´ments du graphe.
Pour e´viter a` un utilisateur de de´tecter, a` tort, l’appartenance d’un e´le´ment a` une
enveloppe sur laquelle il se situe, nous proposons des interactions simples. La premie`re
consiste a` cliquer sur un e´le´ment du graphe pour ne conserver dans l’image que les enve-
loppes auxquelles l’e´le´ment en question appartient. La seconde consiste a` se´lectionner une
seule enveloppe et occulter les autres. Ces interactions sont illustre´es dans la Figure 7.4.
Notre proce´dure comprend deux e´tapes majeures. Dans un premier temps un ordon-
nancement des sous-graphes est re´alise´ de manie`re a` assurer que deux enveloppes ne par-
tageront pas de frontie`res communes. Ceci a pour but de re´duire l’occlusion topologique.
Cet ordonnancement permet e´galement de de´terminer dans quel ordre les enveloppes sont
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Figure 7.3: Illustration des diffe´rents proble`mes d’occlusions avec deux ensembles
(rouge et bleu). Le sommet nomme´ a implique un chevauchement topologique (il
appartient aux deux sous-graphes). Le sommet nomme´ b cre´e de l’occlusion visuelle
car il chevauche l’enveloppe bleue sans appartenir au sous-graphe correspondant.
(a) (b) (c)
Figure 7.4: Illustration de techniques d’interactions simples pour re´soudre les ambi-
gu¨ıte´s visuelles. a) Image de base contenant toutes les enveloppes. Sur cet exemple,
il est dur de dire si “Montparnasse” appartient au groupe vert. b) Image obtenue en
cliquant sur“Montparnasse”, seules les enveloppes auxquelles il appartient demeurent.
Le sommet appartient bien a` l’ensemble vert. c) Image obtenue en cliquant sur l’en-
veloppe verte. Ce sous-graphe est dense.
affiche´es. Dans un second temps, les enveloppes sont calcule´es en utilisant un algorithme
de clipping de polygones. Cette e´tape peut eˆtre re´alise´e inde´pendamment pour chaque
sous-graphe. Ces deux e´tapes sont plus amplement de´taille´es ci-dessous.
7.2.1 Ordonnancement des sous-graphes
On suppose ici que l’on peut ge´ne´rer des enveloppes avec un e´cart minimum note´
∆i(u) entre la bordure de l’enveloppe correspondant au sous-graphe Gi et chaque e´le´ment
(sommet ou areˆte) de Gi. Nous utilisons un ordre sur les sous-graphes pour calculer ces
e´carts. La de´marche est expliquer dans cette section.
Pour chaque sommet ou areˆte du graphe note´ u, nous associons un e´cart a` chaque
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(a) Deux enveloppes concaves
ayant une bordure commune.
(b) Deux enveloppes concaves
mal ordonnance´es.
(c) Deux enveloppes concaves
bien ordonnance´es.
Figure 7.5: Illustration du proble`me d’ordonnancement lie´ a` l’utilisation d’enveloppes
concaves.
sous-graphe auquel u appartient. Cet ensemble sera note´ G(u) et la liste des e´carts cor-
respondant est note´e (∆1(u),∆2(u), . . . ,∆|G(u)|(u)). Les e´carts doivent eˆtre diffe´rents pour
chaque e´le´ment. Cette contrainte permet d’e´viter le cas ou` une enveloppe occulte une
autre. Ce proble`me est illustre´ dans la Figure 7.5(a), dans cet exemple il est en effet
difficile de de´terminer a` premie`re vue si l’areˆte (a, b) appartient a` l’ensemble bleu.
On conside`re comme donne´ en parame`tre un e´cart de base donne´ par l’utilisateur
note´ d. Cette quantite´ sera l’e´cart minimum entre deux enveloppes contenant au moins
un e´le´ment en commun. Cet e´cart va permettre de bien distinguer, pour chaque e´le´ment,
le nombre voire les diffe´rents sous-graphes auxquels l’e´le´ment appartient. Pour associer
un e´cart a` chaque enveloppe autour d’un e´le´ment u, nous utilisons un ordre sur les sous-
graphes G(u) = [G1, G2, . . .] et poser ∆i(u) = id. Remarquons que, dans ce cas, les enve-
loppes associe´es a` [G1, G2, . . .] doivent eˆtre affiche´es dans l’ordre inverse (les plus grands
avant les plus petits sous-graphes). En effet, si pour i < j, le sous-graphe Gi est un
sous-graphe de Gj , alors l’enveloppe de Gi sera entie`rement recouverte par l’enveloppe de
Gj .
Les choix faits ici ne concernent que les enveloppes associe´es a` un e´le´ment u. On peut
toutefois facilement remarquer que la relation d’ordre entre deux sous-graphes Gi et Gj
doit eˆtre la meˆme pour chaque e´le´ment de (Gi∩Gj). Notre proble`me revient donc a` choisir
un ordre des sous-graphes [G1, G2, . . . , Gl]. Pour chaque e´le´ment u, il suffit alors d’utiliser
comme ordre la sous-se´quence des sous-graphes auxquels l’e´le´ment appartient.
Tout ordre des sous-graphes est possible. Nous voulons toutefois refle´ter au maximum
l’inclusion entre les sous-graphes i.e. si Gi est un sous-graphe de Gj alors Gi devrait se
situer avant Gj dans [G1, G2, . . . , Gl]. Cela va permettre d’e´viter des situations telles que
celle illustre´e dans la Figure 7.5(b). Nous allons donc choisir d’ordonner les sous-graphes
par taille (en terme de nombre de sommets) de fac¸on croissante. Si ce choix permet de
bien re´pondre a` l’inclusion entre sous-graphes (voir Figure 7.5(c)), il n’est pas certain que
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(a) Le sous-graphe. (b) Les polygones repre´-
sentant chaque e´le´ment.
(c) Union ite´rative des
polygones.
(d) Ajout de l’enveloppe
en tant que couche gra-
phique.
Figure 7.6: Illustration de la proce´dure de clipping de polygones.
d’autres solutions ne soit pas plus adapte´es dans certains cas. Nous discutons le proble`me
d’optimisation correspondant dans la Section 7.4.
7.2.2 Construction des enveloppes
Comme indique´ pre´ce´demment, l’e´cartement des enveloppes par rapport aux e´le´ments
doit eˆtre module´ en fonction de la position du sous-graphe dans l’ordonnancement. La
proce´dure utilise´e pour ge´ne´rer des enveloppes concaves doit donc prendre en compte un
parame`tre d’espacement entre les “squelettes” du sous-graphe (qui correspond aux som-
mets et aux areˆtes) et les bordures externes. Certaines me´thodes permettent la ge´ne´ration
d’enveloppes concaves ayant recours a` l’extraction d’isocontours dans l’espace image [34].
Il n’est cependant pas directement possible de moduler la taille des enveloppes cre´e´es dans
ce cas.
La proce´dure nous permettant de cre´er des enveloppes concaves (avec ou sans trous) a`
partir d’un sous-graphe et d’un placement de ses e´le´ments se base au contraire sur l’espace
topologique. Une illustration du de´roulement pour un sous-graphe donne´ se trouve en
Figure 7.6. Notre solution se base sur le clipping de polygones. L’ide´e est la suivante :
chaque sommet ou areˆte d’un sous-graphe (voir Figure 7.6(a)) est visuellement repre´sente´
par un cercle ou un rectangle. On cre´e pour chaque sommet un deuxie`me cercle centre´ a` la
position du sommet et de meˆme rayon plus la largeur de´sire´e pour ce sous-graphe. On fait
de meˆme pour chaque areˆte. Les polygones cre´e´s englobent les e´le´ments du sous-graphe qui
leur sont associe´s (voir Figure 7.6(b)). L’union de ces polygones forme ainsi une enveloppe
concave (avec trous) entourant le motif (voir Figure 7.6(d)).
L’e´tape importante dans cette proce´dure est le calcul de l’union des diffe´rents poly-
gones. Nous utilisons pour cela la librairie Clipper imple´mentant l’algorithme de Vatti [142]
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re´pondant au proble`me de clipping de polygones. L’union des diffe´rents formes se fait de
manie`re ite´rative comme illustre´ dans la Figure 7.6(c). La fonction permettant l’union d’un
ensemble de polygones retourne a` son tour plusieurs polygones : un premier qui corres-
pond a` la bordure exte´rieure et plusieurs autres qui correspondent aux trous. L’utilisateur
pourra donc choisir d’afficher ou non les trous dans les enveloppes. Retirer les trous ame´-
liore la vue d’ensemble des diffe´rentes enveloppes et acce´le`re les temps de calcul, il faut
toutefois s’attendre a` ce que l’occlusion soit bien plus importante.
Notons, pour finir, que le couˆt algorithmique de notre me´thode est domine´ par le calcul
des enveloppes (qui peut eˆtre paralle´lise´ dans notre cas). En effet, l’ordonnancement des
sous-graphes revient a` effectuer un tri par rapport au nombre de sommets.
7.3 Applications
Nous illustrons ici notre proce´dure sur diffe´rents exemples. Remarquons premie`re-
ment que l’ordonnancement des sous-graphes en fonction de leur taille est particulie`rement
adapte´ si la de´composition du graphe se re´duit a` une partition hie´rarchique des sommets.
Dans ce cadre, un sous-graphe sera toujours place´ au dessus de ses anceˆtres dans l’image.
La plupart des visualisations de partitions hie´rarchiques de ce manuscrit ont e´te´ ge´ne´re´es
en utilisant cette proce´dure.
Re´seau de co-occurrence Les Mise´rables [78]. Nous montrons ici l’inte´reˆt de
notre me´thode pour visualiser les informations issues d’une de´composition du re´seau des
Mise´rables. Les 77 sommets du graphe correspondent aux personnages du roman de Victor
Hugo et une areˆte relie deux personnages si ils apparaissent ensemble dans au moins un
chapitre. Le graphe contient 254 areˆtes (co-occurrences entre personnages).
Nous allons e´tudier la de´composition obtenue en utilisant l’algorithme de Ahn et al. [3].
Cet algorithme fournit une partition des areˆtes du re´seau. Les areˆtes sont groupe´es en
fonction de la similarite´ entre le voisinage direct de leurs extre´mite´s. Ainsi les sous-graphes
de´tecte´s par l’algorithme ne sont pas uniquement des groupes de sommets fortement inter-
connecte´s. Nous allons diffe´rencier ici trois types de sous-graphes :
– Sous-graphe dense : Un sous-ensemble de sommets avec une forte proportion
d’areˆtes entre eux.
– Sous-graphe biparti : Ensemble d’areˆtes connectant deux sous-graphes denses.
– Sous-graphe arbre : Sous-graphe e´tant un arbre qui peut e´galement connecter des
sous-graphes denses.
Nous pouvons utiliser notre proce´dure pour visualiser ces diffe´rents motifs dans une
seule image. Pour cela, nous colorions les enveloppes en fonction du type de sous-graphe
que l’enveloppe repre´sente.
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(a) Vue globale
(b) Zoom sur une partie dense de l’image
Figure 7.7: Visualisation d’une de´composition chevauchante du re´seau Les Mise´-
rables [78] obtenue en utilisant l’algorithme de Ahn et al. [3]. Le positionnement des
sommets est obtenu en utilisant l’algorithme GEM (Frick) [58]. Un sommet est e´ti-
quete´ avec le nom du personnage correspondant. Les sous-graphes sont classe´s en trois
cate´gories : les denses (en bleu), les bipartis (en rouge) et les arbres (en rouge).
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Les re´sultats sont donne´es en Figure 7.7. La vue globale (voir Figure 7.7(a)) permet de voir
les diffe´rents groupes. Les enveloppes bleues ne chevauchent pas d’enveloppes du meˆme
type. Ainsi un personnage appartient donc au plus a` un groupe dense.
Le centre du dessin est plus difficile a` analyser. Celui-ci rassemble des sous-graphes
bipartis connectant des groupes denses. La Figure 7.7(b) est un zoom sur cette zone. Rap-
pelons que des sous-graphes ayant des sommets communs sont dessine´s avec des largeurs
diffe´rentes. On peut donc de´terminer pour chaque sommet les diffe´rents types de sous-
graphes auxquels le sommet appartient. Les personnages Valjean et Javert appartiennent
tous deux a` quatre sous-graphes bipartis. Ceci semble logique e´tant donne´ qu’ils jouent un
roˆle de me´diateurs dans le roman. Notons e´galement que Madame The´nardier appartient
aux meˆmes groupes que Monsieur The´nardier (son mari dans le roman).
7.4 Discussion et Perspectives
Nous avons pre´sente´ une nouvelle me´thode pour visualiser une de´composition d’un
graphe repre´sente´ par un diagramme nœuds-liens. La proce´dure ge´ne`re des enveloppes
concaves pour chaque motif sans modifier le positionnement des e´le´ments dans le dia-
gramme. Les enveloppes partageant des e´le´ments communs peuvent eˆtre distingue´es, en
effet elles vont disposer de largeurs diffe´rentes.
Pour de´terminer la largeur des enveloppes ainsi que l’ordre de rendu de celles-ci, les
sous-graphes sont classe´s par ordre de taille (en terme de nombre de sommets) croissant.
Ce choix n’est peut eˆtre pas le plus adapte´ dans tous les cas. Nous pourrions ainsi trier
les sous-graphes selon d’autres crite`res, par exemple la moyenne des distances entre les
sommets. De manie`re plus ge´ne´rale, il serait inte´ressant de de´terminer le meilleur ordre
en fonction d’une mesure objective. Cette mesure pourrait par exemple se baser sur l’aire
visible des enveloppes. Dans ce cadre, l’aire visible de l’enveloppe d’un sous-graphe Gi,
note´e A∗(Gi), est la surface qui n’est pas recouverte par les enveloppes des sous-graphes
[G1, G2, . . . , Gi−1].
Nous pensons qu’il serait opportun de maximiser l’entropie dans la distribution des
aires visibles (voir de´finition 7.1). Cette mesure peut eˆtre interpre´ter comme l’incertitude
quant a` l’enveloppe se trouvant en un point de l’image choisi ale´atoirement (voir de´finition
2.53). Cette mesure va donc fortement pe´naliser des ordres pour lesquels des enveloppes
sont totalement recouvertes.
De´finition 7.1 (Entropie de la distribution des aires visibles) Soit un ordre total
G = [G1, G2, . . . , Gl] sur les sous-graphes de G. Soit A(G) l’aire de l’union des enveloppes
(invariant par rapport a` l’ordre choisi). L’entropie dans la distribution des aires visibles,
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note´e H(G), est donne´e par la formule suivante.
H(G) = −
l∑
i=1
A∗(Gi)
A(G) log2
(
A∗(Gi)
A(G)
)
(1)
La recherche d’un algorithme re´pondant au proble`me de la maximisation de ce type
de mesure est (a` notre connaissance) un proble`me ouvert. Notons qu’un algorithme trivial
revient a` parcourir l’ensemble des ordonnancements possibles, c’est-a`-dire l! permutations,
ce qui aboutit a` un algorithme exponentiel.
La re´solution de ce type de proble`me devrait en outre tenir compte non seulement du
chevauchement topologique entre les diffe´rents sous-graphes mais e´galement du chevau-
chement visuel. Cet aspect n’est pas directement inte´gre´ a` notre me´thode.
Cependant, la question du meilleur ordonnancement de´pend des crite`res choisis. Pour
de´terminer si la mesure propose´e ici est pertinente il faudrait conduire plusieurs e´tudes-
utilisateur. Cela permettrait e´galement de comparer notre me´thode avec les autres visua-
lisations disponibles dans la litte´rature.
Dans la me´thode propose´e, l’e´cartement entre les e´le´ments du graphe et les enveloppes
de´pend d’un parame`tre fourni par l’utilisateur. Il serait toutefois possible de de´terminer
l’espace maximum disponible autour de chaque e´le´ment. Cet espace pourrait ensuite eˆtre
partage´ entre les diffe´rentes enveloppes. Cette approche a plusieurs avantages : diminuer
le nombre de parame`tres, optimiser l’utilisation de l’espace vide et e´viter de cre´er du
chevauchement entre les enveloppes entourant des e´le´ments proches.
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Conclusion et perspectives
Nous avons aborde´ dans cette the`se trois proble´matiques lie´es a` la de´composition de
re´seaux complexes mode´lise´s par des graphes : les mesures de partitionnement, les algo-
rithmes pour le partitionnement et la visualisation de graphes partitionne´s. La de´compo-
sition de graphes e´tant un domaine de recherche relativement re´cent, l’e´valuation de ces
de´compositions est essentielle car elle permet de concevoir et de tester des algorithmes.
Cette e´valuation peut se faire par le biais de mesures de qualite´ mais e´galement en four-
nissant des me´taphores visuelles permettant a` un utilisateur d’analyser les re´sultats.
Le chapitre 3 a e´te´ consacre´ aux mesures permettant d’e´valuer la qualite´ d’une partition
plate des sommets d’un graphe. Nous avons pre´sente´ diffe´rentes approches telles que la
modularite´, la qualite´ de compression et la mesure MQ se basant sur les densite´s locales
des groupes. Nous avons propose´ une extension de cette dernie`re mesure en introduisant
une ponde´ration sur chaque groupe et la notion de “graphe de re´fe´rences” qui permet de
de´finir un cas ide´al auquel les groupes devraient correspondre : typiquement des cliques
de´connecte´es du reste du graphe. Nous avons analyse´ cette mesure en la comparant a` la
modularite´ et montre´ qu’elle posse´dait de bonnes proprie´te´s.
Nous pensons toutefois qu’il n’existe pas de meilleure mesure de qualite´, c’est-a`-dire une
mesure adapte´e a` tous les cas d’e´tudes. Une mesure de qualite´ permet de formaliser des
crite`res informels sur le type de partition ou sur la forme des groupes qui sont recherche´s.
La mesure MQ ponde´re´e semble adapte´e au partitionnement des re´seaux de commuters
(voir section 5.4) car la pre´sence de sommets isole´s ne pe´nalise pas fortement la qualite´ de
la partition.
Dans le chapitre 4, nous avons pre´sente´ une ge´ne´ralisation des mesures de qualite´ ad-
ditives aux partitions hie´rarchiques. Nous associons a` un arbre de partition un polynoˆme a`
une variable qui permet de favoriser les partitions plus ou moins profondes. Il est cependant
possible d’utiliser l’inte´grale de ce polynoˆme si il n’y a pas de pre´fe´rence sur la profondeur
de la hie´rarchie recherche´e. Nous avons valide´ analytiquement et empiriquement cette nou-
velle approche en e´tudiant le comportement de la mesure MQ multi-niveaux sur diffe´rents
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exemples. Des exemples simples ont permis de constater que, pour obtenir la meilleure
partition hie´rarchique, il faut dans certains cas se baser sur des partitions plates a priori
sous-optimales.
Disposer d’une mesure de qualite´ pour les partitions hie´rarchiques permet de comparer
diffe´rentes hie´rarchies mais e´galement de concevoir des proce´dures pour extraire ces struc-
tures. Ce fut l’objet du chapitre 5. Nous avons introduit une proce´dure de post-traitement
permettant d’ame´liorer la qualite´ d’une partition hie´rarchique en supprimant ite´rativement
des regroupements internes. Cette heuristique a une complexite´ polynomiale de´pendant
de la taille de l’arbre de partition (en termes de nombres de nœuds et de profondeur). En
utilisant le benchmark LFR hie´rarchique, nous avons constate´ que cette proce´dure per-
mettait effectivement de rapprocher la hie´rarchie produite indirectement par l’algorithme
Louvain [23] de la vraie hie´rarchie. L’utilisation de cette mesure est une bonne alternative
a` l’application re´cursive de cet algorithme. Nous avons e´galement discute´ la construction
de partitions hie´rarchiques sur un cas d’e´tude concret a` savoir un re´seau de commuters
franc¸ais.
Dans le chapitre 6, nous nous sommes inte´resse´s au proble`me de dessin de graphes
mode´lisant des re´seaux posse´dant une structure de communaute´. Dans ce cadre, nous
avons propose´ une ge´ne´ralisation de crite`res esthe´tiques connus. Ces mesures ont permis
de comparer la qualite´ des dessins produits par diffe´rents algorithmes base´s sur des mode`les
de forces. On a constate´ que la prise en compte de la structure de communaute´ dans les
algorithmes ame´liorait globalement la qualite´ des dessins au de´triment d’autres crite`res
qui peuvent eˆtre conside´re´ comme moins importants d’apre`s des e´valuations utilisateurs
(comme le nombre de croisements au sein des groupes).
Dans le chapitre 7, nous avons pre´sente´ une me´thode pour ge´ne´rer des enveloppes
concaves afin de repre´senter explicitement une de´composition d’un graphe dans un dia-
gramme nœuds-liens. Cet algorithme tire parti de la topologie du graphe pour cre´er des
enveloppes en utilisant un algorithme de clipping de polygones. Une heuristique d’ordon-
nancement de ces enveloppes permet de re´duire les proble`mes d’occlusion lie´s a` l’apparte-
nance de certains e´le´ments a` diffe´rents fragments. Elle est particulie`rement adapte´e dans
le cas ou` la de´composition est une partition hie´rarchique.
8.1 Perspectives
Nous de´taillons ici plusieurs perspectives ou travaux en cours se basant sur le contenu
de cette the`se. Ces perspectives ne couvrent pas toutes celles e´voque´es en conclusion de
chapitre.
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8.1.1 Distances entre partitions hie´rarchiques
Une fonction de distance entre partitions (voir de´finition 2.6) est un outil important :
elle permet de comparer les partitions extraites automatiquement par des algorithmes a`
une ve´rite´ terrain, de de´terminer un consensus entre diffe´rentes partitions [65] ou de com-
prendre le comportement d’une mesure de qualite´ (comme nous l’avons fait dans la section
3.3.3). On peut formuler les meˆmes proble`mes dans le cadre de partitions hie´rarchiques,
il serait donc inte´ressant de disposer d’une distance pour ces objets. Cette perspective a
e´te´ brie`vement e´voque´e dans la section 5.5. Notons cependant que ce proble`me de´passe le
partitionnement de graphe. La litte´rature est, a` notre connaissance, pauvre a` ce sujet et,
dans beaucoup de cas, la comparaison de partitions hie´rarchiques se fait en comparant les
niveaux deux a` deux.
Une partition hie´rarchique peut eˆtre repre´sente´e comme un arbre de partition ; c’est
d’ailleurs cette mode´lisation qui est utilise´e dans cette the`se. Dans ce cadre, les me´thodes
de re´e´criture d’arbres [21], issues de la combinatoire, pourraient eˆtre employe´es. Toutefois,
dans le cas de partitions hie´rarchiques, les arbres sont non-ordonne´s et les e´tiquettes des
nœuds de´pendent des e´tiquettes de leur descendants. Nous pourrions e´galement relier ce
proble`me a` l’e´valuation de distances entre des arbres phyloge´ne´tiques [123]. Les arbres
phyloge´ne´tiques permettent de mode´liser la proximite´ entre diffe´rentes espe`ces du vivant.
Cependant, ces arbres sont ge´ne´ralement binaires et ne sont pas toujours enracine´s.
Les partitions plates sont un cas particulier de partitions hie´rarchiques, nous pensons
qu’il est naturel qu’une distance sur les partitions hie´rarchiques ge´ne´ralise une distance sur
les partitions plates. Nous travaillons actuellement sur l’adaptation de la distance par sup-
pression (voir de´finition 2.7). L’avantage de cette mesure est qu’elle a une interpre´tation
claire, c’est le nombre minimum d’e´changes devant eˆtre re´alise´s entre les groupes pour ob-
tenir deux partitions identiques. Ce concept pourrait, par exemple, eˆtre e´tendu a` l’e´change
d’e´le´ments entre groupes partageant le meˆme anceˆtre commun dans une hie´rarchie.
8.1.2 Applications a` la fragmentation de graphes
Les travaux pre´sente´s ici, en particulier la ge´ne´ralisation des mesures de qualite´ aux
partitions hie´rarchiques, peuvent servir de base pour de´velopper des me´thodes de de´com-
positions diffe´rentes du partitionnement. Nous avons e´voque´ la possibilite´ d’utiliser des
fragmentations pour capturer la structure de communaute´s de re´seaux complexes puis-
qu’elles permettent de mode´liser les chevauchements entre communaute´s. Ce sujet a fait
l’objet de nombreux travaux e´voque´s en introduction de ce document. Bien que les frag-
mentations incluent les partitions hie´rarchiques en cas particulier, des inclusions entre les
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fragments peuvent eˆtre re´alise´es en agre´geant certains fragments (cette me´thode est uti-
lise´e dans l’algorithme OSLOM [89]) ou en appliquant re´cursivement un algorithme de
fragmentation. De telles structures peuvent a priori eˆtre e´value´es en utilisant des mesures
multi-niveaux telles que celles propose´es dans le chapitre 4. Il faudrait pour cela utiliser
des mesures de qualite´ de fragmentations, des ge´ne´ralisations de certaines mesures usuelles
ont par exemple e´te´ propose´es dans [24].
8.1.3 Dessins multi-niveaux de graphes
Un domaine d’application important des partitions hie´rarchiques est le dessin multi-
niveaux de graphes. En effet, les algorithmes de dessins, tels que ceux par mode`le de
forces [58, 103], ont des temps d’exe´cution relativement longs. Or un partitionnement
hie´rarchique permet de mettre en place des strate´gies du type “diviser pour re´gner” :
dessiner inde´pendamment les groupes de la hie´rarchie en se basant sur les dessins faits de
leurs descendants. Ce type d’approche est utilise´e dans [69] ou [145] pour ame´liorer les
performances et la qualite´ des algorithmes par mode`le de forces. Dans [12], les auteurs
proposent d’utiliser des algorithmes de dessins diffe´rents selon le type du sous-graphe
induit par chaque groupe.
Comme nous l’avons montre´ vu dans le chapitre 6, l’algorithme FM3 se base sur une
de´composition hie´rarchique mais ne permet pas de repre´senter efficacement la structure
de communaute´ du re´seau, cela est peut-eˆtre duˆ a` la fac¸on dont cette de´composition est
construite. Ce sont toutefois certaines proprie´te´s de cette hie´rarchie (comme par exemple
le nombre maximum de sommets dans un groupe) qui permettent la re´duction de com-
plexite´ obtenue avec cet algorithme. Une perspective inte´ressante est donc de concevoir des
me´thodes pour calculer des partitions hie´rarchiques qui respectent ce type de proprie´te´s
tout en capturant au mieux la structure de communaute´ du graphe.
126
Chapitre 8
Bibliographie
[1] E. H. L. Aarts and v. Laarhoven. Statistical cooling : A general approach to combi-
natorial optimization problems. Philips J. Res., 40(4) :193–226., 1985.
[2] James Abello, Frank van Ham, and Neeraj Krishnan. Ask-graphview : A large scale
graph visualization system. IEEE Transactions on Visualization and Computer
Graphics, 12(5) :669–676, 2006.
[3] Y.Y. Ahn, J.P. Bagrow, and S. Lehmann. Link communities reveal multiscale com-
plexity in networks. Nature, 466(7307) :761–764, 2010.
[4] H. Akima. A method of bivariate interpolation and smooth surface fitting for ir-
regularly distributed data points. ACM Transactions on Mathematical Software
(TOMS), 4(2) :148–159, 1978.
[5] R. Albert and A.L. Baraba´si. Statistical mechanics of complex networks. Reviews
of modern physics, 74(1) :47–97, 2002.
[6] Rodrigo Aldecoa and Ignacio Mar´ın. Deciphering network community structure by
surprise. PloS one, 6(9) :e24195, 2011.
[7] Anthony Almudevar and Chris Field. Estimation of single-generation sibling rela-
tionships based on dna markers. Journal of Agricultural, Biological, and Environ-
mental Statistics, pages 136–165, 1999.
[8] B. Alper, N. Riche, G. Ramos, and M. Czerwinski. Design study of linesets, a novel
set visualization technique. Visualization and Computer Graphics, IEEE Transac-
tions on, 17(12) :2259–2267, 2011.
[9] J. Ignacio Alvarez-Hamelin, Luca Dall’Asta, Alain Barrat, and Alessandro Vespi-
gnani. K-core decomposition of internet graphs : hierarchies, self-similarity and
measurement biases. Networks and Heterogeneous Media, 3(2) :371–293, 2008.
[10] SJ Amster. Beyond anova, basics of applied statistics. Technometrics, 29(3) :387–
387, 1987.
127
Bibliographie
[11] Konstantin Andreev and Harald Racke. Balanced graph partitioning. Theory of
Computing Systems, 39(6) :929–939, 2006.
[12] Daniel Archambault, Tamara Munzner, and David Auber. Topolayout : Multilevel
graph layout by topological features. Visualization and Computer Graphics, IEEE
Transactions on, 13(2) :305–317, 2007.
[13] Alex Arenas, Alberto Fernandez, and Sergio Gomez. Analysis of the struc-
ture of complex networks at different resolution levels. New Journal of Physics,
10(5) :053039, 2008.
[14] D. Auber, Y. Chiricota, G. Melancon, and F. Jourdan. Multiscale navigation of
small world networks. In IEEE Symposium on Information Visualisation, pages
75–81, Seattle, GA, USA, 2003. IEEE Computer Science Press.
[15] David Auber, Daniel Archambault, Romain Bourqui, Antoine Lambert, Morgan Ma-
thiaut, Patrick Mary, Maylis Delest, Jonathan Dubois, and Guy Melanc¸on. The Tulip
3 Framework : A Scalable Software Library for Information Visualization Applica-
tions Based on Relational Data. Rapport de recherche RR-7860, INRIA, January
2012.
[16] A.L. Baraba´si and R. Albert. Emergence of scaling in random networks. Science,
286(5439) :509, 1999.
[17] Marc Barthe´lemy. Spatial networks. Physics Reports, 499(1) :1–101, 2011.
[18] Michael Batty. Hierarchy in cities and city systems. In D. Pumain, editor, Hierarchy
in natural and social sciences, volume 3 of Methodos series, pages 143–168. Springer,
2006.
[19] R. Bauer, M. Krug, and D. Wagner. Enumerating and generating labeled k-
degenerate graphs. In 7th Workshop on Analytic Algorithmics and Combinatorics
(ANALCO), pages 90–98, 2010.
[20] C. Biemann. Chinese whispers : an efficient graph clustering algorithm and its
application to natural language processing problems. In Proceedings of the First
Workshop on Graph Based Methods for Natural Language Processing, pages 73–80.
Association for Computational Linguistics, 2006.
[21] P. Bille. A survey on tree edit distance and related problems. Theoretical computer
science, 337(1-3) :217–239, 2005.
[22] J. Blitzstein and P. Diaconis. A sequential importance sampling algorithm for ge-
nerating random graphs with perscribed degrees. Journal of Internet Mathematics,
6(4) :489–522, 2010.
128
[23] Vincent D Blondel, Jean-Loup Guillaume, Renaud Lambiotte, and Etienne Lefebvre.
Fast unfolding of communities in large networks. Journal of Statistical Mechanics :
Theory and Experiment, 2008(10) :P10008, 2008.
[24] Romain Bourqui. De´composition et Visualisation de graphes : Applications aux Don-
ne´es Biologiques. These, Universite´ Sciences et Technologies - Bordeaux I, October
2008.
[25] F. Boutin and M. Hascoe¨t. Cluster Validity Indices for Graph Partitioning. In
IV’04 : 8th IEEE International Conference on Information Visualization, pages
376–381, London (UK), 2004. IEEE.
[26] Ulrik Brandes. A faster algorithm for betweenness centrality. Journal of Mathema-
tical Sociology, 25(2) :163–177, 2001.
[27] Ulrik Brandes, Daniel Delling, Marco Gaertler, Robert Gorke, Martin Hoefer, Zoran
Nikoloski, and Dorothea Wagner. On modularity clustering. Knowledge and Data
Engineering, IEEE Transactions on, 20(2) :172–188, 2008.
[28] Rainer Burkard, Mauro Dell’Amico, and Silvano Martello. Assignment problems.
Cambridge University Press, 2012.
[29] Chandra S Chekuri, Andrew V Goldberg, David R Karger, Matthew S Levine, and
Cliff Stein. Experimental study of minimum cut algorithms. In Proceedings of
the eighth annual ACM-SIAM symposium on Discrete algorithms, pages 324–333.
Society for Industrial and Applied Mathematics, 1997.
[30] Markus Chimani, Carsten Gutwenger, Michael Ju¨nger, Karsten Klein, Petra Mutzel,
and Michael Schulz. The open graph drawing framework. In 15th International
Symposium on Graph Drawing, pages 23–26, 2007.
[31] A. Clauset, C. Moore, and M.E.J. Newman. Structural inference of hierarchies in
networks. In Proceedings of the 2006 conference on Statistical network analysis,
pages 1–13. Springer-Verlag, 2006.
[32] A. Clauset, C. Moore, and M.E.J. Newman. Hierarchical structure and the prediction
of missing links in networks. Nature, 453(7191) :98–101, 2008.
[33] A. Clauset, M.E.J. Newman, and C. Moore. Finding community structure in very
large networks. Physical Review E, 70(6) :66111, 2004.
[34] C. Collins, G. Penn, and S. Carpendale. Bubble sets : Revealing set relations with iso-
contours over existing visualizations. Visualization and Computer Graphics, IEEE
Transactions on, 15(6) :1009–1016, 2009.
129
Bibliographie
[35] Stephen A Cook. The complexity of theorem-proving procedures. In Proceedings of
the third annual ACM symposium on Theory of computing, pages 151–158. ACM,
1971.
[36] Michele Coscia, Giulio Rossetti, Fosca Giannotti, and Dino Pedreschi. Demon : a
local-first discovery method for overlapping communities. In Proceedings of the 18th
ACM SIGKDD international conference on Knowledge discovery and data mining,
pages 615–623. ACM, 2012.
[37] Michael AA Cox and Trevor F Cox. Multidimensional scaling. In Handbook of data
visualization, pages 315–347. Springer, 2008.
[38] J.J. Daudin, F. Picard, and S. Robin. A mixture model for random graphs. Statistics
and computing, 18(2) :173–183, 2008.
[39] R. Davidson and D. Harel. Drawing graphs nicely using simulated annealing. ACM
Transactions on Graphics (TOG), 15(4) :301–331, 1996.
[40] Javier De Las Rivas and Celia Fontanillo. Protein–protein interactions essentials :
key concepts to building and analyzing interactome networks. PLoS computational
biology, 6(6) :e1000807, 2010.
[41] A. De Montis, S. Caschili, and A. Chessa. Commuter networks and community de-
tection : a method for planning sub regional areas. Arxiv preprint arXiv :1103.2467,
2011.
[42] Maylis Delest and Jean-Marc Fe´dou. Attribute grammars are useful for combinato-
rics. Theoretical Computer Science, 98(1) :65–76, 1992.
[43] Luca Donetti and Miguel A Munoz. Detecting network communities : a new syste-
matic and efficient algorithm. Journal of Statistical Mechanics : Theory and Expe-
riment, 2004(10) :P10012, 2004.
[44] Selan Dos Santos and Ken Brodlie. Gaining understanding of multivariate and
multidimensional data through visualization. Computers & Graphics, 28(3) :311–
325, 2004.
[45] Tim Dwyer, Kim Marriott, Falk Schreiber, Peter Stuckey, Michael Woodward, and
Michael Wybrow. Exploration of networks using overview+detail with constraint-
based cooperative layout. IEEE Transactions on Visualization and Computer Gra-
phics, 14 :1293–1300, November 2008.
[46] Peter Eades and Qing-Wen Feng. Multilevel visualization of clustered graphs. In
Graph Drawing, pages 101–112, 1996.
130
[47] Peter Eades and Mao Lin Huang. Navigating clustered graphs using force-directed
methods. J. Graph Algorithms Appl., 4(3) :157–181, 2000.
[48] P. Erdo˝s and A. Re´nyi. On random graphs i. Publ. Math. Debrecen, 6 :290–297,
1959.
[49] Leonhard Euler. Solutio problematis ad geometriam situs pertinentis. Commentarii
academiae scientiarum Petropolitanae, 8 :128–140, 1741.
[50] K. Fischer, B. Ga¨rtner, and M. Kutz. Fast smallest-enclosing-ball computation in
high dimensions. Algorithms-ESA 2003, pages 630–641, 2003.
[51] P. Flajolet and R. Sedgewick. Analytic combinatorics. Cambridge Univ Pr, 2009.
[52] Merrill M Flood. The traveling-salesman problem. Operations Research, 4(1) :61–75,
1956.
[53] M. Formann, T. Hagerup, J. Haralambides, M. Kaufmann, FT Leighton, A. Symvo-
nis, E. Welzl, and G. Woeginger. Drawing graphs in the plane with high resolution.
SIAM J COMPUT., 22(5) :1035–1052, 1993.
[54] S. Fortunato. Community detection in graphs. Physics Reports, 486(3-5) :75–174,
2010.
[55] Santo Fortunato and Marc Barthelemy. Resolution limit in community detection.
Proceedings of the National Academy of Sciences, 104(1) :36–41, 2007.
[56] Santo Fortunato, Vito Latora, and Massimo Marchiori. Method to find community
structures based on information centrality. Physical review E, 70(5) :056104, 2004.
[57] Linton C Freeman. A set of measures of centrality based on betweenness. Sociometry,
pages 35–41, 1977.
[58] A. Frick, A. Ludwig, and H. Mehldau. A fast adaptive layout algorithm for undi-
rected graphs (extended abstract and system demonstration). In Graph Drawing,
pages 388–403. Springer, 1995.
[59] John Gantz and David Reinsel. Extracting value from chaos. IDC iView, pages
1–12, 2011.
[60] F. Gargiulo, M. Lenormand, S. Huet, and O.B. Espinosa. A commuting network
model : going to the bulk. Arxiv preprint arXiv :1102.5647, 2011.
[61] B. Gaume, F. Venant, and B. Victorri. Hierarchy in lexical organization of natural
language,. In D. Pumain, editor, Hierarchy in natural and social sciences, volume 3
of Methodos series, pages 121–142. Springer, 2006.
131
Bibliographie
[62] Mohammad Ghoniem, Jean-Daniel Fekete, and Philippe Castagliola. On the rea-
dability of graphs using node-link and matrix-based representations : a controlled
experiment and statistical analysis. Information Visualization, 4(2) :114–135, 2005.
[63] M. Girvan and M.E.J. Newman. Community structure in social and biological net-
works. Proceedings of the National Academy of Sciences, 99(12) :7821, 2002.
[64] Michelle Girvan and M. E. J. Newman. Community structure in social and biological
networks. Proceedings of the National Academy Science USA, 99 :7821–7826, 2002.
[65] Andrey Goder and Vladimir Filkov. Consensus clustering algorithms : Comparison
and refinement. In ALENEX, volume 8, pages 109–117, 2008.
[66] B.H. Good, Y.A. De Montjoye, and A. Clauset. Performance of modularity maxi-
mization in practical contexts. Physical Review E, 81(4) :46106, 2010.
[67] Roger Guimera, Marta Sales-Pardo, and Lu´ıs A Nunes Amaral. Modularity
from fluctuations in random graphs and complex networks. Physical Review E,
70(2) :025101, 2004.
[68] D. Gusfield. Partition-distance : A problem and class of perfect graphs arising in
clustering. Information Processing Letters, 82(3) :159–164, 2002.
[69] Stefan Hachul and Michael Ju¨nger. Drawing large graphs with a potential-field-based
multilevel algorithm. In Graph Drawing, pages 285–295. Springer, 2005.
[70] L. Hamers, Y. Hemeryck, G. Herweyers, M. Janssen, H. Keters, R. Rousseau, and
A. Vanhoutte. Similarity measures in scientometric research : the jaccard index
versus salton’s cosine formula. Information Processing & Management, 25(3) :315–
318, 1989.
[71] Jing-Dong J Han, Nicolas Bertin, Tong Hao, Debra S Goldberg, Gabriel F Berriz,
Lan V Zhang, Denis Dupuy, Albertha JM Walhout, Michael E Cusick, Frederick P
Roth, et al. Evidence for dynamically organized modularity in the yeast protein–
protein interaction network. Nature, 430(6995) :88–93, 2004.
[72] J. Heer and D. Boyd. Vizster : visualizing online social networks. In Information
Visualization, 2005. INFOVIS 2005. IEEE Symposium on, pages 32 –39, oct. 2005.
[73] P Jaccard. Bulletin de la socie´te´ vaudoise des sciences naturelles. Distribution de la
flore alpine dans le bassin des Dranses et dans quelques re´gions voisines, 37 :241–
272, 1901.
[74] David R Karger. Global min-cuts in rnc, and other ramifications of a simple min-out
algorithm. In Proceedings of the fourth annual ACM-SIAM Symposium on Discrete
algorithms, pages 21–30. Society for Industrial and Applied Mathematics, 1993.
132
[75] B. Karrer, E. Levina, and M.E.J. Newman. Robustness of community structure in
networks. Physical Review E, 77(4) :46119, 2008.
[76] George Karypis and Vipin Kumar. A fast and high quality multilevel scheme for
partitioning irregular graphs. SIAM Journal on scientific Computing, 20(1) :359–
392, 1998.
[77] Jacob Katriel. On a generalized recurrence for bell numbers. Journal of Integer
Sequences, 11(2) :3, 2008.
[78] Donald E. Knuth. The Stanford GraphBase : a platform for combinatorial compu-
ting. ACM, New York, NY, USA, 1993.
[79] Corey Kosak, Joe Marks, and Stuart M. Shieber. A parallel genetic algorithm for
network-diagram layout. In Richard K. Belew and Lashon B. Booker, editors, ICGA,
pages 458–465. Morgan Kaufmann, 1991.
[80] Alexander Kraskov, Harald Sto¨gbauer, Ralph G Andrzejak, and Peter Grassber-
ger. Hierarchical clustering using mutual information. EPL (Europhysics Letters),
70(2) :278–284, 2005.
[81] Marek Kubale. Graph colorings, volume 352. Amer Mathematical Society, 2004.
[82] Harold W Kuhn. The hungarian method for the assignment problem. Naval research
logistics quarterly, 2(1-2) :83–97, 1955.
[83] Pascale Kuntz, Dominique Snyers, and Paul J. Layzell. A stochastic heuristic for vi-
sualising graph clusters in a bi-dimensional space prior to partitioning. J. Heuristics,
5(3) :327–351, 1999.
[84] Antoine Lambert, Romain Bourqui, and David Auber. Winding Roads : Routing
edges into bundles. Computer Graphics Forum, 29(3) :853–862, 06 2010.
[85] Antoine Lambert, Franc¸ois Queyroi, and Romain Bourqui. Visualizing patterns
in Node-link Diagrams. In Proceedings of the 16th International Conference on
Information Visualisation (IV’12), pages 48–53, Montpellier, France, 2012.
[86] A. Lancichinetti. Community detection algorithms : a comparative analysis. Physical
Review E, 80(5) :056117, 2009.
[87] A. Lancichinetti and S. Fortunato. Limits of modularity maximization in community
detection. Arxiv preprint arXiv :1107.1155, 2011.
[88] A. Lancichinetti and F. Radicchi. Benchmark graphs for testing community detec-
tion algorithms. Physical Review E, 78(4) :046110, 2008.
133
Bibliographie
[89] A. Lancichinetti, F. Radicchi, J.J. Ramasco, and S. Fortunato. Finding statistically
significant communities in networks. PloS one, 6(4) :e18961, 2011.
[90] Thibault Laurent, Nathalie Villa-Vialaneix, et al. Using spatial indexes for labeled
network analysis. Information-Interaction-Intelligence, 11(1), 2011.
[91] John Aldo Lee, Amaury Lendasse, and Michel Verleysen. Curvilinear distance ana-
lysis versus isomap. In Proceedings of ESANN, pages 185–192, 2002.
[92] Ian XY Leung, Pan Hui, Pietro Lio`, and Jon Crowcroft. Towards real-time commu-
nity detection in large networks. Physical Review E, 79(6) :066107, 2009.
[93] Spiros Mancoridis, Brian S Mitchell, Chris Rorres, Y Chen, and Emden R Gansner.
Using automatic clustering to produce high-level system organizations of source
code. In Program Comprehension, 1998. IWPC’98. Proceedings., 6th International
Workshop on, pages 45–52. IEEE, 1998.
[94] Christopher D Manning, Prabhakar Raghavan, and Hinrich Schu¨tze. Introduction
to information retrieval, volume 1. Cambridge University Press Cambridge, 2008.
[95] C. McGrath, J. Blythe, and D. Krackhardt. Seeing groups in graph layouts. Connec-
tions, 19(2) :22–29, 1996.
[96] Ruth M Mickey, Olive Jean Dunn, and Virginia Clark. Applied statistics : analysis
of variance and regression. Wiley-Interscience, 2004.
[97] Marni Mishna. Attribute grammars and automatic complexity analysis. Advances
in Applied Mathematics, 30(1-2) :189–207, 2003.
[98] Michael Molloy and Bruce Reed. A critical point for random graphs with a given
degree sequence. Random Structures & Algorithms, 6(2-3) :161–180, 1995.
[99] M. E. J. Newman. Fast algorithm for detecting community structure in networks.
Physics Reviews E, 69 :066133, 2004.
[100] M. E. J. Newman. Modularity and community structure in networks. Proceedings
of the National Academy of Sciences, USA, 103 :8577–8582, 2006.
[101] M. E. J. Newman and M. Girvan. Finding and evaluating community structure in
networks. Physics Reviews E, 69(026113), 2004.
[102] A. Noack. Modularity clustering is force-directed layout. Physical Review E,
79(2) :026102, 2009.
[103] Andreas Noack. An energy model for visual graph clustering. In Proceedings of the
11th International Symposium on Graph Drawing, pages 425–436. Springer, 2004.
134
[104] G. Palla, I. Dere´nyi, I. Farkas, and T. Vicsek. Uncovering the overlapping community
structure of complex networks in nature and society. Nature, 435(7043) :814–818,
2005.
[105] Symeon Papadopoulos, Yiannis Kompatsiaris, Athena Vakali, and Ploutarchos Spy-
ridonos. Community detection in social media. Data Mining and Knowledge Disco-
very, 24(3) :515–554, 2012.
[106] R. Patuelli, A. Reggiani, S.P. Gorman, P. Nijkamp, and F.J. Bade. Network analysis
of commuting flows : A comparative static approach to german data. Networks and
Spatial Economics, 7(4) :315–331, 2007.
[107] Richard Perline. Strong, weak and false inverse power laws. Statistical Science,
pages 68–88, 2005.
[108] G. Pflieger and C. Rozenblat. Discovery and evaluation of graph-based hierarchical
conceptual clusters. Urban Studies (Special Issue : Urban Networks and Network
Theory), 47(13) :2723–2735, 2010.
[109] Pascal Pons. De´tection de communaute´s dans les grands graphes de terrain. PhD
thesis, PhD thesis, Univ. Paris 7, 2007.
[110] Pascal Pons and Matthieu Latapy. Post-processing hierarchical community struc-
tures : Quality improvements and multi-scale view. Theoretical Computer Science,
412(8-10) :892 – 900, 2011.
[111] Daniel Cosmin Porumbel, Jin Kao Hao, and Pascale Kuntz. An efficient algorithm
for computing the distance between close partitions. Discrete Applied Mathematics,
159(1) :53–59, 2011.
[112] Denise Pumain. Hierarchy in Natural and Social Sciences, volume 3 of Methodos
Series. Springer, 2006.
[113] H Purchase. Which aesthetic has the greatest effect on human understanding ?
Lecture notes in computer science, pages 248–261, 1997.
[114] H.C. Purchase. Metrics for graph drawing aesthetics. Journal of Visual Languages
& Computing, 13(5) :501–516, 2002.
[115] Franc¸ois Queyroi. Optimizing a hierarchical community structure of a complex
network. Advances In Knowledge Discovery and Management, 4, 2012. a` paraˆıtre.
[116] Franc¸ois Queyroi, Maylis Delest, Jean-Marc Fe´dou, and Guy Melanc¸on. Assessing
the quality of multilevel graph clustering. Data Mining and Knowledge Discovery,
2011. a` paraˆıtre.
135
Bibliographie
[117] Filippo Radicchi, Claudio Castellano, Federico Cecconi, Vittorio Loreto, and Dome-
nico Parisi. Defining and identifying communities in networks. Proceedings of the
National Academy of Sciences of the United States of America, 101(9) :2658–2663,
2004.
[118] Usha Nandini Raghavan, Re´ka Albert, and Soundar Kumara. Near linear time
algorithm to detect community structures in large-scale networks. Physical Review
E, 76(3) :036106, 2007.
[119] Jo¨rg Reichardt and Stefan Bornholdt. Statistical mechanics of community detection.
Physical Review E, 74(1) :016110, 2006.
[120] Nathalie Henry Riche and Tim Dwyer. Untangling euler diagrams. IEEE Transac-
tions on Visualization and Computer Graphics, 16(6) :1090–1099, November 2010.
[121] Christian P. Robert and George Casella. Monte Carlo Statistical Methods (Springer
Texts in Statistics). Springer-Verlag New York, Inc., Secaucus, NJ, USA, 2005.
[122] G.O. Roberts and J.S. Rosenthal. Markov-chain monte carlo : some practical impli-
cations of theoretical results. Canadian Journal of Statistics, 26(1) :5–20, 1998.
[123] DF Robinson and Leslie R Foulds. Comparison of phylogenetic trees. Mathematical
Biosciences, 53(1) :131–147, 1981.
[124] M. Rosvall and C.T. Bergstrom. Multilevel compression of random walks on net-
works reveals hierarchical organization in large integrated systems. PloS one,
6(4) :e18209, 2011.
[125] Martin Rosvall, Daniel Axelsson, and Carl T Bergstrom. The map equation. The
European Physical Journal-Special Topics, 178(1) :13–23, 2009.
[126] Martin Rosvall and Carl T Bergstrom. Maps of random walks on complex net-
works reveal community structure. Proceedings of the National Academy of Sciences,
105(4) :1118–1123, 2008.
[127] J. Rouwendal and P. Nijkamp. Living in two worlds : A review of home-to-work
decisions. Growth and Change, 35(3) :287–303, 2004.
[128] Loic Royer, Matthias Reimann, Bill Andreopoulos, and Michael Schroeder. Unra-
veling protein networks with power graph analysis. PLoS computational biology,
4(7) :e1000108, 2008.
[129] Franklin E Satterthwaite. An approximate distribution of estimates of variance
components. Biometrics bulletin, 2(6) :110–114, 1946.
136
[130] Venu Satuluri and Srinivasan Parthasarathy. Scalable graph clustering using sto-
chastic flows : applications to community discovery. In Proceedings of the 15th ACM
SIGKDD international conference on Knowledge discovery and data mining, pages
737–746. ACM, 2009.
[131] Satu Elisa Schaeffer. Graph clustering. Computer Science Review, 1 :27–64, 2007.
[132] John Scott. Social network analysis. SAGE Publications Limited, 2012.
[133] Claude Elwood Shannon, Warren Weaver, Richard E Blahut, and Bruce Hajek. The
mathematical theory of communication, volume 117. University of Illinois press
Urbana, 1949.
[134] Robin Sibson. Slink : an optimally efficient algorithm for the single-link cluster
method. The Computer Journal, 16(1) :30–34, 1973.
[135] H.A. Simon. The architecture of complexity. Proceedings of the American Philoso-
phical Society, 106(6) :467–482, 1962.
[136] P. Simonetto, D. Auber, and D. Archambault. Fully automatic visualisation of
overlapping sets. In Computer Graphics Forum, volume 28, pages 967–974. Wiley
Online Library, 2009.
[137] J.J. Sylvester. A question in the geometry of situation. Quarterly Journal of Pure
and Applied Mathematics, 1, 1857.
[138] J.J. Thomas and K.A. Cook. Illuminating the path : The research and development
agenda for visual analytics. IEEE Computer Society, 2005.
[139] Paul Tura´n. A note of welcome. J. Graph Theory, 1(1) :7–9, 1977.
[140] Stijn van Dongen. Graph Clustering by Flow Simulation. PhD thesis, University of
Utrecht, 2000.
[141] F. van Ham and B. Rogowitz. Perceptual organization in user-generated graph
layouts. Visualization and Computer Graphics, IEEE Transactions on, 14(6) :1333–
1339, 2008.
[142] Bala R. Vatti. A generic solution to polygon clipping. Communications of the ACM,
35 :56–63, July 1992.
[143] Allesandro Vespignani. Evolution thinks modular. Nature, 35(2) :118–119, 2003.
[144] Ken Wakita and Toshiyuki Tsurumi. Finding community structure in mega-scale
social networks :[extended abstract]. In Proceedings of the 16th international confe-
rence on World Wide Web, pages 1275–1276. ACM, 2007.
137
[145] Chris Walshaw. A multilevel algorithm for force-directed graph drawing. In Graph
Drawing, pages 171–182. Springer, 2001.
[146] Joe H Ward Jr. Hierarchical grouping to optimize an objective function. Journal of
the American statistical association, 58(301) :236–244, 1963.
[147] C. Ware, H. Purchase, L. Colpoys, and M. McGill. Cognitive measurements of graph
aesthetics. Information Visualization, 1(2) :103–110, 2002.
[148] Stanley Wasserman and Joseph Galaskiewicz. Advances in social network analysis :
Research in the social and behavioral sciences. Sage, 1994.
[149] Duncan J Watts and Steven H Strogatz. Collective dynamics of ‘small-
world’networks. nature, 393(6684) :440–442, 1998.
[150] Bernard L Welch. The generalization of student’s problem when several different
population variances are involved. Biometrika, 34(1/2) :28–35, 1947.
[151] Douglas Brent West et al. Introduction to graph theory, volume 2. Prentice hall
Englewood Cliffs, 2001.
[152] Douglas R White and Frank Harary. The cohesiveness of blocks in social networks :
Node connectivity and conditional density. Sociological Methodology, 31(1) :305–359,
2001.
[153] Faraz Zaidi, Daniel Archambault, and Guy Melanc¸on. Evaluating the quality of
clustering algorithms using cluster path lengths. In ICDM, pages 42–56, 2010.
