SAFT
Introduction
The use of array transducers in the field of ultrasonic nondestructive testing (NDT) is now commonplace [1] and they are routinely used for lab-and site-based inspections across a range of fields, including oil, gas, power generation, aerospace and marine. The main attraction of arrays over conventional single-crystal transducers is their ability to electronically focus, steer and sweep ultrasonic energy with an almost infinite number of combinations. There are several benefits which can result from this: electronic beam steering and sweeping minimises mechanical transducer movement, improving the inspection coverage on components with limited surface access.
These arrays may be used to emulate a monolithic transducer [2] or configured to allow for sweeping through a range of angles, as used in phased array. This is accomplished through independently controlling the timing at which each element is fired to produce a high-intensity plane wave in the direction of beam propagation, allowing for real-time B-scan images to be generated. An alternative approach is to have each element treated as an individual transducer in its own right with wave propagation carried out sequentially, where only energy from a single point source is present in the medium at any one time, allowing for synthetic aperture focusing techniques (SAFT) to be applied during post-processing. While both principles have been previously explored in depth, with the latter leading to the introduction of full matrix capture (FMC), this paper presents an approach that emulates a virtual point source during transmission, with receiving data captured using traditional synthetic aperture (SA) data acquisition techniques, where received signals are collected independently by the individual elements. A contributing factor in the adoption of a new ultrasonic technique is that of frame rate, where real-time inspections are preferable. For conventional synthetic aperture systems this is often a trade-off between resolution and speed, where for phased array this involves reducing the number of beams per frame, and for SAFT reducing pixel resolution. However, the data acquisition method must also be considered to reduce the post-processing requirement of the SA algorithms and, to adequately characterise the features of each of these techniques, it is first necessary to define the underlying mathematical principles involved and provide a brief history of the development of synthetic aperture. The algorithms considered are: conventional SAFT, full matrix capture and virtual source aperture (VSA).
Synthetic aperture
Synthetic aperture ultrasound imaging for NDT is becoming commonplace. It is a technique that synthetically simulates a virtual aperture from a series of smaller elements, either through a multi-element transducer or tracking the movement of a singleelement transducer. Imaging of synthetic aperture data is achieved through the implementation of a post-processing algorithm, which is dependent on the focusing requirements of the inspection.
While the basic post-processing and imaging algorithms used within NDT and the medical world have evolved from early radar imaging systems, they have been adapted to suit the environment in which they are used. For example, medical ultrasound, where it is necessary to examine dynamically moving organs such as the heart, where high frame rates in excess of 50 frames per second (fps) is a requirement [3] , often requires higher frame rates than are required within NDT. While lower frame rates would be acceptable within NDT, a different set of problems exist in that NDT components are metallic or composite in nature. Often, however, it is the same basic algorithms used in all fields but referred to by different names [4] , leading to confusion among non-specialists. Two synthetic aperture techniques (SAFT and TFM) are discussed in this section before a review of the VSA technique.
Conventional SAFT
Synthetic aperture first appeared in the 1950s [5] as part of a radar imaging system and is a technique that post-processes an unfocused collection of signals over time to achieve better resolution than could otherwise be achieved. Conventionally, SAFT collects coherent pulse-echo data over the scanned area with a synthetic array implemented during post-processing. In its simplest implementation this would involve a single element transmitting, then receiving, an unfocused wave, which in itself would produce a low-resolution image, but when combined with data from a larger number of elements higher resolutions are possible. This ability to focus the array everywhere within an image allows for greater lateral resolution and depth of field than could be obtained with traditional linear B-scanning methods. More recently, the application of SAFT with multiple-element array transducers allows for faster data acquisition (when compared to physical scanning of single-element transducers) through reduced mechanical movement [3] . This data acquisition process is described in Figure 1 , where it can be seen that energy is transmitted and received by each transducer element in turn.
The imaging of data with SAFT is achieved through a delay and sum beamforming approach, whereby a grid of pixels representative of the region of interest is defined, with summing of the time domain signals contributing to pixel intensities for each grid location. Therefore, for every focal x, z point there will be a contribution from n time-of-flight calculations (where n represents the number of active elements), which is used to extract the relevant amplitude information from the array of data. Since every pixel in the image acts as a focal point, fully-focused imagery of the region of interest can be obtained, as illustrated in Figure 2 .
Expressed mathematically in Equation (1), pixel intensities (I) are determined from the time-of-flight calculation from each rx element to each x, z pixel location, where c is the velocity. A Hilbert transform (h) is optionally used here to convert the real time domain signal into complex form, which allows the signal magnitude (envelope) to be found:
The transmission pattern of conventional SAFT can be shown theoretically to generate a beam pattern with a very narrow main lobe offering high lateral resolution. However, this is at the cost of poor sidelobe suppression, which can reduce the achievable signal-to-noise ratio [6] . Reduction of the sidelobe level is possible through the application of apodisation weights, but only at the cost of increasing the main lobe width [7] .
Full matrix capture
The advancement of conventional SAFT to allow for every possible transmit and receive combination of a multi-element transducer directly led to the development of the total focusing method (TFM) and FMC. First introduced to NDT in 2005 [2] , it applies a 'transmit on one and receive on all' data acquisition strategy (as illustrated in Figure 3 ). The data is acquired sequentially as each element first acts as a transmitter with all elements acting as receivers, allowing for every possible transmit and receive combination to be exploited, introducing greater angular coverage, but at the cost of a larger data size of n 2 .
As expressed in Equation (2), imaging of FMC data is identical to that of SAFT [8] , except that the contribution to pixel intensity for FMC is determined from each transmit tx and receive rx pair, allowing for a significant improvement in the signal-tonoise ratio over that of conventional SAFT. Examination of this strategy reveals that conventional SAFT imaging can be obtained by taking the diagonal of the FMC dataset, and that by accounting for reciprocity of the pitch-catch time domain signals a reduced size of rx/2(rx+1) is possible [9] . That is, for each tx, rx pair, the corresponding rx, tx can be determined from the original tx, rx pair:
A limiting factor in the adoption of FMC is that the performance of the post-processing algorithm and data acquisition strategy result in much slower frame rates than those of traditional ultrasonic methods due to the larger number of time domain signals to be processed. While the algorithm is highly suited for improved computational time through parallelisation, the number of transmission cycles is of particular importance as it sets a fundamental limit at which the system can operate.
Virtual source aperture
By treating the focus of the transducer as a virtual source for synthetic aperture processing, improvements in lateral resolution beyond the focus of the transducer are possible [7] . A technique first explored by Karman and O'Donnell [10] for use with medical ultrasound, it has not been fully exploited for use with NDT. It is presented here as an additional synthetic aperture imaging approach that allows for faster data acquisition than FMC and conventional SAFT, by reducing the number of transmission cycles necessary to produce an image.
A virtual source is selected away from the transducer to act as a source of spherical waves, which is used to determine the appropriate delay in the firing of each physical transducer element of the linear array. This delay pattern is determined by calculating the path length from each transducer element to this virtual source simply by using Pythagoras theorem and subtracting the shortest path length to produce a result to provide a set of values relating to the order and timing of each transducer element. These path lengths are converted to time to determine the inter-element time of firing as expressed in Figure 4 and Equation (3), where D is the delay The VSA method discussed here allows for a divergent beam to propagate through the material as if transmitting from a virtual point source above the array. The centre elements fire first, with the outer elements firing last. This technique differs from phased array ultrasonics in that a focal point may be defined within the material (below the array) to generate a beam that converges at the point of focus. The reception of data is similar to that of FMC data acquisition in that each transducer element will act as a receiver, allowing for n A-scans to contribute to the imaging algorithm. However, unlike conventional SAFT, only a single transmission pulse is necessary.
Imaging of the virtual source data is accomplished through a variation of the standard SAFT algorithm (previously discussed) and is expressed in Equation (4), where each time-of-flight calculation is made relative to the centre element of the transducer (the point at which the virtual source is first emitted):
While the VSA algorithm is shown to produce datasets of identical size to those of conventional SAFT (n), it is collected from only a single transmission cycle, allowing for faster data acquisition and a reduction in the time that ultrasonic energy is present in the material. This has the benefit of allowing for the rapid inspection of components.
Experimental configuration and results
VSA was experimentally tested and compared with SAFT and TFM to determine the quality of the image and the speed of inspection. For this purpose, an experimental data acquisition and post-processing system was assembled consisting of: (a) A data acquisition system controlled by a MicroPulse The test sample used for this work was a ferritic steel block of dimensions 35 × 35 × 120 mm and manufactured from low-carbon steel (see Figure 5 ). This sample contained four equally-spaced (5 mm), diagonally-aligned 3 mm side-drilled holes (SDH) along a 60 degree plane relative to the normal at a depth of 12-26 mm. Acquisition and post-processing was performed on this specimen for 32 active elements and set to image an area of -15 mm to +15 mm horizontally and 10 mm to 30 mm vertically at resolutions of 0.5, 0.25 and 0.125, producing images of pixel sizes 60 × 40, 120 × 80 and 240 × 160, respectively. A threshold of 20 dB was applied to the images, with reconstruction of the raw data performed in C++ for optimal performance and presentation of images through the Windows Presentation Foundation (WPF).
For the VSA algorithm, the position of the virtual source was set at -30 mm vertical to the normal. This location was selected to minimise the beam spread relative to the aperture of the physical transducer and the region of interest while allowing the maximum amount of energy to be transmitted. For each algorithm the test was repeated to the above specification, with results presented in Table  1 and Figures 6 to 9 (all images are rendered with a 20 dB threshold and 30 dB gain, unless otherwise stated). 
Discussion
Analysis of the experiment confirms that performance (measured in frames per second) was best for the VSA algorithm, and that this was possible due to the reduction in data acquisition time due to the single transmission cycle needed to generate an image. Images from VSA were comparable to those of TFM in terms of image resolution, but suffered from the introduction of noise. However, the higher frame rates of VSA and the single transmission strategy (which reduced the time ultrasonic energy was present in the material) allowed for faster physical movement of the transducer without the introduction of motion artifacts, which was shown to be present with conventional SAFT and TFM. Unlike conventional phased array systems (where all elements are fired to form a beam with a fixed focus), the VSA method utilised a single virtual point source positioned above the array, which generated a divergent beam that was not focused within the material. A single virtual source was used and positioned so that it would allow the maximum transfer of energy relative to the region of interest. An advantage with conventional SAFT and TFM is that pixel intensity over a wide area is more uniform due to the contribution from a larger number of individual transmit and receive element combinations within the array. Where only a single virtual point source is used on transmission, degradation of the image occurs near the edges (where the pixel is far away from the axis virtual point source). This can be seen in Figure 9 , where only one side-drilled hole achieved maximum intensity. A solution to this would be to introduce an additional or an array of additional VSA sources to provide greater angular coverage.
It should be noted that while Figures 7 and 8 (conventional SAFT) suffered from lower signal-to-noise ratio, it achieved a higher resolution for each SDH. The poor signal-to-noise ratio was present in these images as the SAFT algorithm implemented here is based on each transducer element firing sequentially, and it was more common to coherently sum elements to increase the virtual aperture size, that is a group of elements firing in parallel and electronically shifted along the width of the aperture. This technique was not explored here as the focus of the experiment was to determine performance in relation to speed, therefore minimum processing time was explored.
Conclusion
This work presented three synthetic aperture techniques: SAFT, TFM and VSA, with the objective of determining the performance of each algorithm inclusive of data acquisition, image render and image quality. To achieve this, each technique was presented in detail describing its data acquisition strategy and post-processing algorithm, where it was shown that each technique evolved from the same basic principle as that of conventional SAFT.
Each algorithm was implemented on an experimental data acquisition and post-processing system capable of data transfer speeds of 7 MB/s, with post-processing carried out under C++ for optimal performance. It was shown that while TFM offers the best possible image quality of the techniques discussed, VSA outperformed TFM and SAFT in terms of speed, with similar image quality to that of TFM. 
