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a b s t r a c t
Evaluation for generalization performance of learning algorithms
has been themain thread of machine learning theoretical research.
The previous bounds describing the generalization performance
of the empirical risk minimization (ERM) algorithm are usually
establishedbased on independent and identically distributed (i.i.d.)
samples. In this paper we go far beyond this classical framework
by establishing the generalization bounds of the ERM algorithm
with uniformly ergodic Markov chain (u.e.M.c.) samples. We prove
the bounds on the rate of uniform convergence/relative uniform
convergence of the ERMalgorithmwith u.e.M.c. samples, and show
that the ERM algorithm with u.e.M.c. samples is consistent. The
established theory underlies application of ERM type of learning
algorithms.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Recently Support Vector Machines (SVMs) have become one of the most widely used algorithms
in themachine learning community [1]. Besides their good performance in practical applications they
also enjoy a good theoretical justification in terms of both universal consistency and learning rates
when training samples come from an i.i.d. process. This renewed interest for theory naturally boosted
the development of performance bounds for learning algorithms (see [2–6], etc.). However, this i.i.d.
assumption cannot often be strictly justified in real-world applications, and many machine learning
applications such as market prediction, system diagnosis, and speech recognition are inherently
temporal in nature, and consequently not i.i.d. processes [7]. Relaxations of such i.i.d. assumption have
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been considered for quite a while in both machine learning and statistics literatures. For example,
Yu [8] established the rates of convergence for empirical processes of stationary mixing sequences.
Modha and Masry [9] established the minimum complexity regression estimation withm-dependent
observations and strongly mixing observations respectively. Vidyasagar [10] considered the notions
of mixing and proved that most of the desirable properties (e.g. PAC or UCEMUP property) of i.i.d.
sequence are preserved when the underlying sequence is mixing sequence. Steinwart, Hush and
Scovel [7] proved that the SVMs for both classification and regression are consistent only if the data-
generating process satisfies a certain type of law of large numbers (e.g. WLLNE, SLLNE). Smale and
Zhou [11] considered online regularization learning algorithm based on Markov sampling. Zou and
Li [12] established the bounds on the rate of uniform convergence of learning machines with strongly
mixing observations. Zou, Li and Xu [13] obtained the generalization bounds of the ERM algorithm
with exponentially strongly mixing observations.
There have been many dependent (not i.i.d.) sampling mechanisms studied in machine learning
literatures ([14,15] etc.). In the present paper we focus on an analysis in the case when the samples
are Markov chains (that is, the Markov chain samples). The Markov chain samples appear so often
and naturally in applications, especially in biological (DNA or protein) sequence analysis, speech
recognition, character recognition, content-based web search and marking prediction. Two examples
are as follows:
Example 1. Consider the problem of an insurance companywanting to draft the amount of insurance
money and claim settlement according to the health condition of insurance applicants. In the simplest
case, the health condition of an insurance applicant consists of healthy and ill. For an insurance
applicant during given age stage, we suppose that the probability that he/she is healthy this year and
also next year is given. The probability that he/she is ill this year but healthy next year is also known.
Let xi be the health condition given by the ith year, and yi be the corresponding profit or loss the
insurance companymade. Then {xi} is a sequence with Markov property. The insurance company had
a data set of past insurance applicants and the profit or loss of the company. To draft the amount
of insurance money and claim settlement, one should learn the unknown functional dependency
between xi and yi from the Markov chain samples {zi = (xi, yi)}i≥1.
Example 2. We usually have the following quantitative example in the models of random walk and
predicting theweather, that is, suppose that {xi} is a Markov chain consisting of five states 1, 2, 3, 4, 5
and having transition probability matrix
P =

0.2 0.2 0.2 0.2 0.2
0.1 0.3 0.2 0.2 0.2
0.2 0.1 0.3 0.2 0.2
0.2 0.2 0.1 0.3 0.2
0.2 0.2 0.2 0.1 0.3
 .
By the matrix P and Matlab software, we can create a sequence with Markov property, for example,
x1 = 1, x2 = 1, x3 = 5, x4 = 3, . . . . Through target function y = f (x) = x2 + 10x + 3, we also
can produce the corresponding values of xi, that is, y1 = 14, y2 = 14, y3 = 78, y4 = 42, . . . . Then a
problem is posed: how can we learn the target function f (x) = x2 + 10x+ 3 from the Markov chain
samples
S = {z1 = (1, 14), z2 = (1, 14), z3 = (5, 78), z4 = (3, 42), . . .}.
Many empirical evidences show that a learning algorithm very often performs well with Markov
chain samples ([16,17], etc.). Why it is so, however, has been unknown (particularly, it is unknown
how well it performs in terms of consistency and generalization). Answering those questions is the
purpose of the present paper. We will provide theoretical justification of the success of the ERM
algorithm by establishing a consistency and the generalization bound estimation results of the ERM
algorithmwith u.e.M.c. samples. Following this schedule, in Section 2 we introduce some notions and
notations. In Sections 3 and 4 we derive the bounds on the rate of uniform convergence and relative
uniform convergence of the ERM algorithm respectively, and obtain the generalization bounds of the
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ERM algorithm with u.e.M.c. samples. Finally, we conclude the paper with some useful remarks in
Section 5.
2. Preliminaries
In this section we introduce the definitions and notations used throughout the paper, and present
Hoeffding’s inequality on u.e.M.c samples, which will be used in the next studies.
Suppose (Z, S) is a measurable space, a Markov chain is a sequence of random variables {zt}t≥0
together with a set of probability measures Pn(z, A), z ∈ Z, A ∈ S. It is assumed that
Pn(z, A) = Prob{zn+i ∈ A|zj, j < i, zi = z}.
Thus Pn(z, A) denotes the probability that the state zwill belong to the set A after n time steps, starting
from the initial state z at time i. The fact that the transition probability does not depend on the values
of z prior to time i is the Markov property, that is
Prob{zn+i ∈ A|zj, j < i, zi = z} = Prob{zn+i ∈ A|zi = z},
and the fact that the transition probability does not depend on the initial time imeans that theMarkov
chain is stationary [10].
Given two probability measures µ1, µ2 on the measurable space (Z, S), we define the total
variation distance between the two measures as follows:
‖µ1 − µ2‖TV = 2 sup
B
|µ1(B)− µ2(B)|.
With these notations, there are several definitions of Markov chain, but we shall be concerned with
only one, namely, uniformly ergodic Markov chain in this paper [18,19].
Definition 1 ([18]). A Markov chain Z = {zi}i≥0 is called a uniformly ergodic Markov chain, if
sup
z∈Z
‖Pn(z, A)− pi(A)‖TV .= d(n)→ 0 as n→∞
for n ∈ N, and every measurable set A ∈ S, where pi is the stationary distribution of the Markov
chain Z .
Meyn and Tweedie (see Theorem16.0.2 in [16]), Aldous, Lorász andWinkler (see TheoremB in [19])
proved that Definition 1 is equivalent to the following assumption.
Assumption 1 ([20]). There exists a probability measure ψ on S, a positive real number λ ∈ (0, 1),
and an integerm ≥ 1 such that
Pm(z, A) ≥ λψ(A)
for every z ∈ Z and any measurable set A ∈ S.
Remark 1. Assumption 1 listed here is closely related to the assumption of uniform ergodicity
introduced in [16]. Meyn and Tweedie [16] proved that a chain satisfying Assumption 1 automatically
possess a unique stationary distribution. To emphasize the role of parameters λ andm, aMarkov chain
satisfying Assumption 1 is denoted as Z(λ,m) in what follows.
Given n samples
S = {z0 = (x0, y0), z1 = (x1, y1), . . . , zn−1 = (xn−1, yn−1)} ∈ Zn
drawn from the first n samples of the u.e.M.c. Z(λ,m) according to pi , which is a fixed but unknown
stationary distribution on Z = X×Y . The goal of learning from theMarkov chain samples S is to find a
function f that assigns values to unlabeled samples such that when a new unlabeled sample is given,
the function f can forecast it correctly. Let
E(f ) = E[`(f , z)] =
∫
`(f , z)dpi
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be the expected risk (or expected error) of function f , where `(f , z), is a non-negative loss function. In
machine learning [7], the margin-based loss functions such as the (squared) hinge loss, the AdaBoost
loss, the logistic loss and the least square loss are very often used in classification applications, and the
distance-based loss functions such as the least squares loss, Huber’s insensitive loss, the logistic loss,
and the ε-insensitive loss are frequently adopted in regression applications. Because our purpose in
the present research is to discuss general learning problems, we consider the loss function of general
form `(f , z) in the following. Therefore, we now move the focus from a function f to a family F of
such functions.
A learning problem can be formulated as finding the minimizer of the expected risk over a
hypothesis space F . Since the distribution pi is unknown and we only know the set S of random
samples, the minimizer of the expected risk E(f ) cannot be computed directly. The Empirical Risk
Minimization (ERM) principle [1] then advocates that instead of minimizing the expected risk, an
approximate solution is found through minimizing the so-called empirical risk (or empirical error)
defined by
En(f ) = 1n
n−1∑
i=0
`(f , zi).
Let f˜ be a function minimizing the expected risk E(f ) over F , that is,
f˜ = argmin
f∈F E(f ) = argminf∈F
∫
`(f , z)dpi.
We define fˆ to be a function minimizing the empirical risk En(f ) over F , i.e.,
fˆ = argmin
f∈F En(f ) = argminf∈F
1
n
n−1∑
i=0
`(f , zi). (1)
According to the ERM principle, we then consider the function fˆ as an approximation of the target
function f˜ . Thus a central question of the ERM learning (1) is how well fˆ really approximate f˜ . If
this approximation is good, then the ERM algorithm is said to be generalize well. An ERM algorithm
with generalization capability implies that although it is found via minimizing the empirical risk
En(f ), it can eventually predict as well as the optimal predictor f˜ , or it can give the best (the lowest
risk) prediction for any unlabeled samples. In this sense, the generalization capability of a learning
algorithm is a necessary requirement for any successful application, and furthermore, to characterize
generalization capability of a learning algorithm requires in essence to decipher how close fˆ is
from f˜ . This is a very difficult issue in general [4]. In statistical learning framework, we usually
consider how close the expected risk E(fˆ ) is from E(f˜ ), or equivalently, how small can we expect the
difference E(fˆ )− E(f˜ ) to be. Whenever E(fˆ ) eventually approaches to E(f˜ ), we say that the learning
algorithm is consistent. Our aim in this paper is to conclude the consistency of the ERM algorithm
with uniformly ergodic Markov chain samples, and provide the generalization bound estimations for
the ERM algorithm.
Since fˆ is dependent on the sample set S, in other words, the minimization (1) is taken over the
discrete quantity En(f ), intuitively, we have to estimate the capacity of the function set F . Here the
capacity of the function set F is measured by the covering number in this paper.
Definition 2 ([4]). For a subset F of a metric space and ε > 0, the covering number N (F , ε) of the
function set F is the minimal integer b ∈ N such that there exist b disks with radius ε covering F .
To establish the generalization bounds of the ERM algorithmwith uniformly ergodic Markov chain
samples, we give some basic assumptions on the hypothesis space F and the loss function `(f , z):
(i) We suppose that F is contained in a ball of a Hölder space Cp(X) on a compact subset of
a Euclidean space Rd for some p > 0. Here the Hölder space Cp(X) is defined as the space of all
continuous functions on X with the following norm finite [11]:
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‖f ‖Cp(X) = ‖f ‖∞ + |f |Cp(X), |f |Cp(X) := sup
x1 6=x2,x1,x2∈X
|f (x1)− f (x2)|
(d(x1, x2))p
,
where d(·, ·) is the metric defined on X .
(ii) Let
M .= sup
f∈F
max
z∈Z
`(f , z), L .= sup
g1,g2∈F ,g1 6=g2
max
z∈Z
|`(g1, z)− `(g2, z)|
‖g1 − g2‖Cp(X) .
We suppose thatM and L both are finite in this paper.
By the basic assumption (i), there exists a constant C0 > 0 such that for any ε > 0, the covering
numberN (F , ε) of F in Cp(X)with the metric ‖ · ‖Cp(X) satisfies (see [21]),
N (F , ε) ≤ exp{C0ε −2dp }. (2)
The interested reader can consult [4] for examples of the hypothesis space F .
For this end, we will first study the bound on the uniform convergence of the ERM algorithm with
u.e.M.c. samples in the next section. In doing so, we will apply the following Hoeffding’s inequality on
u.e.M.c., which established by Glynn and Ormoneit in [20] and a useful lemma established by Cucker
and Smale in [22].
Lemma 1 ([20]). Suppose that {zi}i≥0 is a uniformly ergodic Markov taking values in a state space Ω ,
g : Ω → R is a real function, Ui = g(zi), and Sn =∑n−1i=0 Ui for any integer n. If the norm of g is defined
by
‖g‖∞ .= sup {|g(z)| : z ∈ Ω} ,
and ‖g‖∞ ≤ ∞, then for any ε > 0, and any n not less than 2m‖g‖∞λε , the inequality
Probz{Sn − E[Sn] ≥ nε} ≤ exp
{−(nελ− 2‖g‖∞m)2
2n‖g‖2∞m2
}
is valid, where Probz{A} = Prob{A|z0 = z}.
Lemma 2 ([22]). Let c1, c2 > 0, and s > q > 0. Then the equation
xs − c1xq − c2 = 0
has a unique positive zero x∗. In addition
x∗ ≤ max{(2c1)1/(s−q), (2c2)(1/s)}.
3. Uniform convergence bound
In this section we quantitatively study uniform convergence of the ERM algorithm with u.e.M.c.
samples. To be more precise, we provide an upper bound estimation on the rate of probabilistic
convergence of the ERM algorithm with u.e.M.c. samples.
Theorem 1. Let Z(λ,m) be a uniformly ergodic Markov chain and N (F , ε) be the covering number of
F . Then for any ε > 0, and any n ≥ 2Mm
λε
, there holds
Prob
{
sup
f∈F
|E(f )− En(f )| ≥ ε
}
≤ 2N
(
F ,
ε
4L
)
exp
{−(nελ− 4Mm)2
8nM2m2
}
. (3)
Proof. For any i ∈ {0, 1, . . . , n− 1}, let Ui = E[`(f , z0)] − `(f , zi). Then E(f )− En(f ) = 1n
∑n−1
i=0 Ui,
and
|Ui| = |`(f , zi)− E[`(f , z0)]| ≤ M.
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Replacing ‖g‖∞ byM in Lemma 1, and by the fact that Prob(A) = E[Probz(A)], we obtain
Prob {|E(f )− En(f )| ≥ ε} ≤ 2 exp
{−(nελ− 2Mm)2
2nM2m2
}
. (4)
Set
LS(f ) = E(f )− En(f ), k = N (F , ε),
and let F = F1 ∪ F2 ∪ · · · ∪ Fk. By the same argument conducted as that in [4], we have
Prob
{
sup
f∈F
|E(f )− En(f )| ≥ ε
}
≤
k∑
j=1
Prob
{
sup
f∈Fj
|E(f )− En(f )| ≥ ε
}
. (5)
To estimate the term on the right-hand side of the above inequality, we define balls Fj, j ∈
{1, 2, . . . , k} to be a cover of F with center at fj, and radius ε. Then, for all f ∈ Fj,
|LS(f )− LS(fj)| ≤ E[|`(f , z)− `(fj, z)|] + 1n
n−1∑
i=0
|`(f , zi)− `(fj, zi)|
≤ 2L · ‖f − fj‖Cp(X)
≤ 2Lε.
It follows that for all f ∈ Fj
sup
f∈Fj
|LS(f )| ≥ 4Lε H⇒ |LS(fj)| ≥ 2Lε.
By inequality (4), we thus conclude that for any j ∈ {1, 2, . . . , k},
Prob
{
sup
f∈Fj
|LS(f )| ≥ 4Lε
}
≤ 2 exp
{−(2nLελ− 2mM)2
2nm2M2
}
. (6)
Combining inequalities (5) and (6) and replacing ε by ε4L then gives Theorem 1. This completes the
proof of Theorem 1. 
Remark 2. Theorem 1 shows that as long as the covering number of the hypothesis space F is finite,
the empirical riskEn(f )uniformly converges to the expected riskE(f ), and the convergence speedmay
be exponential. This assertion is well known for the ERM algorithm with i.i.d. samples (see [1,2,4]).
We have generalized this classical result to the u.e.M.c. samples. In addition, bound (3) have the same
order with that obtained by Vapnik in [1], and by Cucker and Smale in [4].
Now we derive the generalization bounds and conclude the consistency of the ERM algorithm
with u.e.M.c. samples by applying the uniform convergence bound estimation results obtained in
Theorem 1.
Observing from Theorem 1 that whenever λ ≤ ε, the exponential in (3) becomes
−(nελ− 4mM)2
8nM2m2
≤ −ε
2(λ2n− 8mM)
8m2M2
.
By assumption (2), we have
N
(
F ,
ε
4L
)
≤ exp
{
C0
( ε
4L
)− 2dp }
.
So, by Theorem 1, we have that for any ε > 0,
P
{
sup
f∈F
|E(f )− En(f )| ≥ ε
}
≤ 2 exp
{
C0
( ε
4L
)− 2dp − ε2(λ2n− 8mM)
8m2M2
}
. (7)
194 B. Zou et al. / Journal of Complexity 25 (2009) 188–200
Now we rewrite inequality (7) in an equivalent form: For any δ ∈ (0, 1], let
exp
{
C0
( ε
4L
)− 2dp − ε2(λ2n− 8mM)
8m2M2
}
= δ.
We have
ε
(2+ 2dp ) − 8 ln(1/δ)m
2M2
(λ2n− 8mM) ε
2d
p − 8C0(4L)
2d
p m2M2
(λ2n− 8mM) = 0.
By Lemma 2, we have that this equation with respect to ε has a unique positive zero ε∗, and
ε∗ ≤ ε(n, δ) .= max

[
16 ln(1/δ)m2M2
λ2n− 8mM
] 1
2
,
[
16m2M2C0(4L)
2d
p
λ2n− 8mM
] p
2p+2d
 .
The solution ε(n, δ) is used to solve the inequality
sup
f∈F
[E(f )− En(f )] ≤ ε(n, δ).
As a result we obtain that with probability at least 1− δ for any function f ∈ F , the inequality
E(f ) ≤ En(f )+ ε(n, δ)
is valid. It is true as well for the function fˆ that minimizing the empirical risk En(f ) over F . Thus the
bound
E(fˆ ) ≤ En(fˆ )+ ε(n, δ) (8)
holds with probability at least 1− δ.
On the other hand, for the same δ as above,we have that for the function f˜ minimizing the expected
risk E(f ) over F , the following estimation
E(f˜ ) ≥ En(f˜ )− ε(n, δ) (9)
holds with probability 1− δ.
Note that En(f˜ ) ≥ En(fˆ ). From inequalities (8) and (9), we thus deduce that with probability at
least 1− 2δ, the estimation
E(fˆ )− E(f˜ ) ≤ 2ε(n, δ) (10)
holds true.
Remark 3. (i) Bounds (8) and (10) show that the ERMalgorithm are generalizablewhen applied to the
u.e.M.c. samples. This assertion generalizes the previous results in [1] of i.i.d. samples to the u.e.M.c.
samples.
(ii) By bound (10), we have
E(fˆ )− E(f˜ )→ 0, as n→∞.
This then shows that the ERM algorithm with u.e.M.c. samples is consistent. This conclusion extends
the classical results in [1] to the case where the i.i.d. samples replaced by the u.e.M.c. samples. The
difference is that there we use a simpler concept of capacity than in the classical model in [1].
4. Relative uniform convergence bound
In this section, our aim is to generalize the uniform convergence bounds established in the last
section to the relative uniform convergence case. That is, we estimate the quantity (for any ε > 0)
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Prob
{
sup
f∈F
|E(f )− En(f )|√
E(f )
≥ ε
}
(11)
by following the enlightening idea of [13,20]. Such a study is motivated by the observation that a
uniform convergence bound fails to capture the phenomenon that for those functions f ∈ F forwhich
the expected risk E(f ) is small, the deviation E(f )−En(f ) is also smallwith large probability. However,
the relative deviation [E(f ) − En(f )]/√E(f ) is more appropriate for capturing the phenomenon [1].
To develop an upper bound of term (11), we clearly need to assume that the denominator in term (11)
does not take value 0. Accordingly, replacingF in the last section, we confine the function f to belong
to a more restricted function setH in this section, where
H = {f ∈ F : a ≤ ‖f ‖Cp(X) ≤ b }
with two positive real number a and b (not necessary bounded).
Just as the role of Hoeffding’s inequality played in the proof of Theorem 1, Markov’s inequality will
play a crucial role in the proof of the following estimation.
Theorem 2. Let Z(λ,m) be a uniformly ergodic Markov chain. Then for any ε > 0, any n ≥ 2Mm
λε
, and for
all f ∈ H , the following inequality
Prob
{
En(f )− E(f )√
E(f )
≥ ε
}
≤ exp
{
−(nελ√aL− 2Mm)2
2nM2m2
}
is valid.
Proof. For simplicity, we set µ = E(f ). Let fc(z) .= `(f , z)− µ, and set
Sn − nµ .=
n−1∑
i=0
`(f , zi)− nµ =
n−1∑
i=0
fc(zi).
We then easily find that En(f )− E(f ) = 1n (Sn − nµ). Under Assumption 1, it is known that (see [23])
|Ez[fc(zn)]| ≤ M · (1− λ)bn/mc,
where Ez(·) .= E[·|z0 = z]. Hence g(z) .=∑∞n=1 Ez[fc(zn)] converges absolutely and
‖g‖∞ ≤ M ·m/λ, (12)
where ‖g‖∞ .= sup{|g(z)| : z ∈ Z}. Furthermore, g solves Poisson’s equation
g(z)− Ez[g(z1)] = fc(z)
for any z ∈ Z. Observe that Di = g(zi) − Ez[g(zi)|z0, . . . , zn−1] is a martingale difference for i ≥ 0.
Furthermore, it follows that
Sn − nµ =
n∑
i=1
Di + g(z0)− g(zn).
Then we conclude that for any θ > 0
Ez [exp(θ(Sn − nµ))] ≤ exp(2θ‖g‖∞) · Ez
[
exp
(
θ
n∑
i=1
Di
)]
.
But
Ez
[
exp
(
θ
n−1∑
i=0
Di
)]
= Ez
[
exp
(
θ
n∑
i=1
Di
)]
Ez[exp(θDn)|z0, . . . , zn−1].
As Di lies a.s. in an interval of length 2‖g‖∞, we then have (see Lemma 8.1 in [24])
Ez[exp(θDn)|z0, . . . , zn−1] ≤ exp(θ2‖g‖2∞/2).
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Consequently, we get the inequality Ez [exp(θ(Sn − nµ))] ≤ exp(2θ‖g‖∞ + nθ2‖g‖2∞/2). Taking
expectation of both sides with respect to z, we thus obtain
E [exp(θ(Sn − nµ))] ≤ exp(2θ‖g‖∞ + nθ2‖g‖2∞/2).
By using Markov’s inequality, we then deduce that for any θ > 0,
Prob {Sn − nµ ≥ nδµ} = Prob
{
eθ(Sn−nµ) ≥ eθnδµ}
≤ E[e
θ(Sn−nµ)]
eθnδµ
≤ exp(2θ‖g‖∞ + nθ2‖g‖2∞/2− θnδµ). (13)
Taking θ = nδµ−2‖g‖∞
n‖g‖2∞ , substituting θ into inequality (13) and using the bound (12), we obtain
Prob {Sn − nµ ≥ nδµ} ≤ exp
{−(nδλµ− 2Mm)2
2nM2m2
}
.
Replacing δ by ε√
µ
, we have
Prob
{
En(f )− E(f )√
E(f )
≥ ε
}
≤ exp
{−(nελ√µ− 2mM)2
2nM2m2
}
.
Since for any f ∈ H , we have a ≤ ‖f ‖Cp(X) ≤ b. By the basic assumption (ii), we then have
aL ≤ E(f ) ≤ bL. Thus we conclude that for any ε > 0
Prob
{
En(f )− E(f )√
E(f )
≥ ε
}
≤ exp
{
−(nελ√aL− 2mM)2
2nM2m2
}
.
This completes the proof of Theorem 2. 
Theorem 3. Let Z(λ,m) be a uniformly ergodic Markov chain and N (H, ε) be the covering number of
H . Then for any 23 (aL) > ε > 0, and any n ≥ 2Mmλε , the inequality
Prob
{
sup
f∈H
|En(f )− E(f )|√
E(f )
≥ ε
}
≤ 2N (H, ϕε) exp
{−(nλτ − 2Mm)2
2nM2m2
}
holds, where τ = 7a
3
√
bL(b+4a)ε, and ϕ =
√
a
(b+4a)L 32
.
Proof. We decompose the proof into two steps.
Step 1. LetH = H1 ∪H2 ∪ · · · ∪Hl, then for any ε > 0, we have
Prob
{
sup
f∈H
En(f )− E(f )√
E(f )
≥ ε
}
≤
l∑
j=1
Prob
{
sup
f∈Hj
En(f )− E(f )√
E(f )
≥ ε
}
. (14)
Define
φ(f ) = (1− δ)E(f )− En(f ),
and l = N (H, εL ). Let the ballsHj, j ∈ {1, 2, . . . , l} be a cover ofH with center at fj and radius ε/L.
For any S and all f ∈ Hj,
φ(f )− φ(fj) = (1− δ)E(f )− En(f )− [(1− δ)E(fj)− En(fj)]
= [En(fj)− En(f )] + (1− δ)[E(f )− E(fj)]
≤ L · ‖fj − f ‖Cp(X) + (1− δ)L · ‖fj − f ‖Cp(X)
≤ ε(2− δ).
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Since this holds for all S and all f ∈ Hj, we find
sup
f∈Hj
φ(f ) ≥ 2ε(2− δ) H⇒ φ(fj) ≥ ε(2− δ).
Thus we obtain that for j = 1, 2, . . . , l,
Prob
{
sup
f∈Hj
φ(f ) ≥ 2ε(2− δ)
}
≤ Prob {φ(fj) ≥ ε(2− δ)} . (15)
Step 2.We denote by I1 the quantity on the right-hand side of inequality (15), and by I2 the quantity
on the left-hand side of inequality (15). Then, take δ = ε
E(fj)
, suppose that 0 < ε ≤ 23 (aL), and use the
similar method of [13], we have
I1 = Prob
{
φ(fj) ≥ ε(2− δ)
}
= Prob {E(fj)− En(fj) ≥ δE(fj)+ ε(2− δ)}
= Prob
{
E(fj)− En(fj) ≥ ε + ε
(
2− ε
E(fj)
)}
= Prob
{
En(fj)− E(fj)√
E(fj)
≥ ε√
E(fj)
+ ε√
E(fj)
(
2− ε
E(fj)
)}
≤ Prob
{
E(fj)− En(fj)√
E(fj)
≥ ε√
bL
(
3− ε
aL
)}
≤ Prob
{
E(fj)− En(fj)√
E(fj)
≥ 7ε
3
√
bL
}
I2 = Prob
{
sup
f∈Hj
φ(f ) ≥ 2ε(2− δ)
}
= Prob
{
sup
f∈Hj
[
E(f )− En(f )− εE(f )
E(fj)
]
≥ 2ε
[
2− ε
E(fj)
]}
≥ Prob
{√
aL sup
f∈Hj
[
E(f )− En(f )√
E(f )
− bLε√
aLE(fj)
]
≥ 2ε
[
2− ε
E(fj)
]}
≥ Prob
{
sup
f∈Hj
E(f )− En(f )√
E(f )
≥ bLε√
aLE(fj)
+ 2ε√
aL
[
2− ε
E(fj)
]}
≥ Prob
{
sup
f∈Hj
E(f )− En(f )√
E(f )
≥ ε
[
b
a
√
aL
+ 2√
aL
(
2− ε
bL
)]}
≥ Prob
{
sup
f∈Hj
E(f )− En(f )√
E(f )
≥ (b+ 4a)
√
L√
a
ε
}
.
Then, from inequality (15), we obtain
Prob
{
sup
f∈Hj
E(f )− En(f )√
E(f )
≥ ε′
}
≤ Prob
{
E(fj)− En(fj)√
E(fj)
≥ τ
}
with
ε′ = (b+ 4a)
√
L√
a
ε, τ = 7
3
√
bL
ε.
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By inequality (14) and Theorem 2, this implies
Prob
{
sup
f∈H
E(f )− En(f )√
E(f )
≥ ε′
}
≤ N
(
H,
ε
L
)
exp
{
−(nτλ√aL− 2Mm)2
2nM2m2
}
.
Similarly we can justify
Prob
{
sup
f∈H
En(f )− E(f )√
E(f )
≥ ε′
}
≤ N
(
H,
ε
L
)
exp
{
−(nτλ√aL− 2Mm)2
2nM2m2
}
.
Combining these two inequalities, and replacing ε by
√
a
(b+4a)√Lε, we can complete the proof of
Theorem 3. 
Remark 4. (i) Theorem 3 shows that as long as the covering number of the function set H is finite,
the empirical risk En(f ) uniformly converges to the expected risk E(f ), and the confidence interval for
the expected risk based on Theorem 3 is smaller than that based on Theorem 1 (this is the reason why
Vapnik [1], Bousquet [2] bounded the term (11)).
(ii) Comparing the uniform convergence bound in Theorem1 and the relative uniform convergence
bound in Theorem 3 with these bounds based on mixing samples (e.g. α-mixing and β-mixing) in
[10,12], we can find that these bounds for mixing samples have the rate O(exp(−n(α))), where n is
the number of samples and n(α) < n is the ‘‘effective number of observations’’. Therefore, the bounds
for mixing samples have worse rate than that for i.i.d. samples and u.e.M.c. samples. This implies that
mixing samples (e.g. α-mixing and β-mixing) contain less information than i.i.d. samples and u.e.M.c.
samples.
Now we begin to establish the generalization bounds by using the relative uniform convergence
bound of the ERM algorithm with u.e.M.c. samples.
Similarly, we suppose that λ ≤ τ , the exponential of Theorem 3 becomes
−(nλτ − 2mM)2
2nM2m2
≤ −τ
2(λ2n− 4mM)
2m2M2
.
By assumption (2), we have
N
(
H,
√
aε
(b+ 4a)L 32
)
≤ exp
C0
( √
aε
(b+ 4a)L 32
)− 2dp  .
By Theorem 3, we have that for any ε > 0,
P
{
sup
f∈H
|E(f )− En(f )|√
E(f )
≥ ε
}
≤ 2 exp
{
C0 (ϕε)
− 2dp − τ
2(λ2n− 4mM)
2m2M2
}
, (16)
where ϕ =
√
a
(b+4a)L 32
. Now we rewrite inequality (16) in an equivalent form: For any δ ∈ (0, 1], let
exp
C0
( √
aε
(b+ 4a)L 32
)− 2dp
− τ
2(λ2n− 4mM)
2m2M2
 = δ.
We have
ε
(2+ 2dp ) − 18 ln(1/δ)m
2M2b2
49a2(λ2n− 4mM) ε
2d
p − 18C0(L)
3d+2p
p m2M2b2(b+ 4a) 2p+2dp
49a
2p+d
p (λ2n− 4mM)
= 0.
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By Lemma 2, we have that this equation with respect to ε has a unique positive zero ε∗, and
ε∗ ≤ ε∗(n, δ) .= max
6mMb7a
(
ln(1/δ)
λ2n− 4mM
) 1
2
, ω
[
18m2M2C0b2L
d
p
49a
2p+d
p (λ2n− 4mM)
] p
2p+2d
 ,
where ω = (b+ 4a)L. The solution ε∗(n, δ) is used to solve the inequality
sup
f∈H
E(f )− En(f )√
E(f )
≤ ε∗(n, δ).
As a resultwe obtain thatwith probability at least 1−δ for the function f thatminimizing the empirical
risk En(f ) overH , the bound
E(f ) ≤ En(f )+ ε
∗(n, δ)
2
1+
√
1+ En(f )
ε∗(n, δ)
 (17)
holds. By the similar argument with inequalities (9), we have that for the same δ as above, and for the
function f ′ minimizing the expected risk E(f ) overH , the inequality
E(f ′) ≥ En(f ′)− ε(n, δ) (18)
holds with probability 1− δ.
By inequalities (17) and (18), we thus deduce that with probability at least 1− 2δ, the estimation
E(f )− E(f ′) ≤ ε(n, δ)+ ε
∗(n, δ)
2
1+
√
1+ En(f )
ε∗(n, δ)
 (19)
is valid.
Remark 5. Bounds (17) and (19) describe the generalization performance of the ERM algorithmwith
u.e.M.c. observations in the given function setH : Bound (17) evaluates the risk for the chosen function
in the target function setH , and bound (19) evaluates how close this risk is to the smallest possible
risk for the target functions setH .
5. Conclusion
In this paper, we have studied the extension problem of statistical learning theory (SLT) from the
classical independent and identically distributed (i.i.d.) sampling to the uniformly ergodic Markov
chain (u.e.M.c.) sampling. Like i.i.d. sampling, the u.e.M.c. sampling is a naturally and extensively
appeared random sampling mechanism, especially in the study of time or content-based pattern
recognition or biological sequence analysis. The fundamental problems in SLT are evaluation of
generalization performance and consistency of the ERM algorithm. We have extended the classical
generalization bound estimations of the ERM algorithm through establishing a series of new
bounds on the rate of uniform convergence and relative uniform convergence. From the established
generalization bound estimations, we have draw a conclusion that the ERM algorithm with u.e.M.c.
samples is consistent. The obtained results perfectly extended the well-known statistical learning
theory for the ERM algorithmwith i.i.d. observations in [1]. To our knowledge, the results here are the
first explicit bounds on the rate of convergence on this topic.
There have been several other attempts to extend the classical SLT from i.i.d. samples to dependent
observations (see e.g. [7,9,12]). Different from those works, the uniform convergence bound and the
relative uniform convergence bound obtained for the ERM algorithm with u.e.M.c samples have the
same convergence order with that obtained by Vapnik in [1], by Cucker and Smale in [4] for i.i.d.
samples. It is worth noting that among the existing attempts to generalize the learning theory from
i.i.d. samples to dependent samples, there is still no convergence bound exactly preserving the same
order with that for i.i.d. observations (say, those for α-mixing sequence [10]; those for exponentially
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strongly mixing sequence [9,12]; those for β-mixing sequence [10]). In particular, under the same
conditions (e.g. hypothesis space), we can find that the generalization bounds obtained in this paper
also have the same order with that obtained for i.i.d. observations. In addition, the generalization
bounds established in this paper are based on the assumption that the u.e.M.c. Z(λ,m) is stationary.
In fact, the u.e.M.c. Z(λ,m)may not stationary, in this case we can also study the performance bounds
by using the similar method of [11].
Along the line of the present work, several open problems deserve further research. For example,
how to control the generalization ability of the ERM algorithm with u.e.M.c. samples? What is the
essential difference of generalization ability of the ERM algorithm with i.i.d. samples and u.e.M.c.
samples? how to develop a lower bound estimation on the generalization ability of the ERM algorithm
with u.e.M.c. samples? All these problems are under our current investigation.
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